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Abstract
With rapid technological advancements in data collection and processing, massive large-scale and
complex datasets are widely available nowadays in diverse research fields such as genomics,
metabolomics and microbiomics. The analysis of large datasets with complex structures poses
significant challenges and calls for new theory and methodology. In this dissertation, we address several
high-dimensional statistical problems, and develop novel statistical theory and methods for analyzing
datasets generated from such data-driven interdisciplinary research.
In the first part of the dissertation (Chapter 1 and Chapter 2), motivated by the ubiquitous availability of
high-dimensional datasets with binary outcomes and the need of powerful methods for analyzing them,
we develop novel bias-correction techniques for inferring low-dimensional components or functionals of
high-dimensional objects, and propose computationally efficient procedures for parameter estimation,
global and simultaneous hypotheses testing, and confidence intervals in high-dimensional logistic
regression(s). The theoretical properties of the proposed methods, including their minimax optimality, are
carefully studied. We show empirically the effectiveness and stability of our methods in extracting useful
information from high-dimensional noisy datasets. By applying our methods to a real metabolomic
dataset, we unveil the associations between fecal metabolites and pediatric Crohn’s disease as well as
the effects of dietary treatment on such associations (Chapter 1); by analyzing a real genetic dataset, we
obtain novel insights about the shared genetic architecture between ten pediatric autoimmune diseases
(Chapter 2). In the second part of the dissertation (Chapter 3 and Chapter 4), motivated by important
questions in large-scale human microbiome and metagenomic research, as well as other applications, we
propose a novel permuted monotone matrix model and build up new principles, theories and methods for
inferring the underlying model parameters. In particular, we focus on two interrelated problems, namely,
optimal permutation recovery from noisy observations (Chapter 3), and extreme value estimation in
permuted low-rank monotone matrices (Chapter 4), and propose an efficient spectral approach to attack
these problems. The proposed methods are rigorously justified by statistical theory, including their
convergence rates and the minimax optimality. Numerical experiments through simulated and synthetic
microbiome metagenomic data are presented to show the superiority of the proposed methods over the
alternatives. The methods are applied to two real datasets to compare the growth rates of gut bacteria
between inflammatory bowel disease patients and/or normal controls.
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ABSTRACT
PROBLEMS IN HIGH-DIMENSIONAL STATISTICS WITH APPLICATIONS TO
GENOMICS, METABOLOMICS AND MICROBIOMICS
Rong Ma
Hongzhe Li,

T. Tony Cai

With rapid technological advancements in data collection and processing, massive largescale and complex datasets are widely available nowadays in diverse research fields such as
genomics, metabolomics and microbiomics. The analysis of large datasets with complex
structures poses significant challenges and calls for new theory and methodology. In this
dissertation, we address several high-dimensional statistical problems, and develop novel
statistical theory and methods for analyzing datasets generated from such data-driven interdisciplinary research.
In the first part of the dissertation (Chapter 1 and Chapter 2), motivated by the ubiquitous
availability of high-dimensional datasets with binary outcomes and the need of powerful
methods for analyzing them, we develop novel bias-correction techniques for inferring lowdimensional components or functionals of high-dimensional objects, and propose computationally efficient procedures for parameter estimation, global and simultaneous hypotheses
testing, and confidence intervals in high-dimensional logistic regression(s). The theoretical properties of the proposed methods, including their minimax optimality, are carefully
studied. We show empirically the effectiveness and stability of our methods in extracting useful information from high-dimensional noisy datasets. By applying our methods
to a real metabolomic dataset, we unveil the associations between fecal metabolites and
pediatric Crohn’s disease as well as the effects of dietary treatment on such associations
(Chapter 1); by analyzing a real genetic dataset, we obtain novel insights about the shared
genetic architecture between ten pediatric autoimmune diseases (Chapter 2).
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In the second part of the dissertation (Chapter 3 and Chapter 4), motivated by important questions in large-scale human microbiome and metagenomic research, as well as other
applications, we propose a novel permuted monotone matrix model and build up new principles, theories and methods for inferring the underlying model parameters. In particular,
we focus on two interrelated problems, namely, optimal permutation recovery from noisy
observations (Chapter 3), and extreme value estimation in permuted low-rank monotone
matrices (Chapter 4), and propose an efficient spectral approach to attack these problems. The proposed methods are rigorously justified by statistical theory, including their
convergence rates and the minimax optimality. Numerical experiments through simulated
and synthetic microbiome metagenomic data are presented to show the superiority of the
proposed methods over the alternatives. The methods are applied to two real datasets
to compare the growth rates of gut bacteria between inflammatory bowel disease patients
and/or normal controls.
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CHAPTER 1 : Global and Simultaneous Hypothesis Testing for High-Dimensional
Logistic Regression
1.1. Introduction
Logistic regression models have been applied widely in genetics, finance, and business analytics. In many modern applications, the number of covariates of interest usually grows
with, and sometimes far exceeds, the number of observed samples. In such high-dimensional
settings, statistical problems such as estimation, hypothesis testing, and construction of confidence intervals become much more challenging than those in the classical low-dimensional
settings. The increasing technical difficulties usually emerge from the non-asymptotic analysis of both statistical models and the corresponding computational algorithms.
We consider testing for high-dimensional logistic regression model:

log

πi
1 − πi



= Xi> β,

for i = 1, ..., n.

(1.1)

where β ∈ Rp is the vector of regression coefficients. The observations are i.i.d. samples
Zi = (yi , Xi ), and we assume yi |Xi ∼ Bernoulli(πi ) independently for each i = 1, ..., n.
1.1.1. Global and Simultaneous Hypothesis Testing
It is important in high-dimensional logistic regression to determine 1) whether there are
any associations between the covariates and the outcome and, if yes, 2) which covariates
are associated with the outcome. The first question can be formulated as testing the global
null hypothesis H0 : β = 0; and the second question can be considered as simultaneously
testing the null hypotheses H0,i : βi = 0 for i = 1, ..., p. Besides such single logistic regression problems, hypothesis testing involving two logistic regression models with regression
coefficients β (1) and β (2) in Rp is also important. Specifically, one is interested in testing the
global null hypothesis H0 : β (1) = β (2) , or identifying the differentially associated covariates
(1)

through simultaneously testing the null hypotheses H0,i : βi
1

(2)

= βi

for each i = 1, ..., p.

Estimation for high-dimensional logistic regression has been studied extensively. Van de
Geer (2008) considered high-dimensional generalized linear models (GLMs) with Lipschitz
loss functions, and proved a non-asymptotic oracle inequality for the empirical risk minimizer with the Lasso penalty. Meier et al. (2008) studied the group Lasso for logistic regression and proposed an efficient algorithm that leads to statistically consistent estimates.
Negahban et al. (2010) obtained the rate of convergence for the `1 -regularized maximum
likelihood estimator under GLMs using restricted strong convexity property. Bach (2010)
extended tools from the convex optimization literature, namely self-concordant functions,
to provide interesting extensions of theoretical results for the square loss to the logistic
loss. Plan and Vershynin (2013) connected sparse logistic regression to one-bit compressed
sensing and developed a unified theory for signal estimation with noisy observations.
In contrast, hypothesis testing and confidence intervals for high-dimensional logistic regression have only been recently addressed. Van de Geer et al. (2014) considered constructing
confidence intervals and statistical tests for single or low-dimensional components of the regression coefficients in high-dimensional GLMs. Mukherjee et al. (2015) studied the detection boundary for minimax hypothesis testing in high-dimensional sparse binary regression
models when the design matrix is sparse. Belloni et al. (2016) considered estimating and
constructing the confidence regions for a regression coefficient of primary interest in GLMs.
More recently, Sur et al. (2017) and Sur and Candès (2019) considered the likelihood ratio
test for high-dimensional logistic regression under the setting that p/n → κ for some constant κ < 1/2, and showed that the asymptotic null distribution of the log-likelihood ratio
statistic is a rescaled χ2 distribution. Cai et al. (2019) proposed a global test and a multiple
testing procedure for differential networks against sparse alternatives under the Markov random field model. Nevertheless, the problems of global and large-scale simultaneous testing
for high-dimensional logistic regression models with p & n remain unsolved.
In this study, we first consider global and multiple testing for a single high-dimensional logistic regression model. The global test statistic is constructed as the maximum of squared
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standardized statistics for individual coefficients, which are based on a two-step standardization procedure. The first step is to correct the bias of the logistic Lasso estimator using a
generalized low-dimensional projection (LDP) method, and the second step is to normalize
the resulting nearly unbiased estimators by their estimated standard errors. We show that
the asymptotic null distribution of the test statistic is a Gumbel distribution and that the
resulting test is minimax optimal under the Gaussian design by establishing the minimax
separation distance between the null space and alternative space. For large-scale multiple
testing, data-driven testing procedures are proposed and shown to control the false discovery rate (FDR) and falsely discovered variables (FDV) asymptotically. The framework for
testing for single logistic regression is then extended to the setting of testing two logistic
regression models.
The main contributions of the present study are threefold.
1. We propose novel procedures for both the global testing and large-scale simultaneous
testing for high dimensional logistic regressions. The dimension p is allowed to be
much larger than the sample size n. Specifically, we require log p = O(nc1 ) for the
global test and p = O(nc2 ) for the multiple testing procedure, with some constant
c1 , c2 > 0. For the global alternatives characterized by the `∞ norm of the regression
coefficients, the global test is shown to be minimax rate optimal with the optimal
p
separation distance of order log p/n.
2. Following similar ideas in Ren et al. (2016) and Cai et al. (2019), our construction
of the test statistics depends on a generalized version of the LDP method for bias
correction. The original LDP method (Zhang and Zhang, 2014) relies on the linearity
between the covariates and outcome variable. For logistic regression, the generalized
approach first finds a linearization of the regression function, and the weighted LDP is
then applied. Besides its usefulness in logistic regression, the generalized LDP method
is flexible and can be applied to other nonlinear regression problems (see Section 1.7
for a detailed discussion).
3

3. The minimax lower bound is obtained for the global hypothesis testing under the
Gaussian design. The lower bound depends on the calculation of the χ2 -divergence
between two logistic regression models. To the best of our knowledge, this is the first
lower bound result for high-dimensional logistic regression under the Gaussian design.
1.1.2. Related Works
We should note that a different but related problem, namely inference for high-dimensional
linear regression, has been well studied in the literature. Zhang and Zhang (2014), Van de
Geer et al. (2014) and Javanmard and Montanari (2014a,b) considered confidence intervals
and testing for low-dimensional parameters of the high-dimensional linear regression model
and developed methods based on a two-stage debiased estimator that corrects the bias
introduced at the first stage due to regularization. Cai and Guo (2017) studied minimaxity
and adaptivity of confidence intervals for general linear functionals of the regression vector.
The problems of global testing and large-scale simultaneous testing for high-dimensional
linear regression have been studied by Liu and Luo (2014), Ingster et al. (2010) and more
recently by Xia et al. (2018a) and Javanmard and Javadi (2019). However, due to the
nonlinearity and the binary outcome, the approaches used in these works cannot be directly
applied to logistic regression problems. In the Markov random field setting, Ren et al.
(2016) and Cai et al. (2019) constructed pivotal/test statistics based on the debiased LDP
estimators for node-wise logistic regressions with binary covariates. However, the results
for sparse high-dimensional logistic regression models with general continuous covariates
remain unknown.
Other related problems include joint testing and false discovery rate control for highdimensional multivariate regression (Xia et al., 2018b) and testing for high-dimensional
precision matrices and Gaussian graphical models (Liu, 2013; Xia et al., 2015), where the
inverse regression approach and de-biasing were carried out in the construction of the test
statistics. Such statistics were then used for testing the global null with extreme value type
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asymptotic null distributions or to perform multiple testing that controls the FDR.
1.1.3. Organization and Notations
The rest of the chapter is organized as follows. In Section 1.2, we propose the global test
and establish its optimality. Some comparisons with existing works are made in detail. In
Section 1.3, we present the multiple testing procedures that control the FDR or the FDV
asymptotically. The framework is extended to the two-sample setting in Section 1.4. In
Section 1.5, the numerical performance of the proposed tests are evaluated through extensive
simulations. In Section 1.6, the methods are illustrated by an analysis of a metabolomics
study. Further extensions and related problems are discussed in Section 1.7.
Throughout this chapter, for a vector a = (a1 , ..., an )> ∈ Rn , we define the `p norm kakp =
Pn
p 1/p
, and the `∞ norm kak∞ = max1≤j≤n |ai |. a−j ∈ Rn−1 stands for the subvector
i=1 ai
of a without the j the component. We denote diag(a1 , ..., an ) as the n × n diagonal matrix
whose diagonal entries are a1 , ..., an . For a matrix A ∈ Rp×q , λi (A) stands for the i-th largest
singular value of A and λmax (A) = λ1 (A), λmin (A) = λmin{p,q} (A). For a smooth function
f (x) defined on R, we denote f˙(x) = df (x)/dx and f¨(x) = d2 f (x)/dx2 . Furthermore, for
sequences {an } and {bn }, we write an = o(bn ) if limn an /bn = 0, and write an = O(bn ),
an . bn or bn & an if there exists a constant C such that an ≤ Cbn for all n. We write
an  bn if an . bn and an & bn . For a set A, we denote |A| as its cardinality. Lastly,
C, C0 , C1 , ... are constants that may vary from place to place.

1.2. Global Hypothesis Testing
In this section, we consider testing the global null hypotheses

H0 : β = 0

vs.

H1 : β 6= 0,

under the logistic regression model with random designs. The global testing problem corresponds to the detection of any associations between the covariates and the outcome.

5

Our construction of the global testing procedure begins with a bias-corrected estimator built
upon a regularized estimator such as the `1 -regularized M-estimator. For high-dimensional
logistic regression, the `1 -regularized M-estimator is defined as


 X
n 
1
>
β > Xi
− yi β Xi + log(1 + e
) + λkβk1 ,
β̂ = arg min
n
β

(1.2)

i=1

which is the minimizer of a penalized log-likelihood function. Negahban et al. (2010) showed
that, when Xi are i.i.d. sub-gaussian, under some mild regularity conditions, standard highdimensional estimation error bounds for β̂ under the `1 or `2 norm can be obtained by
p
choosing λ  log p/n. Once we obtain the initial estimator β̂, our next step is to correct
the bias of β̂.
For technical reasons, we split the samples so that the initial estimation step and the
bias correction step are conducted on separate and independent datasets. Without loss of
generality, we assume there are 2n samples, divided into two subsets D1 and D2 , each with
n independent samples. The initial estimator β̂ is obtained from D1 . In the following, we
construct a nearly unbiased estimator β̌ based on β̂ and the samples from D2 , using the
generalized LDP approach. Throughout the chapter, the samples Zi = (Xi , Yi ), i = 1, ..., n,
are from D2 , which are independent of β̂. We would like to emphasize that the sample
splitting procedure is only used to simplify our theoretical analysis, which does not make it
a restriction for practical applications. Numerically, as our simulations in Section 1.5 show,
sample splitting is in fact not needed in order for our methods perform well (see further
discussions in Section 1.7).
1.2.1. Construction of the Test Statistic via Generalized Low-Dimensional Projection
Let X be the design matrix whose i-th row is Xi . We rewrite the logistic regression model
defined by (1.1) as
yi = f (β > Xi ) + i
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(1.3)

where f (u) = eu /(1 + eu ) and i is error term. To correct the bias of the initial estimator
β̂, we consider the Taylor expansion of f (ui ) at ûi for ui = β > Xi and ûi = β̂ > Xi
f (ui ) = f (ûi ) + f˙(ûi )(ui − ûi ) + Rei

where Rei is the reminder term. Plug this into the regression model (1.3), we have
yi − f (ûi ) + f˙(ûi )Xi> β̂ = f˙(ûi )Xi> β + (Rei + i ).

(1.4)

By rewriting the logistic regression model as (1.4), we can treat yi − f (ûi ) + f˙(ûi )Xi> β̂ on
the left hand side as the new response variable, whereas f˙(ûi )Xi as the new covariates and
Rei + i as the noise. Consequently, β can be considered as the regression coefficient of this
approximate linear model.
The bias-corrected estimator, or, the generalized LDP estimator β̌ is defined as
Pn

i=1
β̌j = β̂j + P
n

vij (yi − f (β̂ > Xi ))
,
vij f˙(β̂ > Xi )Xij

j = 1, ..., p,

(1.5)

i=1

where Xij is the j-th component of Xi and vj = (v1j , v2j , ..., vnj )> is the score vector that
will be determined carefully (Ren et al., 2016; Cai et al., 2019). More specifically, we define
P
the weighted inner product h·, ·in for any a, b ∈ Rn as ha, bin = ni=1 f˙(ûi )ai bi , and denote
h·, ·i as the ordinary inner product defined in Euclidean space. Combining (1.4) and (1.5),
we can write
β̌j − βj =

hvj , i
hvj , Rei
hvj , h−j in
+
−
,
hvj , xj in hvj , xj in
hvj , xj in

(1.6)

where xj ∈ Rn denote the j-th column of X, h−j = X−j (β̂−j −β−j ) where X−j ∈ Rn ×Rp−1
is the submatrix of X without the j-th column, and Re = (Re1 , ..., Ren )> with Rei =
f (ui ) − f (ûi ) − f˙(ûi )(ui − ûi ). We will construct score vector vj so that the first term on the
right hand side of (1.6) is asymptotically normal, while the second and third terms, which
together contribute to the bias of the generalized LDP estimator β̌j , are negligible.
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To determine the score vector vj efficiently, we consider the following node-wise regression
among the covariates
xj = X−j γj + ηj ,

j = 1, ..., p,

(1.7)

where γj = arg minγ∈Rp−1 E[kxj − X−j γk22 ] and ηj is the error term. Intuitively, if we set
vj = Ŵ −1 ηj for Ŵ = diag(f˙(û1 ), ..., f˙(ûn )), then it should follow that

hvj , h−j in ≤ max |hvj , xk in | · kβ̂ − βk1 = max |hηj , xk i| · kβ̂ − βk1 ≈ 0.
k6=j

k6=j

In practice, we use the node-wise Lasso to obtain estimates of ηj . For X from D2 and β̂
obtained from D1 , the score vj is obtained by calibrating the Lasso-generated residue η̂j ,
vj (λ) = Ŵ −1 η̂j (λ),

γ̂j (λ) = arg min
b

η̂j (λ) = xj − X−j γ̂j (λ),

kxj − X−j bk22
+ λkbk1 .
2n

(1.8)

Clearly, vj (λ) depends on the tuning parameter λ. Define the following quantities

ζj (λ) = max
k6=j

|hvj (λ), xk in |
,
kvj (λ)kn

τj (λ) =

kvj (λ)kn
.
|hvj (λ), xj in |

(1.9)

The tuning parameter λ can be determined through ζj (λ) and τj (λ) by the algorithm in
Table 1, which is adapted from the algorithm in Zhang and Zhang (2014).

Input:
Step 1:
Step 2:
Output:

Table 1: Computation of vj from the Lasso (1.8)
√
An upper bound ζj∗ for ζj , with default value ζ ∗ = 2 log p,
tuning parameters κ0 ∈ [0, 1] and κ1 ∈ (0, 1];
If ζj (λ) > ζj∗ for all λ > 0, set ζj∗ = (1 + κ1 ) inf λ>0 ζj (λ);
λ ← max{λ : ζj (λ) ≤ ζj∗ }, ζj∗ ← ζj (λ), τj∗ ← τj (λ);
λj ← min{λ : τj (λ) ≤ (1 + κ0 )τj∗ };
vj ← vj (λj ), τj ← τj (λj ), ζj ← ζj (λj )
λj , vj , τj , ζj
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Once β̌j and τj are obtained, we define the standardized statistics

Mj = β̌j /τj ,

for j = 1, ..., p. The global test statistic is then defined as

Mn = max Mj2 .

(1.10)

1≤j≤p

1.2.2. Asymptotic Null Distribution
We now turn to the analysis of the properties of the global test statistic Mn defined in
(1.10). For the random covariates, we consider both the Gaussian design and the bounded
design. Under the Gaussian design, the covariates are generated from a multivariate Gaussian distribution with an unknown covariance matrix Σ ∈ Rp×p . In this case, we assume
(A1). Xi ∼ N (0, Σ) independently for each i = 1, ..., n.
In the case of bounded design, we assume instead
(A2). Xi for i = 1, ..., n are i.i.d. random vectors satisfying EXi = 0 and max1≤i≤n kXi k∞ ≤
T for some constant T > 0; each γj defined in (1.7) satisfies kγj k0 ≤ k.
Define the `1 ball

B1 (k) =

p×p

Ω = (ωij ) ∈ R

: max

1≤i≤p

p
X
j=1



r
n
,1 ≤ k .
min |ωij |
log p


In general, B1 (k) includes any matrix Ω whose rows ωi are `0 sparse with kωi k0 ≤ k or `1
p
sparse with kωi k1 ≤ k log p/n for all i = 1, ..., p. The parameter space of the covariance
matrix Σ and the regression vector β are defined as following.
(A3). The parameter space Θ(k) of θ = (β, Σ) ∈ Rp × Rp×p satisfies

Θ(k) =


(β, Σ) : kβk0 ≤ k, M −1 ≤ λmin (Σ) ≤ λmax (Σ) ≤ M, Σ−1 ∈ B1 (k) ,
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for some constant M ≥ 1. For convenience, we denote Θ1 (k) = {β ∈ Rp : kβk0 ≤ k}
and Θ2 (k) = {Σ ∈ Rp×p : M −1 ≤ λmin (Σ) ≤ λmax (Σ) ≤ M, Σ−1 ∈ B1 (k)}, so that
Θ(k) = Θ1 (k) × Θ2 (k).
The following theorem states that the asymptotic null distribution of Mn under either the
Gaussian or bounded design is a Gumbel distribution.
Theorem 1 Let Mn be the test statistic defined in (1.10), D be the diagonal of Σ−1 and
(ξij ) = D−1/2 Σ−1 D−1/2 . Suppose max1≤i<j≤p |ξij | ≤ c0 for some constant 0 < c0 < 1,
log p = O(nr ) for some 0 < r < 1/5, and
1. under the Gaussian design, we assume (A1) (A3) and k = o
2. under the bounded design, we assume (A2) (A3) and k = o

√

√


n/ log3 p ; or


n/ log5/2 p .

Then under H0 , for any given x ∈ R,




Pθ Mn − 2 log p + log log p ≤ x → exp


1
− √ exp(−x/2) ,
π

as (n, p) → ∞.

The condition that log p = o(nr ) for some 0 < r < 1/5 is consistent with those required for
testing the global hypothesis in high-dimensional linear regression (Xia et al., 2018a) and
for testing two-sample covariance matrices (Cai et al., 2013a). It allows the dimension p to
be exponentially large comparing to the sample size n, which is much more flexible than
the likelihood ratio test considered in Sur et al. (2017) and Sur and Candès (2019), where
the dimension can only scale as p < n. Under the Gaussian design, it is required that the

√
sparsity k is o n/ log3 p whereas for the bounded design, it suffices that the sparsity k to

√
be o n/ log5/2 p .
Remark 1 The analysis can be extended to testing H0 : βG = 0 versus H1 : βG 6= 0 for a
given index set G. Specifically, we can construct the test statistic as MG,n = maxi∈G Mj2
and obtain a similar Gumbel limiting distribution by replacing p by |G|, as (n, |G|) → ∞.
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The sparsity condition thus should be forwarded to the set G.
Based on the limiting null distribution, the asymptotically α level test can be defined as

Φα (Mn ) = I{Mn ≥ 2 log p − log log p + qα },

where qα is the 1 − α quantile of the Gumbel distribution with the cumulative distribution

function exp − √1π exp(−x/2) , i.e.
qα = − log(π) − 2 log log(1 − α)−1 .

The null hypothesis H0 is rejected if and only if Φα (Mn ) = 1.
1.2.3. Minimax Separation Distance and Optimality
In this subsection, we answer the question: what is the essential difficulty for testing the
global hypothesis in logistic regression? To fix ideas, we begin with defining the minimax
separation distance that measures such an essential difficulty for testing the global null
hypothesis at a given level and type II error. In particular, we consider the alternative

H1 : β ∈

β ∈ Rp : kβk∞ ≥ ρ, kβk0 ≤ k



for some ρ > 0. This alternative concerns the detection of any discernible signals among
the regression coefficients where the signals can be extremely sparse, which has interesting
applications (see Xia et al. (2015)). Similar alternatives are also considered by Cai et al.
(2013a) and Cai et al. (2014).
By fixing a level α > 0 and a type II error probability δ > 0, we can define the δ-separation
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distance of a level α test procedure Φα for given design covariance Σ as




ρ(Φα , δ, Σ) = inf ρ > 0 :
inf
Pθ (Φα = 1) ≥ 1 − δ
β∈Θ1 (k):kβk∞ ≥ρ


= inf ρ > 0 :
sup
Pθ (Φα = 0) ≤ δ .

(1.11)

β∈Θ1 (k):kβk∞ ≥ρ

The δ-separation distance ρ(Φα , δ, Θ(k)) over Θ(k) can thus be defined by taking the supremum over all the covariance matrices Σ ∈ Θ2 (k), so that

ρ(Φα , δ, Θ(k)) =

sup

ρ(Φα , δ, Σ),

Σ∈Θ2 (k)

which corresponds to the minimal `∞ distance such that the null hypothesis H0 is well
separated from the alternative H1 by the test Φα . In general, δ-separation distance is an
analogue of the statistical risk in estimation problems. It characterizes the performance of
a specific α-level test with a guaranteed type II error δ. Consequently, we can define the
(α, δ)-minimax separation distance over Θ(k) and all the α-level tests as
ρ∗ (α, δ, Θ(k)) = inf ρ(Φα , δ, Θ(k)).
Φα

The definition of (α, δ)-minimax separation distance generalizes the ideas of Ingster (1993),
Baraud (2002) and Verzelen (2012). The following theorem establishes the minimax lower
bound of the (α, δ)-separation distance under the Gaussian design for testing the global null
hypothesis over the parameter space Θ0 (k) ⊂ Θ(k) defined as

Θ0 (k) = Θ1 (k) ∩ {β ∈ Rp : kβk2 . (n1/4 log p)−1 } × Θ2 (k).

Theorem 2 Assume that α + δ ≤ 1. Under the Gaussian design, if (A1) and (A3) hold,
√
(β, Σ) ∈ Θ0 (k) and k . min{pγ , n/ log3 p} for some 0 < γ < 1/2, then the (α, δ)-minimax
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separation distance over Θ0 (k) has the lower bound
r
∗

0

ρ (α, δ, Θ (k)) ≥ c

log p
n

(1.12)

for some constant c > 0.
In order to show the above lower bound is asymptotically sharp, we prove that it is actually
attainable under certain circumstances, by our proposed global test Φα . In particular, for
the bounded design, we make the following additional assumption.
(A4). It holds that Pθ (max1≤i≤n |β > Xi | ≥ C) = O(p−c ) for some constant C, c > 0.
Theorem 3 Suppose that log p = O(nr ) for some 0 < r < 1. Under the alternative
p
H1 : kβk∞ ≥ c2 log p/n for some c2 > 0, and
√
(i) under the Gaussian design, assume that (A1) and (A3) hold, kβk2 ≤ C(log log p)/ log n
p
p
for C ≤ min{ 2/λmax (Σ), (2r 2λmax (Σ))−1 }, log p & log1+δ n for some δ > 0 and
√
k = o( n/ log3 p); or
√
(ii) under the bounded design, assume that (A2), (A3), and (A4) hold, and k = o( n/ log5/2 p).

Then we have Pθ Φα (Mn ) = 1 → 1 as (n, p) → ∞.
√
In Theorem 3, (A4) is assumed for the bounded case and kβk2 = O(log log p/ log n) is
required for the Gaussian case. In particular, since log p = O(nr ) for some 0 < r < 1,
√
√
the upper bound log log p/ log n for kβk2 can be as large as log n. In Theorem 2, the
minimax lower bound is established over (β, Σ) ∈ Θ0 (k), so that the same lower bound
holds over a larger set

(β, Σ) ∈ Θ1 (k) ∩ {β ∈ Rp : kβk2 ≤ log log p/

p

log n} × Θ2 (k),

(1.13)

√
since log log p/ log n & (n1/4 log p)−1 . On the other hand, Theorem 3 (i) indicates an upper
p
bound ρ∗ . log p/n attained by our proposed test under the Gaussian design over the
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set (1.13). These two results imply the minimax rate ρ∗ 

p
log p/n and the minimax

optimality of our proposed test over the set (1.13).
1.2.4. Comparison with Existing Works
In this section, we make detailed comparisons and connections with some existing works
concerning global hypothesis testing in the high-dimensional regression literature.
Ingster et al. (2010) addressed the detection boundary for high-dimensional sparse linear regression models, and more recently Mukherjee et al. (2015) studied the detection
boundary for hypothesis testing in high-dimensional sparse binary regression models. However, although both works obtained the sharp detection boundary for the global testing
problem H0 : β = 0, their alternative hypotheses are different from ours. Specifically,

Mukherjee et al. (2015) considered the alternative hypothesis H1 : β ∈ β ∈ Rp : kβk0 ≥
k, min{|βj | : βk 6= 0} ≥ A , which implies that β has at least k nonzero coefficients exceeding A in absolute values. Ingster et al. (2010) considered the alternative hypothesis

H1 : β ∈ β ∈ Rp : kβk0 ≤ k, kβk2 ≥ ρ , which concerns k sparse β with `2 norm at
least ρ. In fact, the proof of our Theorem 2 can be directly extended to such an alternative
q
k log p
for
concerning the `2 norm, which amounts to obtaining a lower bound of order
n
high dimensional logistic regression. However, developing a minimax optimal test for such
alternative is beyond the scope of the current study.
Additionally, in contrast to the minimax separation distance considered in this study, the
papers by Ingster et al. (2010) and Mukherjee et al. (2015) considered the minimax risk (or
the minimax total error probability) given by

inf

sup

Φ Σ∈Θ2 (k)

Risk(Φ, Σ) = inf

sup

Φ Σ∈Θ2 (k)

max Pθ (Φ = 1) +

β∈H0
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max

β∈Θ1 (k):kβk∞ ≥ρ


Pθ (Φ = 0) , (1.14)

where the infimum is taken over all tests Φ. This minimax risk can be also written as

inf

sup

Φ Σ∈Θ2 (k)

Risk(Φ, Σ) = inf

α + inf

α∈(0,1)

sup

sup

Φα Σ∈Θ2 (k) β∈Θ1 (k):kβk∞ ≥ρ


Pθ (Φα = 0) .

(1.15)

A comparison of (1.11) and (1.15) yields the slight difference between the two criteria, as
one depends on a given Type I error α and the other doesn’t.
Moreover, these two papers considered different design scenarios from ours. In Ingster et al.
(2010), only the isotropic Gaussian design was considered. As a result, the optimal tests
proposed therein rely highly on the independence assumption. In Mukherjee et al. (2015),
the general binary regression was studied under fixed sparse design matrices. In particular,
the minimax lower and upper bounds were only derived in the special case of design matrices
with binary entries and certain sparsity structures.
In comparison with the recent works of Sur et al. (2017), Candès and Sur (2020) and Sur
and Candès (2019), besides the aforementioned difference in the asymptotics of (p, n), these
two papers only considered the random Gaussian design, whereas our work also considered
random bounded design as in Van de Geer et al. (2014). In addition, Sur et al. (2017)
and Sur and Candès (2019) developed the Likelihood Ratio (LLR) Test for testing the
hypothesis H0 : βj1 = βj2 = ... = βjk = 0 for any finite k. Intuitively, a valid test for the
global null and p/n → κ ∈ (0, 1/2) can be adapted from the individual LLR tests using the
Bonferroni procedure. However, as our simulations show (Section 1.5), such a test is less
powerful compared to our proposed test.
Lastly, our minimax results focus on the highly sparse regime k . pγ where γ ∈ (0, 1/2).
As shown by Ingster et al. (2010) and Mukherjee et al. (2015), the problem under the dense
regime where γ ∈ (1/2, 1) can be very different from the sparse regime. The fundamental
difficulty of the testing problem could change in this situation and different methods need
to be developed. We leave these interesting questions for future investigations.
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1.3. Large-Scale Multiple Testing
Denote by β the true coefficient vector in the model and denote H0 = {j : βj = 0, j =
1, · · · , p}, H1 = {j : βj 6= 0, j = 1, · · · , p}. In order to identify the indices in H1 , we
consider simultaneous testing of the following null hypotheses

H0,j : βj = 0

vs. H1,j : βj 6= 0,

1 ≤ j ≤ p.

Apart from identifying as many nonzero βj as possible, to obtain results of practical interest, we would like to control the false discovery rate (FDR) as well as the false discovery
proportion (FDP), or the number of falsely discovered variables (FDV).
1.3.1. Construction of Multiple Testing Procedures
Recall that in Section 1.2, we define the standardized statistics Mj = β̌j /τj , for j = 1, ..., p.
For a given threshold level t > 0, each individual hypothesis H0,j : βj = 0 is rejected if
|Mj | ≥ t. Therefore for each t, we can define
P
FDPθ (t) =

max

j∈H0
P
p

I{|Mj | ≥ t}

j=1 I{|Mj |

≥ t}, 1

,

FDRθ (t) = Eθ [FDP(t)],

and the expected number of falsely discovered variables FDVθ (t) = Eθ
Procedure Controlling FDR/FDP.

P

j∈H0


I{|Mj | ≥ t} .

In order to control the FDR/FDP at a pre-specified

level 0 < α < 1, we can set the threshold level as

t̃1 = inf 0 ≤ t ≤ bp :

P

j∈H0 I{|Mj | ≥ t}
P
p
max
j=1 I{|Mj | ≥ t}, 1


≤α ,

(1.16)

for some bp to be determined later.
In general, the ideal choice t̃1 is unknown and needs to be estimated because it depends
on the knowledge of the true null H0 . Let G0 (t) be the proportion of the nulls falsely
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rejected by the procedure among all the true nulls at the threshold level t, namely, G0 (t) =
1 P
j∈H0 I{|Mj | ≥ t}, where p0 = |H0 |. In practice, it is reasonable to assume that the
p0
true alternatives are sparse. If the sample size is large, we can use the tails of normal
distribution G(t) = 2 − 2Φ(t) to approximate G0 (t). In fact, it will be shown that, for
√
0 (t)
− 1 → 0 in probability as (n, p) → ∞. To
bp = 2 log p − 2 log log p, sup0≤t≤bp GG(t)
summarize, we have the following logistic multiple testing (LMT) procedure controlling the
FDR and the FDP.
Procedure 1 (LMT) Let 0 < α < 1, bp =

√

2 log p − 2 log log p and define




pG(t)
 Pp
t̂ = inf 0 ≤ t ≤ bp :
≤α .
max
j=1 I{|Mj | ≥ t}, 1
If t̂ in (1.17) does not exist, then let t̂ =

Procedure Controlling FDV.

√

(1.17)

2 log p. We reject H0,j whenever |Mj | ≥ t̂.

For large-scale inference, it is sometimes of interest to

directly control the FDV instead of the less stringent FDR/FDP, especially when the sample
size is small (Liu and Luo, 2014). By definition, the FDV control, or equivalently, the
per-family error rate control, provides an intuitive description of the Type I error (false
positives) in variable selection. Moreover, controlling FDV = r for some 0 < r < 1 is
related to the family-wise error rate (FWER) control, which is the probability of at least
one false positive. In fact, FDV control can be achieved by a suitable modification of the
FDP controlling procedure introduced above. Specifically, we propose the following FDV
(or FWER) controlling logistic multiple testing (LMTV ) procedure.
Procedure 2 (LMTV ) For a given tolerable number of falsely discovered variables r < p
(or a desired level of FWER 0 < r < 1), let t̂F DV = G−1 (r/p). H0,j is rejected whenever
|Mj | ≥ t̂F DV .
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1.3.2. Theoretical Properties for Multiple Testing Procedures
In this section we show that our proposed multiple testing procedures control the theoretical
FDR/FDP or FDV asymptotically. For simplicity, our theoretical results are obtained under
the bounded design scenario. For FDR/FDP control, we need an additional assumption on
the interplay between the dimension p and the parameter space Θ(k).
Recall that ηj = (ηj1 , ..., ηjn )> for j = 1, ..., p defined in (1.7). We define Fjk = Eθ [ηij ηik /f˙(ui )]
p
for 1 ≤ j, k ≤ p, and ρjk = Fjk / Fjj Fkk . Denote B(δ) = {(j, k) : |ρjk | ≥ δ, i 6= j} and
A() = B((log p)−2− ).
(A5). Suppose that for some  > 0 and q > 0,

P

(j,k)∈A():j,k∈H0

p

2|ρjk |
+q
1+|ρjk |

= O(p2 /(log p)2 ).

The following proposition shows that Mj is asymptotically normal distributed and G0 (t) is
well approximated by G(t).
Proposition 1 Under (A2) (A3) and (A4), suppose p = O(nc ) for some constant c > 0,
√
k = o( n/ log5/2 p), then as (n, p) → ∞,

sup

sup
√

j∈H0 0≤t≤ 2 log p

Pθ (|Mj | ≥ t)
− 1 → 0.
2 − 2Φ(t)

(1.18)

If in addition we assume (A5), then

sup
0≤t≤bp

G0 (t)
−1 →0
G(t)

(1.19)

in probability, where Φ is the cumulative distribution function of the standard normal dis√
tribution and bp = 2 log p − 2 log log p.
The following theorem provides the asymptotic FDR and FDP control of our procedure.
Theorem 4 Under the conditions of Proposition 1, for t̂ defined in our LMT procedure,
we have
FDRθ (t̂)
lim
≤ 1,
(n,p)→∞ αp0 /p


lim
(n,p)→∞
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Pθ


FDPθ (t̂)
≤1+ =1
αp0 /p

(1.20)

for any  > 0.
For the FDV/FWER controlling procedure, we have the following theorem.
Theorem 5 Under (A2) (A3) and (A4), assume p = O(nc ) for some c > 0 and k =
√
o( n/ log5/2 p). Let r < p be the desired level of FDV. For t̂F DV defined in our LMTV
procedure, we have lim(n,p)→∞
lim(n,p)→∞

FWERθ (t̂F DV )
rp0 /p

FDVθ (t̂F DV )
rp0 /p

≤ 1. In addition, if 0 < r < 1, we also have

≤ 1.

The above theoretical results are obtained under the dimensionality condition p = O(nc ),
which is stronger than that of the global test. Essentially, the condition is needed to obtain
the uniform convergence (1.18), whose form (as ratio) is stronger than the convergence in
distribution in the ordinary sense (as direct difference).

1.4. Testing for Two Logistic Regression Models
In some applications, it is also interesting to consider hypothesis testing that involves two
separate logistic regression models of the same dimension. Specifically, for ` = 1, 2 and
(`)

i = 1, ..., n` , where n1  n2 , yi
(`)

i

>

(`)

(`)

= f (β (`) Xi ) + i , where f (u) = eu /(1 + eu ), and
(`)

(`)

is a binary random variable such that yi |Xi

>

(`)

∼ Bernoulli(f (β (`) Xi )). The global

null hypothesis H0 : β (1) = β (2) implies that there is overall no difference in association
between covariates and the response. If this null hypothesis is rejected, we are interested
(1)

in simultaneously testing the hypotheses H0,j : βj

(2)

= βj

for each j = 1, ..., p.

To test the global null H0 : β (1) = β (2) against H1 : β (1) 6= β (2) , we can first obtain
(`)

β̌j

(`)

and τj

Tj =

(1)
β̌j
√ (1)
2τj

for each model, and then calculate the coordinate-wise standardized statistics
(2)

−

β̌j
√ (2) ,
2τj

for j = 1, ..., p. Define the global test statistic as Tn = max1≤j≤p Tj2 ,

it can be shown that the limiting null distribution is also a Gumbel distribution. The
α level global test is thus defined as Φα (Tn ) = I{Tn ≥ 2 log p − log log p + qα }, where
qα = − log(π) − 2 log log(1 − α)−1 . For multiple hypotheses testing of two regression vectors
(1)

H0,j : βj

(2)

= βj

for j = 1, ..., p, we consider the test statistics Tj defined above. The
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two-sample multiple testing procedure controlling FDR/FDP is given as follows.

 Pp pG(t)
Procedure 3 Let 0 < α < 1 and define t̂ = inf 0 ≤ t ≤ bp :
max
j=1 I{|Tj |≥t},1
√
If the above t̂ does not exist, let t̂ = 2 log p. We reject H0,j whenever |Tj | ≥ t̂.


≤α .

1.5. Simulation Studies
In this section we examine the numerical performance of the proposed tests. Due to the
space limit, for both global and multiple testing problems, we only focus on the single
regression setting. Throughout our numerical studies, sample splitting was not used.
1.5.1. Global Hypothesis Testing
In the following simulations, we consider a variety of dimensions, sample sizes, and sparsity
of the models. For alternative hypotheses, the dimension of the covariates p ranges from
100, 200, 300 to 400, and the sparsity k is set as 2 or 4. The sample sizes n are determined
by the ratio r = p/n that takes values of 0.2, 0.4 and 1.2. To generate the design matrix X,
we consider the Gaussian design with the blockwise-correlated covariates so that Σ = ΣB ,
where ΣB is a p × p blockwise diagonal matrix including 10 equal-sized blocks, whose
diagonal elements are 1’s and off-diagonal elements are set as 0.7. Under the alternative,
suppose S is the support of the regression coefficients β and |S| = k, we set |βj | = ρ1{j ∈ S}
for j = 1, ..., p and ρ = 0.75 with equal proportions of ρ and −ρ. We set κ0 = 0 and κ1 = 0.5.
To assess the empirical performance of our proposed test (”Proposed”), we compare our
test with (i) a Bonferroni procedure applied to the p-values from univariate screening using
MLE statistic (”U-S”), and (ii) to the method of Sur et al. (2017); Sur and Candès (2019)
(”LLR”) in the setting where r = 0.2 and 0.4.
Table 2 shows the empirical type I errors of these tests at level α = 0.05 based on 1000
simulations. Figure 1 shows the corresponding empirical powers under various settings. As
we expected, our proposed method outperforms the other two alternatives in all the cases
(including the moderate dimensional cases where r = 0.2 and 0.4), and the power increases
20

as n or p grows. In the rather lower dimensional setting where r = 0.2, the LLR performs
almost as well as our proposed method.
Table 2: Type I error with α = 0.05 for the proposed method (Proposed), the Bonferroni
corrected univariate screening method (U-S) and the Bonferroni corrected log-likelihood
ratio based method of Sur and Candès (2019) (LLR), for different n and p.
p/n p = 100 200
300
400
600
800
1000
Proposed
0.2
0.052
0.066 0.042 0.054 0.050 0.046 0.070
0.4
0.038
0.054 0.062 0.054 0.050 0.060 0.074
1.2
0.026
0.044 0.042 0.045 0.044 0.054 0.054
U-S
0.2
0.040
0.032 0.024 0.018 0.022 0.028 0.034
0.4
0.050
0.032 0.024 0.020 0.028 0.032 0.046
1.2
0.028
0.038 0.024 0.020 0.018 0.034 0.014
LLR
0.2
0.050
0.050 0.068 0.040 0.044 0.046 0.034
0.4
0.084
0.070 0.048 0.056 0.042 0.058 0.064
1.00

Power

0.75

method
LLR

0.50

Proposed
U−S

0.25

0.00
r=.2
100

200

r=.4
300

400 100

200

r=1.2
300

400 100

200

300

400

p
1.00

Power

0.75

method
LLR

0.50

Proposed
U−S

0.25

0.00
r=.2
100

200

r=.4
300

400 100

200

r=1.2
300

400 100

200

300

400

p

Figure 1: Empirical power with α = 0.05 for the proposed method (Proposed), the Bonferroni corrected univariate screening method (U-S) and the Bonferroni corrected log-likelihood
ratio method (LLR). Top panel: k = 2; bottom panel: k = 4.
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1.5.2. Multiple Hypotheses Testing
FDR Control.

In this case, we set p = 800 and let n vary from 600, 800, 1000, 1200 to

1400, so that all the cases are high-dimensional in the sense that p > n/2. The sparsity
level k varies from 40, 50 to 60. For the true positives, given the support S such that
|S| = k, we set |βj | = ρ1{j ∈ S} for j = 1, ..., p with equal proportions of ρ and −ρ. The
design covariates Xi ’s are generated from a (|Xi> β| < 3)-truncated multivariate Gaussian
distribution with covariance matrix Σ = 0.01ΣM , where ΣM is a p × p blockwise diagonal
matrix of 10 identical unit diagonal Toeplitz matrices whose off-diagonal entries descend
from 0.1 to 0 (see Appendix A.1 for the explicit form). The choice of κ0 and κ1 are the
same as the global testing. Throughout, we set the desired FDR level as α = 0.2.
0.3

fdr

0.2

0.1

0.0
BY

Knockoff

LMT

LMT0

U−S

method

Figure 2: Boxplots of the empirical FDRs across all the settings for α = 0.2.
We compare our proposed procedure (denoted as ”LMT”) with following methods: (i)
the basic LMT procedure with bp in (1.17) replaced by ∞ (”LMT0”), which is equivalent
to applying the BH procedure (Benjamini and Hochberg, 1995) to our debiased statistics
Mj , (ii) the BY procedure (Benjamini and Yekutieli, 2001) using our debiased statistics
Mj (”BY”), implemented using the R function p.adjust(...,method="BY"), (iii) a BH
procedure applied to the p-values from univariate screening using the MLE statistics (”US”), and (iv) the knockoff method of Candès et al. (2018) (”Knockoff”). Figure 2 shows
boxplots of the pooled empirical FDRs (see Appendix A.1 for the case-by-case FDRs) and
Figure 3 shows the empirical powers of these methods based on 1000 replications. Here
the power is defined as the number of correctly discovered variables divided by the number
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Figure 3: Empirical power under FDR α = 0.2 for ρ = 3 (top) and ρ = 4 (bottom).
of truly associated variables. As a result, we find that LMT and LMT0 correctly control
FDRs and have the greatest power among all the cases. In particular, the power of LMT and
LMT0 are almost the same, which increases as the sparsity decreases, the signal magnitude
ρ increases, or the sample size n increases, while LMT0 has slightly inflated FDRs. The
U-S method, although correctly controls the FDRs, has poor power, which is largely due to
the dependence among the covariates.

FDV Control.

For our proposed test that controls FDV (denoted as LMTV ), by setting

desired FDV level r = 10, we apply our method to various settings. Specifically, we set
ρ = 3, p ∈ {800, 1000, 1200}, set k ∈ {40, 50, 60}, and let n vary from 400, 600, 800 to 1000.
The design covariates are generated similarly as the previous part. The resulting empirical
FDV and powers are summarized in Table 3. Our proposed LMTV has the correct control
of FDV in all the settings and the power increases as n grows, k decreases, or p decreases.
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ρ

3

Table 3: Empirical performance of LMTV with FDV level r = 10.
Empirical FDV
Empirical Power
p
k
n = 400 600 800 1000 400 600 800 1000
40
4.07
5.45 6.44 7.11 0.08 0.23 0.40 0.59
800 50
4.30
6.29 7.27 8.26 0.06 0.16 0.32 0.49
60
4.33
6.63 7.48 8.42 0.05 0.12 0.25 0.42
40
3.30
4.59 5.79 6.82 0.06 0.18 0.35 0.52
3.49
5.42 6.43 7.03 0.05 0.13 0.26 0.43
1000 50
60
3.68
5.47 7.29 7.97 0.03 0.09 0.20 0.34
40
2.69
4.36 5.00 5.68 0.05 0.15 0.31 0.46
1200 50
2.97
4.22 5.73 6.43 0.03 0.11 0.21 0.36
60
2.78
4.91 5.91 7.25 0.02 0.07 0.16 0.27

1.6. A Metabolomic Association Study
We illustrate our proposed methods by analyzing a dataset from the Pediatric Longitudinal
Study of Elemental Diet and Stool Microbiome Composition (PLEASE) study, a prospective
cohort study to investigate the effects of inflammation, antibiotics, and diet as environmental
stressors on the gut microbiome in pediatric Crohn’s disease (Lewis et al., 2015; Lee et al.,
2015; Ni et al., 2017). The study considered the association between pediatric Crohn’s
disease and fecal metabolomics by collecting fecal samples of 90 pediatric patients with
Crohn’s disease at baseline, 1 week, and 8 weeks after initiation of either anti-tumor necrosis
factor (TNF) or enteral diet therapy, as well as those from 25 healthy control children
(Lewis et al., 2015). In details, an untargeted fecal metabolomic analysis was performed
on these samples using liquid chromatography-mass spectrometry (LC-MS). Metabolites
with more than 80% missing values across all samples were removed from the analysis.
For each metabolite, samples with the missing values were imputed with its minimum
abundance across samples. To avoid potential large outliers, for each sample, the metabolite
abundances were further normalized by dividing 90% cumulative sum of the abundances
of all metabolites. The normalized abundances were then log transformed and used in all
analyses. The metabololomics annotation was obtained from Human Metabolome Database
(Lee et al., 2015). In total, for each sample, abundances of 335 known metabolites were
obtained and used in our analysis.
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1.6.1. Association Between Metabolites and Crohn’s Disease Before and After Treatment
We test the overall association between 335 characterized metabolites and Crohn’s disease by fitting a logistic regression using the data of 25 healthy controls and 90 Crohn’s
disease patients at the baseline. We obtain a global test statistic of 433.88 with a pvalue < 0.001, indicating a strong association between Crohn’s disease and fecal metabolites. At the FDR < 5%, our multiple testing procedure selects four metabolites, including
C14:0.sphingomyelin, C24:1.Ceramide.(d18:1) and 3-methyladipate/pimelate (see Table 4).
Recent studies have demonstrated that sphingolipid metabolites, particularly ceramide and
sphingosine-1-phosphate, are signaling molecules that regulate a diverse range of cellular processes that are important in immunity, inflammation and inflammatory disorders
(Maceyka and Spiegel, 2014). In addition, ceramide acts to reduce tumor necrosis factor
(TNF) release (Rozenova et al., 2010) and has important roles in the control of autophagy,
a process strongly implicated in the pathogenesis of Crohn’s disease (Barrett et al., 2008;
Sewell et al., 2012).
We next investigate whether treatment of Crohn’s disease alters the association between
metabolites and Crohn’s disease by fitting two separate logistic regressions using the metabolites measured one week or 8 weeks after the treatment. At each time point, a significant
association is detected based on our global test ( p-value < 0.001). One week after the treatment, we observe six metabolites associated with Crohn’s disease, including all four identified at the baseline and two additional metabolites, beta-alanine and adipate (see Table 4).
The beta-alanine and adipate associations are likely due to that beta-alanine and adipate
are important ingredients of the enteral nutrition treatment of Crohn’s disease. However,
it is interesting that at 8 weeks after the treatment, valine, C16.carnitine and C18.carnitine
are identified to be associated with Crohn’s disease together with 3-methyladipate/pimelate
and beta-alanine. It is known that carnitine plays an important role in Crohn’s disease,
which might be a consequence of the underlying functional association between Crohn’s
disease and mutations in the carnitine transporter genes (Peltekova et al., 2004; Fortin,
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2011). Deficiency of carnitine can lead to severe gut atrophy, ulceration and inflammation
in animal models of carnitine deficiency (Shekhawat et al., 2013). Our results may suggest
that the treatment increases carnitine, leading to reduction of inflammation.
Table 4: Significant metabolites associated with Crohn’s disease (coded as 1 in logistic
regression) at the baseline, one week and 8 weeks after treatment with FDR < 5%. The
refitted regression coefficients indicate the direction of the association.
Disease Stage HMDB ID Synonyms
Refitted Coefficient
00885
C16:0.cholesteryl ester
4.45
12097
C14:0.sphingomyelin
1.74
Baseline
04953
C24:1.Ceramide.(d18:1)
4.25
00555
3-methyladipate/pimelate
-12.82
06726
C20:4.cholesteryl ester
2.17
12097
C14:0.sphingomyelin
2.06
04949
C16:0.Ceramide.(d18:1)
0.87
Week 1
00555
3-methyladipate/pimelate
-6.10
00056
beta-alanine
2.95
00448
adipate
-4.50
00883
valine
1.40
00222
C16.carnitine
0.58
Week 8
00848
C18.carnitine
0.39
00555
3-methyladipate/pimelate
-5.95
00056
beta-alanine
0.63
1.6.2. Comparison of Metabolite Associations Between Responders and Non-Responders
To compare the metabolic association with Crohn’s disease for responders (n = 47) and
non-responders (n = 34) eight weeks after treatment, we fit two logistic regression models,
responder versus normal control and non-responder versus normal control. Our global test
shows that there is an overall difference in regression coefficients for responders and for
non-responders when compared to the normal controls (p-value < 0.001). We next apply
our proposed multiple testing procedure to identify the metabolites that have different
regression coefficients in these two different logistic regression models. At the FDR < 0.05,
our procedure identifies 9 metabolites with different regression coefficients (see Table 5). It
is interesting that all these 9 metabolites have the same signs of the refitted coefficients,
while the actual magnitudes of the associations between responders and non-responders
when compared to the normal controls are different. Besides C24:4.cholesteryl ester, beta26

alanine, valine, C18.carnitine and 3-methyladipate/pimelate that we observe in previous
analyses, metabolites 5-hydroxytryptopha, nicotinate, and succinate also have differential
associations between responders and non-responders when compared to the controls.
Table 5: Significant metabolites identified via logistic regression of responder vs normal
control and non-responder vs normal control for FDR ≤ 5%.
Refitted Coefficients
HMDB ID Synonyms
Responder vs. Non-Responder vs.
Normal
Normal
06726
C20:4.cholesteryl ester
0.139
1.854
01043
Linoleic.acid
-0.686
-0.388
00472
5-hydroxytryptophan
1.000
1.034
00056
beta-alanine
0.503
2.298
00883
valine
0.628
0.530
00848
C18.carnitine
1.100
0.457
01488
nicotinate
-1.936
-4.312
00254
succinate
0.750
1.508
00555
3-methyladipate/pimelate
-1.989
-4.209

1.7. Discussion
In this study, for both global and multiple testing, the precision matrix Ω = Σ−1 of the covariates is assumed to be sparse and unknown. Node-wise regression among the covariates
is used to learn the covariance structure in constructing the debiased estimator. However, if the prior knowledge of Ω = I is available, the algorithm can be simplified greatly.
Specifically, instead of incorporating the Lasso estimators as in (1.8), we let vj = Ŵ −1 xj
and τj = kvj kn /hvj , xj i for each j = 1, ..., p. The theoretical properties of the resulting
global testing and multiple testing procedures still hold, while the computational efficiency
is improved dramatically. However, from our theoretical analysis, even with the knowledge
√
of Ω = I, the theoretical requirement for the model sparsity (k = o( n/ log3 p) in the
√
Gaussian case and k = o( n/ log5/2 p) in the bounded case) cannot be relaxed due to the
nonlinearity of the problem.
Sample splitting was used in this study for theoretical purpose. This is different from
other works on inference in high-dimensional linear/logistic regression models, including
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Ingster et al. (2010), Van de Geer et al. (2014), Mukherjee et al. (2015) and Javanmard and
Javadi (2019), where sample splitting is not needed. However, as we discussed throughout
this chapter, the assumptions and the alternatives that we considered are different from
those previous papers. In the case of high-dimensional logistic regression model, a sample
splitting procedure seems unavoidable under the current framework of our technical analysis
without making additional strong structural assumptions such as the sparse inverse Hessian
matrices used in Van de Geer et al. (2014) or the weakly correlated design matrices used
in Mukherjee et al. (2015). Our simulations showed that the sample splitting is actually
not needed in order for our proposed methods to perform well. It is of interest to develop
technical tools that can eliminate sample splitting in inference for high dimensional logistic
regression models.
As mentioned in the introduction, the logistic regression model can be viewed as a special
case of the single index model y = f (β > x) +  where f is a known transformation function
(Yang et al., 2015). Based on our analysis, it is clear that the theoretical results are not
limited to the sigmoid transfer function. In fact, the proposed methods can be applied
to a wide range of transformation functions satisfying the following conditions: (C1) f is
continuous and for any u ∈ R, 0 < f (u) < 1; (C2) for any u1 , u2 ∈ R, there exists a constant
L > 0 such that |f˙(u1 ) − f˙(u2 )| ≤ L|u1 − u2 |; and (C3) for any constant C > 0, there exists
δ > 0 such that for any |u| ≤ C, f˙(u) ≥ δ. Examples include but are not limited to the
following function classes
• Cumulative density functions: f (x) = P (X ≤ x) for some continuous random variable
X supported on R. In particular, when X ∼ N (0, 1), the resulting model becomes
the probit regression.
• Affine hyperbolic tangent functions: f (x) =

1
2 tanh(ax

+ b) +

1
2

for some parameter

a, b ∈ R. In particular, (a, b) = (1, 0) corresponds to f (x) = ex /(1 + ex ).
• Generalized logistic functions: f (x) = (1 + e−x )−α for some α > 0.
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Besides the problems we considered in this study, it is also of interest to construct confidence
intervals for functionals of the regression coefficients, such as kβk1 , kβk2 , or θ> β for some
given loading vector θ. In modern statistical machine learning, logistic regression is considered as an efficient classification method (Abramovich and Grinshtein, 2018). In practice,
a predicted label with an uncertainty assessment is usually preferred. Therefore, another
important problem is the construction of predictive intervals of the conditional probability
π ∗ associated with a given predictor X ∗ . These problems are related to the current work
and are left for future investigations.
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CHAPTER 2 : Statistical Inference for Genetic Relatedness Based on
High-Dimensional Logistic Regression
2.1. Introduction
Genome-wide association studies (GWAS) have identified thousands of genetic variants or
single nucleotide polymorphisms (SNPs) that are associated with various complex phenotypes. Among them, many variants were found to be associated with multiple complex
traits, reflecting the pleiotropic action of genes or correlation between causal loci in two
traits. Understanding the shared genetic architecture among different traits can potentially lead to further insights into the biological etiology of diseases and inform therapeutic
interventions (Van Rheenen et al., 2019).
Various definitions of genetic relatedness or genetic correlation have been proposed in different contexts to characterize quantitatively the shared genetic associations between pairs of
complex traits based on GWAS data. Understanding of genetic relatedness between complex
traits can help identify new trait-associated variants (Turley et al., 2018), improve genetic
risk prediction (Maier et al., 2015) and assist inference on causality (O’Connor and Price,
2018). Comparing to the traditional approaches from family studies, where measurements
of both traits are required for the same individuals, methods based on GWAS data enjoy
the advantages of increased sample sizes and reduced risk of confounding or ascertainment
biases, and thus have greater potential for large-scale analysis involving multiple traits.
Bivariate linear mixed-effects models have been widely applied to estimate the genetic covariance and genetic correlation between two traits from individual-level GWAS data (Lee
et al., 2011, 2012; Vattikuti et al., 2012; Lee et al., 2013). These models decompose the
phenotypic variance into genetic and residual variance components, and define the genetic
correlation to be the correlation between the two trait-specific random generic effects. However, the mixed-effect model approach requires knowledge about the genetic relationship
matrix, which is commonly approximated by the genetic relationship across the set of all
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genotyped variants (Yang et al., 2010). More recently, a cross-trait linkage disequilibrium
(LD) score regression method was proposed by Bulik-Sullivan et al. (2015) to estimate genetic correlation using GWAS summary statistics, which is computationally efficient and
can be applied to calculate the genetic correlation between two traits over a large set of
SNPs. This approach is based on the classical asymptotics that does not take into account
the high-dimensionality of the SNPs compared to the sample sizes, and might again lead
to biased and inaccurate inference results (Zhao and Zhu, 2019a). Some other approaches
such as Shi et al. (2017) and Lu et al. (2017) aim to explore differences in local genetic
correlations between traits through genome partitioning based on genomic annotations.
Importantly, many of the above methods do not distinguish binary traits, that arise commonly such as in case-control studies, from continuous traits. Therefore, direct application
of these methods to data sets with binary outcomes may suffer from inaccurate estimation
and reduced statistical power.
To overcome the limitations of these methods, we take a high-dimensional regression approach with fixed genetic effects for identifying trait-associated genetic variants and quantifying the genetic relatedness between two traits. An important advantage of multiple regression over the simple univariate regression is its potential of identifying more trait-associated
variants (Wu et al., 2009). Existing studies of heritability or co-heritability within the highdimensional regression framework include, for example, Bonnet et al. (2015); Janson et al.
(2017); Verzelen and Gassiat (2018); Guo et al. (2019b); Zhao and Zhu (2019a,b); Guo et al.
(2019a). Under the linear regression model, Guo et al. (2019b) proposed bias-corrected estimators for the genetic covariance and correlation parameters based on individual-level
GWAS data and Zhao and Zhu (2019a) proposed consistent estimators for polygenic risk
score and genetic correlation based on GWAS summary statistics. However, these papers
again focus on investigating the genetic relatedness for continuous traits, and the methods
do not account for the binary outcomes.
This study aims to address the following two questions concerning binary traits. Firstly,
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under the high-dimensional regression framework, how to define and study the genetic
relatedness between two binary traits? Secondly, how to perform valid statistical inference
such as testing hypothesis or constructing confidence intervals for the genetic relatedness
parameters? We address these two questions in a principled way with rigorous statistical
and theoretical justifications.
To that end, for a pair of binary traits (y, w) ∈ {0, 1}2 , we consider the following highdimensional logistic regression models

y|X ∼ Bernoulli(πy (X)),

log

πy (X)
1 − πy (X)


w|X ∼ Bernoulli(πw (X)),

log



πw (X)
1 − πw (X)

= α + X > β,



= ζ + X > γ,

(2.1)

(2.2)

where πy (X) = P (y = 1|X), πw (X) = P (w = 1|X), X ∈ Rp is a random vector of p genetic
variants with population covariance matrix Σ ∈ Rp×p , β, γ ∈ Rp are the corresponding
trait-specific regression coefficients, which are assumed to be sparse vectors, and α, ζ ∈ R
are the trait-specific intercepts. The genetic covariance between the two traits is defined as
the covariance between the log-odds ratios associated to the two traits, i.e.,
 



πy (X)
πw (X)
genetic covariance(y, w) = Cov log
, log
,
1 − πy (X)
1 − πw (X)

(2.3)

which, by definition, admits the following expressions
 



πy (X)
πw (X)
Cov log
, log
= Cov(X > β, X > γ) = β > Σγ.
1 − πy (X)
1 − πw (X)

(2.4)

Similarly, we define the genetic variance of the binary trait y as the variance of its associated
log-odds, i.e.,
 

πy (X)
genetic variance(y) = Var log
,
(2.5)
1 − πy (X)
 n
o
π (X)
= Var(X > β) = β > Σβ, and define the genetic variance
which satisfies Var log 1−πy y (X)
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 n
o
πw (X)
of the trait w as Var log 1−π
= Var(X > γ) = γ > Σγ. Whenever both the genetic
w (X)
variances of y and w are nonzero, we can define the genetic correlation R(y, w) between the
two traits as the correlation between the associated log-odds ratios, that is,

Corr log



πy (X)
1 − πy (X)




, log

πw (X)
1 − πw (X)



= Corr(X > β, X > γ) = √

β > Σγ
, (2.6)
(β > ΣβγΣγ)

and set R(y, w) = 0 whenever β > Σβγ > Σγ = 0. By definition, we have R(y, w) ∈ [−1, 1].
The concept of covariance or correlation between two log-odds ratios is both statistically and
empirically meaningful, and has been adopted by Wei and Higgins (2013) to account for the
correlated outcomes in meta-analysis, and by Bagos (2012) when the data are presented in
the form of contingency tables. In our context, as parameters or functionals quantifying the
conditional co-occurrence risk of two traits, the genetic covariance and correlation defined
by (2.3) and (2.6) characterize the shared effect size of the genetic variants by taking into
account the true covariance structure of the variants.
This study addresses the problem of statistical inference for these genetic relatedness functionals based on individual-level GWAS data with binary outcomes. By carefully analyzing
the logistic Lasso estimator, we develop a novel weighted debiasing method and propose
computationally efficient debiased estimators for these functionals. We further study their
rates of convergence and obtain their asymptotic normality under mild theoretical conditions. Moreover, confidence intervals and statistical tests for these functionals are constructed. We provide theoretical justifications for the methods, including the coverage
probability and expected length of the confidence intervals, as well as the size and power
of the proposed tests. Our results provide a rigorous statistical inference framework for
studying the genetic relatedness between binary traits.
The rest of the chapter is organized as follows. After defining the notations at the end of this
section, in Section 2.2, we describe two scenarios for the observed data sets considered in
this study and, by focusing on the first scenario, formally introduce the two-step estimators
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of the functionals of interest based on the weighted bias correction method. Confidence
intervals and statistical tests about these functionals are constructed in Section 2.3. In
Section 2.4, the rates of convergence and optimality of the proposed estimators are carefully
studied, and the inference procedures are theoretically justified. Statistical inference under
the second scenario is discussed in Section 2.5. In Section 2.6, we evaluate the empirical
performance of the proposed methods and show their superiority over alternative methods.
Finally, in Section 2.7, we analyze a real data set using the proposed methods, which yields
interesting insights about genetic-relatedness between ten pediatric autoimmune diseases.

2.2. Estimation of Genetic Relatedness via Weighted Bias Correction
2.2.1. Genetic Relatedness under Two Settings of Data Availability
We consider two types of data collection scenarios that are commonly adopted for studying
genetic relatedness between two traits based on individual-level GWAS data. Data sets
obtained from these two scenarios are widely available in current genetic research. In the
first scenario, measurements of two traits along with the subject genotypes are obtained
from different groups of unrelated individuals. In other words, there are two independent
data sets, each containing measurements of a single trait and genotypes for a group of
unrelated individuals. This scenario arise commonly when researchers attempt to conduct
a cross-trait analysis based on multiple independent GWAS data. In the second scenario,
measurements of all traits of interest along with the subject genotypes are obtained from
a same group of unrelated individuals. This type of data set is also widely available by
virtue of many large-scale studies such as UK Biobank (Sudlow et al., 2015). The above
two scenarios are formally defined as follows.
1
Scenario (I): Data from two independent samples. The observations are {(yi , Xi· )}ni=1
2
and {(wi , Zi· )}ni=1
, where Xi· ’s and Zi· ’s are i.i.d. from some probability measure Pθ on Rp

with covariance matrix Σ, and for each Xi· and Zi· , yi and wi are drawn independently
based on (2.1) and (3.1), respectively.
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Scenario (II): Data from the same samples. The observations are {(Xi· , yi , wi )}ni=1
where Xi· ’s are i.i.d. from some probability measure Pθ on Rp with covariance matrix Σ,
and for each Xi· , yi and wi are drawn independently from (2.1) and (3.1), respectively.
Throughout, we will consider estimation and construction of confidence intervals and statis1
2
tical tests about the functionals of interest based on D = {(yi , Xi· )}ni=1
∪ {(wi , Zi· )}ni=1
from

Scenario I with n1  n2  n. The discussion related to Scenario II is delayed to Section 2.5
as the methods and results are very similar.
2.2.2. The Weighted Bias Correction Method and the Proposed Estimators
By definition of the genetic correlation functional R defined in (2.6), estimation of the genetic correlation can be reduced to estimating the genetic covariance functional β > Σγ and
the genetic variance functionals β > Σβ and γ > Σγ, respectively. The novel bias correction
method developed here will lead to nearly unbiased estimators of these functionals of interest, and the construction of which can be summarized as the following two-step procedure.
In the first step, an initial plug-in estimator of the functional is obtained based on the
 Pn1

Pn2
>
>
b= 1
pooled sample covariance matrix Σ
i=1 Xi· Xi· +
i=1 Zi· Zi· , and the logistic
n1 +n2
bγ
Lasso estimators {(b
α, βb> ), (ζ,
b> )} defined by


n1 
1 X
>
α+β > Xi·
) + λ(kβk1 + |α|) ,
− yi (α + β Xi· ) + log(1 + e
n1
α,β
i=1
 X

 (2.7)
n2 
1
>
bγ
(ζ,
b) = arg min
− wi (ζ + γ > Zi· ) + log(1 + eζ+γ Zi· ) + λ(kγk1 + |ζ|) ,
n2
ζ,γ


b = arg min
(b
α, β)

i=1

√
with λ = C (log p/n) for some constant C > 0. In the second step, the final estimator is obtained by modifying the initial estimator with a carefully designed weighted bias
correction term.
We begin with genetic covariance functional β > Σγ. With the logistic Lasso estimators
b the corresponding plug-in estimator is defined as βb> Σb
b γ , whose error can be
(1.8) and Σ,
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decomposed as
b γ − β > Σγ = γ
b − Σ)b
βb> Σb
b> Σ(βb − β) + βb> Σ(b
γ − γ) − (βb − β)> Σ(b
γ − γ) + βb> (Σ
γ.

(2.8)

It turns out that error terms γ
b> Σ(βb−β) and βb> Σ(b
γ −γ) contribute to the leading order bias
of the plug-in estimator, which is nonnegligible and can be further reduced by estimating
them directly. To accomplish this, set h(u) =

h(b
α+

b
Xi·> β)

− h(α +

Xi·> β)

=

eu
1+eu ,

then by Taylor’s expansion,

>b
eαb+Xi· β Xi·> (βb − β)
>b

(1 + eαb+Xi· β )2

>b

+

eαb+Xi· β (b
α − α)
>b

(1 + eαb+Xi· β )2

+ ∆i ,

(2.9)

where ∆i = ḧ[Xi·0 > {tβ 0 + (1 − t)βb0 }]{Xi·0 > (βb0 − β 0 )}2 for some t ∈ (0, 1), β 0 = (α, β > )> ,
βb0 = (b
α, βb> )> and Xi·0 = (1, Xi·> )> . Furthermore, if we define i = yi − h(α + Xi·> β),
b − yi }Xi·
{h(b
α + Xi·> β)


>b
>b
eαb+Xi· β
eαb+Xi· β
> b
Xi· (β − β) +
(b
α − α) + ∆i − i Xi·
=
>b
>b
(1 + eαb+Xi· β )2
(1 + eαb+Xi· β )2
>b

=

eαb+Xi· β

>b

(1 + eαb+Xi· β )2

Xi· Xi·> (βb −

(2.10)

>b

β) + (∆i − i )Xi· +

eαb+Xi· β

>b

(1 + eαb+Xi· β )2

(b
α − α) Xi· .

b
b
In order to construct a good estimator of Σ(β−β),
we rescale each item {h(b
α +Xi·> β)−y
i }Xi·
by a sample-specific weight
>b
n1
X
(1 + eαb+Xi· β )2

i=1

=

>b
eαb+Xi· β

>b

b
i· β )2
(1+eα+X
>β
b
b
i·
eα+X

so that

b − yi }Xi·
{h(b
α + Xi·> β)

X
n1


>b
n1
n1
X
X
(1 + eαb+Xi· β )2
>
b
Xi· Xi· (β − β) +
(∆i − i )Xi· + (b
α − α)
Xi· .
>b
eαb+Xi· β
i=1
i=1
i=1

(2.11)

Consequently, as long as the last two terms in (2.11) are negligible comparing to the leading

Pn1
> b
term
b> Σ(βb − β) can be constructed as
i=1 Xi· Xi· (β − β), an estimator of γ
>b
n1
1 X
(1 + eαb+Xi· β )2
b − yi }Xi· .
γ
b
{h(b
α + Xi·> β)
>β
b
α
b+Xi·
n1
e
i=1

>
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(2.12)

Following the similar argument, we can estimate the error term βb> Σ(b
γ − γ) by
>
n2
b
(1 + eζ+Zi· γb )2
1 X
βb>
{h(ζb + Zi·> γ
b) − wi }Zi· .
>γ
b
ζ+Z
b
n2
i·
e
i=1

(2.13)

As a result, in light of the error decomposition in (2.8), a bias-corrected estimator for β > Σγ
is defined as
>b
n1
X
(1 + eαb+Xi· β )2
> 1
>b
\
>
b
b − yi }Xi·
γ−γ
b
β Σγ = β Σb
{h(b
α + Xi·> β)
>β
b
α
b
+X
n1
i·
e
i=1
>
n2
b
(1 + eζ+Zi· γb )2
1 X
{h(ζb + Zi·> γ
b) − wi }Zi· .
−β
>γ
b
ζ+Z
b
n2
i·
e

(2.14)

b>

i=1

The above estimator modifies the simple plug-in estimator by adding a carefully constructed
bias-correction term accounting for the leading order bias of the plug-in estimator. The biascorrection terms (2.12) and (2.13) are in the form of weighted average, where the weights,
originated from the nonlinearity of the link function, reflect each sample’s contribution to
the overall bias.
> Σγ, bias-corrected estimators for
In the same vein of our construction of the estimator β\

the genetic variances β > Σβ and γ > Σγ can be defined similarly as
>b
n1
X
(1 + eαb+Xi· β )2
> 1
>b b
\
>
b
b
b − yi }Xi· ,
β Σβ = β Σβ − 2β
{h(b
α + Xi·> β)
>β
b
α
b
+X
n1
i·
e
i=1

(2.15)

>
n2
b
1 X
(1 + eζ+Zi· γb )2
> Σγ = γ
b γ − 2b
{h(ζb + Zi·> γ
b) − wi }Zi·
γ\
b> Σb
γ>
>γ
b
ζ+Z
b
n2
i·
e

(2.16)

i=1

\
\
> Σγ, β
> Σβ and γ
> Σγ, a
Based on the above genetic variance and covariance estimators β\
natural estimator of the genetic correlation R can be defined as
> Σγ
β\
R̄ = √
.
\
> Σβ γ
> Σγ)
(β\
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(2.17)

Taking into account the actual range of R, we propose its final estimator as


\
\
> Σγ)2 < β
> Σβ γ
> Σγ

R̄,
if (β\



b=
\
> Σβ γ
> Σγ = 0
R
.
0,
if β\





sign(R̄), otherwise

(2.18)

Compared to the existing methods for constructing debiased estimators in high-dimensional
regression (Zhang and Zhang, 2014; Javanmard and Montanari, 2014a,b; Van de Geer et al.,
2014; Cai and Guo, 2017; Guo et al., 2019b; Ma et al., 2020a; Cai and Guo, 2020; Cai et al.,
2020; Guo et al., 2020), our proposed method has two distinct advantages. Firstly, the
proposed estimators can be directly obtained from their explicit expressions as in (2.14)
to (2.18), which only rely on the initial logistic Lasso estimator, and simple plug-in procedures. Its main computational task is to solve for the initial Lasso estimator, which can be
efficiently done with a standard tuning process (Section 2.6), and therefore is more scalable
to the large data sets in genetic studies. This is very different from the existing methods,
which, in addition to the initial estimator, involve solving other high-dimensional optimization problems for bias correction, which are computationally challenging, time-consuming,
and subject to difficult tuning processes. Secondly, with our carefully constructed weighted
bias-correction method, many commonly used but stringent technical conditions can be
avoided. This significantly expands the range of applicability of our proposed methods; see
also the discussions after Theorems 6 and 10 for further details.

2.3. Confidence Intervals and Statistical Tests
As an important consequence of our weighted bias correction method, it can be shown that
each of the bias-corrected estimators introduced in Section 2.2.2 is asymptotically normally
distributed, which can be used to construct confidence intervals and statistical tests about
the functionals of interest.
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> Σγ has variance
Specifically, it can be shown that the genetic covariance estimator β\

v2 =


n1 + n2
n1 + n2
(X) >
(Z)
E{ηi (b
γ Xi· )2 } +
E{ηi (βb> Zi· )2 } + E βb> (Xi· Xi·> − Σ)b
γ
n1
n2

(X)

where ηi

=

>

>b

b
i· β )4 eα+Xi· β
(1+eα+X
>
>β
b
b
i·
(1+eα+Xi· β )2 e2α+2X

(Z)

and ηi

>

b

,

>

(1+eζ+Zi· γb )4 eζ+Zi· γ

=

2

>
>
b
(1+eζ+Zi· γ )2 e2ζ+2Zi· γb

. Intuitively, the parame-

ters β and γ in the above expressions can be estimated by their initial Lasso estimators, so
that a moment estimator of the asymptotic variance can be defined as

vb2 =

>b
>
n1
n2
(1 + eαb+Xi· β )2 >
(1 + eηb+Zi· γb )2 b>
n1 + n2 X
n1 + n2 X
2
(b
γ
X
)
+
(β Zi· )2
i·
>γ
>β
2
b
η
b
+Z
b
α
b
+X
n21
n
i·
i·
e
e
2
i=1
i=1
X

n1
n
2
X
1
b i· X > γ
bΣb
b i· Z > γ
bΣb
b γ )2 +
b γ )2 .
(βX
b
−
β
(
βZ
b
−
β
+
i·
i·
n1 + n2

i=1

(2.19)

i=1

Hence, an (1 − α)-level confidence interval for the genetic covariance can be defined as


> Σγ − ρ
> Σγ + ρ
CIα (β > Σγ, D) = β\
b, β\
b,
where ρb =

√

zα/2 v
b
(n1 +n2 )

(2.20)

and zα/2 = Φ−1 (1 − α/2) is the upper α/2-quantile of the standard

normal distribution.
> Σβ can be derived
Similarly, the asymptotic variance of the genetic variance estimator β\

as
vβ2 =

4(n1 + n2 )
(X)
b 2,
E{ηi (βb> Xi· )2 } + E{βb> (Xi· Xi·> − Σ)β}
n1

(2.21)

which can be estimated by
n

vbβ2 =

>b

1
(1 + eαb+Xi· β )2 b>
4(n1 + n2 ) X
(β Xi· )2
>β
2
b
α
b
+X
n1
i·
e
i=1
X

n1
n2
X
1
b i· X > βb − βbΣ
b2+
b i· Z > βb − βbΣ
b2 .
b
b
+
(βX
β)
(
βZ
β)
i·
i·
n1 + n2

i=1

i=1
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(2.22)

Then, an (1 − α)-level confidence interval for β > Σβ can be constructed as


> Σβ − ρ
> Σβ + ρ
CIα (β > Σβ, D) = β\
bβ , β\
bβ ,
where ρbβ =

z
v
b
√ α/2 β .
(n1 +n2 )

(2.23)

> Σγ and therefore the
By symmetry, the asymptotic variance of γ\

confidence interval CIα (γ > Σγ, D) of γ > Σγ can be obtained.
The confidence interval for the genetic correlation R is a direct consequence of the Slutsky’s
\
> Σβ γ
> Σγ 6= 0, we
b defined in (2.18), whenever β\
theorem. Specifically, for the estimator R
can estimate its asymptotic variance by

2
vbR
=

vb2
,
\
> Σβ γ
> Σγ
β\

and define the corresponding (1 − α)-level confidence interval as



b − ρbR , R
b + ρbR ∩ [−1, 1],
CIα (R, D) = R
where ρbR =

(2.24)

z
v
b
√ α/2 R .
(n1 +n2 )

In parallel with the proposed confidence intervals, we are able to construct statistical tests
for each of the following null hypotheses
H0,1 : β > Σγ = B0 ,

H0,2 : β > Σβ = Q0 ,

H0,3 : R = R0 ,

(2.25)

for some B0 ∈ R, Q0 ≥ 0 and R0 ∈ [−1, 1]. Specifically, in light of the confidence intervals
given in (2.20) (2.23) and (2.24), we define test statistics
√
T1 =

√
√
> Σγ − B )
> Σβ − Q )
b − R0 )
(n1 + n2 )(β\
(n1 + n2 )(β\
(n1 + n2 )(R
0
0
, T2 =
, T3 =
.
vb
vbβ
vbR
(2.26)

Hence, for any ` ∈ [1 : 3], to obtain an α-level test, we reject the null hypothesis H0,`
whenever |T` | > zα/2 .
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2.4. Theoretical Properties
2.4.1. Rates of Convergence and Optimality
Throughout this section, we consider observations from Scenario I where the random design
covariates are characterized by the following conditions.
(B1) For each i ∈ [1 : n1 ] and j ∈ [1 : n2 ], Xi· and Zj· are centred i.i.d. sub-Gaussian
random vectors where Σ = E(Xi· Xi·> ) ∈ Rp×p satisfies M −1 ≤ λmin (Σ) ≤ λmax (Σ) ≤ M for
some constant M > 1.
(B2) There exists some positive constant c0 > 0 such that E



>γ
β > Xi· Xi·
β > Σγ

2
− 1 > c0 .

In addition, about the regression coefficients, we denote k = max{kβk0 , kγk0 }, U (β, γ) =
max{kβk2 , kγk2 } and L(β, γ) = min{kβk2 , kγk2 }. We assume
(B3) There exists positive constants c1 , c2 > 0 such that max{|α|, |ζ|} ≤ c1 and U (β, γ) ≤
c2 .
Intuitively, assumptions (B1) and (B3) imply that the marginal case probabilities P (yi = 1)
and P (wi = 1) are balanced, or bounded away from 0 and 1, whereas (B2) essentially ensures
the asymptotic variances are not diminishing.
For technical reasons, for each trait we split the corresponding samples into halves so that
the initial estimation step and the subsequent bias-correction step are conducted on separate
and independent data sets. Without loss of generality, we assume under Scenario I there
are 2(n1 + n2 ) samples in D, divided into two disjoint subsets D1 and D2 , each with n1 + n2
independent samples so that D = D1 ∪ D2 . The initial estimators are obtained from D1 ,
whereas the bias-correction terms and the asymptotic variance estimators are based on D2
and the initial estimators. We emphasize that the sample splitting procedure is only used
to facilitate the theoretical analysis, and is not needed in practice. Numerically, we show
in Section 2.6 that the proposed methods perform well without sample splitting; see also
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Section 2.8 for more discussions.
The following theorem concerns the rate of convergence of the bias-corrected estimators
\
\
> Σγ and β
> Σβ, as the results for γ
> Σγ are similar to the latter.
β\
Theorem 6 (Rates of Convergence) Suppose (B1) and (B3) hold, and k .

n
log plog n .

Then, for sufficiently large (n, p) and any t > 0, we have
√
tU (β, γ)
k log p
√
,
+ {1 + U (β, γ) log n}
n
n
√
tkβk
k log p
> Σβ − β > Σβ| . √ 2 + (1 + kβk
|β\
,
2 log n)
n
n
> Σγ − β > Σγ| .
|β\

(2.27)
(2.28)

with probability at least 1 − p−c − n−c − t−2 for some constant c > 0.
In Theorem 6, in addition to the mild sparsity condition, the consistency of the proposed
estimators only require the balanced marginal case probabilities through (B1) and (B3), and
the general sub-Gaussian design with a regular covariance matrix, which includes many
important cases such as Gaussian, bounded, and binary designs, or any combinations of
them. It makes the proposed methods widely applicable to various practical settings.
To establish the optimality of the proposed genetic covariance estimator, our next result
concerns the minimax lower bound for estimating β > Σγ. To this end, we define the parameter space for θ = (β, γ, Σ) as





max{kβk0 , kγk0 } ≤ k, U (β, γ) ≤ Ln 
Θ(k, Ln ) = (β, γ, Σ) :




M −1 ≤ λmin (Σ) ≤ λmax (Σ) ≤ M
for some constant M > 1.
i.i.d.

Theorem 7 (Minimax Lower Bound) Suppose Xi ∼ N (0, Σ) for i = 1, ..., n, and
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k . min pν , logn p

for some 0 < ν < 1/2. Then for ξ = β > Σγ, we have


inf

sup

Pθ

ξb θ∈Θ(k,Ln )

L2
|ξb − ξ| & √n + min
n



Ln
log p 2
√ +k
, Ln
n
n


≥c

(2.29)

for some constant c > 0.
By Theorem 6, a uniform upper bound over the parameter space Θ(k, Ln ) can be obtained
as


√
tLn
k log p
>
\
>
≥ 1 − p−c − n−c − t−2 . (2.30)
sup Pθ |β Σγ − β Σγ| . √ + (1 + Ln log n)
n
n
θ∈Θ(k,Ln )
Combining this with the lower bound from Theorem 7, we conclude that, for all k .
√
p
min{ log pnlog n , pν } with any ν ∈ (0, 1/2), and ( k log
n ) . Ln . 1, our genetic covariance
√
> Σγ is minimax rate-optimal over Θ(k, L ), up to a log n factor. In particular,
estimator β\
n
> Σγ is guaranteed over the ultra-sparse region
in this case, the exact rate optimality of β\

k.

√
√n
log p log n ,

Ln
√
n

k log p
n .

+

or the weak signal regime Ln . (log n)−1/2 , over which the minimax rate is

Our next result concerns the rate of convergence of the genetic correlation estimator.
Theorem 8 (Rate of Convergence) Suppose (B1) (B2) and (B3) hold, k  log pnlog n
√
b − R| → 0 in probability. In particular, for sufficiently
and L(β, γ)  (k log p/n). Then |R
√
large (n, p) and any constant t > 2, with probability at least 1 − 2t−2 , it holds that

b − R| .
|R

√
t{U (β, γ) + U 2 (β, γ)} 1 + U (β, γ) log n k log p
√
+
·
.
L2 (β, γ) n
L2 (β, γ)
n

(2.31)

Comparing to Theorem 6, the consistency of the genetic correlation estimator requires an
additional condition (A2) and a lower bound on the minimal effect size. These conditions
are necessary as to ensure the true genetic variances are bounded away from zero so that
the genetic correlation is well-defined.
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2.4.2. Theoretical Properties of the Inference Procedures
We establish the asymptotic normality of the proposed bias-corrected estimators and provide
theoretical justifications of the confidence intervals and the statistical tests constructed in
Section 2.3. We start with a theorem that provides a refined analysis of the estimation
errors and consequently the asymptotic normality of the estimators.
Theorem 9 (Asymptotic Normality) Suppose (B1) (B2) (B3) hold, k .
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> Σγ by symmetry. A direct
The second part of the theorem applies to the estimator γ\

consequence of Theorems 6 and 9, in combination with Slutsky’s theorem, is the following
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theorem concerning the asymptotic normality of the genetic correlation estimator R̄ in
(2.17).
Theorem 10 (Asymptotic Normality) Under the conditions of Theorem 9, if in ad√

U (β,γ)
√ n
dition k  min{ log pnlog n , {1+U (β,γ)
log n} log p }, we have

√

(n1 +n2 )(R̄−R)
vR

D1 →d N (0, 1) as

(n, p) → ∞.
Some remarks about the technical innovations leading to the above theorems are in order.
Firstly, distinct from the existing works on the statistical inference in high-dimensional
logistic regression, the proposed methods do not require the commonly assumed but stringent theoretical conditions such as the bounded individual probability condition (Van de
Geer, 2008; Van de Geer et al., 2014; Ning and Liu, 2017; Ma et al., 2020a; Guo et al.,
2020) where P (yi = 1|Xi· ) ∈ (δ, 1 − δ) for all i ∈ [1 : n] and some δ ∈ (0, 1/2), the sparse
inverse population Hessian condition (Van de Geer et al., 2014; Belloni et al., 2016; Ning
and Liu, 2017; Janková and van de Geer, 2018) or the sparse precision condition (Ma et al.,
2020a). Secondly, from a practical point of view, the removal of these technical assumptions
significantly expand the range of applicability of the proposed methods. For example, as
was argued by Cai et al. (2020) and Xia et al. (2020), in practice, the bounded individual
probability and the sparse inverse population Hessian conditions are seldom satisfied or can
be verified from the data. In contrast, the balanced marginal case probability condition
holds easily and can be checked based on the observed outcomes.
Built upon Theorems 9 and 10, theoretical justifications such as the asymptotic coverage
probability and the expected length of the proposed confidence intervals CIα (β > Σγ, D),
CIα (β > Σβ, D) and CIα (R, D) can be obtained.
Theorem 11 (Confidence Intervals) Under the conditions of Theorem 9, for any con√

U (β,γ)
√ n
stant 0 < α < 1, if k  min{ log pnlog n , {1+U (β,γ)
log n} log p }, then
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1. (Coverage) the confidence intervals defined in (2.20) (2.23) and (2.24) satisfy
lim inf Pθ {β > Σγ ∈ CIα (β > Σγ, D)} ≥ 1 − α,

(2.34)

lim inf Pθ {β > Σβ ∈ CIα (β > Σβ, D)} ≥ 1 − α,

(2.35)

lim inf Pθ {R ∈ CIα (R, D)} ≥ 1 − α;

(2.36)

n,p→∞

n,p→∞

n,p→∞

2. (Length) if we denote L{CIα (·, D)} as the length of CIα (·, D), then with probability at
least 1 − p−c , we have
L{CIα (β > Σγ, D)} 

kβk2
L{CIα (β > Σβ, D)}  √ .
n

U (β, γ)
√
,
n

L{CIα (R, D)} 

1
√ .
L(β, γ) n

(2.37)

(2.38)

This theorem implies that the statistical tests proposed in Section 2.3 have the following
theoretical properties concerning their sizes and powers under certain local alternatives.
Corollary 1 (Hypotheses Testing) Suppose the conditions of Theorem 11 hold, then
1. (Size) for each ` ∈ [1 : 3], for any constant 0 < α < 1, under the null hypothesis H0,`
defined in (2.25), we have lim supn,p→∞ Pθ (|T` | > zα/2 ) ≤ α;
2. (Power) for any 0 < δ < 1, there exists some c > 0 such that, for any |β > Σγ − B0 | ≥
cU (β, γ)n−1/2 , we have lim inf n,p→∞ Pθ (|T1 | > zα/2 ) ≥ 1 − δ; for any |β > Σβ − Q0 | ≥
ckβk2 n−1/2 , we have lim inf n,p→∞ Pθ (|T2 | > zα/2 ) ≥ 1 − δ; and for any |R − R0 | ≥
cL−1 (β, γ)n−1/2 , we have lim inf n,p→∞ Pθ (|T3 | > zα/2 ) ≥ 1 − δ.

2.5. Statistical Inference with Data Measured on the Same Samples
So far, our discussions have been focusing on the observations from Scenario I. In fact, by
slightly modifying the methods described in previous sections, a similar set of inference
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procedures can be developed based on observations D = {(Xi· , wi , yi )}ni=1 from Scenario II.
b
Specifically, with a slight abuse of notation, we define the logistic Lasso estimators (b
α, β)
bγ
e = 1 Pn Xi X > .
and (ζ,
b) as in (2.7) but based on samples in {(Xi· , wi , yi )}ni=1 . Let Σ
i
i=1
n
In light of the arguments in Section 2.2.2, we define the bias-corrected genetic covariance
estimator
1
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b
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e and Zi· replaced by Xi· . Hence, the bias-corrected estimator for the genetic
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correlation R can be defined as
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and estimate the asymptotic variance of R̃ by veR
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> Σβ γ^
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Confidence intervals and

statistical tests can be constructed based on the above estimators and their variance estimates. For example, an (1 − α)-level confidence interval for R can be constructed as
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v
e
e − ρeR , R
e + ρeR with ρeR = zα/2
√ R , while for the null hypothesis H0 : R = R0
CI∗α (R, D) = R
n
√ e
and the test statistic T = n(R
− R0 )/e
vR , we reject H0 whenever |T | > zα/2 .
Theoretically, by slightly modifying the proofs, all the theoretical properties obtained under
Scenario I still hold, with condition (B1) replaced by the following condition.
(B1’) For each i ∈ [1 : n], Xi· are centred i.i.d. sub-Gaussian vectors where Σ = E(Xi· Xi·> ) ∈
Rp×p satisfies M −1 ≤ λmin (Σ) ≤ λmax (Σ) ≤ M for some constant M > 1.

2.6. Simulation Studies
We evaluate the empirical performance of the proposed methods for estimation, confidence
intervals and testing hypotheses about the functionals of interest, and compare with some
alternative methods. For estimation, we assess the empirical mean square error between the
estimator and the true parameter values; for confidence intervals, the numerical comparisons
focus on the coverage probabilities and the lengths of the confidence intervals, as well as
their corresponding computing times; for hypotheses testing, we evaluate the type I error
and the statistical power of the tests. Finally, we evaluate the proposed methods under
more realistic settings where the data sets are generated to resemble the real genetic data.
2.6.1. Parameter Estimation
We consider the high-dimensional logistic regression model where n = 300, 400 or 500 and
p varies from 600 to 1000, so that all the cases are high-dimensional in the sense that
p > n. We set the sparsity level as k = 25. For the true regression coefficients, given the
support S such that |S| = k, we generate βj and γj uniformly from [−1, 1] for all j ∈ S.
For the design covariates, we focus on Scenario I, where n1 = n2 = n and the covariates
are generated from a multivariate Gaussian distribution with covariance matrix as either
Σ = ΣB , where ΣB is a p × p blockwise diagonal matrix of 10 identical unit diagonal
Toeplitz matrices whose off-diagonal entries descend from 0.3 to 0 (see Appendix A.2 for
the explicit form), or Σ = ΣE where ΣE is an exchangeable covariance matrix with unit
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Table 6: Estimation errors with Σ = ΣB and sparsity parameter k = 25. pro: proposed
estimators; plg: simple plug-in estimators; lpj: component-wise projected Lasso estimators;
rpj: the component-wise projected Ridge estimators.
β > Σγ
β > Σβ
R
p
pro plg
lpj rpj pro plg
lpj rpj pro plg
lpj
rpj
n = 200
700 1.4 17.7 7.3 2.5 2.4 55.4 43.2 7.5 0.14 0.18 0.20 0.23
800 1.3 22.0 8.9 2.3 2.1 67.8 59.8 7.5 0.15 0.20 0.21 0.23
900 1.1 26.8 12.4 2.2 2.5 76.6 72.6 7.3 0.12 0.19 0.19 0.23
1000 1.2 29.5 10.9 2.1 2.5 87.8 88.3 7.4 0.13 0.21 0.19 0.24
n = 300
700 1.0 14.7 3.5 2.0 1.7 43.2 20.3 6.7 0.11 0.19 0.18 0.19
800 1.0 18.8 4.6 1.8 2.4 47.9 26.0 6.9 0.12 0.21 0.17 0.22
900 1.0 17.3 4.7 2.0 2.8 53.8 36.3 7.7 0.12 0.19 0.17 0.19
1000 0.9 23.5 6.7 2.1 2.0 61.4 37.6 6.6 0.11 0.19 0.18 0.21
n = 400
700 0.8 10.0 1.4 1.4 1.3 35.1 11.6 5.9 0.10 0.19 0.14 0.14
800 0.8 13.0 2.9 1.8 2.4 40.5 17.2 7.1 0.10 0.19 0.15 0.15
900 0.8 17.2 2.1 1.7 3.0 45.5 19.0 6.1 0.10 0.21 0.17 0.17
1000 1.4 21.2 3.5 2.6 2.4 54.1 21.9 6.7 0.12 0.21 0.19 0.17
diagonals and off-diagonals being 0.2. We consider estimation of the parameters β > Σγ,
\
> Σβ, β
> Σγ and R,
b we choose
β > Σβ and R, respectively. For the proposed estimators β\
√
λ = 0.12 (log p/n). In addition to our proposed estimators, denoted as “pro,” for each of
the parameters of interest, we will also evaluate (i) the simple plug-in (“plg”) estimators
√
β̂ > Σ̂γ̂, β̂ > Σ̂β̂ and R̂plg = β̂ > Σ̂γ̂/ (β̂ > Σ̂β̂γ̂ > Σ̂γ̂); (ii) the component-wise projected Lasso
√
(“lpj”) estimators β̃ > Σ̂γ̃, β̃ > Σ̂β̃ and R̂lpj = β̃ > Σ̂γ̃/ (β̃ > Σ̂β̃γ̃ > Σ̂γ̃) where each component
of β̃ and γ̃ is the debiased Lasso estimator implemented by the function lasso.proj in the
R package hdi under default setting; and (iii) the component-wise projected Ridge (“rpj”)
√
estimators β̌ > Σ̂γ̌, β̌ > Σ̂β̌ and R̂rpj = β̌ > Σ̂γ̌/ (β̌ > Σ̂β̌γ̌ > Σ̂γ̌) where β̌ and γ̌ are obtained
from the function ridge.proj in the R package hdi under the default settings.
Tables 6 and 14 in Appendix A.2 show the square roots of the empirical mean square
errors for each estimator based on 500 rounds of simulations for each setting. It can be
seen that each of the proposed estimators outperformed the alternative estimators in all
the settings. Among the alternatives, “rpj” has better performance than “lpj” and “plg.”
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In particular, our simulation indicates that, in terms of estimating a parameter that is a
function of many basic parameters, the estimator that directly deals with the final parameter
of interest is likely better than the plug-in estimators that first target for the individual
basic parameters and then apply the functional map, as in latter case, the variance due to
each basic parameter estimators would accumulate to result in an inaccurate final estimate.
2.6.2. Confidence Intervals
Under the simulation setups identical to the previous part, we evaluate and compare different method for constructing 95% confidence intervals for parameters β > Σγ, β > Σβ and
R. Specifically, we compare our proposed confidence intervals, denoted as “pro,” with two
alternative bootstrap confidence intervals. The bootstrap confidence intervals are based
on either plg estimators or the rpj estimators defined in Section 2.6.1 calculated from 100
observations sampled from the original data set, so that the final confidence intervals are
constructed based on the empirical distributions of 500 bootstrap estimators. In Tables
7 and 15 in Appendix A.2, we report the averaged coverage probabilities and lengths of
the proposed and the plg-based bootstrap confidence intervals, denoted as “boot,” with 500
rounds of simulation for each setting. For reason of space, the results for the rpj-based bootstrap confidence intervals, whose performances are even poorer than the plg-based ones, are
delayed to Appendix A.2 (Tables 17 and 18). The simulation shows that in general our proposed confidence intervals achieve the 95% nominal confidence levels whereas the bootstrap
confidence intervals are off-target or biased. In particular, for the genetic correlation R,
the proposed confidence interval has better coverage and also smaller length. In addition,
our proposed methods are computationally more efficient than the bootstrap confidence
intervals as the averaged computing time (on MacBook Pro with 2.2 GHz 6-Core Intel Core
i7) for constructing the proposed confidence intervals in one round of simulation is only
about 1 second whereas the bootstrap confidence intervals takes more than 1.6 mins for the
plg-based confidence intervals and 1 hour for the rpj-based confidence intervals on average.
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Table 7: Coverage and length of the CIs with Σ = ΣB , α = 0.05 and sparsity k = 25. pro:
proposed estimators; boot: the plg-based bootstrap confidence intervals.
β > Σγ
β > Σβ
R
p
pro
boot
pro
boot
pro
boot
cov
len
cov
len
cov
len
cov
len
cov
len
cov
len
n = 300
700 95.8 5.38 46.4 2.05 92.4 7.01 13.5 2.42 95.6 0.35 76.0 0.37
800 97.4 5.91 47.8 1.91 92.4 7.47 13.2 2.30 95.0 0.34 76.4 0.36
900 96.6 5.61 50.2 1.85 90.8 6.97 14.6 2.27 96.4 0.31 73.6 0.35
1000 93.2 5.55 42.6 1.93 90.6 7.61 7.2 2.39 93.0 0.32 76.4 0.36
n = 400
700 96.0 5.38 56.6 2.30 92.0 7.01 30.0 2.96 96.6 0.35 76.6 0.37
800 97.4 5.91 55.4 2.20 92.4 7.47 22.8 2.63 96.2 0.34 74.4 0.37
900 96.6 5.61 51.0 2.19 90.6 6.97 21.6 2.69 96.6 0.31 73.0 0.37
1000 93.8 5.55 47.8 2.07 90.4 7.61 19.8 2.58 93.4 0.32 72.6 0.36
n = 500
700 99.0 5.71 61.0 2.40 95.2 7.55 43.2 2.92 98.6 0.31 73.4 0.37
800 98.6 6.37 60.6 2.38 93.4 8.22 41.2 2.83 97.2 0.33 78.0 0.37
900 99.2 5.63 58.0 2.32 92.6 7.42 31.2 2.88 98.4 0.30 76.6 0.36
1000 98.6 5.30 57.8 2.18 90.4 6.55 30.0 2.73 98.2 0.29 76.6 0.36

2.6.3. Hypotheses Testing
Same as the previous simulations, the random covairates are drawn from a multivariate
Gaussian distribution with a covariance matrix ΣB or ΣE . For the regression coefficients,
given the support S, we generate βj and γj randomly from [−1, 1] for all j ∈ S such
that |β > Σγ| > 3. We compare the empirical type I errors and statistical powers of our
proposed tests and the bootstrap tests based on the plg estimators, which can be obtained
by inverting the bootstrap confidence intervals from Section 2.6.2. Specifically, the type I
errors are evaluated under the null hypotheses where the functionals take their true values,
while the statistical powers are calculated based on the null hypotheses in (2.25) where
B0 = Q0 = R0 = 0. From Table 8 and Table 16 in Appendix A.2, we see that, across all
the settings, the proposed tests have type I error around the nominal level 0.05, whereas
the bootstrap tests have much inflated type I errors, which, due to the fundamental bias
of the plg estimators, leads to higher statistical powers. In addition, the statistical power
of the proposed tests increases as sample size grows, and their performance is stable across
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Table 8: Type I errors and powers with Σ = ΣB , α = 0.05
proposed tests; boot: the plg-based bootstrap tests.
β > Σγ
β > Σβ
p
type I error
power
type I error
power
pro boot pro boot pro boot pro boot
n = 300
600 0.05 0.93 0.42 0.85 0.04 0.95 0.92 1.00
700 0.07 0.89 0.42 0.85 0.06 0.92 0.93 1.00
800 0.07 0.96 0.47 0.84 0.09 0.91 0.92 1.00
900 0.08 0.96 0.51 0.79 0.07 0.96 0.92 1.00
n = 400
600 0.05 0.81 0.52 0.83 0.04 0.87 0.95 1.00
700 0.04 0.84 0.52 0.84 0.06 0.86 0.89 1.00
800 0.05 0.87 0.51 0.87 0.06 0.86 0.92 1.00
900 0.07 0.82 0.54 0.83 0.07 0.90 0.93 1.00
n = 500
600 0.03 0.77 0.57 0.84 0.04 0.75 0.89 1.00
700 0.02 0.76 0.54 0.80 0.05 0.82 0.88 1.00
800 0.03 0.81 0.60 0.85 0.04 0.78 0.93 1.00
900 0.03 0.85 0.61 0.81 0.04 0.82 0.92 1.00

and sparsity k = 25. pro:
R
type I error
pro boot

power
pro boot

0.03
0.03
0.04
0.04

0.36
0.39
0.34
0.40

0.42
0.43
0.47
0.51

0.85
0.85
0.84
0.79

0.02
0.01
0.03
0.04

0.35
0.36
0.41
0.37

0.52
0.53
0.50
0.54

0.83
0.84
0.88
0.83

0.01
0.01
0.02
0.02

0.38
0.36
0.37
0.31

0.57
0.54
0.60
0.61

0.83
0.81
0.85
0.81

the two covariance structures.
2.6.4. Evaluations with Simulated Genetic Data
In order to justify our proposed methods for analyzing real genetic data sets, we carried
out additional numerical experiments under the settings where the covariates are simulated
genotypes with possible LD structures that resemble those of the human genome, and the
inferences are made at a chromosomal basis. Specifically, focusing on the Scenario I with
n1 = n2 = n, for given choices of p and n, using the R package sim1000G (Dimitromanolakis
et al., 2019), we generated genotypes of 2n unrelated individuals containing 2p SNPs based
on a comprehensive haplotype map integrated over 1,184 reference individuals (International
HapMap 3 Consortium, 2010), and the sequencing data over two different regions, one from
chromosome 9 (GrCH37: bp 40,900 to bp 2,000,000) and the other from chromosome 10
(GrCH37: bp 7,000 to bp 2,000,000), of 503 European samples from the 1000 Genomes
Project Phase 3 (1000 Genomes Project Consortium, 2015), with p SNPs from each region.
Figure 4 shows the correlation matrix of the above generated genotypes (n = 200, p = 600)
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Figure 4: Correlation matrix of the simulated genotypes with n = 200 and p = 600.
Table 9: Evaluations of chromosome-specific CIs under simulated genetic data with α =
0.05. Coverage is denoted as cov (%) and length is denoted as len.
β > Σγ
β > Σβ
R
p
chr9
chr10
chr9
chr10
chr9
chr10
cov
len
cov
len
cov
len
cov
len
cov
len
cov
len
700 96.7 5.99 97.0 5.90 92.7 8.31 98.3 7.63 98.7 0.38 98.7 0.38
800 98.3 6.59 96.3 6.24 93.7 9.06 91.7 8.39 99.3 0.39 96.7 0.39
900 98.0 6.16 96.3 5.97 94.0 7.84 94.0 8.23 98.3 0.37 97.7 0.38
1000 96.3 6.13 96.3 6.19 94.7 8.39 90.3 8.44 96.7 0.37 97.7 0.38
corresponding to chromosome 9, which indicates significant LD structure. For the two
binary traits, we let both traits be associated with 50 SNPs randomly chosen from the
above generated genotypes, with 25 SNPs per chromosome, and let 12 SNPs from each
chromosome be shared between the two traits. The effect sizes of the associated SNPs were
uniformly drawn from [−1, 1]. In this way, we obtain two independent data sets containing
observations of each binary trait and 2p genotypes of n unrelated individuals. After obtaining the simulated data sets, we apply the proposed method at a chromosomal basis to
make chromosome-specific inference about the genetic covariance/correlation between two
traits. In Table 9, we present the empirical coverage probabilities and the averaged lengths
of our proposed confidence intervals in different settings, where each setting was repeated
500 times.
Lastly, we evaluate the performance of our proposed tests for the genetic covariance/correlation.
Specifically, using similar a approach, we simulated genotypes corresponding to the above

53

Table 10: Type I errors and powers under
β > Σγ
p
type I error (chr9) power (chr10)
n = 300
400
300
400
500
0.02
0.03
0.41
0.50
600
0.02
0.04
0.47
0.50
0.02
0.02
0.49
0.54
700
800
0.02
0.03
0.45
0.56

simulated genetic data with α = 0.05.
R
type I error (chr9) power (chr10)
300
400
300
400
0.02
0.03
0.41
0.50
0.02
0.04
0.47
0.50
0.02
0.02
0.49
0.54
0.02
0.03
0.45
0.56

two regions, with p SNPs in each region. For the two binary traits, we let one trait be
associated with 50 SNPs from the above regions with 25 SNPs for each chromosome, and
let the other trait be associated only with 25 SNPs from chromosome 10, among which
12 SNPs are shared between two traits. The true effect sizes were generated in the same
manner as in previous simulations, with the additional constraints that, as in Section 2.6.3,
the absolute value of genetic covariance over chromosome 9 is less than 0.01 whereas the
one over chromosome 10 is more than 3. After obtaining the simulated data, we apply the
proposed test at a chromosomal basis to detect the genetic covariance/correlation between
two traits. In Table 10, the proposed tests under the null hypothesis B0 = R0 = 0 were
evaluated based on 500 simulations, which indicate the usefulness of our proposed methods
in producing valid inferences from real genetic data.

2.7. Genetic-Relatedness Between Ten Pediatric Autoimmune Diseases
We apply the proposed methods to investigate the genetic correlations between each pair
of ten pediatric autoimmune diseases, including autoimmune thyroiditis (THY), psoriasis
(PSOR), juvenile idiopathic arthritis (JIA), ankylosing spondylitis (AS), common variable
immunodeficiency (CVID), celiac disease (CEL), Crohn’s disease (CD), ulcerative colitis
(UC), type 1 diabetes (T1D) and systemic lupus erythematosus (SLE). The diseased subjects and controls were identified either directly from previous studies or from de-identified
samples and associated electronic medical records in the genomics biorepository at The
Children’s Hospital of Philadelphia (see Li et al. (2015b) for more details). The data set
includes 10,718 normal controls, 97 THY cases, 107 AS cases, 100 PSOR cases, 173 CEL
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cases, 254 SLE cases, 308 CVID cases, 865 UC cases, 1086 T1D cases, 1123 JIA cases,
and 1922 CD cases. Specifically, for each pair of the ten diseases, we evaluated their
chromosome-specific genetic relatedness by estimating and performing hypotheses testing
about the genetic correlation parameter on each of the 22 autosomes. By focusing on the
chromosome-specific genetic correlations, we can make better inference with limited sample
sizes for many diseases, and to obtain insights on the genomic regions that relate the two
diseases of interest.
For each subject, after removing the SNPs with minor allele frequency less than 0.05,
a total of 475,324 SNPs were obtained across 22 autosomes (see Appendix A.2 for the
numbers of SNPs on each autosome). To apply our proposed methods, for each pair of
diseases, we randomly split the controls into two groups of equal size, combined them
with each of the cases and fitted two high-dimensional logistic regressions between the
disease outcomes and the SNPs to obtain the initial logistic Lasso estimators for each
disease. Then the bias-corrected estimators defined in Section 2.2.2 were obtained, where
the sample covariance matrix were calculated based on all the samples. Moreover, using the
inferential procedures proposed in Section 2.3, we tested the individual null hypothesis that
the chromosome-specific genetic correlation is zero between each pair of diseases in order to
identify i) the diseases that are genetically associated and ii) the specific chromosome where
the diseases have shared genetic architecture. In particular, to account for the complexity
of signal sharing across the major histocompatibility complex (MHC), the above analysis
was performed after all the extended MHC genes from chromosome 6 were excluded (see
also Li et al. (2015b) for more details).
The results are summarized in Figure 5. The top panel shows the estimated chromosomespecific genetic correlations between each pair of diseases, where the disease pairs having larger absolute values were annotated. The bottom panel shows the negative logtransformed p-values for each pair of diseases. Our tests suggest strong genetic sharing
between UC and CD on chromosomes 1, 12, 17, 20 and 21, CVID and JIA on chromosome
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8, and CD and PSOR on chromosome 13. Many pairs of these diseases showed genetic
relatedness at the nominal p-value of 0.05, however, due to small sample sizes, they did
not reach the statistical significance after the Bonferroni adjustment of multiple comparisons. Although many of above identified disease pairs were also highlighted by Li et al.
(2015b) using different measures of genetic sharing, our proposed methods are able to additionally locate the genetic sharing to specific chromosomes and provide theoretically valid
uncertainty quantifications under mild conditions.
Finally, to better assess the effects of the SNPs within the extended MHC genes, we compare
the estimated genetic correlations and the associated p-values for Chromosome 6 before and
after the exclusion of the extended MHC genes. From Figure 6, it can be seen that both the
number of genetically associated disease pairs and the magnitude of their genetic correlations
reduce significantly after removal of the aforementioned region. This is due to the fact that
many pediatric autoimmune diseases are significantly associated with disease-specific signals
mapping to or near the locus encoding HLA-DRB1.

2.8. Discussion
In this chapter, a statistical inference framework for studying the genetic relatedness between two binary traits was introduced under the high-dimensional logistic regression models. Our model allows the number of SNPs to far exceed the sample sizes while producing
efficient and valid statistical inference under mild conditions on sparsity and effect size of
the true associations, and the covariance structure or linkage disequilibrium of the variants. Due to small sample sizes, we have demonstrated our methods by genetic correlation
analysis at the chromosomal level, where the number of SNPs is in the order of tens of
thousands. Many efforts have been made to improve the speed of optimization and operation for genome-scale and ultrahigh-dimensional data sets. For example, in Qian et al.
(2019), a new computational framework was proposed so that scalable Lasso solutions can
be obtained for very large Biobank data set involving about 300,000 individuals and 800,000
genetic variants. We expect that these new computational methods will increase the utility
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Figure 5: Analysis of genetic sharing among 10 pediatric autoimmune diseases. Top panel:
the estimated genetic correlations between each pair of diseases on each autosome. Bottom
panel: the negative log-transformed p-values for each pair of diseases, based on proposed
method. The red and blue dashed lines represent the original and Bonferroni-adjusted
significance level at 0.05.
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Figure 6: Analysis of genetic sharing among pediatric autoimmune diseases. Comparison
of estimated genetic correlations (left) and transformed p-values (right) for chromosome 6
before and after the removal of MHC/HLA region.
of the proposed methods in genetic correlation analysis at whole genome sequencing scale.
In order to establish the theoretical properties of the proposed methods, although strong
technical assumptions commonly adopted in the literature were removed, a sample splitting
procedure was used to facilitate the theoretical analysis. Ma et al. (2020a) pointed out that,
for high-dimensional logistic regression, a sample splitting procedure is unavoidable under
the current analytical framework if one does not make additional structural assumptions
such as the sparse inverse Hessian matrices (Van de Geer et al., 2014), the bounded case
probability condition (Ma et al., 2020a; Guo et al., 2020) or the weakly correlated design
matrices (Mukherjee et al., 2015). Nevertheless, numerical experiments indicate that the
proposed methods perform well without splitting the samples, and it is of interest to develop
technical tools that can avoid sample splitting for statistical inference in high-dimensional
logistic regressions.
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CHAPTER 3 : Optimal Permutation Recovery in Permuted Monotone Matrix
Model
3.1. Introduction
3.1.1. A Motivation Example from Microbiome Studies
The statistical problem considered in this chapter is motivated by the problem of estimating
the bacterial growth dynamics based on shotgun metagenomics data (Myhrvold et al., 2015;
Abel et al., 2015; Korem et al., 2015; Brown et al., 2016). The growth dynamics of microbial
populations reflects their physiological states and drives variation of microbial compositions,
which provide important feature summary of the microbes in a given community. One way
of studying such communities is through shotgun metagenomic sequencing, which involve
direct DNA sequencing of all the microbiome genomes in a given microbial community.
Korem et al. (2015) presented the first paper on quantifying the bacterial growth dynamics
based on shotgun metagenomics data, where the uneven sequencing read coverage resulting
from the bidirectional DNA replications provides information on the rates of microbial
DNA replications. For bacterial species with known complete genome sequences, Korem
et al. (2015) proposed to use the peak-to-trough ratio (PTR) of read coverages to quantify
the bacterial growth dynamics after aligning the sequencing reads to the complete genome
sequences.
However, in many applications, it is of importance to quantify the bacterial growth dynamics based on genome assemblies for the bacterial species with unknown genomes. These
genome assemblies may represent new bacterial species that we have seen or sequenced before. The genome assembly of a bacterium species consists of a collection of contigs (called
bin) constructed based on the overlapping of the sequencing reads (Li et al., 2015a; Wu
et al., 2014). Compared to the complete genome, the genome assembled bins are more fragmented and often contained errors or contaminations. The noisy read coverage data due
to intraspecific variations, interspecific/intraspecific repeated sequences, limited sequencing
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depths and the inability of binning algorithms to correctly cluster all the contigs further
complicate the estimation of growth dynamics based on read coverages of the contigs. In
addition to these, one key difficulty in estimating the growth dynamic based on contig
counts is that the accurate locations of the contigs on the original genome are unknown. It
is therefore not feasible to measure the microbial growth rate directly using peak-to-trough
coverage ratio for the assembled genomes (Brown et al., 2016; Gao and Li, 2018).
Brown et al. (2016) presented the first method (called iRep) of estimating the bacterial
growth dynamics based on genome assemblies, where the contigs are ordered based on the
GC-adjusted counts for each sample separately. However, due to noise in the count data,
such an ordering method often leads to wrong ordering of the contigs and therefore inaccurate estimates of the growth dynamics. Gao and Li (2018) developed a computational
algorithm, DEMIC, to accurately compare growth dynamics of a given assembled species
existing in multiple samples by taking advantage of highly fragmented contigs assembled
in typical metagenomics studies. One key step of DEMIC is to apply a principal components analysis (PCA)-based method to recover the true ordering of the contigs along the
underlying unknown bacterial complete genomes. Gao and Li (2018) reported excellent empirical performance of DEMIC over existing methods. The goal of this study is to provide
a rigorous statistical framework to study the problem of optimal permutation recovery in a
permuted monotone matrix model.
3.1.2. A Permuted Monotone Matrix Model
For a given genome assembly with p contigs, DEMIC first obtains the read coverage for
each of the sliding window of size 5000 bps, denoted by Xijl for the ith sample, jth contig
and kth window. In order to account for the GC-content of the kth window, Gao and Li
(2018) considered the following mixed-effects model,

log2 Xijk = α + GCjk β + Wij + eijk ,
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where GCjk is the centred GC count of the kth window of the jth contig, Wij is the sampleand contig- specific random intercept, α is the intercept, β is the regression coefficient, and
eijk is the random error. This model is fitted for each contig to obtain the best linear
unbiased predictor of Wij , which is used as the GC-adjusted log-read count Yij for the
ith sample and jth contig. Here Yij can be regarded as average read coverage over nonoverlapping windows of a contig and is approximately normally distributed.
Let Y be the GC-adjusted log-contig count matrix of n samples and p contigs of a genome
assembly with Yij as its entries. Given this, we consider the following permuted monotone
matrix model:
Y = ΘΠ + Z,

(3.1)

where Θ ∈ Rn×p is an unknown nonnegative signal matrix with nondecreasing rows, Z ∈
Rn×p is a zero-mean noise matrix, and Π ∈ Rp×p is a permutation matrix corresponding to
some permutation π from the symmetric group Sp . That is, after a suitable permutation
of the columns of Y , all the rows of the mean matrix are nondecreasing sequences. In
microbiome applications, Θ is the matrix of true log-coverage of n samples over p contigs
along the circular genome of the bacterium, which is generally hypothesized to have nondecreasing rows. Π represents a permutation due to unknown locations of the contigs
relative to the replication origin. Throughout this study, we denote the parameter space

(Θ, π) ∈ D =

n×p

Θ = (θij ) ∈ R

, π ∈ Sp : 0 ≤ θi,j−1 ≤ θi,j


< ∞ for all 1 ≤ i ≤ n, 2 ≤ j ≤ p .

The focus of this study is to estimate the permutation π from the noisy observation Y .
3.1.3. Related Problems and Other Applications
The permutation recovery problem under permuted monotone matrix model bears some
similarity to other problems studied in machine learning literature, including the feature
matching between two sets of observations (Collier and Dalalyan, 2016) and linear regression model with permuted data, where the correspondences between the response and the
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predictors are unknown (Pananjady et al., 2017a; Slawski and Ben-David, 2019; Pananjady
et al., 2017b). More recently, Flammarion et al. (2019) considered the problem of statistical
seriation, which has a close affinity to our model (3.1). However, the focus of Flammarion
et al. (2019) is to estimate the signal matrix Θ rather than the underlying permutation.
Model (3.1) can be thought as a natural extension of the shape constrained matrix denoising model studied in the isotonic regression literature. Specifically, under Model (3.1)
with known Π = Ip , risk bounds and the minimax rate-optimal estimator for Θ under the
Frobenius norm was obtained in Chatterjee et al. (2015) for n = 1 and later in Chatterjee
et al. (2018) for general n > 1. Using the idea of optimal transport, a minimax optimal
estimator of the underlying signals was obtained by Rigollet and Weed (2019). However,
their goal is not to recover the underlying permutation.
Besides the microbiome applications, the permuted monotone matrix model is generic and
has other applications. For instance, the problem of permutation recovery is usually equivalent to statistical ranking/sorting from noisy observations, which arises commonly in finance
(Currie and Pandher, 2011), sport analytics (Deshpande and Jensen, 2016), and recommendation systems (Rendle et al., 2009). Specifically, in the latter case, the task of tag recommendation is to provide a user with a personalized ranked list of tags for a specific item.
Under the permuted monotone matrix model, we can treat the entries of Y , say Yij , as an
indicator of the jth tag being related to the ith item by a given customer, and Θ as a probability matrix characterizing the customer’s tagging preferences across multiple items. As
a result, recovering the underlying permutation provides a solution of a tag recommender.
3.1.4. Main Contributions and Organization
In this study, we investigate the problem of permutation recovery in the permuted monotone
matrix model (3.1), which relies on certain invariance property of the singular subspace of
the monotone matrices. The properties of the proposed method in terms of both the exact
and partial recovery are studied in detail. In particular, we obtained regions of the signal-
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to-noise ratio (defined later as Γ/σ) that are subject to exact/partial recovery (Figure 7).
For both exact and partial permutation recovery, we obtained the matching minimax lower
bounds and established the minimax rate-optimality of the proposed method over a wide
range of parameter space (Figure 7). For partial recovery, the proof of the lower bound relies
on a version of Fano’s lemma and the sphere packing of the symmetric group equipped with
the Kendall’s tau metric.

Figure 7: A graphical illustration of the main result about the regions of the signal-to-noise
ratio Γ/σ that correspond to exact/partial recovery, and the region with proved minimax
optimality.
The rest of this chapter is organized as follows. After a brief introduction of notation and
definitions, we present in Section 3.2 the proposed permutation estimator. The theoretical
properties of the proposed method are studied, first under a more illustrative linear growth
model in Section 3.3 and then under a general growth model in Section 3.4. Section 3.5
provides results on minimax lower bounds and the optimality of the proposed estimator. We
evaluate the methods using both simulated data, synthetic and real microbiome datasets
and compare with other methods in Section 3.6. In Section 3.7, we discuss some implications
and extensions of the methods.
3.1.5. Notation and Definitions
Throughout this chapter, we define the permutation π as a bijection from the set {1, 2, ..., p}
onto itself. For simplicity, we denote π = (π(1), π(2), ..., π(p)). All permutations of the set
{1, 2, ..., p} form a symmetric group, equipped with the function composition operation
◦, denoted as Sp . For any π ∈ Sp , we denote π −1 ∈ Sp as its group inverse, so that
π◦π −1 = π −1 ◦π = id, and denote rev(π) = (π(p), π(p−1), ...π(1)). In particular, we may use
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π and its corresponding permutation matrix Π ∈ Rp×p interchangeably, depending on the
context. For a matrix Θ ∈ Rp1 ×p2 , we denote Θ.i ∈ Rp1 as its i-th column, Θi. ∈ Rp2 as its
i-th row, and denote its (ordered) singular values as λ1 (Θ) ≥ λ2 (Θ) ≥ ... ≥ λmin{p1 ,p2 } (Θ).
We use the logical symbols ∧ and ∨ to represent “and” and “or,” respectively.

3.2. Permutation Recovery via Best Linear Projection
In the following, we first make some key observations about the connection between the
underlying permutation π and the column linear projections of the observed matrix Y ,
which motivate our construction of the proposed estimator.
3.2.1. Linear Projection
Given the observed noisy matrix Y , we consider the class of the linear projection statistics
of the form w> Y ∈ Rp where w ∈ Rn and kwk2 = 1. Intuitively, by projecting each column
of Y onto the subspace generated by w, the components of w> Y (hereafter referred as
“projection scores”) would quantify the relative position of the columns of Y , so that their
order statistics can be used to recover the original orders of the columns of Θ. To fix ideas,
we define the following ranking operator.
Definition 1 (Ranking Operator) The ranking operator r : Rp → Sp is defined such
that for any vector x ∈ Rp , r(x) is the vector of ranks for components of x in increasing
order. Whenever there are ties, increasing orders are assigned from left to right.
For example, given a vector x = (2, 5, 1, 6, 2)> , we have r(x) = (2, 4, 1, 5, 3). The following
proposition concerning the invariance property of the column spacing of Θ is the key to our
construction of the minimax optimal estimator.
Proposition 2 Suppose (Θ, π) ∈ D. For any nonnegative unit vector w ∈ Rn , we have
r(w> ΘΠ) = π −1 .
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(3.2)

Apparently, under the noiseless setting, any nonnegative unit vector would lead to the exact
recovery of the underlying permutation as in this case the relative orders of the columns
are exactly coded by the relative magnitudes of the projection scores w> Y = w> ΘΠ.
However, with the noisy observations, w> Y = w> ΘΠ + w> Z so that the relative orders of
the columns are only partially preserved by the noisy projection scores w> Y , up to some
random perturbations.
Consequently, the best linear projection vector w0 would correspond to the case where
w0> ΘΠ has the most separated components such that their relative orders are most immune
to the random noises. Specifically, since for any given w ∈ Rn , the i-th component of w> ΘΠ
has the expression w> ΘΠei where {ei }pi=1 is the canonical basis of the Euclidean space Rp ,
we define

w0 = arg max

X

2
p
p 
X
1X >
>
w ΘΠej ,
(w ΘΠei − w ΘΠej ) = arg max
w ΘΠei −
p
w∈Rn
>

>

2

w∈Rn
kwk2 =1 1≤i,j≤p
i6=j

kwk2 =1 i=1

j=1

which maximizes the pairwise distances of the components under the squared distance.
Since w0 relies on the unknown ΘΠ, we substitute ΘΠ by its sample/noisy counterpart Y
and define our data-driven best linear projection vector as
2
p
p 
X
1X >
>
ŵ = arg max
w Y ei ,
w Y ei −
p
w∈Rn

(3.3)

i=1

kwk2 =1 i=1

which is actually the first eigenvector of the symmetric matrix

>
p
p
p 
X
1X
1X
ei
ei −
ei Y > ,
A=Y
ei −
p
p
i=1

i=1

(3.4)

i=1

and can be immediately solved by performing an eigen-decomposition on A. Once ŵ is
obtained, we define our proposed permutation estimator as
π̂ = (r(ŵ> Y ))−1 .
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(3.5)

Intuitively, the projection vector ŵ assigns different weights to the rows of Y so that more
weight is given to the rows whose elements are better separated and therefore more informative in distinguishing the columns of Y or Θ.
3.2.2. Evaluation Criteria
The main focus of this study is to investigate the theoretical properties of our proposed
estimator (3.5) under various loss measures and parameter spaces. For any given estimator
π̌, we first consider the 0-1 loss

`(π̌, π) = 1{π̌ 6= π},

with the corresponding risk E`(π̌, π) = P (π̌ 6= π). The 0-1 loss is used to evaluate the exact
recovery, which can be a strong requirement for practical applications. As an alternative,
we also consider the more flexible partial recovery, where the loss function is given by the
normalized Kendall’s tau distance (Kendall, 1938) defined as

τK (π1 , π2 ) =

{# of discordant pairs between π1 and π2 }

.
n

(3.6)

2

Technically, for two permutations π1 and π2 , the set of discordant pairs is defined as

G(π1 , π2 ) = {(i, j) : i < j, [π1 (i) < π1 (j) ∧ π2 (i) > π2 (j)] ∨ [π1 (i) > π1 (j) ∧ π2 (i) < π2 (j)]}

so that the numerator in (3.6) is equal to the cardinality |G(π1 , π2 )|, which, in fact, is
also the minimum number of pairwise adjacent transpositions converting π1−1 into π2−1

(Diaconis, 1988). The denominator n2 ensures that τK (π1 , π2 ) ∈ [0, 1] where τK (π1 , π2 ) = 0
corresponds to π1 = π2 .
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3.3. A Linear Growth Model
We start with a simpler case where the pair (Θ, π) is from the subspace
θij = ai ηj + bi , where ai , bi ≥ 0 for 1 ≤ i ≤ n, 


DL = (Θ, π) ∈ D :

.

(3.7)

0 ≤ ηj ≤ ηj+1 for 1 ≤ j ≤ p − 1
In other words, each row of Θ has a linear growth pattern with possibly different intercepts
and different slopes. In the context of bacterial growth dynamics, this model is sometimes
referred as the Cooper-Helmstetter model (Cooper and Helmstetter, 1968; Bremer and
Churchward, 1977) that associates the copy number of genes with their relative distances to
the replication origin. Specifically, ai is the ratio of genome replication time and doubling
time, which can be used to quantify the bacterial growth dynamics for the ith sample, ηj is
related to distance from the replication origin for the jth contig, and bi is related to the read
counts at the replication origin and the sequencing depth. If the bacterium is non-dividing
in sample i, ai is zero.
For the linear growth model (3.7), there are two key quantities that are relevant to permutation recovery.
Definition 2 For any Θ ∈ DL , we define

Γ=

X
n

a2i

1/2
· min |ηi − ηj |

(3.8)

1≤i<j≤p

i=1

as the local minimal signal gap of Θ, and define

Λ=

X
n
i=1

a2i



1
·
p

X

2

(ηi − ηj ) =

X
n
i=1

1≤i<j≤p

as the global signal strength of Θ, where η̄ =

a2i

 X
p
·
(ηj − η̄)2

(3.9)

j=1

Pp

j=1 ηj /p.

Intuitively, both quantities involve the set {|ηj − ηi |}1≤i<j≤p and the `2 norm of the vector
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a = (a1 , ..., an )> , which characterize the column spacings and the growth rates (slopes) of
Θ, respectively. Throughout this chapter, we assume
(C1) the additive noise matrix Z ∈ Rn×p has i.i.d. entries zij ∼ N (0, σ 2 ).
The Gaussian assumption simplifies our theoretical analysis. But this is not essential because all the theoretical results remain true if Z has independent sub-Gaussian entries with
parameters bounded by σ 2 . The following theorem provides conditions on Γ and Λ such
that exact recovery of π can be obtained by π̂ in (3.5).
Theorem 12 (Exact Recovery, Linear) Suppose (C1) hold, (Θ, π) ∈ DL and Θ satisfies

Γ > C0 σ

p
log p,

Λ > C1 σ 2 (n max{σ 2 n/Γ2 , 1} +

p

np max{σ 2 n/Γ2 , 1})

(3.10)

for some C0 , C1 > 0. Then with probability at least 1 − O(p−c ) for some constant c > 0, up
to a permutation reversion, we have π̂ = π.
Remark 2 Due to non-identifiability between ŵ and −ŵ defined in (3.3), in Theorem 12,
as well as all the other theoretical results concerning π̂, the statement is up to a possible
reversion of π̂. For example, for permutation π = (2, 4, 1, 5, 3), its reversion would be
rev(π) = (4, 2, 5, 1, 3). In fact, such indeterminacy can be avoided by noting that ai ≥ 0 for
all i’s, but we will not pursue such a direction in this study as the practical interest only
concerns relative orders of the permuted elements.
Since Γ depends on a only through its `2 norm kak2 , the local minimal signal gap (MSG)
√
condition Γ ≥ Cσ log p allows for the presence of non-informative signals in the sense
that some components of a can be 0. In contrast, the condition on Λ (GSS) depends on
√
√
a trade-off between Γ and σ n. One the one hand, when Γ > σ n, the condition on Λ
√
becomes Λ ≥ σ 2 (C0 n + C1 np), which is independent of Γ, and is minimax optimal for left
√
singular subspace estimation (Cai and Zhang, 2018). On the other hand, when Γ < σ n,
a stronger condition on Λ is posed, as a compensation for small Γ.
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In some cases, the GSS condition in (3.10) can be implied by the MSG condition. We
summarize our results in the following proposition.
Proposition 3 Suppose Γ/σ > 1/p and the MSG condition hold. Then the GSS condition
can be implied by either one of the following conditions
√
(i) Γ & σ n;
√
(ii) Γ . σ n, and either (σ 4 n2 /Γ4 )1/3 . p . σ 2 n2 /Γ2 or p & σ 2 n2 /Γ2 + (σ 3 n/Γ3 )2/5 .
We next turn to the partial recovery and study the rate of convergence of π̂ measured by
the normalized Kendall’s tau distance under the linear growth model. In particular, we
will assume an approximate uniform assignment of {ηj }pj=1 over some subinterval of [0, ∞).
In other words, the minimal element and maximal element of the set {|ηj − ηj+1 |}p−1
j=1
should have roughly the same magnitude, so that Γ = kak2 · min1≤j≤p−1 |ηj − ηj+1 | 
kak2 · max1≤j≤p−1 |ηj − ηj+1 |. This is equivalent to assuming that the contigs in genome
assemblies are approximately uniformly spaced along the circular genome.
Theorem 13 (Partial Recovery, Linear) Suppose (C1) hold, (Θ, π) ∈ DL , and Θ satisfies
(i) there exist some C0 > 0 such that max1≤j≤p−1 |ηj − ηj+1 | < C0 min1≤j≤p−1 |ηj − ηj+1 |
for all p > 0, and
(ii) Λ > C1 σ 2 max

 σ2 (n+log p)2
Γ2

, n} +

√

p max

 σ(n+log p) √ 
, n for some C1 > 0.
Γ

Then, up to a permutation reversion,

E[τK (π̂, π)] ≤ 1 ∧





2
2
c0 σ
2σ 2
c1 e−Γ /2σ
c2
−Γ2 /2σ 2
p
min 1, e
log 1 + 2
+
+
pΓ
Γ
p(Γ/σ + 8/π) pc+2

for some c, c0 , c1 , c2 > 0.
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Remark 3 The risk upper bound derived in the above theorem can be simplified as

E[τK (π̂, π)] .







σ
pΓ

∧1

σ
pΓ e

if Γ/σ → 0

−Γ2 /2σ 2

+ 1/pc+2 otherwise
2

2

for some c > 0. In the case of Γ/σ → ∞, simple calculation yields e−Γ /2σ σ/(pΓ) +
p
2
2
2
2
1/pc+2  e−Γ /2σ σ/Γ when Γ < σ 2(c + 1) log p, whereas e−Γ /2σ σ/(pΓ) + 1/pc+2 
p
1/pc+2 when Γ ≥ σ 2(c + 1) log p. As a result, we also have



1/pc+2



σ −Γ2 /2σ 2
E[τK (π̂, π)] .
pΓ e




 σ ∧1
pΓ

p
2(c + 1) log p
p
if 1 . Γ/σ < 2(c + 1) log p .
if Γ/σ ≥

(3.11)

if Γ/σ . 1

See Figure 8 for an illustration.
Theorem 13 shows that, even with a weaker condition on Γ that is below the requirement
for the exact recovery, our proposed estimator π̂ is still able to obtain a partial recovery of
π with an exponential rate of convergence if Γ/σ & 1 and a polynomial rate of convergence
if 1/p < Γ/σ . 1. As for Λ, the requirement is essentially the same as the exact recovery,
except for an additional log p term, which is negligible in the exact recovery scenario.
Some implications about the practically preferable settings of n and p should be clarified.
Firstly, although Theorem 12 implies that the difficulty for exact recovery increases as p
grows (see also Table 11 from our simulations), our theory suggests a wide range of feasible
choices for p. For example, if the underlying signals θij and the noise level σ 2 are of constant
√
order, then we have Γ  n and Λ  np3 , so the conditions of Theorem 12 imply that the
exact recovery can be guaranteed as long as log p . n. In other words, p is allowed to grow
exponentially with n, which is in line with the modern high-dimensional setting. Secondly,
our Theorem 13 implies that, even if some conditions (such as MSG) for the exact recovery
are not satisfied, one can still hope to partially recover the underlying permutation. In
accordance to our theoretical result (3.11), our numerical results (Figure 10) show that, for
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Figure 8: A graphical illustration of the risk upper bound for E[τK (π̂, π)], as a function of
signal-to-noise ratio Γ/σ.
the partial recovery, increasing p indeed reduces the overall risk of the proposed estimator.
Finally, as to the sample size n, we argue that, without assuming additional structural
assumptions such as row-sparsity, it is very unlikely that including more samples will result
in a worse estimate (see Table 11 and Figure 10 for numerical evidences).

3.4. A General Growth Model
In this section we study the permutation recovery over the general parameter space D
where the growth pattern is not necessarily linear and therefore is more realistic inasmuch
as the noisy nature of the shotgun metagenomic datasets (Boulund et al., 2018; Gao and
Li, 2018). The analysis relies on a deeper understanding of the relationship between the
row-monotonic matrices and its leading singular vectors.
Specifically, for any Θ ∈ D, we define the row-centered matrix
Θ0 = Θ(I − p−1 ee> ) ∈ Rn×p
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(3.12)

whose singular value decomposition (SVD) is given by Θ0 =

0 0 0>
i=1 λi (Θ )ui v i ,

Pr

with r ≤

min{n, p}. The following proposition is essential to our analysis of the general growth model.
Proposition 4 Let Θ0 be defined as above, then its first right singular vector v10 is a mono0 ≤ v 0 ≤ ... ≤ v 0 or v 0 ≥ v 0 ≥ ... ≥ v 0 .
tone vector, i.e., either v11
12
1p
11
12
1p

Together with Proposition 2, the above proposition justifies our construction of the permutation estimator π̂ using a PCA based approach. To overcome the identifiability issue, we
further assume λ1 (Θ0 ) has multiplicity one. We first introduce the several quantities that
play the key roles in permutation recovery over D.
Definition 3 For any Θ ∈ D and the corresponding Θ0 defined as above, we define

Γ=

>

0
0
− v1j
|,
min |u0 1 (Θ0.i − Θ0.j )| = λ1 (Θ0 ) min |v1i
1≤i<j≤p

1≤i<j≤p

as the local minimal signal gap, define

Ξ = max

1≤i≤p−1

kΘ0.i

−

Θ0.i+1 k2

= max

1≤i≤p−1

X
r

0
λ2j (Θ0 )|vji

−

0
vj,i+1
|2

1/2
,

j=1

as the local maximal signal gap, and define
Λ = λ21 (Θ0 ) − λ22 (Θ0 )

as the global signal strength of Θ.
In particular, the above definitions of Γ and Λ generalize the ones given earlier in the linear
growth model as these quantities coincide for Θ ∈ DL . The following theorem concerns the
exact permutation recovery with π̂ over D.
Theorem 14 (Exact Recovery, General) Suppose (B1) hold, n . p, (Θ, π) ∈ D, and
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√
Θ satisfies Γ > C0 σ log p and





 √


Ξ2
(n + log p)σ 2
σ n + log p
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√ √
n + 2 max
,1 + p
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Λ > C1 σ
n+
,1
σ
Γ2
σ
Γ
2

for some C0 , C1 > 0. Then with probability at least 1 − O(p−c ) for some constant c > 0, up
to a permutation reversion, we have π̂ = π.
As in the case of linear growth model (Theorem 12), in Theorem 14, to guarantee exact
√
recovery, we need the MSG condition Γ > C0 σ log p. Unlike the linear growth model, here
Γ only implicitly depends on the elements of Θ through its spectral quantities, which makes
its interpretation less clear. To address this issue, we make the following observation that
0 − v 0 | in the definition of Γ to the
links the minimal singular vector gap min1≤i<j≤p |v1i
1j

elements of Θ.
Proposition 5 Let Θ0 in (3.12) be such that there exists a δ > 0 being the lower bound of
the normalized minimum gap between any two entries in the same row, i.e.

min

1≤k≤n

0 − θ0 |
|θk,i
k,j

kΘ0k. k2

≥δ

for some i 6= j.

0 − v 0 | ≥ δ.
Then the first singular vector v10 ∈ Rp of Θ0 satisfies |v1,i
1,j
0 −v 0 | is large can be guaranteed
Consequently, the implicit requirement that min1≤i<j≤p |v1i
1j
0 − θ 0 |/kΘ0 k is large.
when the normalized minimum distance min1≤i<j≤p min1≤k≤n |θk,i
k,j
k. 2

Our next theorem concerns the partial recovery over the general parameter space D.
Theorem 15 (Partial Recovery, General) Suppose (C1) hold, n . p, (Θ, π) ∈ D, and
Θ satisfies
0 − v0
0
(i) there exits some C0 > 0 such that max1≤j≤p−1 |v1j
1,j+1 | < C0 min1≤j≤p−1 |v1j −
0
v1,j+1
| for all p > 0, and



 σ(n+log p) √

√
p)2 σ 2
Ξ2
Ξ
(ii) Λ > C1 σ 2 max (n+log
,
n
+
+
p
max
,
n
+
for some C1 > 0.
2
2
Γ
σ
Γ
σ
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Then, up to a permutation reversion,

E[τK (π̂, π)] ≤ 1 ∧





2
2
c1 e−Γ /2σ
c0 σ
2σ 2
c2
−Γ2 /2σ 2
p
+
min 1, e
log 1 + 2
+
pΓ
Γ
p(Γ/σ + 8/π) pc+2

for some c, c0 , c1 , c2 > 0.
Condition (i) of Theorem 15 parallels the one given in Theorem 13. It essentially requires
an even distancing of the elements (the projected columns of Θ) whose ordering is to be
tracked by π̂. In contrast, in both Theorem 14 and 15, the conditions on Λ are slightly
more complicated than those in Theorem 12 and 13, as it further depends on the relative
√
√
magnitude between Ξ/σ and n. In particular, if Ξ/σ . n, the conditions reduce to the
ones required in the linear growth models. Interestingly, the risk upper bound obtained in
Theorem 15 remains the same as in the linear growth model, which only depends on p and
the signal-to-noise ratio Γ/σ.

3.5. Minimax Lower Bounds and Optimality
We establish the minimax lower bounds for both exact and partial recovery considered in
previous sections, in relation to different levels of the signal-to-noise ratio Γ/σ. In the
following theorem, we show the MSG condition for exact recovery is asymptotically sharp.
Theorem 16 Suppose (C1) hold. Let D1 = DL ∩ {(Θ, π) : Γ ≤
√
D ∩ {(Θ, π) : Γ ≤ σ4 log p}. Then for any p ≥ 10, we have
inf

sup

π̂ (Θ,π)∈D0
1

P (π̂ 6= π) ≥ inf

sup

π̂ (Θ,π)∈D1

σ√
4 log p}

and D10 =

P (π̂ 6= π) ≥ 0.3,

where the infimum is over all the permutation estimators π̂.
This theorem along with Theorem 12 and Theorem 14 indicates that our proposed estimator
is minimax rate-optimal over DL and D in terms of the MSG condition on Γ. In light of
Proposition 3, in some situations the MSG condition can be both necessary and sufficient for
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the exact recovery, which includes practically important cases such as n  p, n < log p, etc.
Using the information-theoretic language, we have therefore obtained both the achievability
result, i.e., the existence of an algorithm or estimator that exactly recovers signal with high
probability, and the converse result, namely, an upper bound on the probability of exact
recovery that applies to any estimators (Cullina and Kiyavash, 2016). See Figure 9 for an
illustration.

Figure 9: A graphical illustration of the achievability/converse result for exact recovery.
Our next theorem establishes a minimax lower bound for the expected rate of convergence
for the partial recovery.
Theorem 17 Suppose (C1) hold, D2 (t) = DL ∩ {(Θ, π) : ct ≤ Γ ≤ Ct}, D20 (t) = D ∩
{(Θ, π) : ct ≤ Γ ≤ Ct} for some C, c > 0, and t/σ ≥ 2. Then there exist constants
C1 , C2 > 0 such that

inf

sup

π̂ (Θ,π)∈D0 (t)
2

E[τK (π̂, π)] ≥ inf

sup

π̂ (Θ,π)∈D2 (t)

E[τK (π̂, π)] ≥

C1 σ −t2 /2σ2 C2
e
+ 2.
pt
p

Comparing the above minimax lower bound to the risk upper bounds obtained in Theorems
13 and 15, we conclude that our proposed estimator π̂ is minimax rate-optimal in terms of
the partial recovery for both the linear growth model and the general growth model over
the range whenever Γ/σ does not diminish (Figure 7). In particular, in Theorems 16 and
17, since the minimax lower bounds only concern the worst-case scenarios, the same lower
bounds should hold for any parameter spaces whenever the same worst cases are included.
Similarly, the assumption (C1) does not pose a restriction to the general applicability of
such results.
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3.6. Numerical Studies
3.6.1. Simulation with Model-Generated Data
To demonstrate our theoretical results and compare with alternative methods, we generate
data from model (3.1) with various configurations of the signal matrix Θ. We compare the
empirical performance of our proposed estimator π̂ with the following alternatives:
• πmean : Order the columns of Y by the magnitude of its column means;
• πmax : Order the columns of Y by the magnitude of its column maximums.
We use both the 0-1 loss and the normalized Kendall’s tau distance in comparing these methods. Due to the identifiability issue, the performance of each estimator is evaluated up to a
complete reversion of the permutation. For example, we use min{τK (π̂, π), τK (π̂, rev(π))}
as the empirical Kendall’s tau distance. By symmetry, we set the underlying permutation
π = id. The signal matrix Θ = (θij ) ∈ Rn×p is generated under the following four regimes:
(i) S1 (α, n, p): For any 1 ≤ j ≤ p, θij = log(1 + jαi + βi ) where αi ∼ Unif(α/2, α) for
1 ≤ i ≤ n/2, αi ∼ Unif(0, 0.01) for n/2 < i ≤ n, and βi ∼ Unif(1, 3) for all 1 ≤ i ≤ n;
(ii) S2 (α, n, p): For any 1 ≤ j ≤ p, θij = jαi + βi where αi ∼ Unif(α/2, α) for 1 ≤ i ≤ n/2,
αi ∼ Unif(0, α/10) for n/2 < i ≤ n, and βi ∼ Unif(1, 3) for all 1 ≤ i ≤ n;
(iii) S3 (α, n, p): For any 1 ≤ j ≤ p, θij = log(1 + jαi + βi ) where αi ∼ Unif(α/2, α) for
1 ≤ i ≤ 3, αi ∼ Unif(0, 0.01) for 4 < i ≤ n, and βi ∼ Unif(1, 3) for all 1 ≤ i ≤ n;
(iv) S4 (α, n, p): For any 1 ≤ j ≤ p, θij = jαi + βi where αi ∼ Unif(α/2, α) for 1 ≤ i ≤ 3,
αi ∼ Unif(0, α/10) for 4 < i ≤ n, and βi ∼ Unif(1, 3) for all 1 ≤ i ≤ n.
Specifically, under each regime, the sample-specific “growth rate” parameter αi is randomly
and uniformly generated either from the interval [α/2, α] or an interval with much smaller
values, namely, [0, α/10] in S2 and S4 and [0, 0.01] in S1 and S3 . By construction, the
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four regimes consist of the nonlinear growth model where the signals spread out over many
samples (S1 ) or concentrate at a few rows (S3 ) and the linear growth model where the
signals spread out over many samples (S2 ) or concentrate at a few rows (S4 ). In particular,
in accordance to our theory, for the supposedly “non-informative” samples, we allow the
corresponding growth rates to be small but non-zero, which shows the flexibility of our
proposed method. The entries of Z are drawn from i.i.d. centred normal distributions whose
variance σ 2 will be given explicitly. In each setting, we evaluate the empirical performance
of each method over a range of n, p or α. Each setting is repeated for 200 times.
For the exact recovery, in Table 11, we reported the empirical risks of the estimators under
the 0-1 loss for various regimes and parameter combinations. The noise level σ 2 is chosen for
each regime to better illustrate the differences in the empirical risks among the estimators.
From our simulation results, in consistent to our theory, our proposed estimator has the
smallest empirical risk over all the settings, and the estimation risk decreases as we increase
α, n or decrease p.
Table 11: The empirical risks of the estimators under the 0-1 loss based on 200 simulations
for various combinations of the parameters (p, n, α). π̂: proposed method; πmean : meanbased method; πmax : max-based method.
p = 75
S1 (σ 2 = 0.025) S2 (σ 2 = 0.1) S3 (σ 2 = 0.0075) S4 (σ 2 = 0.025)
n = 40 α = 0.1
0.2
0.1
0.2
0.1
0.2
0.1
0.2
π̂
0.775
0.575 0.415 0.000 0.025
0.020
0.025
0.000
πmean
0.925
0.815 0.955 0.015 0.155
0.135
0.880
0.005
πmax
1.000
1.000 1.000 0.995 0.995
0.970
0.840
0.430
n = 40
S1 (σ 2 = 0.025) S2 (σ 2 = 0.1) S3 (σ 2 = 0.0075) S4 (σ 2 = 0.025)
α = 0.1 p = 60
90
60
90
60
90
60
90
π̂
0.410
0.930 0.340 0.470 0.010
0.115
0.000
0.010
πmean
0.720
0.985 0.910 0.980 0.070
0.245
0.775
0.900
πmax
1.000
1.000 1.000 1.000 0.975
1.000
0.815
0.875
p = 75
S1 (σ 2 = 0.025) S2 (σ 2 = 0.1) S3 (σ 2 = 0.0075) S4 (σ 2 = 0.025)
α = 0.1 n = 40
60
40
60
40
60
40
60
π̂
0.765
0.440 0.475 0.095 0.050
0.020
0.010
0.005
πmean
0.920
0.645 0.940 0.700 0.175
0.045
0.900
0.905
πmax
1.000
1.000 1.000 1.000 0.995
0.995
0.855
0.820
For partial recovery, in Figure 10, we show boxplots of the empirical normalized Kendall’s
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tau between each estimator and the true permutation π. Again, our proposed method
outperforms the alternatives in all the cases. As expected from our theory, under all the
four regimes, increasing p while keeping other parameters fixed results to smaller estimation
risk. As for the dependence on n, under S1 and S2 , increasing n leads to smaller risk as it
is equivalent to increasing Γ, whereas under S3 and S4 , the risk roughly remains the same
across different n’s as in these case Γ doesn’t change much.
To offer more intuitive interpretation of why π̂ performs better than the alternative methods,
we assessed the weight vectors ŵ of our proposed estimator π̂ under each regime after 200
rounds of simulations (Figure 18 in Appendix A.3). In comparison, the weight vector for
√
√
πmean is simply (1/ n, ..., 1/ n), which assigns equal weight to all the samples. On the
other hand, since πmax cannot be written in the form of (r(w> Y ))−1 for some weight vector
w and therefore does not belong to the class of linear projection estimators, we reported
instead the pseudo-weight vector w̃ ∈ Rn where the i-th component is the proportion that
the i-th sample is used among the p coordinates. In general, we found that w̃ ∈ Rn assigns
larger weights to only a few samples among those with higher signal strength, and the weight
vector for πmean fails to distinguish the informative samples from the non-informative ones.
In contrast, the weight vectors ŵ for our proposed estimator π̂ would automatically adapt to
the varying signal strengths across the samples and assign larger weights to the samples with
more significant signal changes. This also explains the interesting phenomenon in Figure
10 that, under the regime S1 and S2 , π̂ and πmean perform better than πmax , whereas under
S3 and S4 , π̂ and πmax perform better. In summary, methods that are able to detect and
assign larger weight to the more informative samples would perform better than methods
that are not. Observably, π̂ combines the advantages of πmean and πmax in that it finds the
best weights (projection scores) in a data-driven manner.
3.6.2. Evaluation Using Synthetic Metagenomic Data
We evaluate the empirical performance of our proposed method using a synthetic metagenomic sequencing dataset used in Gao and Li (2018) by generating sequencing reads based
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Figure 10: Boxplots of the empirical normalized Kendall’s distance between the estimated
and true permutations under different models. π̂: proposed estimator; πmean : mean-based
estimator; πmax : max-based estimatior.
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on 45 bacterial genomes. Instead of estimating the PTRs, which was the focus of Gao and
Li (2018), our goal is to recover the unknown relative orders of the contigs assembled in
typical metagenomics studies. In addition to assisting the estimation of PTRs, such ordering of the contigs could be of independent interest for other applications, including genome
assemblies based on shotgun metagenomics data.
Gao and Li (2018) presented a synthetic shotgun metagenomic sequencing dataset of a
community of 45 phylogenetically related species (Appendix A.4) from 15 genera of five
different phyla with known RefSeq ID, taxonomy and replication origin (Gao et al., 2013).
To generate metagenomics reads, reference genome sequences of randomly selected three
species in each genus were downloaded from NCBI. Read coverages were generated along
the genome based on an exponential distribution with a specified peak-to-trough ratio and
a function of accumulative distribution of read coverages along the genome was calculated.
Sequencing reads were next generated using the above accumulative distribution function
and a random location of each read on the genome, until the total read number achieved a
randomly assigned average coverage between 0.5 and 10 folds for the species in a sample.
Sequencing errors including substitution, insertion and deletion were simulated in a positionand nucleotide-specific pattern according to a recent study on metagenomic sequencing error
profiles of Illumina.
For the final dataset, the average nucleotide identities (ANI) between species within each
genus ranged from 66.6% to 91.2% The probability of one species existing in each of the
50 simulated samples was set as 0.6, and a total of 1,336 average coverages and the corresponding PTRs were randomly and independently assigned. After the same processing and
filtering steps and CG-adjustment step as in Gao and Li (2018), the final dataset included
genome assemblies of 41 species. For each species, we obtained the permuted matrix of
log-contig counts, with the number of samples ranging from 29 to 46, and the number of
contigs ranging from 47 to 482.
Our proposed method (π̂) was used to estimate the unknown orders of the contigs for each
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species and each sample. As a comparison, we also considered the iRep estimator proposed
in Brown et al. (2016), where the contigs of a given species were ordered for each sample
separately based on the read counts observed. We evaluate these methods by comparing the
estimated contig orders to their true orders as measured by the normalized Kendall’s tau
distance. To generalize our evaluation to diverse metagenomic datasets, we also evaluate
the effect of sample size as well as contig numbers by randomly selecting subsets of samples
or contigs from each dataset. The selection was made with replacement.
The results are summarized in Figure 11 by comparing the normalized Kendall’s tau distances. As n or p varies, our proposed estimator performs consistently better than iRep
in recovering the true contig orders, which explains partially why the DEMIC algorithm
worked better in estimating the bacterial growth dynamics. The results of our methods are
not sensitive to the sample size and the number of contigs from the genome assemblies. Our
estimator also shows smaller variability.

Figure 11: Boxplots of the normalized Kendall’s distance between the estimated contig
orders and the true orders for different sample sizes n and different numbers of contigs p.
3.6.3. Real Data Analysis: the PLEASE Study
Finally, we complete our numerical studies by analyzing a real metagenomic dataset from
the Pediatric Longitudinal Study of Elemental Diet and Stool Microbiome Composition
(PLEASE) study, a prospective cohort study to investigate the treatment effects on the

81

gut microbiome and reduction of inflammation in pediatric Crohn’s disease patients (Lewis
et al., 2015). In particular, sequencing data from the fecal samples of 86 Crohn’s disease children were obtained at baseline, 1 week and 8 weeks after antiTNF or enteral diet treatment.
In our analysis, the sequencing data at the 8th week after treatment was used to compare
the bacterial growth dynamics for non-responders (n = 34) and responders (n = 47). The
reads were downloaded from NCBI short read archive (SRP057027) with the corresponding
metadata. After the same coassembly, alignment and binning steps as in Gao and Li (2018),
the DEMIC algorithm was applied to estimate the bacterial growth rate of a given species
represented by a contig cluster (bin) for each sample. In particular, DEMIC applied our
proposed method to the GC-adjusted contig coverage data to recover the original order of
the contigs. After obtaining the ordered contigs, a simple linear regression was fitted to
obtain estimates of the PTRs (ePTRs).
In order to compare the baterial growth rates between responders and non-responders, our
analysis focused on ePTRs of 8 contig clusters over subsets of the non-responders (n1 ) and
the responders (n2 ) after 8 weeks of treatment with min{n1 , n2 } > 5. Other contig clusters
were rare and only appeared in a few samples. For each contig cluster, we compare the
ePTRs of the responders and non-responders Wilcoxon rank sum test (Table 22 in Appendix
A.3). The taxonomic annotations of these eight contig clusters were obtain by applying the
BAT algorithm (von Meijenfeldt et al., 2019) that compares the metagenomic assembled
bins to a taxonomy database. In Table 22, we show the final taxonomic annotations for
each bin to the finest possible resolution, with the lineage scores indicating the quality of
each taxonomic classification.
Among the 8 contig clusters, bin.026 showed a significant difference in ePTRs between
responders and non-responders after either antiTNF or enteral diet treatment for 8 weeks
(p-value=0.0418), where the growth rate was higher in Crohn’s disease patients who did not
respond to the treatment. The taxonomic classification (Table 22) shows that this contig
cluster belongs to the phylum Firmicutes and the order Clostridiales. Since BAT algorithm
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was not able to classify the order Clostridiales to finer taxonomic level of known species,
this contig cluster may represent a new species that is important to the treatment outcome
of Crohn’s disease patients.

3.7. Discussion
In this study, partial recovery was studied under the normalized Kendall’s tau distance.
Another commonly used metric is the normalized Spearman’s footrule distance defined by
p

ρ(π1 , π2 ) =

X
2
|π1 (i) − π2 (i)|,
p(p − 1)

π1 , π2 ∈ Sp .

i=1

A celebrated result by Diaconis and Graham (1977) shows that τK (π1 , π2 ) ≤ ρ(π1 , π2 ) ≤
2τK (π1 , π2 ), which means the two distances are equivalent. As a consequence, all the theoretical results presented in this chapter concerning the Kendall’s tau distance also hold for
the Spearman’s footrule distance without any change.
The minimax optimality of the proposed estimator π̂ was investigated in Section 3.5 by
examining the asymptotic sharpness of the MSG condition for exact recovery, and by obtaining the matching minimax risk lower bound for partial recovery. There are a few issues
that deserve further investigation. For both exact and partial recovery, it is unclear to
what extent the GSS condition is necessary. In our risk analysis, the perturbation bound
for the left singular subspace (Cai and Zhang, 2018) was used. In fact, similar results
can be obtained using the concentration bound for the linear functionals of singular vectors
(Koltchinskii and Xia, 2016). Nevertheless, it remains to show whether the GSS condition is
also asymptotically sharp. In addition, in Theorem 17, the matching minimax lower bound
was obtained only for nonvanishing Γ/σ. It remains to show whether the rate σ/(pΓ) is
minimax optimal when Γ/σ → 0. The difficulty lies in finding a p1+δ -sphere packing of the
group Sp equipped with the Kendall’s tau distance for any 0 < δ < 1, while the pairwise
`2 distances of the packing elements are also well controlled. Some initial steps have been
made in the rank modulation theory (Barg and Mazumdar, 2010; Mazumdar et al., 2013).
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There are several related problems that are also of significant theoretical and practical interest. Firstly, although we used the Kendall’s tau distance or the equivalent Spearman’s
footrule distance as the metric for partial recovery, other distances such the Hamming distance, Spearman’s rank correlation distance, and Ulam’s distance have also been used as the
performance metrics for partial recovery in other permutation estimation problems (Göloğlu
et al., 2015; Mukherjee, 2016). It is therefore of interest to see how π̂ performs under these
losses. Secondly, our proposed estimator π̂ implicitly performs a (linear) dimension reduction technique and only uses the information contained in the first eigenvector of A in (3.4).
A natural extension is to consider the eigen-subspace spanned by the first k eigenvectors
and to estimate the permutation in a sequential manner.
The present study focuses on the estimation of the permutation matrix Π. It is also of
interest to estimate the underlying signal matrix Θ or some functionals of it. For example,
in microbiome growth dynamics studies, it is of significant interest to estimate the peak-totrough ratio exp(θkp −θk1 ) for k = 1, ..., n, which measures the microbial growth rate for the
kth sample, and to identify the samples with peak-to-trough ratio of 1. It is also interesting
to identify the bacteria that show differential growth dynamics between disease and normal
individuals. Finally, robust permutation recovery methods that can relax the Gaussian or
sub-Gaussian assumption of the noise in the permuted monotone matrix model are needed.
For example, in some applications, the columns of the noise matrix are not independent,
or the variance levels across the noise matrix are not identical. In these cases, we argue
that, as long as the marginal distributions of the noise matrix entries remain sub-Gaussian,
the analytical framework of the current study can still be applied, but with more efforts
to control the underlying heteroskedasticity. Toward this end, results from the recent work
of Zhang et al. (2018) can be very useful, in terms of the new technical tools that parallel
the ones used in the current study to analyse the homoskedastic PCA. Finally, to account
for non-informative samples, sparse PCA (Cai et al., 2013b; Yuan and Zhang, 2013) can be
considered. These are interesting problems left for future research.

84

CHAPTER 4 : Optimal Estimation of Bacterial Growth Rates Based on Permuted
Monotone Matrix
4.1. Introduction
In this chapter, we study the problem of estimating the bacterial growth rates using shotgun
metagenomics data. Several methods have been developed to quantify the bacterial growth
dynamics based on shotgun metagenomics data by extrapolating particular patterns in
the sequencing read coverages resulted from the bidirectional microbial DNA replications
(Myhrvold et al., 2015; Abel et al., 2015; Korem et al., 2015; Brown et al., 2016). For
bacterial species with known complete genome sequences, Korem et al. (2015) proposed
to use the peak-to-trough ratio (PTR) of read coverages to quantify the bacterial growth
rates after aligning the sequencing reads to the bacterial genomes. Besides quantifying the
growth rates for the bacteria with complete genome sequences, it is also of great importance
to estimate the growth rates of incomplete genome assemblies, where the coverages of contigs
are observed in multiple samples. However, the order the contigs is only known up to an
unknown permutation.
Recently, Gao and Li (2018) developed a computational algorithm (DEMIC) that accurately
estimates the growth dynamics of a given assembled species by taking advantage of highly
fragmented contigs assembled from multiple samples. DEMIC is based on the following
permuted monotone matrix model:

Y = ΘΠ + Z

(4.1)

where the observed data Y ∈ Rn×p is the matrix of the preprocessed contig coverage for a
given bacterial species. Specifically, the entry Yij represents the log-transformed averaged
read counts of the j-th contig of the bacterial species for the i-th sample after the preprocessing steps, including genome assemblies, GC adjustment of read counts and outlier
filtering. In practice, the data set is usually high-dimensional in the sense that the number
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of contigs p far exceeds the sample size n, so throughout we assume p  n. The signal
matrix Θ ∈ Rn×p represents the true log-transformed coverage matrix of n samples and p
contigs, where each row is monotone due to the bi-directional DNA replication mechanism
(Brown et al., 2016; Gao and Li, 2018), Z ∈ Rn×p is the noise matrix, and Π ∈ Rp×p is a
permutation matrix, corresponding to some permutation π from the symmetric group Sp .
Ma et al. (2020b) developed methods for optimally recovering the underlying permutation
π from Y . In particular, considering the loss function being either the 0-1 loss or the normalized Kendall’s τ distance, a minimax optimal permutation estimator is proposed and
theoretically analyzed under various parameter spaces (see Chapter 3).
In addition to the monotonicity constraint imposed on the rows of Θ, real metagenomic
data sets also suggest approximate linear relationship between the contig positions and
their log-coverages for each sample, which indicates approximately rank-one structure of
Θ, after certain normalization. As an example, Figure 12 shows the normalized log-contig
counts of an assembled bacterial genome for three individuals along estimated contig orders,
suggesting the aforementioned approximate linear or rank-one structure, see Section 4.3.1
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Figure 12: The log-coverages of ordered contigs of an assembled bacteria species from 3
individuals with inflammatory bowel disease, detailed in Section 4.5.3.
Under the permuted monotone matrix model, one can relate the two extreme columns ΘR
and ΘL , i.e., the first and the last columns of Θ, to the log-transformed true peak and
trough coverages of a given bacterial species, and define their difference R(Θ) = ΘR − ΘL
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as the true log-PTRs that characterize the bacterial growth rates over n samples. The goal
of this study is to provide a rigorous statistical framework for optimal estimation of the
extreme values in the approximately rank-one permuted monotone matrix model, including
ΘR and ΘL and the range vector R(Θ). Based on the idea of spectral column sorting and
the theory of low-rank matrix estimation, we develop computationally efficient estimators
for the extreme columns and the range vector. In particular, the minimax optimality of the
proposed methods are theoretically established and empirically illustrated with numerical
experiments, which also justify its applicability in analyzing real data sets such as the
microbiome metagenomics data.
The rest of this chapter is organized as follows. In Section 4.2, we review some important
features of the model and propose estimators of the parameters of interest. In Section 4.3,
we carefully study the theoretical properties of the proposed estimators. In Section 4.4, we
discuss the consequence of the general theory under a special case where the underlying
growth curves are linear. The numerical studies are conducted in Section 4.5. Finally, we
discuss the extension and related problems in Section 4.6.

4.2. Extreme Value Estimation via Spectral Sorting
4.2.1. Spectral Sorting and Extreme Column Localization
A crucial step for estimating the extreme columns is to sort the permuted columns in order
to identify the extreme ones. In this section, we introduce a spectral approach for localizing
the permuted columns. Toward this end, for any Θ with monotone rows, we consider the
row-centered matrix


1 >
∈ Rn×p ,
Θ = Θ Ip − ee
p
0

(4.2)

where e = (1, ...., 1)> ∈ Rp . Intuitively, Θ0 is invariant to the row averages of Θ and
preserves the row-monotonicity structure as well as the distances between the columns of
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Θ. The singular value decomposition of Θ0 can be written as
Θ0 =

r
X

λi ui vi> ,

for some r ≤ min{n, p},

(4.3)

i=1

where λ1 ≥ λ2 ≥ ... ≥ λr are the ordered singular values of Θ0 and ui and vi are the left
and right singular vectors corresponding to λi , respectively. To overcome the identifiability
issue, we assume
(A) λ1 has multiplicity one and the first nonzero component of v1 is negative.
The following proposition provides an important insight that the row-monotonicity of a
matrix actually implies the monotonicity of the components of its leading right singular
vector v1 . This property plays a fundamental role in analyzing the permuted monotone
matrix model.
Proposition 6 Let Θ be a row-monotone matrix, whose row-centered version Θ0 defined
in (4.2) satisfies (A). Then its first right singular vector v1 = (v11 , ..., v1p )> is a centered
P
monotone vector, i.e., pi=1 v1i = 0 and v11 ≤ v12 ≤ ... ≤ v1p . In addition, the sign vector
sgn(u1 ) indicates the direction of monotonicity of the rows of Θ0 (or Θ).
From the above proposition, the relative orders of the columns of Θ0 (and Θ) are qualitatively
preserved by the leading right singular vector v1 , whereas the directions of monotonicity
for different rows are coded by the leading left singular vector u1 . As a result, given a
column-permuted and noisy matrix Y in (4.1), one could localize the extreme columns ΘR
and ΘL in ΘΠ by considering the row-normalized observation matrix X = Y (Ip − p1 ee> )
and its first right singular vector, i.e.,
vb = (b
v1 , ..., vbp )> = arg max v > X > Xv.

(4.4)

v∈Rp :kvk2 =1

In accordance with Proposition 6, it was shown by Ma et al. (2020b) that the order statistics
{b
v(1) , ..., vb(p) } can be used to optimally recover the permutation π, or the original column
orders, by tracing back the permutation map between the elements of vb and their order
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statistics. Clearly, for extreme column localization, the extreme values statistics vb(1) and
vb(p) are more relevant. In fact, it is shown in the subsequent section that, minimax optimal
estimators can be constructed using such spectral extreme values estimates.
4.2.2. Compound Decision Problem and the Proposed Estimators
The problem of estimating ΘR , ΘL or R consists of n individual sub-problems, namely,
estimating each of its n coordinates. Following the concept proposed by Robbins (1951,
1964) and further elaborated in Samuel (1967); Copas (1969); Zhang (2003) and Brown
and Greenshtein (2009), among many others, we observe that the problem of finding their
minimax optimal estimators is a compound statistical decision problem, as the n individual
sub-problems are amalgamated into one larger problem through the combined risk shown
in equation (4.9). Moreover, although the observations over n samples are independent, it
has been argued that, in general, for a compound decision problem, usually the simple estimators, where only the i-th sample is used to estimate the i-th coordinate, are suboptimal;
in contrast, a minimax optimal estimator should be compound in the sense that multiple
samples are used for the estimation of each coordinate.
In light of our discussion in Section 4.2.1 as to the fundamental role of (λ1 , u1 , v1 ), we
introduce our proposed estimators for the extreme columns as
1
b ∗L = vb(1) Xb
Θ
v + Y e ∈ Rn ,
p

1
b ∗R = vb(p) Xb
Θ
v + Y e ∈ Rn ,
p

(4.5)

and our proposed range estimator as
b∗ = Θ
b ∗R − Θ
b ∗L = (b
R
v(p) − vb(1) )Xb
v,

(4.6)

where we recall that vb is defined in (4.4) and vb(i) is the i-th smallest order statistic among
{b
v1 , ..., vbp }. By construction, the proposed extreme column estimators (4.5) are compound
estimators, and each of them consists of two parts: the first part estimates the extreme
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columns of the row-centered matrix Θ0 whereas the second part compensates the row-specific
mean effects. In particular, in accordance with the observations made in Section 4.1, to
b ∗ and Θ
b ∗ , the approximately rank-one structure Θ0 ≈ λ1 v1` u
construct the first parts of Θ
R
L
.`
for ` ∈ {1, p}, is incorporated with v1` estimated by vb(`) and λ1 u1 estimated by Xb
v.
Ma et al. (2020b) developed an optimal estimator for the permutation π under the model
(4.1). Specifically, let r : Rp → Sp be the ranking operator, which is defined such that for any
vector x ∈ Rp , r(x) is the vector of ranks for components of x in increasing order – whenever
there are ties, increasing orders are assigned from left to right. The best linear projection
estimator of π was defined as π̂ = [r(b
v )]−1 . This permutation estimator can be used to
construct a natural two-step estimator of the two extreme columns. In the first step, we


recover/sort the columns of Y to obtain the sorted matrix Y̌ = Y.π̂(1) Y.π̂(2) ... Y.π̂(p) .
Intuitively, the column-sorted matrix Y̌ is expected to be close to Θ. In the second step,
we fit a simple linear regression between each row of Y̌ and the sorted projection scores
(b
v(1) , vb(2) , ..., vb(p) ), which characterize the column relative locations. Denote the fitted intercepts as α = (α1 , ..., αn )> and the slopes as β = (β1 , ..., βn )> . We define the two-step
regression estimators as
= α + βb
v(1) ,
Θ̂Reg
L

v(p) ,
Θ̂Reg
R = α + βb

R̂Reg = β(b
v(p) − vb(1) ).

(4.7)

It is easy to check that under the conditions of Proposition 6, it holds that
b ∗L ,
Θ̂Reg
=Θ
L

b∗
Θ̂Reg
R = ΘR ,

b∗ .
R̂Reg = R

(4.8)

Intuitively, the extreme columns of the sorted matrix Y̌ could be suboptimal as it does
not make use of the rank-one structure. A better way is to project rows of Y̌ onto the
eigenspace spanned by vb, which is equivalent to regressing rows of Y̌ to vb. This interesting
observation provides another way of understanding our proposed estimators.
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4.3. Theoretical Properties
4.3.1. Risk Upper Bounds for the Extreme Column Estimators
b ∗ , as the
In what follows, we study the theoretical properties of our proposed estimator Θ
R
results for ΘL would hold in parallel. Towards this end, we consider the normalized `2
√
distances kΘ̂R − ΘR k2 / n and denote the corresponding estimation risk as
1
RR (Θ̂R ) = √ EkΘ̂R − ΘR k2 .
n

(4.9)

We first define the set of monotone matrices
(
D=

Θ = (θij ) ∈ R

n×p

:

)
for each 1 ≤ i ≤ n, either θi,j ≤ θi,j+1 for all j,
.
or θi,j ≥ θi,j+1 for all j

Recall that the row-centered version of Θ, namely Θ0 , has the singular value decomposition
given by (4.3). Consequently, throughout, we consider the following parameter space for
(Θ, π)


DR (t, β) =

(Θ, π) ∈ D × Sp :

(A) holds, 0 ≤ v1p ≤ β,
λ1 ∈ [t/8, 8t],

Pr

i=2 λi


√

,

(4.10)

≤ σ log p

with t ≥ 0 and p−1/2 ≤ β ≤ 1. Here the constraint on β is natural since v1 is a unit
vector and β is no less than the order of its largest component. Intuitively, the hyperparameters (t, β) characterize the global signal strength as well as the relative position
of the extreme column ΘR shared by the signal matrices in DR (t, β), while the condition
Pr
√
i=2 λi ≤ σ log p imposes a strong approximately rank-one structure on the row-centered
Θ. As our proposed estimators do not intend to estimate the possible additional structures
upon the leading rank-one structure, such approximate rank-one condition is in this sense
intrinsic to the problem.
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To simplify notation, we define the rate function ψ = ψ(n, p) =

√

(log p/n). The following

b ∗ over DR (t, β).
theorem provides a uniform risk upper bound of the proposed estimator Θ
R
Theorem 18 (Uniform Upper Bound) Suppose the pair (t, βR ) satisfies p−1/2 ≤ βR ≤



√ p
1, t2 & σ 2 β12 ∧ ψ12 + ψ1 ( n log
p ) n log p and the noise matrix Z has independent subR

Gaussian entries Zij with parameter σ 2 . Then
 √

βR t σ {(t2 + σ 2 p)n}
∗
b
∧ 1 + σψ.
sup RR (ΘR ) . √
n
t2
DR (t,βR )

(4.11)

The risk upper bound (4.11) consists of two components. In the first component, the factor
√
[σ {(t2 + σ 2 p)n}/t2 ∧ 1] is the error from estimating the leading left singular vector u1 by
√
its sample counterpart, whereas the factor βR t/ n reflects the overall magnitude of the
extreme column ΘR of the matrices in DR (t, βR ). As for the second component σψ(n, p), it
comes from using the order statistic vb(p) to estimate the largest component of v1 .
Interestingly, about the first component, we observe two phase transitions when t2 passes
√
σ 2 (np) and σ 2 p, respectively. Specifically, in (4.11), we have

√

2 . σ 2 √(np),

β
t/
n
if
t

R

 √
 
√
βR t σ {(t2 + σ 2 p)n}
√
βR σ 2 p
√
∧
1

if σ 2 (np) . t2 . σ 2 p,
2
t

n
t




βR σ
if t2 & σ 2 p.
√
From the theory of low-rank matrix estimation (Cai and Zhang, 2018), the quantity σ 2 (np)
is the critical point, below which it is impossible to estimate the singular vector u1 . Here√
after we refer the collection of parameter spaces {DR (t, βR ) : t2 ≤ σ 2 (np)}, {DR (t, βR ) :
√
σ 2 (np) . t2 . σ 2 p} and {DR (t, βR ) : t2 & σ 2 p} as the “weak”, “ “intermediate” and
“strong” signal-to-noise ratio regime, respectively.
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To see the implications of the condition

2

t &σ

2



1
2 ∧
βR





1
1√
p
+
n log p
ψ2 ψ
n log p

(4.12)

√
of Theorem 18 on the critical events t2  σ 2 (np) and t2  σ 2 p, we note that, as long
as βR  (n/p)1/4 , by ignoring the logarithmic factors, the right-hand side of the condition
√
(4.12) is asymptotically smaller than both critical points σ 2 (np) and σ 2 p, so that both
phase transitions exist under the condition of Theorem 18.
4.3.2. Optimality of the Extreme Column Estimators and Minimax Rates
Now we establish the minimax rate of convergence and the optimality of the proposed
b ∗ over the parameter space DR (t, βR ). Specifically, for some
extreme column estimator Θ
R
given (t, β), we define the minimax risks over DR (t, βR ) as inf Θ̂R supDR (t,βR ) RR (Θ̂R ) where
the infimum is over all the possible estimators obtained from the data. The following
theorem provides the minimax lower bound of the estimation risk under the Gaussian noise.
Theorem 19 (Minimax Lower Bound) Suppose Z in model (4.1) has i.i.d. entries

β2
1−β 2
Zij ∼ N (0, σ 2 ). Then, for any DR (t, β) such that t2 ≥ c0 β 2 R σ 2 log p + 1−βR2 σ 2 p and
R
R
√
−1/2
c1 p
log p ≤ βR ≤ c2 , for sufficiently large (n, p) and some constants c0 , c1 > 0 and
0 < c2 < 1 , it holds that
 √

t σ {(t2 + σ 2 p)n}
b R) & β
√R
RR (Θ
∧
1
+ σψ.
n
t2
b R DR (t,βR )
Θ

inf

sup

(4.13)

The proof of Theorem 19 is involved. The main difficulty lies in the non-linearity and
multi-dimensionality of the maps from the original parameter Θ to its extreme columns of
interest. As the lower bound contains several components, we essentially derived three distinct minimax lower bounds corresponding to different worst-case scenarios. In addition to
adopting the existing techniques such as the sphere packing of the Grassmannian manifolds,
we developed two novel lower bound techniques to facilitate the proof of the minimax lower
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bound. The different conditions in Theorem 19 are due to the specific constructions in the
lower bound argument of the proof. However, from a broader perspective, the conditions in
Theorem 19 agrees to the ones in Theorem 18 in the sense that, the first condition, a lower
bound on t2 , ensures that the global signal strength is sufficiently large, while the second
condition is a mild restriction, up to a logarithmic factor, on the range of βR .
Combining the upper and the lower bounds, we obtain the exact minimax rate for estimating
ΘR . Specifically, under the conditions of Theorems 18 and 19, i.e., for Zij ∼i.i.d. N (0, σ 2 )
and

2

t &σ

2



1
2 ∧
βR






2
2 σ2p 
1 − βR
βR
1
1√
p
2
+
σ log p +
n log p +
2
2 ,
ψ2 ψ
n log p
βR
1 − βR

(4.14)

we have

 √
βR t σ {(t2 + σ 2 p)n}
b
inf sup RR (ΘR )  √
∧ 1 + σψ,
t2
n
b R DR (t,βR )
Θ

(4.15)

b ∗ . To make better sense of
where the optimal rate is attained by our proposed estimator Θ
R
condition (4.14), we note that, as long as βR & (n/p)1/4 , then by ignoring the logarithmic
√
factors, condition (4.14) is equivalent to t2 & σ 2 (np), which means the minimax rate
can essentially be established over the intermediate to strong signal-to-noise ratio (SNR)
regime, where the minimax rate is
√
σn1/4 (t2 + σ 2 p)
b
inf sup RR (ΘR ) 
+ σψ.
b R DR (t,βR )
p1/4 t
Θ

(4.16)

As a consequence of the phase transition phenomena pointed out earlier, some interesting
insights about the interplay between the global signal strength t2 , the dimensionality of the
problem, the hardness of estimating ΘR and that of estimating the leading left singular
vector u1 , can be obtained. Specifically, we observe that (i) within the intermediate SNR
√
regime (σ 2 (np) . t2 . σ 2 p), increasing the signal strength t2 will reduce the difficulty
of estimating u1 and therefore the rate for estimating ΘR , and (ii) within the strong SNR
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regime (t2 & σ 2 p), the difficulty of estimating ΘR no longer depends on t2 , as in this case
the improved estimation of u1 is neutralized by the increased magnitude of ΘR . Especially,
all the above rate analysis is subjected to a possible lower bound of ψ(n, p).
Moreover, since the above minimax optimal rates are simultaneously attained by the prob ∗ regardless of the specific value of the underlying indices (t, βR ), then,
posed estimator Θ
R
b ∗ is minimax rate-adaptive over the collection of paramunder the sub-Gaussian noise, Θ
R
√
eter spaces C = {DR (t, βR ) : p−1/2 c1 log p ≤ βR ≤ c2 < 1, (4.14) holds}. In particular,
whenever βR & (n/p)1/4 , by ignoring the logarithmic factors, our proposed estimator is
rate-optimally adaptive over the collection of parameter spaces lying in the intermediate to
√
strong SNR regime, namely, CAdap = {DR (t, βR ) : t2 & σ 2 (np)}.
4.3.3. Optimality of the Range Estimator and Minimax Rates
As a direct consequence of our previous results on the extreme column estimation, the
b∗ can be obtained in the same manner. Again
theoretical properties of the range estimator R
√
we consider the normalized `2 distances kR̂ − R(Θ)k2 / n and denote the corresponding
estimation risk as RW (R̂) =

√1 EkR̂
n


DW (t, βR , βL ) =

(Θ, π) ∈ D × Sp :

− R(Θ)k2 . Define the parameter space

(A) holds, λ1 ∈ [t/8, 8t],

Pr

i=2 λi

√
≤ σ log p,
, (4.17)

− βL ≤ v11 ≤ 0 ≤ v1p ≤ βR ,


where t ≥ 0, p−1/2 ≤ βR , βL ≤ 1, and define the function q 0 (x, y, n, p) = σ 2 n log p x12 ∧ ψ12 +

p
y2 σ2 p 
1√
1−x2 2
(
)
+
σ
log
p
+
. The following theorem establishes the minimax rate
2
ψ
n log p
x
1−y 2
of convergence for estimating R(Θ) and the minimax optimality and adaptivity of our
b∗ .
proposed estimator R
Theorem 20 (Minimax Rates) Let βW = βR + βL . Suppose t2 ≥ c0 q 0 (βR ∧ βL , βR ∨
√
βL , n, p), c1 p−1/2 log p ≤ {βR , βL } ≤ c2 for sufficiently large (n, p) and some constants
c0 , c1 > 0 and 0 < c2 < 1, and Z has independent sub-Gaussian entries Zij with parameter
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σ 2 . Then
 √

βW t σ {(t2 + σ 2 p)n}
sup
RW (R̂)  √
∧ 1 + σψ.
inf
n
t2
R̂ DW (t,βR ,βL )

(4.18)

b∗ .
In particular, the minimax rates are simultaneously attained by the estimator R

4.4. A Special Case: Permuted Linear Growth Model
In the previous sections, theoretical results are obtained for the general approximately
rank-one matrices characterized by (4.10) (4.17) as well as the conditions of Theorems 18
to 20. One advantage is the rich row-monotonicity structures contained in such parameter
spaces, which adapts well to real applications such as our motivating example in microbiome
studies where the noisy data sets are generated from the shotgun metagenomic sequencing,
See Boulund et al. (2018); Gao and Li (2018) and Figure 12. However, in many cases such
as classical theories of the bacterial growth dynamics, an important subclass of the general
permuted monotone matrix model has usually been considered for its heuristic simplicity
and explanatory power. We refer this sub-model as the permuted linear growth model, where
(4.1) holds over the restricted set


D0 = (Θ, π) ∈ D × Sp :

θij = ai ηj + bi , where ai , bi ∈ R for 1 ≤ i ≤ n, 
ηj ≤ ηj+1 for 1 ≤ j ≤ p − 1 and

.

Pp

j=1 ηj = 0.

In other words, each row of Θ has a linear growth pattern with possibly different intercepts
and slopes. Denote a = (ai )1≤i≤n , η = (ηj )1≤j≤p and b = (bi )1≤i≤n . In this case, the
parameters of interest have the expressions of ΘR = aηp , ΘL = aη1 and R = a(ηp − η1 ).
In the context of bacterial growth dynamics, the above model is commonly referred as the
Cooper-Helmstetter model (Cooper and Helmstetter, 1968; Bremer and Churchward, 1977)
that associates the copy number of genes with their relative distances to the replication
origin. Specifically, ai is the ratio of genome replication time and doubling time for the ith
sample, ηj is the distance from the replication origin for the jth contig, and bi is related to
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the read counts at the replication origin and the sequencing depth (compare with Chapter
3). Consequently, the extreme columns aηp and aη1 correspond to the true log-transformed
peak and trough coverages that are used to quantify the bacterial growth dynamics across
the samples (see also Section 4.5.2 and 4.5.3 for more details).
In the following, we discuss the consequences for the estimation of ΘR under this special
linear growth model, and the results for estimating ΘL and R follow similarly. By definition,
the singular value decomposition (4.3) for Θ ∈ D0 has a reduced form. Specifically, the
row-centered matrix Θ0 is exactly rank-one, where the leading right singular vector v1 has
components
v1j =

ηj
,
kηk2

for j = 1, ..., p,

(4.19)

and the largest singular value admits the expression

λ1 = kak2 kηk2 .

(4.20)

Intuitively, the set {v1j }1≤i<j≤p characterize the exact normalized column positions of Θ0
(and Θ), while λ1 summarizes the slope magnitude of the rows and the overall separateness
of the columns. Consequently, the risk upper bound obtained in Theorem 18 has a reduced
form, which has simpler and more intuitive interpretations. Specifically, for any given
Θ ∈ DR (t, βR ), we consider the following pointwise risk upper bound
 √

v1p λ1 (Θ) σ {(λ21 (Θ) + σ 2 p)n}
∗
b
√
∧ 1 + σψ,
RR (ΘR ) .
n
λ21 (Θ)

(4.21)

induced by (4.11) of Theorem 18. With the reparametrizations (4.19) and (4.20), we can
rewrite (4.21) as
b∗ ) .
RR (Θ
R

 √

ηp kak2 σ {(kak22 kηk22 + σ 2 p)n}
√
∧
1
+ σψ.
n
kak22 kηk22

Some observations about this risk upper bound are in order.
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(4.22)

√
(a) Over the low SNR regime where kak22 kηk22 . σ 2 (np), (4.22) becomes
2 ηp
b ∗ ) . kak
√
RR (Θ
+ σψ,
R
n

(4.23)

where the first term is proportional to the overall slope magnitude kak2 , but does not rely
on the locations of the other columns, i.e., ηj for 1 ≤ j ≤ p − 1. In this case, since the signal
b ∗ fails to implement a good estimate for
changes across different columns are so vague, Θ
R
the slopes a and the estimation error can only decrease when the extreme column ΘR = aηp
itself (and its norm kak2 ηp ) is close to zero.
√
(b) Over the intermediate SNR regime where σ 2 (np) . kak22 kηk22 . σ 2 p, (4.22) becomes

1/2
σηp
σ2p
∗
b
1+
+ σψ.
RR (ΘR ) .
kηk2
kak22 kηk22

(4.24)

In this case, as the signal differences between every consecutive columns are steep enough so
that the slopes a can be well estimated, increasing kηk2 or kak2 would expand the advantage
and therefore leads to a better estimate.
(c) Over the strong SNR regime where kak22 kηk22 & σ 2 p, the upper bound (4.22) becomes
b ∗ ) . σηp + σψ.
RR (Θ
R
kηk2

(4.25)

In the case, the advantage of large kak2 has been exploited to extremity so that increasing
b∗ .
kak2 will no longer improve the performance of Θ
R
Comparing the rates from (4.23) to (4.25), an interesting discrepant role played by the
overall slope magnitude kak2 can be observed. In general, the theoretical performance of
b ∗ is clearly driven by the global SNR kak2 kηk2 /σ 2 , which measures the magnitude of the
Θ
2
2
R
signal changes and the degree of monotonicity relative to the noise level.
Following the same argument as the proof of Theorem 19, the minimax optimality of our
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b ∗ can be also established under the permuted linear growth model.
proposed estimator Θ
R
Specifically, if we define the indexed parameter space D0,R (t, β) = {(Θ, π) ∈ D0 : 0 ≤
ηp /kηk2 ≤ β, kak2 kηk2 ∈ [t/8, 8t]}, then it can be shown that for any pair (t, βR ) such that
√
(4.14) holds and p−1/2 log p . βR ≤ c < 1,
 √

βR t σ {(t2 + σ 2 p)n}
b
∧ 1 + σψ,
inf sup RR (ΘR )  √
n
t2
b R D0,R (t,βR )
Θ
b∗ .
where the optimal rate is simultaneously attained by the proposed estimator Θ
R

4.5. Numerical Studies
4.5.1. Simulation with Model-Generated Data
To demonstrate our theoretical results and to compare with alternative methods, we generate data from model (4.1) with various configurations of the signal matrix Θ. Specifically,
the signal matrix Θ = (θij ) ∈ Rn×p is generated under the following two regimes: (i)
S1 (n, p, α): for any 1 ≤ i ≤ n, θij = ai ηj + bi for 1 ≤ j ≤ p, where ai ∼ Unif(0, α),
bi ∼ Unif(0, 6) and (η1 , ..., ηp ) = (−1, 0, 0, ..., 0, 1); and (ii) S2 (n, p, α): for any 1 ≤ i ≤ n,
θij = log(1 + ai j + βi ) for 1 ≤ j ≤ p where ai ∼ Unif(0, α) and bi ∼ Unif(0, 6). By construction, S1 (α, n, p) belongs to the linear growth model whereas S2 (α, n, p) does not. The
elements of Z are drawn from i.i.d. standard normal distributions, and, without loss of
generality, we set Π = Ip .
For the extreme column ΘR , we compare the empirical performance of our proposed esb ∗ with (i) the direct sorting estimator Θ
e R defined as Θ
e R = Y.π̂(p) , where π̂ is
timator Θ
R
defined in Section 4.2.2; and (ii) the order statistic estimator Θ̌R = (Yi,(p) )1≤i≤n , as all the
rows of Θ are monotonic increasing. For the range vector R(Θ), we compare our proposed
b∗ with (i) the direct sorting estimator R
eDS = Y.π̂(p) − Y.π̂(1) , and (ii) the order
estimator R
eOS = (Yi,(p) − Yi,(1) )1≤i≤n . We use the empirical risk, or the averaged
statistic estimator R
normalized `2 distance, to compare these methods. For each setting, we evaluate the em-

99

pirical performance of each method over a range of n, p and α. Each setting is repeated for
200 times.
The results are summarized as boxplots in Figure 13 and Figure 14. The empirical results
b ∗ and R
b∗
agree with our theory in the following perspectives: (i) our proposed estimators Θ
R
perform the best among all the settings; (ii) in the middle two plots of Figure 13 and 14,
the risks of our proposed estimators decrease as n grows, which agrees with our theorems.
In addition, in the top left panel of Figure 13 and 14 we observe that the risks of the order
statistic estimator decrease as α increases. This is because under S1 (α, p, n), the parameter
α characterizes the separateness of the two extreme columns from the other columns. The
order statistic estimators would apparently favour the cases where the separation is more
significant. Both our proposed estimators and the direct sorting estimators outperform the
order statistic estimators, showing the advantage of the compound estimators.
4.5.2. Simulation with Synthetic Microbial Metagenomic Data
We then evaluate the empirical performance of our proposed method using a synthetic
metagenomic sequencing data set (Gao and Li, 2018) by generating sequencing reads based
on 45 closely related bacterial genomes in 50 independent samples (Appendix A.4), similarly
to the synthetic data used in Section 3.6. Again, after the same processing, filtering, and
CG-adjustment steps as in Gao and Li (2018), the final data set included genome assemblies
of 41 species. For each species, we obtained the permuted matrix of log-contig coverage with
the number of samples ranging from 29 to 46 and the number of contigs from 47 to 482.
We provide estimates of the log-PTRs of the assembled species for all the samples, or the
range vector R, using our previous notations. As a comparison, in addition to our proposed
b∗ , we consider the iRep estimator proposed by Brown et al. (2016), where the
method R
contigs of a given species were ordered for each sample separately based on the observed read
counts, before fitting a piece-wise linear regression function. We evaluate these methods by
considering the `2 distance between the vectors of the true log-PTRs and their estimates.
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Figure 13: Boxplots of the empirical risks for estimating ΘR , with DS, OS and Prop repree R , Θ̌R and Θ
b∗ .
senting Θ
R
To generalize our evaluation to diverse metagenomic data sets, we also evaluate the effect
of sample size n as well as contig numbers p by randomly selecting subsets of samples or
contigs from each data set. The selection was made with replacement.
The results are summarized in Figure 15. As n or p varies, our proposed estimator performs
consistently better than iRep. Moreover, the performance of our proposed method is not
sensitive to the sample size, the number of contigs from the genome assemblies or the
underlying true PTRs. These results partially explain why the DEMIC algorithm has
superior performance compared to the existing ones (Gao and Li, 2018).
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Figure 14: Boxplots of the empirical risks for estimating R, with DS, OS and Prop repreeDS , R
eOS and R
b∗ .
senting R

Figure 15: Boxplots of the `2 distances between the estimated and the true log-PTRs. Prop:
the proposed method; iRep: the iRep estimation method.

102

Table 12: Analysis of bacterial growth rates among CD, UC and non-IBD samples. Bins
that show significantly different growth rates and their taxonomic annotations are presented.
(n1 , n2 , n3 ): numbers of CD, UC and non-IBD samples that carried the respective bin.
Bins
Taxonomic Annotations (n1 , n2 , n3 ) p-values
bin.054
Roseburia (genus)
(54, 32, 54) 0.015
bin·090 Faecalibacterium (genus) (38, 41, 52) 0.005
bin·091
Clostridiales (order)
(26, 40, 52) 0.016
bin·099 Subdoligranulum (genus) (30, 32, 49) <0.001
bin·465
Dialister (genus)
(36, 41, 33) 0.043

4.5.3. Real Data Analysis: the iHMP-IBD Study
We complete our numerical study by analyzing a real metagenomic data set from the NIH
Integrative Human Microbiome Project (iHMP). The project includes the Inflammatory
Bowel Disease (IBD) Multi’omics project to investigate the differences in gut microbiome
communities among adults and children with IBD (Lloyd-Price et al., 2019) and normal
non-IBD controls. Many studies have reported strong associations between IBD, including
both Crohn’s disease (CD) and ulcerative colitis (UC) and gut microbiota composition. In
contrast, we focus on comparing the bacterial growth rates between UC, CD and normal
non-IBD individuals using the proposed methods.
The metagenomic data sets, including 300 samples of the CD, UC and non-IBD subjects,
were downloaded from the IBDMDB website, https://www.ibdmdb.org. Specifically, we
randomly select 100 samples of UC, CD and normal non-IBD samples, respectively. For
each sample, the sequencing data was obtained from the stool sample using Illumina shotgun sequencing. We first apply MEGAHIT (Li et al., 2015a) version 1.1.1 to perform
metagenomic co-assembly. The co-assembled contigs were then clustered into metagenomic
bins or genome assemblies using MaxBin (Wu et al., 2015) version 2.2.4. Finally, Bowtie 2
(Langmead and Salzberg, 2012) version 2.3.2 was used to align reads back to the assembled
contigs for each of the samples, and the output alignments were then sorted by samtools
(Li et al., 2009) version 0.1.19.
After these preparations, the DEMIC algorithm, incorporated with our proposed methods,
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was applied to obtain the estimated PTRs (ePTRs) of a given species represented by a
contig cluster (bin) for each sample. As a result, ePTRs of 25 bins were obtained for
subsets of the UC (n1 ), CD (n2 ) and non-IBD (n3 ) samples with n1 + n2 + n3 ≥ 100, as
some contig clusters may not be carried or abundant enough among many samples. For
each bin, we compare the ePTRs among the UC, CD and non-IBD samples using an Ftest. We applied the CAT/BAT algorithm (von Meijenfeldt et al., 2019) that compares the
metagenomic assembled bins to a taxonomy database to obtain the taxonomic annotations
of the 25 bins. We observe that only a few bins can be annotated at the species level,
whereas many of the bins can only be annotated to genera or orders, suggesting that many
of the assembled contig bins may correspond to new species. This agrees with a recent
paper (Almeida et al., 2020) that showed that more than 70% of the assembled genomes
lack cultured representatives.
Interestingly, based on the F-test, among the 25 contig clusters, 5 of them show significant
difference in ePTRs among the UC, CD and non-IBD samples (Table 12). For reasons of
space, Table 1 only provides the taxonomic annotation of the bins in terms of their genus
– except for bin·091 which can only be determined up to orders (see Appendix A.4 for the
complete annotations). We also performed pairwise comparisons using two-sample t-test
for the 5 differential bins (Table 13). We found that the difference in the growth rates
of bin·054, Roseburia, bin·090, Faecalibacterium, and bin·099, Subdoligranulum, are more
significant between IBD and non-IBD samples. In particular, boxplots in Appendix A.4
indicate higher growth rates of bin·054, Roseburia, and bin·090, Faecalibacterium, and a
lower growth rate of bin·099, Subdoligranulum for IBD samples when compared to the nonIBD samples. Moreover, the growth rates of bin·091, Clostridiales, is significantly higher
among UC samples, whereas the growth rate of bin·465, Dialister, is significantly higher
among the CD samples, comparing to the samples of the other two categories. These
results show that the gut microbiome communities in CD and UC patients or IBD and
non-IBD patients differ not only in relative abundance but also in growth rates of certain
bacterial species, an important insight from our data analysis.
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Table 13: p-values from pairwise t-tests of differential growth rates between different groups
for five genome assembly bins.
Bins
Taxonomic Annotations UC vs. CD UC vs. non-IBD CD vs. non-IBD
bin·054
Roseburia (genus)
0.525
0.004
0.081
bin·090 Faecalibacterium (genus)
0.392
0.016
0.004
bin·091
Clostridiales (order)
0.012
0.054
0.335
bin·099 Subdoligranulum (genus)
0.960
<0.001
<0.001
bin·465
Dialister (genus)
0.042
0.818
0.026

4.6. Discussion
The present study focused on the permuted monotone matrix model with homoskedastic
noise. If the noises are heteroskedastic, for example (i) the columns of the noise matrix
are not independent, or (ii) the variances of the noise matrix entries are not identical, we
argue that, as long as the marginal distributions of the noise matrix remain sub-Gaussian,
the framework developed in this study can still be applied. Specifically, in light of the
recent work of Zhang et al. (2018), where heteroskedastic principal component analysis
and singular value decomposition are studied, the key analytical tools paralleling to those
applied in the current work, such as concentration and perturbation inequalities associated
with the heteroskedastic random matrices, can be obtained by generalizing the results of
Zhang et al. (2018). Such extensions are involved and we leave them for future research.
The current theoretical framework was developed upon the approximately rank-one structure suggested by our specific metagenomic applications. However, extensions to other
settings are possible by modifying the proposed methods. In particular, the key observations made in Section 4.2.1 apply to any monotone matrix satisfying condition (A). When
the approximate rank-one assumption is violated, say, if the monotone signal matrix is
rank-r with r > 1, one could construct estimators based on the leading r singular values
and singular vectors by following the same idea in Section 4.2.2, although its theoretical
analysis might be technically challenging.
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APPENDIX
A.1. Supplementary Materials for Chapter 1
In Section 1.5.2, we carried our simulations that compare different methods that control
FDR. The design covariates were generated from a truncated multivariate Gaussian distribution, whose covariance matrix is a blockwise diagonal matrix of 10 identical unit diagonal
Toeplitz matrices as follows
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Due to the space limit, we only presented the boxplots for the pooled empirical FDRs across
all the settings. As a complement to Figure 2, the case-by-case empirical FDRs are shown
in Figure 16.

A.2. Supplementary Materials for Chapter 2
Toeplitz covariance matrix.

In Section 2.6, we carried out simulations that compare

different methods. In one of the settings, the design covariates were generated from a
multivariate Gaussian distribution, whose covariance matrix is a blockwise diagonal matrix
of 10 identical unit diagonal Toeplitz matrices as follows
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Figure 16: Empirical FDRs under nominal α = 0.2 for ρ = 3 (top) and ρ = 4 (bottom).
Simulations under exchangeable covariance structure.

Tables 14 to 16 evaluate the

empirical performance of various methods under exchangeable covariance structure Σ = ΣE
under various settings described in Section 2.6.

Bootstrap confidence intervals.

Tables 17 and 18 show the averaged coverage probabil-

ities and lengths of the proposed and the rpj-based bootstrap confidence intervals introduced
in Section 2.6.2, based on 500 rounds of simulation for each setting.

Additional simulations based on simulated genetic data. As in Section 2.6.4, we
generated genotypes of 2n unrelated individuals containing p SNPs based on the sequencing
data over a region (GrCH37: bp 40,900 to bp 2,000,000) on chromosome 9 of 503 European samples from the 1000 Genomes Project Phase 3 (1000 Genomes Project Consortium,
2015), and a comprehensive haplotype map integrated over 1,184 reference individuals (International HapMap 3 Consortium, 2010). The true effect sizes for the two binary traits
were generated such that for each trait there are 25 associated SNPs with 12 of them shared
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Table 14: Estimation errors with exchangeable covariance matrix Σ
parameter k = 25.
β > Σγ
β > Σβ
p
pro
plg
lpj
rpj pro
plg
lpj
rpj pro
n = 200
700 1.2 612.4
72.7 1.9 1.9 689.3 171.7 6.7 0.13
800 1.2 636.2 163.7 1.9 2.1 739.3 273.9 7.2 0.14
900 1.3 876.2 195.2 2.2 1.7 923.5 326.8 7.1 0.15
1000 1.1 1084.5 135.2 1.8 1.5 1108.6 440.3 7.0 0.14
n = 300
700 1.1 414.6
14.1 1.7 1.9 472.2
49.9 5.8 0.13
800 1.2 525.1
22.6 1.9 1.7 568.1
64.1 6.0 0.13
900 0.9 653.4
13.6 1.5 2.1 841.1 135.7 6.4 0.11
1000 1.1 947.3
76.8 2.0 1.7 1065.5 159.1 6.7 0.13
n = 400
700 0.8 364.8
5.4
1.5 1.8 369.4
22.5 6.4 0.10
800 1.0 508.1
6.4
1.8 1.6 565.2
32.2 5.8 0.11
900 0.8 613.3
12.3 1.5 1.6 666.5
69.3 6.0 0.10
1000 0.9 809.5
17.8 1.5 1.4 883.4 118.3 5.9 0.11

= ΣE and sparsity
R
plg

lpj

rpj

0.69
0.72
0.72
0.75

0.26
0.30
0.31
0.28

0.21
0.25
0.24
0.23

0.77
0.78
0.80
0.78

0.20
0.19
0.17
0.19

0.19
0.21
0.17
0.21

0.74
0.72
0.75
0.79

0.15
0.16
0.15
0.15

0.15
0.16
0.16
0.15

Table 15: Coverage and length of the CIs with exchangeable covariance Σ = ΣE , α = 0.05
and sparsity k = 25. Coverage is denoted as cov (%) and length is denoted as len.
β > Σγ
β > Σβ
R
p
pro
boot(plg)
pro
boot(plg)
pro
boot(plg)
cov
len
cov
len
cov
len
cov
len
cov
len
cov
len
n = 300
700 95.2 4.72 54.2 2.07 91.0 6.66 8.4 2.52 97.0 0.29 72.2 0.38
800 96.4 4.87 49.8 2.11 90.6 6.67 8.8 2.66 95.2 0.29 71.2 0.38
900 93.4 5.06 52.0 1.98 92.8 6.94 11.2 2.61 93.4 0.31 75.5 0.37
1000 95.2 4.73 45.6 1.99 91.8 6.46 7.4 2.53 94.6 0.27 70.2 0.37
n = 400
700 96.6 4.87 63.6 2.35 94.4 6.53 21.4 2.87 97.0 0.28 77.6 0.39
800 97.4 4.99 55.2 2.32 92.4 6.69 13.4 2.82 97.0 0.28 73.0 0.38
900 97.0 4.73 50.8 2.22 89.6 6.29 13.6 2.87 97.6 0.28 70.4 0.38
1000 95.6 4.73 59.6 2.27 91.6 6.26 19.0 3.07 95.4 0.28 80.0 0.38
n = 500
700 98.2 5.03 54.0 2.62 95.6 6.42 32.4 3.40 99.6 0.30 77.6 0.39
800 98.4 5.27 59.2 2.55 94.4 7.03 32.0 3.40 97.2 0.30 77.6 0.39
900 99.2 5.16 64.4 2.46 91.4 6.81 27.0 3.10 99.0 0.29 76.8 0.38
1000 96.4 4.61 64.0 2.47 93.6 6.09 26.8 3.28 98.2 0.27 76.6 0.39
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Table 16: Type I errors and powers with exchangeable covariance Σ = ΣE , α = 0.05 and
sparsity k = 25.
β > Σγ
β > Σβ
R
p
type I error
power
type I error
power
type I error
power
pro boot pro boot pro boot pro boot pro boot pro boot
n = 300
600 0.11 0.72 0.44 0.84 0.08 0.88 0.91 1.00 0.06 0.30 0.44 0.84
700 0.12 0.71 0.47 0.86 0.10 0.92 0.96 1.00 0.06 0.27 0.48 0.86
800 0.14 0.71 0.51 0.82 0.12 0.86 0.97 1.00 0.07 0.28 0.51 0.82
900 0.14 0.70 0.47 0.83 0.11 0.91 0.93 1.00 0.08 0.24 0.47 0.83
n = 400
600 0.05 0.57 0.54 0.87 0.05 0.78 0.94 1.00 0.03 0.23 0.54 0.87
700 0.07 0.56 0.51 0.85 0.09 0.77 0.92 1.00 0.03 0.27 0.51 0.85
800 0.08 0.56 0.57 0.81 0.05 0.79 0.94 1.00 0.03 0.28 0.57 0.81
900 0.11 0.59 0.58 0.80 0.10 0.88 0.96 1.00 0.07 0.30 0.84 0.79
n = 500
600 0.04 0.45 0.57 0.86 0.03 0.59 0.96 1.00 0.01 0.22 0.57 0.86
700 0.04 0.47 0.58 0.81 0.04 0.61 0.94 1.00 0.03 0.28 0.58 0.81
800 0.05 0.50 0.62 0.83 0.02 0.74 0.96 1.00 0.02 0.25 0.62 0.83
900 0.06 0.48 0.61 0.87 0.04 0.72 0.94 1.00 0.04 0.19 0.61 0.86
by both traits. The effect sizes of the associated SNPs were uniformly drawn from [-1,1]. In
Table 19, we present the empirical coverage probabilities and the averaged lengths of our
proposed confidence intervals in different settings, where each setting was repeated for 500
rounds. For hypotheses testing, as in Section 2.6.3, we also evaluated the empirical type
I errors and statistical powers of our proposed tests, where the effect sizes were generated
with an additional constraint |β > Σγ| > 3. In Table 20, we present the empirical type I
errors and statistical powers of the proposed tests over different settings, each based on
500 rounds of simulations. Our results suggest a robust performance of the methods in
analyzing real genetic data.

Numbers of SNPs per chromosome.

In Table 21, we list the numbers of SNPs in each

of the 22 autosomes that were used for our data analysis in Section 2.7.
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Table 17: Coverage and length of the CIs with Σ = ΣE , ρ = 1, α = 0.05 and k = 25.
Coverage is denoted as cov (%) and length is denoted as len.
β > Σγ
β > Σβ
R
n
p
cov
len
cov
len
cov
len
600 13.0 0.84 20.0 6.74 72.0 0.53
700 12.2 0.95 25.2 6.62 78.8 0.53
200 800 14.2 0.83 11.6 6.14 81.2 0.51
900 10.0 0.78 11.4 5.79 81.2 0.51
1000 16.6 0.88 9.2 6.46 74.0 0.51
600 18.6 0.84 17.2 6.41 78.8 0.52
700 13.0 0.78 17.8 6.46 78.6 0.51
300 800 16.4 0.75 15.0 6.26 81.0 0.53
900 10.8 0.69 11.2 5.74 81.0 0.52
1000 13.2 0.88 8.6 5.74 84.4 0.52
600 18.2 0.86 17.6 6.71 81.4 0.56
700 14.0 0.83 12.6 6.53 80.2 0.53
400 800 11.8 0.70 7.8 5.47 75.6 0.54
900 11.2 0.72 12.0 5.77 83.0 0.52
1000 21.2 0.91 10.2 5.86 81.2 0.53
600 14.0 0.86 10.4 6.23 86.6 0.55
700 12.4 0.78 9.8 5.95 82.4 0.54
500 800 13.4 0.87 10.6 6.00 92.8 0.53
900
9.6 0.67 9.4 5.43 83.2 0.52
1000 19.0 0.86 4.2 5.71 85.2 0.55

A.3. Supplementary Materials for Chapter 3
Comparison with an SVD-based Esitmator
In this section, we compare the empirical performance of our proposed estimator π̂ to that
of an alternative estimator π̃ = (r(v̂1 ))−1 where v̂1 is the first right singular vector of Y .
This estimator is closely related to π̂ except that it does not centralize the rows in Y before
estimating its singular subspaces. However, this normalization step is essential in order for
the resulting estimator to be invariant to the unknown intercepts of the growth models.
The signal matrix Θ = (θij ) ∈ Rn×p is generated under the following two regimes:
• S1 (α, n, p): For any 1 ≤ j ≤ p, θij = log(1 + αj + βi ) for 1 ≤ i ≤ n/2 where as θij = 0
for n/2 < i ≤ n, βi ∼ Unif(1, 3) for all 1 ≤ i ≤ n;
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Table 18: Coverage and length of the CIs with Σ = ΣB , ρ = 1, α = 0.05 and k = 25.
Coverage is denoted as cov (%) and length is denoted as len.
β > Σγ
β > Σβ
R
n
p
cov
len
cov
len
cov
len
600
6.6 0.81 20.8 6.50 82.6 0.48
700
7.8 0.81 14.0 6.49 73.2 0.46
200 800 11.6 0.66 24.0 6.48 75.0 0.46
900
4.4 0.70 20.8 6.11 71.4 0.45
1000 4.4 0.65 13.6 5.63 73.2 0.43
600
7.6 0.78 18.8 6.74 80.8 0.51
700
6.6 0.80 18.8 6.29 76.0 0.50
300 800 10.0 0.74 19.6 6.13 85.6 0.50
900
8.6 0.71 17.6 6.03 71.8 0.48
1000 6.2 0.68 15.8 6.04 84.8 0.47
600 10.2 0.84 13.8 6.40 87.2 0.53
700
8.2 0.64 13.6 6.07 80.0 0.52
400 800
9.2 0.71 9.0 6.04 85.8 0.51
900 10.4 0.76 7.4 6.07 76.6 0.49
1000 12.8 0.66 10.6 6.01 78.4 0.51
600
8.2 0.87 20.4 7.17 83.6 0.52
700 10.6 0.82 10.2 6.64 84.2 0.51
500 800 11.4 0.53 5.2 5.24 84.6 0.49
900 10.8 0.74 11.6 5.73 79.6 0.50
1000 13.6 0.60 6.4 5.72 81.8 0.49
• S2 (α, n, p): For any 1 ≤ j ≤ p, θij = αj + βi for i = 1 where as θij = 0 for 2 ≤ i ≤ n,
βi ∼ Unif(1, 3) for all 1 ≤ i ≤ n;
In each setting, we evaluate the empirical performance of each method over a range of n,
p and α. Each setting is repeated for 200 times. The empirical normalized Kendall’s tau
is reported using boxplots, as shown in Figure 17. From Figure 17, our proposed estimator
π̂ performs better than π̃ in all the settings, especially in S2 (α, n, p) where the signals are
concentrated at one row.
Supplementary Figures and Tables
In Figure 18, we show the graphical representation of the weight vectors ŵ for our proposed
estimator π̂, as well as the pseudo-weight vector w̃ for the estimator πmax based on 200
simulations under four different models in Section 3.6.
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Table 19: Coverage and length of the CIs under simulated genetic data with α = 0.05 and
sparsity k = 25. Coverage is denoted as cov (%) and length is denoted as len.
β > Σγ
β > Σβ
R
p
n = 200
n = 300
n = 200
n = 300
n = 200
n = 300
cov
len
cov
len
cov
len
cov
len
cov
len
cov
len
700 98.4 5.79 98.9 5.60 93.6 7.98 93.2 7.72 98.0 0.35 99.6 0.36
800 99.6 6.02 98.4 5.59 95.6 8.26 94.4 7.69 99.2 0.39 99.6 0.36
900 99.2 5.99 98.8 5.55 94.0 8.09 96.4 8.06 99.6 0.35 99.8 0.34
1000 97.6 5.97 99.2 5.62 92.8 8.23 93.2 7.87 98.8 0.37 99.6 0.36

Table 20: Type I errors and powers under genetic data with α = 0.05 and sparsity k = 25.
β > Σγ
β > Σβ
R
p
type I error
power
type I error
power
type I error
power
n = 200 300 200 300 200
300
200 300 200
300
200 300
700
0.06
0.03 0.23 0.23 0.12 0.09 0.95 0.97 0.01 0.02 0.23 0.28
0.06
0.04 0.26 0.36 0.08 0.09 0.99 0.98 0.01 0.02 0.26 0.36
800
900
0.08
0.05 0.26 0.37 0.11 0.06 0.98 0.97 0.03 0.02 0.26 0.37
1000
0.10
0.05 0.25 0.35 0.12 0.08 0.98 0.98 0.04 0.01 0.25 0.35

Table 21: Numbers of SNPs on each autosome
Chromosome # of SNPs Chromosome # of SNPs
1
36760
12
23560
2
39339
13
18040
3
32977
14
16111
4
28852
15
14510
5
30078
16
14857
6
31575
17
12710
26175
14692
7
18
27248
8345
8
19
9
23387
20
12444
10
25384
21
7217
11
23732
22
7331
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Figure 17: Boxplots of the empirical normalized Kendall’s distance between the estimated
permutation and true permutation under models S1 (α, p, n) and S2 (α, p, n). π̂: proposed
estimator; πsvd : estimator based on SVD.
In Figure 19, the Taxonomic tree of 45 closely related species used in generating the shotgun
metagenomic data used on in s Gao and Li (2018) as well as Section 3.6 is given.
Table 22 lists the p-values of 8 contig clusters from the Wilcoxon rank sum test of the
ePTRs between the responser and non-responser groups, and the taxonomic annotations
with lineage scores indicating the quality of each taxonomic classification (see Section 3.6).
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Table 22: The p-values of 8 contig clusters from the Wilcoxon rank sum test of the ePTRs between the responser and non-responser groups, and the taxonomic annotations with
lineage scores indicating the quality of each taxonomic classification.
Bins (n1 , n2 )
bin.004 (8,8)

P-values
0.9592

bin.007 (9,11)

0.4119

bin.016 (5,8)

0.3543

bin.017 (7,7)

0.2086

bin.026 (7,9)

0.0418

bin.041 (6,6)

0.2402

bin.058 (8,15)

0.5063

bin.065 (5,8)

0.0653

Taxonomic Annotations with Lineage Scores
Firmicutes (phylum): 0.88; Clostridia (class): 0.78;
Clostridiales (order): 0.78; Lachnospiraceae (family): 0.40
Firmicutes (phylum): 0.96; Clostridia (class): 0.92;
Clostridiales (order): 0.92;
Firmicutes (phylum): 0.86; Clostridia (class): 0.74;
Clostridiales (order): 0.74;
Firmicutes (phylum): 0.92; Erysipelotrichia (class): 0.47;
Erysipelotrichales (order): 0.47;
Erysipelotrichaceae (family): 0.47;
Firmicutes (phylum): 0.90; Clostridia (class): 0.88;
Clostridiales (order): 0.88;
Firmicutes (phylum): 0.95; Clostridia (class): 0.91;
Clostridiales (order): 0.91; Lachnospiraceae (family): 0.49;
Roseburia (genus): 0.45;
Bacteroidetes (phylum): 0.89; Bacteroidia (class): 0.88;
Bacteroidales (order): 0.88; Bacteroidaceae (family): 0.84;
Bacteroides (genus): 0.84;
Bacteroidetes (phylum): 0.88; Bacteroidia (class): 0.88;
Bacteroidales (order): 0.88; Bacteroidaceae (family): 0.85;
Bacteroides (genus): 0.85;

A.4. Supplementary Materials for Chapter 4
We summarize our supplementary tables and figures as follows:
1. In Table 23, we provide the complete taxonomic annotations of the five differential
bins identified from the F test in Section 4.5.
2. In Figure 20, we provide the boxplots of the ePTRs of the above five differential bins.
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Table 23: The complete taxonomic annotations with lineage scores indicating the quality
of each taxonomic classification.
Bins
bin.054
bin.090
bin.091
bin.099

bin.465

Taxonomic Annotations with Lineage Scores
Firmicutes (phylum): 0.98; Clostridia (class): 0.97; Clostridiales (order): 0.97
Lachnospiraceae (family): 0.93; Roseburia (genus): 0.92
Firmicutes (phylum): 0.97; Clostridia (class): 0.95; Clostridiales (order): 0.95;
Ruminococcaceae (family): 0.84; Faecalibacterium (genus): 0.82
Firmicutes (phylum): 0.95; Clostridia (class): 0.93; Clostridiales (order): 0.93
Firmicutes (phylum): 0.96; Clostridia (class): 0.94; Clostridiales (order): 0.94;
Ruminococcaceae (family): 0.87; Subdoligranulum (genus): 0.76;
Subdoligranulum sp. APC924/74 (species): 0.74
Firmicutes (phylum): 0.98; Negativicutes (class): 0.97; Veillonellales (order): 0.96;
Veillonellaceae (family): 0.96; Dialister (genus): 0.94
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Figure 18: The graphical representation of the weight vectors ŵ for our proposed estimator
π̂, and the pseudo-weight vector w̃ for the estimator πmax based on 200 simulations under
four different models. Each column represents an n dimensional weight vector, and there
are 200 columns in each plot.
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Figure 19: Taxonomic tree of 45 closely related species used in generating the shotgun
metagenomic data used on in Gao and Li (2018).
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A. Bonnet, E. Gassiat, and C. Lévy-Leduc. Heritability estimation in high dimensional
sparse linear mixed models. Electronic Journal of Statistics, 9(2):2099–2129, 2015.

119

F. Boulund, M. B. Pereira, V. Jonsson, and E. Kristiansson. Computational and statistical
considerations in the analysis of metagenomic data. In Metagenomics, pages 81–102.
Elsevier, 2018.
H. Bremer and G. Churchward. An examination of the cooper-helmstetter theory of dna
replication in bacteria and its underlying assumptions. Journal of Theoretical Biology,
69(4):645–654, 1977.
C. T. Brown, M. R. Olm, B. C. Thomas, and J. F. Banfield. Measurement of bacterial
replication rates in microbial communities. Nature Biotechnology, 34(12):1256–1263, 2016.
L. D. Brown and E. Greenshtein. Nonparametric empirical bayes and compound decision
approaches to estimation of a high-dimensional vector of normal means. The Annals of
Statistics, pages 1685–1704, 2009.
B. Bulik-Sullivan, H. K. Finucane, V. Anttila, A. Gusev, F. R. Day, P.-R. Loh, L. Duncan,
J. R. Perry, N. Patterson, E. B. Robinson, et al. An atlas of genetic correlations across
human diseases and traits. Nature Genetics, 47(11):1236, 2015.
T. T. Cai and Z. Guo. Confidence intervals for high-dimensional linear regression: Minimax
rates and adaptivity. The Annals of Statistics, 45(2):615–646, 2017.
T. T. Cai and Z. Guo. Semi-supervised inference for explained variance in high-dimensional
regression and its applications. Journal of the Royal Statistical Society: Series B, 82:
391–419, 2020.
T. T. Cai and A. Zhang. Rate-optimal perturbation bounds for singular subspaces with
applications to high-dimensional statistics. The Annals of Statistics, 46(1):60–89, 2018.
T. T. Cai, W. Liu, and Y. Xia. Two-sample covariance matrix testing and support recovery
in high-dimensional and sparse settings. Journal of the American Statistical Association,
108(501):265–277, 2013a.
T. T. Cai, Z. Ma, and Y. Wu. Sparse PCA: Optimal rates and adaptive estimation. The
Annals of Statistics, 41:3074–3110, 2013b.
T. T. Cai, W. Liu, and Y. Xia. Two-sample test of high dimensional means under dependence. Journal of the Royal Statistical Society: Series B (Statistical Methodology), 76(2):
349–372, 2014.
T. T. Cai, H. Li, J. Ma, and Y. Xia. Differential markov random field analysis with an
application to detecting differential microbial community networks. Biometrika, 106(2):
401–416, 2019.
T. T. Cai, Z. Guo, and R. Ma. Statistical inference for high-dimensional generalized linear
models with binary outcomes. Technical Report, 2020.

120

E. Candès, Y. Fan, L. Janson, and J. Lv. Panning for gold: model-x knockoffs for high
dimensional controlled variable selection. Journal of the Royal Statistical Society: Series
B (Statistical Methodology), 80(3):551–577, 2018.
E. J. Candès and P. Sur. The phase transition for the existence of the maximum likelihood
estimate in high-dimensional logistic regression. The Annals of Statistics, 48(1):27–42,
2020.
S. Chatterjee, A. Guntuboyina, and B. Sen. On risk bounds in isotonic and other shape
restricted regression problems. The Annals of Statistics, 43(4):1774–1800, 2015.
S. Chatterjee, A. Guntuboyina, and B. Sen. On matrix estimation under monotonicity
constraints. Bernoulli, 24(2):1072–1100, 2018.
O. Collier and A. S. Dalalyan. Minimax rates in permutation estimation for feature matching. The Journal of Machine Learning Research, 17(1):162–192, 2016.
S. Cooper and C. E. Helmstetter. Chromosome replication and the division cycle of escherichia coli b/r. Journal of Molecular Biology, 31(3):519–540, 1968.
J. Copas. Compound decisions and empirical bayes. Journal of the Royal Statistical Society.
Series B (Methodological), 31(3):397–417, 1969.
D. Cullina and N. Kiyavash. Improved achievability and converse bounds for erdös-renyi
graph matching. In ACM SIGMETRICS Performance Evaluation Review, volume 44,
pages 63–72. ACM, 2016.
R. R. Currie and G. S. Pandher. Finance journal rankings and tiers: An active scholar
assessment methodology. Journal of Banking & Finance, 35(1):7–20, 2011.
S. K. Deshpande and S. T. Jensen. Estimating an nba player’s impact on his team’s chances
of winning. Journal of Quantitative Analysis in Sports, 12(2):51–72, 2016.
P. Diaconis. Group Representations in Probability and Statistics. Institute of Mathematical
Statistics Lecture Notes–Monograph Series (11), 1988.
P. Diaconis and R. L. Graham. Spearman’s footrule as a measure of disarray. Journal of
the Royal Statistical Society. Series B (Methodological), pages 262–268, 1977.
A. Dimitromanolakis, J. Xu, A. Krol, and L. Briollais. sim1000g: a user-friendly genetic
variant simulator in r for unrelated individuals and family-based designs. BMC Bioinformatics, 20(1):1–9, 2019.
N. Flammarion, C. Mao, and P. Rigollet. Optimal rates of statistical seriation. Bernoulli,
25(1):623–653, 2019.
G. Fortin. L-carnitine and intestinal inflammation. In Vitamins & Hormones, volume 86,
pages 353–366. Elsevier, 2011.
121

F. Gao, H. Luo, and C.-T. Zhang. Doric 5.0: an updated database of oric regions in both
bacterial and archaeal genomes. Nucleic Acids Research, 41:D90, 2013.
Y. Gao and H. Li. Quantifying and comparing bacterial growth dynamics in multiple
metagenomic samples. Nature Methods, 15:1041–1044, 2018.
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