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To produce a spoken word we must first retrieve it from memory in a process termed lexical 
selection. Lexical selection by competition theory proposes that retrieval is a process in which 
multiple word candidates are activated and compete for selection. While this theory has been 
prominent for several decades, it has been challenged in recent years by empirical demonstrations 
of semantic context effects in naming paradigms that are difficult to reconcile with a competitive 
lexical selection mechanism. These findings have led to novel theoretical accounts being 
formulated. This dissertation investigates how the structural organization of conceptual information 
influences spoken word production according to the different theoretical accounts. In simple terms, 
how are object concepts that we express everyday organized with respect to their constituent 
features, and how do these features determine semantic context effects in naming paradigms? Using 
picture-word interference and blocked cyclic paradigms in conjunction with functional 
neuroimaging, I investigated the potentially different roles that conceptual feature overlap and 
feature distinctiveness have in influencing semantic context effects in naming. Over three chapters 
comprising nine experiments, I show recent empirical findings used to challenge the competitive 
lexical selection account are not replicable. Further, I show that increasing conceptual feature 
overlap is primarily responsible for slowing naming latencies in semantic contexts. I conclude that a 
competitive account remains the most viable explanation of lexical selection in speech production. 
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Chapter 1 
 
General Introduction
	 16
The ability to speak, like so many aspects of human functioning, appears simple yet is 
deceptively complex. The work documented in this thesis investigates the structural organization of 
conceptual information as it relates to speech production. In simple terms, how are object concepts 
that we express everyday organized with respect to their constituent features, and how do these 
features influence spoken word production?  
In this chapter, I will present a brief overview of the prominent theoretical account of spoken 
word production that underpins the empirical studies presented in later chapters. I will also 
introduce the experimental picture naming paradigms that I use, describing relevant empirical 
observations from these paradigms within the context of that theoretical account. Next, I outline 
recent empirical challenges to that theoretical account that I will investigate in later chapters.  
 
Selection by Competition: A theoretical account of lexical access in spoken word production 
 Lexical selection refers to the retrieval of a word from long-term memory in order to produce it. 
The retrieval process is usually assumed to involve the activation of conceptual information, lexical 
representations with accompanying syntactic information (i.e., lemmas), morphemes, phonemes and 
syllabified motor programs within a large network architecture, and activation spreads from each 
layer of the network to the next (Levelt, Roelofs, & Meyer, 1999). This dissertation is primarily 
concerned with the former two stages of processing.  
 For example, given a task of verbally identifying an object such as a CAR, the features that 
make up a CAR are activated, and activation spreads to the lexical representation corresponding to 
the target word CAR. Via this spreading activation mechanism (Collins & Loftus, 1975), 
conceptual feature overlap engages other lexical representations sharing features with the target. For 
instance, activation of conceptual features linked to CAR would also activate VAN, as they have 
high feature overlap (See Figure 1). Almost all models of spoken word production agree on this 
general process (Caramazza, 1997; Dell & O'Seaghdha, 1992; Goldrick & Rapp, 2002; Levelt, 
Roelofs, & Meyer, 1999; Oppenheim, Dell, & Schwartz, 2010; Abdel Rahman & A. Melinger, 
2009; Starreveld & La Heij, 1995, 1996). However, models differ with respect to how a lexical 
representation is selected amongst all possible activated lexical representations. If you are shown a 
picture of a CAR, and yet a range of conceptually overlapping lexical representations is activated 
including VAN, how is it that we are highly unlikely to make a mistake in that verbal identification 
(Levelt, et al., 1999)? 
	 17
 
 
Figure 1. An example of a conceptual-lexical network for CAR and VAN.  
 
 As the descriptive label suggests, selection by competition assumes each lexical representation 
must compete for selection against all other activated lexical representations. For example, 
according to the WEAVER++ computational model (Levelt, et al., 1999; Roelofs, 1992, 2003), 
target selection takes place using the ratio of the activation of the target lexical representation 
versus that of all other co-activated lexical representations (Luce, 1959). Thus, without any other 
significant source of activation to influence the network, CAR will typically be selected, but in a 
context of competition with other lexical representations such as VAN. 
 
Experimental paradigms: Picture-word interference and blocked cyclic naming 
In the picture-word interference paradigm, participants name target pictures while ignoring 
superimposed distractor words (Rosinski, Golinkoff, & Kukish, 1975).  The typical finding is 
slower naming latencies when the distractor word (e.g. van) is categorically related to the target 
picture (e.g. CAR) compared to an unrelated distractor word (e.g., dog; See Figure 2 for an 
example), an effect termed semantic interference (SI: La Heij & van den Hof, 1995; Levelt, et al., 
1999; Levelt et al., 1991; Schriefers, Meyer, & Levelt, 1990).  
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Figure 2. Examples of stimuli in a PWI experiment. Target-distractor pairs can share a categorical 
relationship (left) or be unrelated (right). 
 
According to the lexical selection by competition account, semantic interference is 
demonstrative of conceptual overlap between target and distractor (Levelt, et al., 1999; Starreveld 
& La Heij, 1995, 1996). Categorically related concepts necessarily share features, thus activation 
from the target will spread to the distractor, increasing its activation level. As a result, the related 
distractor word will become a stronger candidate for selection, increasing competition that is 
reflected in increased target picture naming latencies.  
The blocked cyclic naming paradigm is also used to investigate effects of semantic context in 
speech production (Damian, Vigliocco, & Levelt, 2001). Participants are required to name serially 
presented sets of pictures (usually 4 to 5 pictures per set), cycled 4 or more times in a 
pseudorandomised order. Pictures are arranged into blocks of categorically homogeneous or 
heterogeneous (i.e., mixed or unrelated) blocks. For instance, an experiment may use several 
categories arranged in a matrix such as CLOTHING, ANIMALS, TOOLS, and VEHICLES. The 
CLOTHING category might use exemplar pictures such as dress, shoe, hat and belt. In the 
homogeneous condition, participants name exemplars corresponding to only a single category over 
multiple cycles. In the heterogeneous condition, pictures from all categories are named over the 
same number of cycles (e.g., belt, rat, fork, train). Typically, cycles of heterogeneous and 
homogeneous conditions are intermixed; that is, a participant might name pictures in a 
homogeneous set cycled, then a heterogeneous set, then a homogeneous set again, and so on. An 
example of a matrix of homogeneous (in rows) and heterogeneous (in columns) blocks is illustrated 
in Figure 3. Semantic interference in blocked cyclic naming is typically observed in the 
homogeneous condition from the second cycle of naming onward (for a review, see Belke & 
Stielow, 2013). Competitive accounts of lexical selection assume that the interference effect is 
based upon the repeated access of multiple category coordinates. As a result, many competitors 
within a category are activated and therefore interfere with naming in the homogeneous condition 
(Damian & Als, 2005).  
VAN DOG 
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Figure 3. Matrix depicting example object stimuli used in the blocked cyclic naming paradigm. 
Categorically homogeneous blocks of items are arranged in rows, and heterogeneous blocks are 
arranged in columns.  
 
Empirical challenges to the Lexical Selection by Competition account of semantic interference 
 In recent years, competitive lexical selection accounts of semantic interference effects in 
picture naming paradigms have faced significant empirical challenges (Costa, Alario, & Caramazza, 
2005; Mahon, Costa, Peterson, Vargas, & Caramazza, 2007; Oppenheim, et al., 2010). Some PWI 
experiments have shown that not all semantic relationships induce interference. Costa, Alario and 
Caramazza (2005) demonstrated semantic facilitation with distractor words that share a ‘has-a’ or 
‘part-whole’ relationship with the target picture, e.g. bumper-CAR, a result confirmed by 
Muehlhaus, Heim, Sachs, Schneider, Habel & Sass (2013). In two PWI experiments with different 
stimuli that manipulated the semantic distance of within-category target-distractor relations, Mahon 
et al. (2007) showed facilitation of target naming latencies (e.g., HORSE) for semantically ‘close’ 
distractors (e.g., zebra) compared to semantically ‘far’ distractors (e.g., whale).  
 The semantic distance manipulations employed by Mahon et al. (2007; Experiments 5 and 7) 
involved the use of similarity ratings and feature production norms, respectively. Semantic 
similarity ratings are quite straightforward to obtain: a sample of participants are presented with 
Homogeneous Blocks 
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pairs of object names (e.g., CAR and VAN) and asked to rate how related the two object concepts 
denoted by the words are, typically on a scale of 1-7 (e.g. 1 = not related, 7 = very related; e.g., 
Hutson & Damian, 2014). An average similarity rating is then obtained for each pairing. Feature 
production norms are large databases of target object concepts that have had their features listed and 
then classified according to type (e.g. McRae, Cree, Seidenberg, & McNorgan, 2005). To do so, a 
large sample of participants (N~725, in the case of McRae et al.) are given a set of object names, 
and are asked to generate features that are particularly salient for that object concept. Given the 
concept CAR, for instance, a participant might produce features such as has wheels, has doors, uses 
fuel; features that are also likely to be produced for VAN. Using these norms, an experimenter can 
quantitatively define semantic similarity as the number of features object concepts share according 
to the feature production norms.  
 Mahon et al. (2007) argued that part related and semantically close distractors should have 
higher conceptual-lexical activation levels due to sharing features with the target and thus be 
stronger competitors. Therefore, they interpreted findings of facilitation for part related and 
semantically close distractors as evidence contrary to a competitive lexical selection mechanism 
and contrary to a lexical locus for interference effects, although at least one study had already 
reported the opposite effect for the latter distractors: Vigliocco, Vinson, Lewis and Garrett (2004; 
Experiment 3) found a linear trend of greater interference over four levels of semantic distance.   
 Chapter 2 addresses the above findings concerning shared features and semantic distance 
effects in PWI in more detail, via both direct and conceptual replication experiments. 
 
Alternative accounts: Response Exclusion and the Swinging Lexical Network 
 Mahon et al. (2007) proposed an alternative post-lexical response exclusion account of 
semantic interference in the PWI paradigm in which conceptual overlap between distractor and 
target invariably induces semantic priming, with the observed interference effect instead reflecting 
whether distractors are potentially relevant responses that need to be cleared from an output buffer 
by a post-lexical decision mechanism. As words are assumed to have privileged access to the 
articulators, they enter this output buffer before the target picture response, and therefore must be 
removed from the single channel buffer before the target; the more relevant the distractor response, 
the longer it takes to be cleared from the buffer. This account explains the facilitation observed for 
semantically close vs. far distractors in terms of greater priming for the former due to conceptual 
feature overlap: semantically close distractors enter the buffer earlier and are excluded via identical 
response relevant criteria. Further, the account explains the part-whole facilitation effect in PWI 
(Costa, et al., 2005) in a similar manner, as the related ‘part’ (e.g. bumper) is primed to enter the 
buffer earlier yet is not a relevant response to the whole target picture (e.g. CAR). 
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 Abdel Rahman and Melinger (2009) subsequently modified the competitive lexical selection 
account to explain part-whole and semantic distance facilitation effects in the PWI paradigm. 
According to their swinging lexical network model, feature-overlap between targets and distractors 
invariably produces semantic priming and interference. A net result of interference or facilitation 
depends upon the pattern of activation within the network. If shared features between the target and 
distractor activate a cohort of within- category lexical competitors, this creates one-to-many 
competition, and the net result is interference. Facilitation results when feature overlap does not 
spread to many lexical competitors, causing one-to-one competition. As distractors that are parts of 
whole objects do not spread activation to other related concepts, they produce one-to-one rather 
than one-to-many competition, and the net result is facilitation. Similarly, facilitation for 
semantically close distractor-target pairings is attributed to stronger priming due to feature overlap 
coupled with activation of a narrower category cohort of competitors (e.g., HORSE and zebra will 
activate only members of the equine category), contrasted with weaker priming and activation of a 
larger cohort for semantically far distractors (e.g., HORSE and whale will activate the broader 
category of animals). 
 The swinging lexical network model also predicts semantic interference will be observed for 
object parts in the blocked cyclic naming paradigm. According to Abdel Rahman and Melinger 
(2009), the paradigm “mimics a constrained discourse context by increasing the relevance of links 
between contextually related concepts” (p. 726). Thus, interference should arise due to converging 
conceptual activation among parts of an object in the homogeneous context resulting in a cohort of 
lexical candidates being activated via the same mechanism as that responsible for semantic 
interference with categorically related homogeneous contexts.  
 Chapter 3 directly addresses this proposal by using first behavioural and then functional 
magnetic resonance imaging (fMRI) experiments to investigate whether semantic interference can 
be elicited by part relations, and if so, whether this engages brain regions typically involved in 
semantic interference with categorical relations, implying a common mechanism.  
 
Revisiting conceptual processing: the roles of shared versus distinctive features  
 To date, all accounts of semantic interference and facilitation effects have emphasized feature-
overlap between object concepts. However, there is considerable computational and behavioural 
evidence that distinctive features are activated differentially—and perhaps preferentially—to shared 
features (Randall et al., 2004; Cree et al., 2006; Grondin et al., 2009). Distinctive features can be 
defined as features that are (ideally) a perfect cue to a concept, distinguishing it from other related 
concepts, or in terms of narrowing a contrast set. For instance, the feature “has a talon,” is likely to 
narrow a contrast set to <birds of prey> (see Cree et al., 2006). As Grondin et al. (2009) note, 
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distinctive features “make it easier to respond when the task requires distinguishing an item from 
among similar items, such as when naming the picture of an object” (p. 6, see also Cree et al., 2006; 
Taylor et al., 2012). 
 Thus, if distinctive features have a privileged role during conceptual processing (Cree et al., 
2006), in that they are activated more quickly and/or strongly than shared features, this might 
explain why some semantically related distractors produce facilitation rather than interference. For 
instance, consider a zebra, one of the stimuli used by Mahon et al. in their experiments. A zebra has 
many of the features one would expect of an equine animal: hooves, a mane, a tail, etc. However, it 
also has stripes, a feature that strongly distinguishes it from other equines. Might this feature 
differentiate the activation of a zebra as compared to a category coordinate such as horse? In 
another example, consider a direct comparison between a distinctive part against a non-distinctive 
part. Used as distractors in a PWI experiment, would a distinctive part (such as stripes on a zebra) 
differentially affect picture naming latencies compared to a non-distinctive part (hooves on a 
zebra)? In Chapter 4, the roles of shared vs. distinctive conceptual features in spoken word 
production are expanded upon and examined in more detail using the PWI paradigm, using 
distractor-target manipulations involving both categorical and part-whole relations. 
 
Outline of the Dissertation 
 The next three chapters will address various issues raised by the empirical challenges to the 
competitive lexical selection account. Chapter 2 investigates the role of feature overlap with respect 
to semantic distance effects in PWI. Experiment 1 is a direct replication of Experiment 7 of Mahon 
et al (2007), to ascertain if semantic facilitation with semantically close distractors is a reproducible 
phenomenon. Experiments 2 and 3 investigate the graded nature of semantic distance per Vigliocco 
et al. (2004), using a novel within-category manipulation of feature overlap at five and four levels 
respectively. 
 Chapter 3 investigates if object part relations invariably produce semantic facilitation in spoken 
word production by employing the blocked cyclic naming paradigm. The experiments in this 
chapter were motivated by Abdel Rahman and Melinger’s (2009) proposal that the blocking context 
should ‘swing’ the lexical network to interference. In Experiment 4, object parts are blocked to 
determine if semantic interference can be observed. Experiment 5 uses identical stimuli and 
methodology, with the addition of functional neuroimaging. Using fMRI allows us to determine if 
the same mechanisms underlie interference effects observed with categorical and part-whole 
relations, as this is a key assumption of the swinging lexical network proposal.  
 Chapter 4 investigates the roles of shared vs. distinctive features in the PWI paradigm, to 
determine if distinctive features are activated differentially to shared features and thus influence 
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lexical selection differentially. The experiments in this chapter are motivated by findings of 
semantic facilitation used to support the response exclusion account (Mahon, et al., 2007), as well 
as evidence of the importance of distinctive features in facilitating basic naming and word-feature 
verification (e.g. Cree, McNorgan, & McRae, 2006; Grondin, Lupker, & McRae, 2009). 
Experiment 6 pairs target pictures with categorically related distractor words, with some 
representing concepts with highly distinctive features. Experiment 7 attempts to replicate the 
original finding of semantic facilitation (Mahon et al., 2007; Experiment 5). Experiments 8 and 9 
use distinctive and non-distinctive object parts as distractors in PWI. This manipulation allows for 
an investigation of the role of feature distinctiveness with respect to reports of semantic facilitation 
with object-part relations in PWI (Costa, et al., 2005; Muehlhaus et al., 2013; Sailor & Brooks, 
2014) 
 Finally, Chapter 5 summarises the evidence from Chapters 2, 3 and 4, with respect to the 
alternative accounts of speech production that have been proposed based on the empirical 
challenges to the lexical selection by competition account (Mahon, et al., 2007; Abdel Rahman & 
Melinger, 2009).  
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Chapter 2 
 
Feature overlap slows lexical selection: 
Evidence from the picture-word 
interference paradigm 
 
 
 
How does the presence of a categorically related word influence picture naming latencies?  
In order to test competitive and non-competitive accounts of lexical selection in spoken word 
production, we employed the picture-word interference (PWI) paradigm to investigate how 
conceptual feature overlap influences naming latencies when distractors are category coordinates of 
the target picture. Mahon et al. (2007) reported that semantically close distractors (e.g., zebra) 
facilitated target picture naming latencies (e.g., HORSE) compared to far distractors (e.g., whale). 
We failed to replicate a facilitation effect for within-category close vs. far target-distractor pairings 
using near-identical materials based on feature production norms, instead obtaining reliably larger 
interference effects (Experiments 1 & 2). The interference effect did not show a monotonic increase 
across multiple levels of within-category semantic distance, although there was some evidence of a 
linear trend when unrelated distractors were included in analyses (Experiment 2 and 3). Our results 
show that semantic interference in PWI is greater for semantically close vs. far category coordinate 
relations, reflecting the extent of conceptual feature overlap between target and distractor. These 
findings are consistent with the assumptions of prominent competitive lexical selection models of 
speech production. 
 
 
 
 
Experiments 1 and 2 of this chapter have been published as: 
Vieth, H. E., McMahon, K. L., & de Zubicaray, G. I. (2014). Feature overlap slows lexical selection: 
Evidence from the picture-word interference paradigm. The Quarterly Journal of Experimental 
Psychology, 1-15. doi: 10.1080/17470218.2014.923922 
 
The authors are grateful to Mayling (June) Lee and Douglas Fraser for their assistance with 
collecting and scoring data. 
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Introduction 
A core assumption of all contemporary models of speech production is that when we speak, 
we select words from a range of lexical candidates. Is the mechanism for selecting among these 
candidates a competitive process that continues until a target word is chosen, or is it instead more 
akin to a ‘horse race’ in which the first candidate to pass a pre-determined threshold ‘wins’? After 
40 years of psycholinguistic research involving empirical studies and computational simulations of 
lexical access in speech production, this question continues to dominate the literature (e.g. Levelt, et 
al., 1999; Mahon, et al., 2007; Oppenheim, et al., 2010; Abdel Rahman & Melinger, 2009). 
 In the picture-word interference (PWI) paradigm, participants name target pictures while 
ignoring superimposed distractor words (Rosinski, et al., 1975). Slower naming latencies are 
reported typically when distractors (e.g., wolf) are category coordinates of the target picture (e.g., 
DOG) compared to unrelated words (e.g., lamp), an effect termed semantic interference (e.g. La 
Heij & van den Hof, 1995; Levelt, et al., 1999; Levelt, et al., 1991; Schriefers, et al., 1990). The 
interference effect has been interpreted as evidence supporting a competitive lexical selection 
mechanism in some spoken word production models (Levelt, et al., 1999; Abdel Rahman & 
Melinger, 2009). However, non-competitive lexical selection mechanisms have also been proposed 
to explain the effect (Caramazza, 1997; Dell & O'Seaghdha, 1991; Mahon, et al., 2007). 
 The lexical selection by competition (LSC) account assumes that the time taken to name a 
target picture is a function of the number of activated lexical candidates and their activation levels. 
For instance, if the target concept ‘HORSE’ is activated, related animal concepts such as pony, cow 
etc. also become activated, and this activation spreads to their lexical representations. According to 
the LSC account, the interference effect is due to the related distractor word increasing the lexical 
activation level of a competitor already activated by the target picture. By contrast, an unrelated 
distractor strengthens a lexical candidate that was not activated by the picture. The slower target 
naming latency for the related distractor condition thus reflects the additional time taken to resolve 
the competition between the highly activated non-target and target candidates.  
 Recent PWI experiments have shown that not all semantic relationships induce interference. 
Costa, Alario and Caramazza (2005) demonstrated semantic facilitation with distractor words that 
share a ‘has-a’ or ‘part-whole’ relationship with the target picture, e.g. bumper-CAR. In two PWI 
experiments with different stimuli that manipulated the semantic distance of within-category target-
distractor relations, Mahon et al. (2007) showed facilitation of target naming latencies (e.g., 
HORSE) for semantically ‘close’ distractors (e.g., zebra) compared to semantically ‘far’ distractors 
(e.g., whale). The semantic distance manipulation employed by Mahon et al. (2007; Experiment 7) 
reflected the extent to which distractor words share conceptual features with target picture names, 
determined empirically via feature generation norms (McRae, et al., 2005). Mahon et al. (2007) 
	 26
argue that part and semantically close distractors should have higher conceptual-lexical activation 
levels due to sharing features with the target and thus be stronger competitors. Therefore, they 
interpreted their results as evidence contrary to a LSC mechanism, and contrary to a lexical locus 
for interference effects. They proposed an alternative response exclusion (RE) account in which 
semantic relations induce conceptual priming, with interference instead reflecting whether 
distractors are potentially relevant responses that need to be cleared from an articulatory output 
buffer by a post-lexical decision mechanism.  
 In order to reconcile the above reports of semantic facilitation effects with the operation of a 
competitive lexical selection mechanism, Abdel Rahman and Melinger (2009) proposed their 
swinging lexical network model. In this account, all distractors semantically related to the target 
induce both conceptual priming and lexical competition. According to this explanation, unless a 
cohort of lexical competitors is activated via converging activation of the conceptual features shared 
within a category, the net result is facilitation. When a cohort is activated, this one-to-many 
competition within the lexical network changes the net result to interference. As distractors that are 
parts of whole objects do not spread activation to other related concepts, they produce one-to-one 
rather than one-to-many competition, and the net result is facilitation. According to AbdelRahman 
and Melinger (2009), semantic distance effects are attributable to stronger priming at the conceptual 
level coupled with activation of a narrower category cohort for semantically close target-distractor 
pairings (e.g., HORSE and zebra will activate only members of the equine category), contrasted 
with weaker priming and activation of a larger cohort of competitors for semantically far distractors 
(e.g., HORSE and whale will activate members of the broader category of animals). 
 Although both the RE and swinging lexical network (SLN) accounts provide explanations 
for why semantically far distractors might produce stronger interference effects, it is worth noting 
that at least one study has reported the opposite effect, i.e., stronger interference for semantically 
close distractors. Vigliocco, Vinson, Lewis and Garrett (2004; Experiment 3) observed a linear 
trend of increasing interference over four levels of semantic distance (very close, close, medium, 
and far) with stimuli that were derived from feature norms. However, their ‘medium’ distance 
condition employed a mixture of categorically related and unrelated distractor target pairings 
(25%), while their ‘far’ condition always employed unrelated items. As Mahon et al. noted, the RE 
account could accommodate some of these findings by assuming the linear trend instead reflected 
the proportion of items within each distractor condition that were potentially relevant responses. 
Vigliocco et al. also employed different sets of distractors across conditions, whereas Mahon et al. 
re-paired targets and distractors to create their different distance conditions.  
 The two studies also differed in terms of item repetition, a factor known to reduce the 
magnitude of the interference effect in PWI experiments (e.g. Caramazza & Costa, 2001; La Heij & 
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van den Hof, 1995). As Caramazza and Costa (2001) noted, repetition can “affect response 
strategies, response learning, the ability to ignore distractors for a given picture, and so on” (p. 218). 
Repetition might also have a moderating influence on semantic distance effects in PWI, such that 
close distractor-target pairings are affected more as they share more features. Repetition priming in 
production is proposed to arise from changes in the strength of the connections between conceptual 
and lexical representations (e.g. Wheeldon & Monsell, 1992). In Mahon et al.’s (2007) Experiment 
7, distractor-target pairings were each presented three times in four conditions (including filler 
trials, thus targets were named 12 times) and the data were collapsed across repetitions for analysis, 
potentially obscuring any moderating effects. Thus, it is difficult to draw strong inferences about 
the semantic distance effects reported across Vigliocco et al.’s and Mahon et al.’s studies given the 
clear differences in procedures. 
 In this study, we report three PWI experiments investigating effects of shared distractor 
features in categorical relations. Experiment 1 was a direct replication of Mahon et al’s (2007) 
Experiment 7 using near-identical materials derived from feature production norms (McRae, et al., 
2005), and included repetition as a factor in the analyses. Experiment 2 investigated the potential 
graded nature of semantic distance effects within-category over five levels (four related, one 
unrelated), and employed a within-participant design (c.f., Vigliocco et al. 2004). Experiment 3 also 
investigated graded semantic distance effects, but over four levels (3 related), to match the number 
of levels employed by Vigliocco et al. (2004). The materials used were based on the same feature 
production norms per Experiment 1. Additionally, Experiments 2 and 3 included the same target-
distractor pairings as Experiment 1, affording an opportunity for replication.  
 
Experiment 1  
Participants 
 Participants were 48 students enrolled in first-year psychology courses at the University of 
Queensland. All were native English speakers. Each participant gave informed consent in 
accordance with the protocol approved by the Behavioural and Social Sciences Ethical Review 
Committee of the University of Queensland and was compensated with course credit.  
Design 
 We used the same 3x3x3 mixed design as Mahon et al. (2007; Experiment 7): the 
independent variables were semantic distance (semantically close vs. far vs. unrelated), SOA (-
160ms, 0ms, +160ms) and presentation (first, second or third presentation). Semantic distance and 
presentation were varied within-participants, while SOA was varied between-participants. 
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Materials 
 35 of the 36 target pictures and 33 of the 36 distractor words from Mahon et al.’s (2007) 
Experiment 7 (see Appendix A) were adopted for this study. ‘Yam’ and ‘shrimp’ were replaced with 
‘radish’ and ‘prawn’ respectively as the original items are not familiar names to Australians. 
‘Futon’ and ‘ARROW’ were replaced with ‘sofa’ and ‘SPEAR’, respectively, as the original items 
are not in the McRae et al. (2005) norms. 36 distractor words were used twice; once as a 
semantically close distractor for one target picture, and once as a semantically far distractor for a 
different target. For example, for the picture ‘SKUNK’, the semantically close distractor was 
‘raccoon’ and the far distractor ‘clam’. For ‘SNAIL’, ‘clam’ served as semantically close distractor 
and ‘raccoon’ as semantically far distractor. 18 unrelated distractor words that were not category 
coordinates of the target were used twice so as to match the targets and distractors paired this way. 
In order to reduce the number of related trials to 50%, each target picture was paired with an 
additional unrelated distractor word that did not correspond to any item in the experiment. 
Following Mahon et al., the data from this filler condition were excluded from all analyses. Pictures 
were black-and-white line drawings, the majority of which were selected from normative picture 
databases (Patrick Bonin, Peereman, Malardier, Méot, & Chalard, 2003; Cycowicz, Friedman, & 
Rothstein, 1997; Szekely et al., 2004) with remaining items from the internet. Four randomisation 
lists were prepared using a Latin square design following Mahon et al. (2007). Within a single 
presentation there were 4 blocks of target distractor pairs, organised such that an equal number of 
stimuli were presented from each condition. A single presentation thus contained 108 experimental 
trials, with 36 trials at each level of semantic distance (close and far), 36 unrelated trials, and an 
additional 36 filler trials (total = 144 trials). Therefore, a single participant saw a total of 432 trials 
(144 trials x 3 repetitions).  
Apparatus 
 Stimuli presentation, response recording and latency measurement (i.e., voice key) were 
accomplished via the Cogent 2000 toolbox extension (www.vislab.ucl.ac.uk/cogent_2000.php) for 
MATLAB (2010a, MathWorks, Inc) using a personal computer equipped with a noise-cancelling 
microphone (Logitech, Inc). The same apparatus was used in all subsequent experiments. 
Procedure 
 Participants underwent pre-experimental familiarisation with the target pictures by naming 
each three times in random order. The first presentation was accompanied by the target’s proper 
name printed below, with subsequent presentations only displaying the picture. Each experimental 
trial commenced with the participant pressing the space bar following the presentation of a question 
mark (?) at center-screen. Trials began by presenting a fixation cross center-screen for 500ms, 
followed by a 50ms blank screen. The distractor word appeared at ±160 or 0ms SOA relative to 
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target presentation. Distractor words appeared randomly either above or below targets and 
counterbalanced across trials/conditions. Stimuli remained onscreen for 3000ms or until the 
participant made a verbal response. A question mark presented centrally then indicated that the 
participant could proceed to the next trial via space bar press.  
 
 
Results and Discussion 
 The following trials were discarded from the naming latency analyses: (a) speech errors 
(2.1%), (b) omissions/failures to trigger the voice key (.1%), (c) non-speech noises (tuts, clicks, 
coughs etc.) that triggered the voice key (.1%), and (d) latencies below 250 ms or above 2000 ms 
(1.04%). Latencies deviating more than 2.5 standard deviations from within-participant, within-
condition means were also excluded from analysis (.11%). Errors were classified according to 
whether the participant hesitated during naming (i.e., dysfluencies) or misidentified the target. Due 
to their low frequency errors were not subjected to further analysis. Mean naming latencies and 
95% confidence intervals (CIs: see Cumming, 2008) in addition to error rates are reported in Table 
1.
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Table 1. Naming Latencies (in Milliseconds), 95% Confidence Intervals (CI), and Error rates (E) by Type of Distractor, SOA and Presentation (P). 
 
  SOA 
   -160ms   
0ms 
  
+160ms 
  
Semantic Distance   P1 P2 P3 Pmean P1 P2 P3 Pmean P1 P2 P3 Pmean 
Close Mean 746 722 728 732 694 664 669 676 529 531 542 534 
CI ±56 ±57 ±60 ±55 ±56 ±57 ±60 ±55 ±56 ±57 ±60 ±55 
E 0.02 0.01 <.01 0.02 0.04 0.03 0.03 0.03 0.04 0.04 0.04 0.02 
Far  Mean 720 711 707 713 672 662 659 664 530 531 541 534 
CI ±49 ±56 ±59 ±52 ±49 ±56 ±59 ±52 ±49 ±56 ±59 ±52 
E 0.01 <.01 <.01 <.01 0.02 0.03 <.01 0.02 0.03 0.02 0.03 0.03 
Unrelated Mean 711 712 701 708 664 658 640 654 534 528 551 538 
CI ±45 ±52 ±54 ±49 ±45 ±52 ±54 ±49 ±45 ±52 ±54 ±49 
E 0.01 0.01 0.01 0.02 0.02 <.01 0.02 0.02 0.02 0.02 0.02 0.02 
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 Data were subjected to repeated measures analyses of variance (ANOVA) by participants 
and by items. There was a significant effect of semantic distance by participants F1(2, 90) = 6.17, 
MSE = 1213.39, p = .003, partial η2 = .12 and by items F2(2, 210) = 8.15, MSE = 2466.22, p < .001, 
partial η2 = .02, with naming latencies slower with semantically close distractors compared to 
semantically far or unrelated distractors. There was also a significant main effect of SOA by 
participants F1(2, 45) = 13.37, MSE = 94748.51, p < .001, partial η2 = .37 and by items F2 (2, 105) 
= 210.57, MSE = 13270.12, p < .001, partial η2 = .8, with naming latencies slower from -160, to 0 
to +160ms SOAs. The effect of presentation was not significant by participants F1 (2, 90) = 1.50, 
MSE = 2217.53, p = .23, although was significant by items F2 (2, 210) = 6.64, MSE = 1863.46, p = 
.002 partial η2 = .06, with naming latencies slower at initial presentations. There was a significant 
interaction between semantic distance and SOA by participants F1 (4, 90) = 2.50, MSE = 1213.39, 
p = .048, partial η2 = .08 and by items F2 (4, 210) = 2.46, MSE = 2466.22, p = .046, partial η2 = .04. 
The interaction between presentation and SOA was not significant by participants F1 (4, 90) = 1.78, 
MSE = 2217.53, p = .14, although was significant by items F2 (4, 210) = 4.24, MSE = 1863.46 p = 
.003, partial η2 = .02. The interaction between semantic distance and presentation was not 
significant by participants F1 (8, 180) = .76, MSE = 645.37, p = .68 or by items F2 (4, 420) = 1.56, 
MSE = 1837.51, p = .19.  
 Repeated-measures ANOVAs were next performed within each SOA. At -160ms SOA, 
Mauchly’s test indicated that the semantic distance variable violated the assumption of sphericity by 
participants (2 = 10.38, p < .05, ε = .66), therefore the degrees of freedom were corrected using 
Greenhouse–Geisser estimates. There was a significant main effect of semantic distance by 
participants F1 (1.31, 19.69) = 7.12, MSE = 1634.33, p = .01, partial η2 = .32 and by items F2 (2, 
70) = 9.83, MSE = 2311.65, p = .001, partial η2 = .19, with naming latencies slower with 
semantically close distractors compared to semantically far or unrelated distractors. The effect of 
presentation was not significant by participants F1 (2, 30) = 1.94, MSE = 1294.36 p = .16 although 
was significant by items F2 (2, 70) = 9.83, MSE =1136.91 p = .001, partial η2 = .19, with naming 
latencies slower at initial presentations. Follow up comparisons showed that semantically close 
distractor-target pairings were named more slowly compared to semantically far pairings by 
participants t(15) = 2.53, p < .05, Mdiff = 19 ms, 95%  CI = ±16, and by items t(35) = 3.30, p < .05, 
Mdiff = 19 ms, 95% CI = ±12. Semantically close pairings were also named slower than unrelated 
pairings by participants t(15) = 2.97, p < .05, Mdiff = 24 ms, 95% CI = ±17, and by items t(35) = 
3.97, p < .001, Mdiff = 24 ms, 95% CI = ±12, although the naming latencies for the semantically far 
pairings did not differ significantly from the unrelated condition by participants t(15) = 1.30, p = 
.21, Mdiff = 5 ms, 95% CI = ±8 or by items t(35) = .71, p = .49, Mdiff = 5 ms, 95% CI = ±14. Further 
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follow-up comparisons by items indicated that naming latencies decreased significantly from the 
first to second presentation t(35) = 3.12, p < .05, Mdiff = 14 ms, 95% CI = ±9. Naming latencies 
were also significantly faster on the third presentation compared to the first by items t(35) = 4.10, p 
< .001, Mdiff = 17 ms, 95% CI = ±8. There was no significant difference in naming latencies 
between second and third presentations by items t(35) = .60, p = .55, Mdiff = 3 ms, 95% CI = ±10. 
 At 0ms SOA, Mauchly’s test indicated that the semantic distance variable tended toward 
violating the assumption of sphericity by participants (2= 5.47, p = .07, ε = .76), therefore the 
degrees of freedom were corrected using Greenhouse–Geisser estimates. There was a marginally 
significant effect of semantic distance by participants F1 (1.51, 22.67) = 3.07, MSE = 2465.66, p = 
.08, partial η2 = .17, and a significant effect by items F2 (2, 70) = 4.03, MSE = 3292.92, p = .02, 
partial η2 = .10. There was no significant effect of presentation by participants F1 (2, 30) = 2.92, 
MSE = 2135.60, p = .07, partial η2 = .16. However, this effect was significant by items F1 (2, 70) = 
7.39, MSE = 2091.33, p = .001, with naming latencies slower at initial presentations. Follow up 
comparisons indicated that semantically close distractor-target pairings did not significantly differ 
in naming latencies from semantically far pairings by items t(35) = 1.8, p = .08, Mdiff =14 ms, 95% 
CI = ±16, although were named significantly slower than unrelated pairings, t(35) = 2.65, p = .01, 
Mdiff = 22 ms, 95% CI = ±17. Semantically far pairings did not significantly differ from unrelated 
pairings t(35) = 1.03, p = .32, Mdiff = 7 ms, 95% CI = ±14. Naming latencies were slower on first 
presentation than subsequent presentations, t(35) = 2.66, p = .01, Mdiff = 18 ms, 95% CI = ±14, t(35) 
= 3.96, p < .001, Mdiff = 23 ms, 95% CI = ±12, respectively. Naming latencies on the second 
presentation did not differ significantly from the third presentation  t(35) = .78, p = .44, Mdiff = 5 
ms, 95% CI = ±13.  
 At +160ms SOA, there was no significant effect of semantic distance by participants F1 (2, 
30) = .29, MSE = 704.55, p = .75 or by items F2 (2, 70) = .91, MSE = 1949.84, p = .41, nor was 
there a significant effect of presentation by participants F1 (2, 30) = .90, MSE = 3436.46, p = .42 or 
by items F1 (2, 70) = .1.55, MSE = 2395.00, p = .22.  
 The results of Experiment 1 demonstrate that naming latencies are on average slower for 
semantically close than semantically far distractors. This finding is the opposite polarity to that 
reported by Mahon et al. (2007; Experiment 7) despite our employing an identical sample size, 
near-identical materials and identical procedure, yet consistent with the direction of the effect 
reported by Vigliocco et al. (2004; Experiment 3). Thus, our failure to replicate the semantic 
facilitation effect reported by the former authors is not a null result, as we instead observed a 
significant interference effect with a medium effect size (cf. Mahon et al, 2007). Consistent with 
previous work (e.g. Damian & Martin, 1999; Starreveld & La Heij, 1996), this interference effect 
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was greatest at -160ms followed by 0ms SOAs. Note that the CIs provided in Table 1 give some 
useful information to predict a replication mean (Cumming, 2008).  
 Although repetition has been reported to reduce or eliminate the interference effect (e.g., 
Caramazza & Costa, 2001; La Heij & van den Hof, 1995), the two factors did not interact in the 
present experiment. However, there was some evidence of an overall decrease in naming latencies 
from the first to subsequent presentations, significant only in the by-items analyses. Given the 
failure to replicate the results reported by Mahon et al. (2007; Experiment 7), we embedded the 
same stimuli in the materials for Experiment 2 (see below) to afford additional opportunities for 
replication, while investigating the potential graded nature of interference over multiple levels of 
semantic distance determined according to feature production norms (e.g., Vigliocco et al., 2004; 
Experiment 3).  
 
Experiment 2 
 Experiment 2 investigated graded semantic distance effects in a similar manner to Vigliocco 
et al. (2004; Experiment 3). However, unlike Vigliocco et al., we employed a parametric, within-
category manipulation of semantic distance with materials derived from the feature generation 
norms of McRae et al. (2005), and included the materials used in Experiment 1 by Mahon et al. 
(2007; Experiment 7). A single SOA of -160 ms was employed, to maintain comparability with 
Mahon et al. and Vigliocco et al. who employed -160 and -150 ms, respectively. Thus, if the 
parametric semantic distance manipulation shows a monotonic modulation of naming latencies, this 
cannot be attributed to mixing categorically related and unrelated distractor-target pairings at 
different levels of distance, nor to the use of different distractor words (cf. Vigliocco et al., 2004). 
By including the materials from Experiment 1, we aim to determine whether our initial failure to 
replicate Mahon et al.’s (2007) Experiment 7 result is reliable.  
Participants 
 Sixty-four students from the University of Queensland participated in this study as part of 
their undergraduate course criteria. All were right-handed and were native English speakers. Each 
participant gave informed consent in accordance with the protocol approved by the Behavioural and 
Social Sciences Ethical Review Committee of the University of Queensland and was compensated 
with course credit. 
Design 
 Experiment 2 was a 6-level repeated measures design. The independent variable was 
semantic distance, operationalised by the number of shared features between the target and a given 
distractor as determined from the feature norms of McRae et al. (2005). Thus a distractor could be 
designated as semantically very close, close, middle, far, very far and unrelated.  
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Materials 
 The same 36 pictures and 90 related and unrelated distractor words from Experiment 1 were 
employed. An additional 108 categorically related distractor words were selected from the McRae 
et al. (2005) database based on the total number of features shared with each target picture. In each 
set, a picture was paired with 6 distractor words ranging in semantic distance from very close, close, 
middle, far, very far and unrelated. An attempt was made to pair each word with two different 
target pictures at opposite levels of semantic distance, although in some instances this was not 
possible and another level of distance was selected to maintain the distance manipulation. 
Target-distractor pairings from Mahon et al. (2007) were matched as closely as possible 
according to their original designations (semantically close, semantically far and unrelated). A 
small number of these pairings were assigned to a more appropriate level in order to achieve the 
five-level graded semantic distance manipulation (see Appendix B). The mean number of shared 
features across within-category semantically very close, close, middle, far and very far levels were 
6.8, 5.0, 3.39, 2.31 and 1.36, respectively; F(4,175) = 65.95, p <.001. All semantically related 
conditions were well matched on a range of variables, including letter length F(5, 181) = .41, p = 
.84, Subtlexus corpus (Brysbaert & New, 2009) frequency F(5, 181) = .52, p = .76, Orthographic 
Levenshtein Distance F(5, 181) = .70, p = .63, Phonological Levenshtein Distance F(5, 181) = .80, 
p = .55, number of phonemes F(5, 181) = .56, p = .73, number of syllables F(5, 181) = .56, p = .73 
and number of morphemes F(5, 181) = 1.43, p = .22 (see Table 2).  
 
Table 2. Matching information for distractor words at each level of semantic distance in 
Experiment 2. 
 Distractor Condition 
 
Very 
Close Close Middle Far Farthest Unrelated 
       
Length 5.543 5.485 5.515 5.914 5.424 5.389 
Log frequency 2.468 2.496 2.529 2.514 2.529 2.273 
OLD 2.04 2.12 2.092 2.23 2.065 1.844 
PLD 1.861 1.953 1.911 2.111 1.929 1.633 
No. of Phonemes 4.6 4.576 4.667 4.829 4.727 4.167 
No. of Syllables 1.657 1.758 1.788 1.771 1.606 1.5 
No. of Morphemes 1.171 1.061 1.091 1.286 1.121 1.222 
       
NB: OLD: Orthographic Levenshtein Distance; PLD: Phonological Levenshtein Distance 
(source: Balota et al., 2007) 
 
Five randomization lists were prepared. Distractor words from each category were divided 
into five sequential blocks. Target pictures were also divided into five sets, so that an equal number 
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of target-distractor pairs from each semantic category would appear in each block and each target 
picture would appear once in each block. The sequences of categories within the list and across the 
different lists were randomized using a Latin square design. In order to reduce the number of related 
trials in the experiment to approximately 50 percent, 4 unrelated filler words (concrete nouns) were 
also selected to pair with each target picture, resulting in 144 filler trials per list. Within each block, 
items from experimental conditions (very close, close, middle, far and very far) were alternated 
with filler or unrelated conditions (i.e., the latter conditions were not included in the Latin square). 
Items in a block within each list were presented to participants in a pseudorandom order with the 
restriction that no adjacent distractors were identical. Each distractor word was used twice (with the 
exception of fox that was paired four times with different pictures due to a clerical error; as the 
results reported below did not differ when this item was removed from analyses, it was retained) 
and distractor words never appeared as targets, and vice versa. The data from this filler condition 
were excluded from all analyses following Mahon et al. (2007) and Vigliocco et al. (2004).  
Procedure 
 Following Vigliocco et al. (2004; Experiment 3), there were three phases in the procedure: 
familiarization, practice and experimental. In the familiarization phase, participants were asked to 
name the pictures aloud in order to ensure that each picture had high name agreement. In the 
practice phase, participants practiced naming all the pictures in the experimental conditions, 
embedded in a PWI paradigm, once in random order. Distractor words used in this phase were not 
from the experiment, and were all unrelated to the target picture. The experimental trial presentation 
was identical to the -160ms SOA condition of Experiment 1. 
Results and Discussion 
 Datasets from ten participants were excluded due to >15% of experimental (i.e., non-filler) 
trials comprising omissions, non-speech sounds triggering the voice key, due to incorrect 
microphone settings. Results reported below are therefore from a final sample of 54 participants. 
Trials involving speech errors (1.3%), and trials on which the voice key failed to detect a response 
were excluded (.1%), as were latencies below 250 ms or above 2000 ms (3.1%). Latencies deviating 
more than 2.5 standard deviations from within-participant, within-condition means were excluded 
from analysis (3.9%). Errors were classified identically to Experiment 1. Due to the low frequency 
of errors, they were not subjected to analysis. Mean naming latencies and 95% CIs are reported in 
Table 3, in addition to error rates. 
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Table 3. Naming Latencies (in Milliseconds), 95% Confidence Intervals (CI), and Error rates (E) 
by Type of Distractor in Experiment 2. 
Semantic Distance 
Very Close Close Middle Far Very Far Unrelated 
       
Mean 713 695 697 698 694 683 
CI ±31 ±28 ±28 ±28 ±27 ±28 
E 1.9 1.4 0.09 1.1 1 0.9 
       
 
 Data were subjected to repeated-measures ANOVAs by participants and by items. By 
participants, Mauchly’s test indicated that the semantic distance variable violated the assumption of 
sphericity (2= = 37.24, p < .05, ε = .77), therefore the degrees of freedom were corrected using 
Greenhouse–Geisser estimates. There was a significant main effect of semantic distance by 
participants F1(3.87, 212.9) = 6.90, MSE = 787.62, p < .001. η2 = .12, and by items F2(3.97, 
138.87) = 5.09, MSE = 627.07, p < .001. η2 = .13, with naming latencies slowest in the 
semantically very close condition. There was also a significant linear trend by participants F1(1, 55) 
= 17.02, MSE = 1138.99, p < .001, η2 = .24 and by items F2 (1, 35) = 21.3, MSE = 580.62, p < .001, 
η2 = .38, such that naming latencies decreased linearly from semantically very close to unrelated 
conditions. The direction of this result is consistent with that reported by Vigliocco et al (2004), as 
their far condition comprised unrelated distractors. However, the linear trend could be due to the 
within-category distance conditions differing with the unrelated distractors. Thus, we re-ran the 
analyses excluding the unrelated condition, to determine if the linear trend remained significant. 
There was a significant linear trend over the within-category distance conditions by participants F1 
(1, 55) = 7.30, MSE = 956.07, p = .03, η2 = .12, and by items F2 (1, 35) = 5.97, MSE = 745.23, p < 
.003, η2 = .15. Inspection of the means in Table 3 suggests this trend is largely due to mean naming 
latencies differing between the very close compared to far conditions, with similar mean naming 
latencies across the intervening levels of semantic distance. Therefore, we ran a final analysis 
excluding the data from the very close and unrelated conditions. In this analysis, there was no 
evidence of a significant linear trend by participants F1 (1, 55) = .02, MSE = 574.46, p = .90, or by 
items F2 (1, 35) = 0.20, MSE = 689.36, p = .89, confirming that the trend observed for the within-
category distance conditions was largely due to the differences in latencies between very close and 
far conditions. 
 The subset of target-distractor pairings from Experiment 1 corresponding to those used in 
Experiment 7 of Mahon et al  (2007; see Appendix A) were next subjected to separate repeated-
measures ANOVAs. Mean naming latencies are shown in Table 4. There was a significant main 
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effect of semantic distance by participants F1(2, 110) = 21.08, MSE = 730.83, p < .001, partial η2 = 
.28 and by items F2(2, 66) = 18.86, MSE = 488.26, p < .001, partial η2 = .36, with naming latencies 
slower with semantically close distractors. Follow up analyses demonstrated significantly slower 
naming latencies for close compared to far distractor-target pairings by participants t1(63) = 3.08, p 
= .003, Mdiff = 16 ms, 95% CI = ±10 and by items t2(35) = 1.68, p = .01, Mdiff = 15 ms, 95% CI = 
±11. Naming latencies for close pairings were significantly slower than unrelated pairings by 
participants t1(55) = 5.64, p < .001, Mdiff = 33 ms, 95% CI = ±12 and by items t2(34) =5.88, p < 
.001, Mdiff = 32 ms, 95% CI = ±11. Semantically far pairings were named significantly slower than 
unrelated pairings by participants t1(55) = 4.21, p < .001, Mdiff = 17 ms, 95% CI = ±8 and by items 
t2(34) = 3.88 p < .001, Mdiff = 17 ms, 95% CI = ±9. 
 
Table 4. Naming Latencies (in Milliseconds), and 95% Confidence Intervals (CI) by Type of 
Distractor for Mahon et al. (2007) Experiment 7 stimuli in Experiment 2.  
 Semantic Distance 
 Close Far Unrelated 
    
Mean 716 700 683 
CI ±31 ±28 ±28 
    
 
 The results of Experiment 2 support the finding by Vigliocco (2004) of a linear trend as 
evidenced by increasing naming latencies accompanying a graded manipulation of semantic 
distance when unrelated distractors are included in analyses. There was also evidence of a similar 
trend when the data were limited to the within-category semantic distance conditions, although this 
was primarily due to differences in latencies between the very close and far conditions. In addition, 
we replicated the results from Experiment 1 using the Mahon et al. (2007; Experiment 7) stimuli: 
semantically close distractors produced greater interference compared to far and unrelated 
distractors, not facilitation.  
 The failure to observe a monotonic increase in naming latencies over five levels of within-
category semantic distance might have been because the close, middle and far levels of semantic 
distance differed from the adjacent level on average by a single feature. Thus, we conducted another 
experiment investigating semantic distance effects using the same number of levels as Vigliocco et 
al. (i.e., four) although again using within-category stimuli. 
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Experiment 3  
 Experiment 3 tested for the presence of graded interference effects using distractors 
arranged across four levels of within-category semantic distance in addition to unrelated items. A 
within-participants design was again employed. The materials used in Experiment 1 and 2 
corresponding to those used by Mahon et al. (2007) were again included to afford another 
opportunity for replication. 
Participants 
 Participants were 33 students enrolled in first-year psychology courses at the University of 
Queensland or recruited via word-of-mouth. All were native English speakers. Each participant 
gave informed consent in accordance with the protocol approved by the Behavioural and Social 
Sciences Ethical Review Committee of the University of Queensland and was compensated with 
course credit. 
Design 
 Experiment 3 was a 5-level repeated measures design. The independent variable was 
semantic distance, operationalised by the number of shared features between the target and a given 
distractor as determined from the feature norms of McRae et al  (McRae, et al., 2005). Thus a 
distractor could be designated as semantically very close, close, far, very far or unrelated.  
Materials 
 Materials were a subset of those used in Experiment 2 (see Appendix C).The mean number 
of common features across each semantic condition were 7.25, 4.61, 2.75 and 1.53 for very close, 
close, far and very far, respectively. An attempt was made to pair each word with two different 
target pictures at opposite levels of semantic distance, although in some instances this was not 
possible and another level of distance was selected. Despite the non-perfect assignment, distractor 
words were well-matched (See Table 5) across levels of distance for frequency, number of letters, 
syllables, orthographic and phonological Levenshtein Distance (Balota et al., 2007). Target-
distractor pairings from Mahon et al. (2007) were matched as closely as possible according to their 
original designations (semantically close, semantically far and unrelated). A small number of these 
pairings were assigned to a more appropriate level in order to achieve the four-level graded 
semantic distance manipulation. Five randomisation lists were created according to an incomplete 
Latin square. Each distractor word was used twice and distractor words never appeared as targets, 
and vice versa. In order to reduce the number of related trials in the experiment to approximately 50 
percent, unrelated filler words (concrete nouns) were also selected to pair with each target picture, 
creating a total of 324 trials, 162 of which were experimental items. The data from this filler 
condition were excluded from all analyses following Mahon et al. (2007) and Vigliocco et al. 
(2004).  
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Table 5. Matching information for distractor words at each level of semantic distance in 
Experiment 3. 
 Distractor Condition 
 Very Close Close Far Farthest Unrelated 
      
Length 5.4706 5.8824 6 5.5143 5.3889 
Log frequency 2.4596 2.3896 2.4707 2.4585 2.2733 
OLD 1.9897 2.1926 2.2047 2.0629 1.8444 
PLD 1.8132 2.0706 2.0766 2.0157 1.6333 
No. of Phonemes 4.4118 4.9706 4.9375 4.7714 4.1667 
No. of Syllables 1.5882 1.8824 1.8438 1.6857 1.5 
No. of Morphemes 1.1765 1.1765 1.2813 1.2286 1.2222 
      
NB: OLD: Orthographic Levenshtein Distance; PLD: Phonological Levenshtein Distance (source: 
Balota et al., 2007) 
 
Procedure 
 Procedure was identical to Experiment 2. 
Results and Discussion 
 Datasets from two participants were excluded due to >15% of experimental items 
comprising omissions, non-speech sounds triggering the voice key, and dysfluencies, giving a final 
sample n = 31. Trials on which the voice key failed to detect a response (.4%) were discarded, as 
were latencies below 250 ms or above 2000 ms (2%). Latencies deviating more than 2.5 standard 
deviations from within-participant, within-condition means were excluded from analysis (4%). 
Speech errors were classified identically to Experiments 1 and 2, and due to the low frequency 
(1.3%) were not subjected to analysis. Mean naming latencies and errors are summarised in Table 
4. 
 
Table 6. Experiment 3 Naming Latencies (in Milliseconds), 95% Confidence Intervals (CI), and 
Error rates (E%) by Type of Distractor. 
Semantic Distance 
Very Close Close Far Very Far Unrelated 
      
Mean 782 792 787 782 769 
CI ±35 ±35 ±39 ±40 ±33 
E% 0.02 0.01 0.01 0.01 0.01 
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 Data were subjected to repeated-measures ANOVAs by participants and by items. By 
participants, Mauchly’s test indicated that the semantic distance variable had violated the 
assumption of sphericity (2= 18.91, p < .05, ε = .78) therefore the degrees of freedom were 
corrected using Greenhouse–Geisser estimates. There was no significant effect of semantic distance 
by participants F1 (3.121, 93.63) = 7.30, MSE = 1615.07, p = .17 or by items F2 (4, 140) = 1.80, 
MSE = 1966.36, p = .13. In addition, there was no significant linear trend by participants F1 (1, 30) 
= 2.19 , p = .15 although there was a marginally significant trend by items F2 (1, 35) = 3.20 , p = 
.082. As the marginally significant linear trend by items could be due to the within-category 
distance conditions differing with the unrelated distractors, we re-ran the item analysis excluding 
the unrelated condition per Experiment 3. There was no further indication of a significant linear 
trend F2 (1, 35) < 1. As with Experiment 2, we tested the subset of stimuli from Experiment 1 that 
corresponded to the Mahon et al.  (2007) Experiment 7 stimuli (see Table 5). By participants, 
Mauchly’s test indicated that semantic distance violated the assumption of sphericity (2= 6.67, p < 
.05, ε = .83) therefore the degrees of freedom were corrected using Greenhouse–Geisser estimates. 
There was a significant effect of semantic distance by participants F1 (1.66, 49.77) = 3.97, MSE = 
1365.81, p < .05 partial η2 = .12 and by items F1 (2, 70) = 3.79, MSE = 1498.48, p < .05 partial η2 
= .10. Naming latencies between semantically close and far conditions did not differ significantly 
by participants t1(30) = 1.16, p = .26 or by items t2(35) = 3.08, p = .3. Naming latencies for 
semantically close pairings were significantly slower than unrelated pairings by participants t1(30) 
= 2.86, p <. 01 and by items t1(35) = 3.18, p < .01. A marginally significant slowing of naming 
latencies between semantically far and unrelated conditions was observed by participants t1(30) = 
1.82, p = .08 yet did not differ significantly by items t1(35) = 1.58, p = .12. 
 
Table 7. Experiment 3 Naming Latencies (in Milliseconds), and 95% Confidence Intervals (CI) by 
Type of Distractor for Mahon et al. (2007) Experiment 7 stimuli. 
Semantic Distance 
Close Far Unrelated 
    
Mean 793 782 769 
CI ±35 ±38 ±33 
    
 
 The results failed to reveal any graded effects over four levels of within-category semantic 
distance. Numerically, naming latencies in each of the within-category distractor conditions were 
slower than in the unrelated condition, yet did not differ with respect to each other. However, the 
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reanalysis of the Mahon et al. (2007; Experiment 7) stimuli again confirmed greater interference for 
within-category semantically close distractors. 
 The combined results of the first three PWI experiments indicate that interference is a 
relatively reliable finding for within-category target-distractor pairings that share many features, 
and this interference tends to be larger than that observed for pairings with a considerably smaller 
number of shared features (cf. Mahon et al., 2007). However, there is little evidence for a graded 
effect of within-category semantic distance on naming latencies. We will return to this issue in the 
General Discussion. 
 
General Discussion and Conclusions 
 The finding that picture naming is facilitated as categorically related distractor words 
become semantically closer to the target concept in PWI has been integral to the development of 
novel accounts of the mechanisms involved in spoken word production (e.g., Abdel Rahman & 
Melinger, 2009; Mahon et al., 2007). In three experiments, we tested whether the interference effect 
was sensitive to graded manipulations of within-category semantic distance based on feature 
production norms. In addition, we aimed to determine whether these facilitation effects might 
reflect a moderating influence of item repetition on semantic distance (Experiment 1). Overall, our 
findings do not provide empirical support for the proposal that as distractor words become 
semantically closer to the target concepts - all else being equal - target naming is facilitated in PWI.  
 We obtained greater interference for within-category semantically close distractors 
compared to semantically far distractors using materials derived from feature-production norms 
(McRae et al., 2005) in two of three experiments. The first interpretation suggested by these 
findings is that facilitation for within-category semantically close distractors might not be a 
reproducible phenomenon; although it is possible the discrepancy could be attributable to minor 
procedural differences (e.g., the pictures and experimental lists used). The second interpretation, 
based primarily on the reproducible results from our experiments, is that the magnitude of the 
interference effect is a function of the number of overlapping conceptual features between 
categorically related distractors and target pictures. This latter interpretation is consistent with the 
assumption of competitive lexical selection implemented in prominent speech production models 
(Levelt, et al., 1999; Roelofs, 1992; Starreveld & La Heij, 1995, 1996). 
 Our finding that target picture naming is slowed as distractor words become semantically 
closer to the target concepts - all else being equal - is not consistent with the assumptions of 
existing non-competitive models of lexical selection (e.g., Caramazza, 1997; Dell & O’Seaghdha, 
1991; Mahon et al., 2007) and is likewise difficult to reconcile with Abdel Rahman and Melinger’s 
(2009) proposed swinging lexical network modification to the competitive selection account. In 
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non-competitive selection accounts, the ease with which a target lexical node is selected depends 
solely on its own level of activation, irrespective of the activation of non-target lexical nodes. Thus, 
these accounts predict semantic priming as feature overlap increases between distractor and target 
concepts. The swinging lexical network account similarly proposes that semantic priming will 
outweigh competition for semantically close distractor-target pairings in PWI as they elicit a 
smaller lexical cohort. Recently, the cohort activation proposal has also been challenged by 
Bormann (2011) who found no difference in the magnitude of the interference effect when 
distractor-target pairings were selected from large and small semantic categories, respectively.  
 Other findings supporting Mahon et al.’s (2007) post-lexical response exclusion account of 
PWI have likewise not been reproduced consistently. For example, Janssen, Schirm, Mahon, and 
Caramazza (2008) reported a semantic interference effect in delayed naming using a novel task-
switching version of the PWI paradigm. Subsequent attempts to demonstrate similar interference 
were unsuccessful (Galak, 2012; Madebach, Oppermann, Hantsch, Curda, & Jescheniak, 2011; Piai, 
Roelofs, & Schriefers, 2011). Finkbeiner and Caramazza (2006) reported the interference effect 
reversed polarity to facilitation when semantically related distractors were masked in PWI, a 
finding reproduced by Dhooge and Hartsuiker (2010). However, other attempts to reproduce the 
polarity reversal with masked distractors were less successful (Piai, Roelofs, & Schriefers, 2012; 
Spalek & Damian, 2013). 
 It is worth noting that Mahon et al.’s (2007) response exclusion account of PWI could be 
modified to explain the current findings of greater interference for semantically close distractors if 
it is assumed that (1) response-level representations index their corresponding conceptual 
representations and (2) that the criteria for response relevance reflect both the goal of the intended 
utterance and the relationship of conceptual input to that goal. According to this revised account, 
the post-lexical decision mechanism would take longer to exclude the more relevant distractor. In 
fact, Navarrete and Mahon (2013; see also Mädebach & Hantsch, 2013) appear to have already 
proposed such a revised account. However, as Mädebach and Hantsch (2013) noted, adopting this 
modification would first involve abandoning Mahon et al.’s (2007) proposal that conceptual feature 
overlap does not constitute a response-relevant criterion. One way of implementing this 
modification would be to adopt Dhooge and Hartsuiker’s (2010) proposal that the operation of the 
decision mechanism is subserved by the verbal self-monitoring system. Monitoring for feature 
overlap/conceptual relevance within-category could then be construed as a function of the 
conceptual loop proposed by Levelt (Levelt, 1989). 
 Although semantically-close distractor-target pairings that shared a considerable number of 
features showed greater interference than semantically far pairings that shared fewer features, we 
were unable to obtain reliable evidence of a graded effect of semantic distance within-category over 
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five and four levels (Experiments 2 and 3), although there was some evidence for a linear trend in 
naming latencies when unrelated pairings were included in analyses. This latter finding may be 
viewed as consistent with the results reported by Vigliocco et al. (2004; Experiment 3), whose 
medium and far distance conditions involved 75% and 100% of distractor-target pairings from 
different semantic categories, respectively. The likelihood of obtaining graded effects within-
category over multiple levels of semantic distance is restricted by the range of features shared by 
exemplars of different categories, and the relative importance of each feature in contributing to 
target concept identification (i.e., distinguishing features). Associative and other relations between 
exemplars are also likely to complicate observed effects (e.g. La Heij, Dirkx, & Kramer, 1990). 
Thus, within-category semantic distance effects might only be observable in PWI experiments when 
the number of shared features differs considerably between levels, and this will necessarily limit the 
number of levels able to be employed.  
 Finally, previous work has demonstrated that repetition reduces the semantic interference 
effect in PWI experiments (La Heij & van den Hof, 1995). However, this was not the case in 
Experiment 1, in which naming latencies were faster on subsequent presentations irrespective of 
distractor condition. A possible explanation for this discrepancy is that previous work involved a 
smaller number of target pictures (< 20) and many repetitions (> 3). Experiment 1 entailed a 
relatively large set of pictures (36) (for further discussion on potential interactions between 
response set size and repetition in PWI, see Caramazza & Costa, 2000, 2001; Roelofs, 2001).  
 In summary, our findings do not provide empirical support for the proposal that as distractor 
words become semantically closer to the target concepts - all else being equal - target naming is 
facilitated in PWI (cf. Mahon et al., 2007). Thus, this proposal might not reflect a reproducible 
phenomenon with respect to the PWI paradigm. Instead, our findings indicate that the interference 
effect increases when the number of conceptual features shared between categorically related 
distractors and target pictures is incremented considerably. This finding is consistent with the 
assumptions of prominent lexical selection by competition accounts of the semantic interference 
effect in the PWI paradigm (e.g., Levelt et al., 1999; Roelofs, 1992; Starreveld & La Heij, 1995, 
1996).   
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Chapter 3 
 
 
Interference from object part relations 
in spoken word production: 
Behavioural and fMRI evidence 
 
In the present study, we investigated the influence of object part-relations in the blocked 
cyclic naming paradigm. In Experiment 1 we established that an object’s parts do induce a semantic 
interference effect when named in context compared to unrelated parts (e.g., leaf, root, nut, bark; for 
tree). In Experiment 2) we replicated the effect during perfusion functional magnetic resonance 
imaging (fMRI) to identify the cerebral regions involved. The interference effect was associated 
with significant perfusion signal increases in the hippocampal formation and decreases in the 
dorsolateral prefrontal cortex. We failed to observe significant perfusion signal changes in the left 
lateral temporal lobe, a region that shows reliable activity for interference effects induced by 
categorical relations in the same paradigm and is proposed to mediate lexical-semantic processing. 
We interpret these results as supporting recent explanations of semantic interference in blocked 
cyclic naming that implicate working memory mechanisms. However, given the failure to observe 
significant perfusion signal changes in the left temporal lobe, the results provide only partial 
support for accounts that assume semantic interference in this paradigm arises due to lexical-level 
processes. 
 
This chapter has been submitted for publication as: 
Vieth, H. E., McMahon, K. L., Cunnington, R., & de Zubicaray, G. I. Interference from object part 
relations in spoken work production: Behavioural and fMRI evidence. Manuscript submitted 
for publication. 
The authors are grateful to Melina West, Kori Johnson and Sam Hansen for their assistance with 
collecting data. 
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Introduction 
When speakers name objects, they are influenced by the semantic context in which the 
objects are presented. These context effects are determined by the nature of the semantic 
relationship and the type of experimental naming paradigm employed (see Abdel Rahman & 
Melinger, 2009; Mahon et al., 2007, for review). For example, in the picture-word interference 
(PWI) paradigm in which participants must name a target picture while ignoring an accompanying 
distractor word, categorical relations (e.g., DOG-tiger) typically slow naming compared to 
unrelated contexts (Levelt, Rolefs, & Meyer, 1999). Categorical relations have also been reported to 
induce interference in the blocked cyclic naming paradigm, in which participants name small sets of 
related vs. unrelated objects over several cycles (usually between four and eight). Typically, the 
interference effect manifests from the second cycle onward (Belke, Meyer, & Damian, 2005; 
Damian & Als, 2005; Damian, et al., 2001). Significant effects in the first presentation cycle are not 
always observed, although facilitation of naming in the homogeneous context has sometimes been 
reported (Abdel Rahman & Melinger, 2007; Navarrete, Del Prato, & Mahon, 2012).  
 Explanations of the interference effect in blocked cyclic naming have proposed different 
origins and loci for the effect, leading to much debate. Some accounts assume the effect arises in 
the links between conceptual and lexical representations (Damian & Als., 2005; Oppenheim, et al., 
2010), or as a result of conceptual activation accumulating over time (Belke, 2013). Alternatively, 
the effect has been proposed to originate at the lexical level (Damian, et al., 2001). While all 
accounts assume the locus of the interference effect is at the lexical level of representation, they 
differ with respect to the mechanism for target name selection. Some propose a competitive lexical 
selection mechanism whereby activation of shared conceptual features amongst related context 
objects leads to co-activation of multiple lexical candidates, slowing the target selection process 
(Belke, 2013; Damian & Als., 2005; Damian et al., 2001). Other models propose a non-competitive 
‘horse race’ mechanism, where the first lexical representation to exceed a threshold of activation or 
number of time steps is selected (Oppenheim, et al., 2010). More recently, Navarrete, Del Prato, 
Peressotti & Mahon (2014) proposed that the slowing of naming latencies in the blocked cyclic 
paradigm from the second cycle onwards does not reflect a semantic interference effect. According 
to their account, the effect is due to less repetition priming in the categorically related compared to 
unrelated contexts. Thus, what appears to be “semantic interference” is instead a relative speeding 
of naming responses in the unrelated condition. The only semantic effect is therefore the initial 
faciliation of naming latencies that is sometimes observed in the first cycle (see Damian & Als., 
2005). 
  The interference effect observed in blocked cyclic naming is also relatively persistent, 
surviving interspersed filler or non-target trials (Damian & Als, 2005; Navarrete, et al., 2012). 
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Damian & Als proposed this persistence reflected an incremental learning mechanism operating in 
the connections between conceptual and lexical level representations. Oppenheim et al (2010) 
implemented an incremental learning mechanism within a non-competitive lexical selection account 
('horse race': Dell & O'Seaghdha, 1992) in their computational simulations. Their model also 
explicitly assumes that the interference effect is a cumulative effect, i.e. it increases in magnitude 
over cycles. However, a recent review indicated cumulative interference was not a reliable finding 
across experiments (Belke, 2013; Belke & Stielow, 2013).  
More recent accounts of the interference effect in blocked cyclic naming have implicated 
additional working memory mechanisms. For instance, Belke and Stielow (2013) proposed a 
working memory (WM) control mechanism that biases competitive selection processes towards task 
relevant representations and away from irrelevant representations. According to this account, the 
first presentation cycle cues participants to encode related context objects as task-relevant. This 
permits the activation level of each categorically related target object to be ‘biased’ (raised) by a 
top-down mechanism, resulting in increased lexical competition in the homogeneous context. By 
contrast, the biasing of activation facilitates naming in the heterogeneous conditions, as it is applied 
to only one exemplar from each category. Evidence for working memory involvement in the 
blocked cyclic naming paradigm comes from two empirical studies. For example, Belke (2008) 
showed that performance of a concurrent digit retention span task exacerbated the interference 
effect. Using an individual differences approach, Crowther & Martin (2014) also reported 
performance on a word span task was negatively correlated with the increase in naming latencies 
across naming trials within a cycle for both homogeneous and heterogeneous contexts. They 
propose that participants use task-specific strategies to assist in performing the task: working 
memory encodes and then tracks items within-cycles, predicting which targets may appear next in 
the sequence.  
 
Object part-relations 
Recently, it has been proposed that semantic interference in naming might be a rather 
narrow phenomenon restricted to categorical relations, with the norm being facilitation for other 
types of semantic relationships, such as associates and object part relations (e.g., Mahon et al., 
2007). If correct, this would have major ramifications for models of spoken word production 
implementing competitive selection mechanisms. For example, using PWI, Costa, Alario and 
Caramazza (2005) demonstrated semantic facilitation when the distractor was a part of the target 
object to be named (e.g. CAR-bumper). In order to explain counter-intuitive semantic facilitation 
effects in naming, Abdel Rahman and Melinger (2009) proposed a swinging lexical network model 
of lexical access. In order to ‘swing’ the lexical network toward a net effect of interference, a cohort 
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of lexical candidates must be activated via converging activation of shared conceptual features, 
creating one-to-many competition between the target and lexical competitors. Therefore, in PWI, if 
a distractor is a part or an associate of the object to be named, the activation does not spread to other 
concepts related to the target as in categorical relations, ‘swinging’ the network to one-to-one 
competition and thus semantic facilitation. However, it should be noted that other authors have 
since reported semantic interference in PWI using similar part-whole relations to Costa et al. (e.g., 
Sailor & Brooks, in press). 
 The swinging lexical network model also predicts semantic interference will be observed for 
associates and object parts in the blocked cyclic naming paradigm. According to Abdel Rahman and 
Melinger (2009), the paradigm “mimics a constrained discourse context by increasing the relevance 
of links between contextually related concepts” (p. 726). Thus, interference should arise due to 
converging conceptual activation among associates or among parts of an object in the homogeneous 
context resulting in a cohort of lexical candidates being activated. In two studies, Abdel Rahman 
and Melinger (2007, 2011) were able to demonstrate significant interference with associatively 
related contexts in blocked cyclic naming (but see de Zubicaray, Johnson, Howard, & McMahon, 
2014).  
Non-competitive lexical selection accounts of the semantic interference effect in blocked 
cyclic naming with coordinate relations also seem likely to predict interference will occur when 
naming related object parts. For example, the incremental learning mechanism implemented in 
Oppenheim et al.’s (2010) model strengthens conceptual-to-lexical connections for targets and 
weakens connections for competing lexical candidates as target items are named, making those 
representations less accessible on later trials. Hence, related object parts should become less 
accessible on later trials as they share connections with a common object. Navarrete et al.’s (2014) 
account in which the relative slowing of picture naming latencies in the blocked cyclic paradigm is 
due to greater repetition priming in unrelated than related contexts should also predict the same 
pattern of results for categorical and object part relations. 
As a context manipulation involving object parts has yet to be implemented in the blocked 
cyclic naming paradigm, the purpose of the current study is to investigate this proposal using both 
behavioural and neuroimaging data.  
 
Neuroanatomical regions implicated in semantic interference 
The neuroanatomical correlates of semantic interference with categorically related contexts 
in blocked cyclic naming have been the subject of some investigation. A reliably reported finding is 
left middle and posterior lateral temporal cortical activation, consistent with the proposal that this 
region mediates processes involved in lexical-level selection (Indefrey, 2011; Indefrey & Levelt, 
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2004). The left inferior frontal gyrus (LIFG) has also been cited as an area of interest in multiple 
independent investigations and reviews, and has been variously proposed to mediate mechanisms 
including top-down biasing in working memory, boosting lexical-level activation, and resolution of 
lexical competition (Belke & Stielow, 2013; Oppenheim, et al., 2010; Schnur et al., 2009). 
However, several studies using perfusion fMRI, magnetoencephalography (MEG) and 
electroencephalography (EEG) have not reported involvement of the LIFG (Hocking, McMahon, & 
de Zubicaray, 2009; Janssen, Carreiras, & Barber, 2011; Maess, Friederici, Damian, Meyer, & 
Levelt, 2002). Those studies reporting LIFG involvement tended to average data over all cycles or 
include cycle as a covariate of no interest (de Zubicaray, Johnson, Howard, & McMahon, 2014). 
This is potentially problematic as the interference effect manifests from the second cycle onwards, 
and the opposite pattern of semantic priming is sometimes observed in the first cycle, suggesting 
two different processes/mechanisms (i.e., priming and interference) might thus be confounded (see 
Belke & Stielow, 2013; Damian & Als, 2005).  
If working memory mechanisms, such as those involved in encoding and retrieving task 
relevant representations and their presentation order, are implicated in the interference effect in 
blocked cyclic naming (e.g., Belke & Stielow, 2013; Crowther & Martin, 2013), then it seems 
reasonable to predict that associated cerebral regions would be observable in a neuroimaging 
experiment. For example, a much-cited review by Marshuetz (2005) highlighted a network of areas 
including the dorsolateral prefrontal cortex (DLPFC), hippocampus and parietal cortex (specifically 
the intraparietal sulcus) involved in item order in working memory. More recent 
electrophysiological and neuroimaging studies have also implicated the frontal, parietal and 
hippocampal regions as being involved in working memory tasks requiring item order information 
(Hsieh, Ekstrom, & Ranganath, 2011; Hsieh, Gruber, Jenkins, & Ranganath, 2014). Therefore, if 
the interference effect in blocked cyclic naming involves working memory, one would expect to 
observe activation in some or all of these areas. Neuroimaging investigations of the semantic 
interference effect in blocked cyclic naming have reported differential hippocampal activation (e.g., 
de Zubicaray et al., 2014; Hocking et al., 2009) using region of interest (ROI) analyses, interpreted 
as being consistent with the operation of a common incremental learning and working memory 
mechanism (Meeter, Myers, & Gluck, 2005), and ERP studies have reported effects over temporo-
parietal electrode sites (e.g., Aristei, Melinger, & Abdel Rahman, 2010). Interestingly, Wirth et al 
(2011) recently reported transcranial direct current stimulation (tDCS) applied over the left 
dorsolateral prefrontal cortex reduced the interference effect from the second cycle onwards. The 
facilitative effect of tDCS over DLPFC on working memory is well-established (see Hoy et al., 
2013). However, the DLPFC has not been targeted selectively as an ROI in any neuroimaging study 
of semantic interference to date. 
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The present study 
 The present study involves two experiments. The aim of the first experiment (Experiment 4) 
was to establish whether a semantic interference effect could be obtained with object part contexts 
in the blocked cyclic naming paradigm. According to the swinging lexical network model (Abdel 
Rahman & Melinger, 2009), object parts should elicit a lexical cohort when presented in 
homogeneous contexts, analogous to categorical relations. Following a successful demonstration of 
interference, Experiment 5 replicated the effect using the same stimuli and investigated the cortical 
networks involved, with particular focus on the regions mentioned above implicated in object 
feature and lexical-level processing, incremental learning and working memory mechanisms. If the 
interference effect for object part contexts in blocked cyclic naming reflects the same lexical level 
mechanisms as the interference effect with categorical relations (e.g., Abdel Rahman & Melinger, 
2009), then the cerebral networks should be comparable. In addition, if the interference effect 
reflects the engagement of working memory mechanisms, regions such as the DLPF, hippocampus 
and parietal cortex should show differential activity. We employed arterial spin labelling (ASL), an 
fMRI imaging method that detects changes in cerebral perfusion associated with task performance. 
We chose this method over the more commonly used blood oxygen level dependent (BOLD) fMRI 
measure as ASL has several advantages: For example, perfusion signal is more directly related to 
neural activity, arising 1-2 seconds earlier than peak BOLD responses (Cavusoglu, Bartels, 
Yesilyurt, & Uludağ, 2012; Huppert, Hoge, Diamond, Franceschini, & Boas, 2006) and provides 
quantitative signal change estimates in absolute units. The ASL acquisition is also less sensitive to 
speech-related susceptibility artifacts; this is especially relevant to the current study, as cerebral 
regions implicated in lexical selection and working memory (e.g. LIFG, hippocampus) are 
especially vulnerable to speech-related motion-by-susceptibility confounds (Mehta, Grabowski, 
Razavi, Eaton, & Bolinger, 2006). Finally, inter-individual variability seems to be lower in ASL 
opposed to BOLD signals, allowing increased sensitivity to group-level effects (Detre, Rao, Wang, 
Chen, & Wang, 2012).  
 
Experiment 4 
Participants 
 Twenty-four students (15 females) from the University of Queensland participated in this 
study as part of their course criteria (Mean age = 19 years, SD = 3.68). All were native English 
speakers. Each participant gave informed consent and was compensated with course credit.  
Design 
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 Experiment 4 is a 2x6 repeated measures design, with the dependent variable being target 
picture naming latencies. The two independent variables were semantic context (homogenous, 
heterogeneous) and presentation cycle (six).  
Materials 
 Sixteen colour pictures depicting parts of one of four possible objects (CAR, SHARK, 
TREE, PIANO) were chosen. For instance, for the object piano, the four pictures were pedals, 
keyboard, lid, strings (See Figure 4).   
 
Figure 4. Matrix depicting the object stimuli used in both experiments, consisting of sets of 
categorically homogeneous objects (in rows). Heterogeneous blocks (arranged top to bottom in 
columns) were created using four unrelated objects (e.g. fin, battery, pedals, leaf). 
 
Within a single block/cycle, pictures could be arranged homogeneously (‘A’ blocks), with 
pictures of parts of the same object, or heterogeneously (‘B’ blocks), with pictures of different 
object parts. Counterbalanced lists of ABBA and BAAB blocks were created in which trials were 
pseudo-randomly ordered such that no consecutive items were the same or phonologically related. 
In each list, six presentation cycles were created for each A and each B block via Mix software (van 
Casteren & Davis, 2006). Object parts did not have associative relationships according to published 
free association norms (Nelson, McEvoy, & Schreiber, 2004) with the exception of tail having a 
cue-to-target strength with fin of .01.  
Procedure 
 Each participant underwent a short picture familiarisation task, in which each target picture 
was presented with its proper label and the participant was required to name it. The experimenter 
corrected participants if a misidentification was made. During the experimental phase, ABBA and 
BAAB lists were counterbalanced across participants. The 192 item lists were split into two equal 
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sessions of 96 trials, to allow a short rest break between sessions.  On each trial, a fixation cross 
was presented for 500 ms, followed by the target picture for 1500 ms, then a blank screen for 1000 
ms. The inter-trial interval (ITI) was 3000 ms. Accuracy was monitored online by the experimenter, 
and participants were instructed to name the target picture as quickly and accurately as possible.  
Apparatus 
Stimuli presentation, response recording and latency measurement (i.e., voice key) were 
accomplished via the Cogent 2000 toolbox extension (www.vislab.ucl.ac.uk/cogent_2000.php) for 
MATLAB (2010a, MathWorks, Inc) using a personal computer equipped with a noise-cancelling 
microphone (Logitech, Inc).  
 
Results and Discussion 
 Approximately, 1.3% of responses failed to trigger the voice key or were speech 
disfluencies, and were removed prior to analysis. A further 1.6% were identified as speech errors in 
which a participant misidentified a picture and removed from analysis, as were latencies below 250 
ms or above 2000 ms (0.3%). Another 1.3% of responses were identified as “acceptable 
alternatives” to the correct response. Specifically, for target KEYBOARD, a response of ‘keys’ was 
acceptable; for target WHEEL, a response of ‘tire’ was acceptable; and for target ENGINE, a 
response of ‘motor’ was acceptable. Response latency outliers were removed from analysis within-
participant, within-condition (by context) if they were 2.5 standard deviations above or below the 
participant’s mean, amounting to 3.0% of the data. Mean naming latencies are shown in Figure 5. 
 
Figure 5. Mean naming latencies in Experiment 4 as a function of context (categorically 
homogeneous vs heterogeneous) and cycle. Error bars represent 95% confidence intervals.  
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Data were subjected to a repeated measures ANOVA by participants with context (2 levels) 
and cycle (6 levels) as the independent variables. A by-items analysis was not conducted, as item 
variability is experimentally controlled by matching and counterbalancing in the blocked cyclic 
naming paradigm (Belke & Stielow, 2013; Raaijmakers, Schrijnemakers, & Gremmen, 1999).  
 There was a significant effect of semantic context F(1, 23) = 28.68, p < .001, partial η2 = 
.56 and presentation cycle F(5, 115) = 30.21, p < .001, partial η2 = .57. There was no significant 
interaction between semantic context and presentation cycle F(5, 115) = 1.26, p = .28, partial η2 = 
.05. Additionally, we conducted a paired-samples t-test comparing contexts in the first cycle data, in 
order to determine if a short-lived priming effect occurs (Damian & Als, 2005; Navarrete, et al., 
2012). There was no significant difference in naming latencies between homogeneous and 
heterogeneous blocks t(23) = 1.10, p = .28, Mdiff = 12.37, 95% CI = ±47.  
 Given that the main focus of our study was the interference effect typically observed from 
the second cycle of naming onwards, we conducted a second analysis excluding the first cycle of 
naming, therefore analyzing only cycles 2-6 (Belke & Stielow, 2013). The effect of context was 
significant F(1, 23) = 35.39, p < .001, partial η2 = .61, while the effect of cycle was not F(4, 92) = 
.1.54, p = .20, partial η2 = .06. The interaction between block and cycle was not significant F(4, 92) 
= 1.26, p = .29, partial η2 = .05. There was no significant linear trend over cycles F(1, 23) = 1.57,  p 
= .22, partial η2 = .06.  
  In summary, we have demonstrated that object part contexts induce interference in blocked 
cyclic naming over cycles 2-6, and this effect is not cumulative. This is the same pattern of 
interference typically observed with categorically related items in this paradigm (Belke & Stielow, 
2013). 
 
Experiment 5 
This perfusion fMRI experiment aimed to identify the neural correlates of the interference 
effect observed with object parts, and determine whether these were similar to those observed for 
categorical context manipulations. 
Participants 
 Twenty-four students (14 Female) from the University of Queensland participated in this 
study as part of their course criteria. All were native English speakers. Each participant gave 
informed consent and were reimbursed for their travel.  
Design 
 The design was identical to Experiment 4. 
Materials 
 The materials were identical to Experiment 4. 
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Procedure 
 Behavioural procedure. Participants underwent the same familiarization procedure inside 
the scanner. During the experimental phase, trials were presented in an identical manner to 
Experiment 4.  
Apparatus 
Stimuli presentation, response recording and latency measurement (i.e., voice key) were 
accomplished via the Cogent 2000 toolbox extension (www.vislab.ucl.ac.uk/cogent_2000.php) for 
MATLAB (2010a, MathWorks, Inc) via a personal computer, rear-positioned projector screen and 
MR-compatible, fibre-optic dual-channel noise-cancelling microphone attached to the head coil 
(FOMRI-III, Optoacoustics Ltd., Or-Yehuda, Israel; http://www.optoacoustics.com). Participants 
viewed back-projected stimuli via a mirror positioned on the head-coil. Pictures subtended 
approximately 10o of visual angle when each participant was positioned for scanning. A 30 db 
attenuating headset was used to reduce gradient noise. Naming responses were recorded on digital 
audio files and responses verified off-line using Audacity software (http://audacity.sourceforge.net) 
in case non-vocal noise triggered the voice key. 
 Image Acquisition. Images were acquired using a Siemens MAGNETOM Trio TIM System 
(Siemens Medical Solutions, Erlangen, Germany) operating at 3T and using a 32-channel receive-
only phased-array head coil. Perfusion data were acquired using quantitative imaging of perfusion 
with a single substraction, thin-slice TI1 periodic saturation (Q2TIPS) with proximal inversion and a 
control for off-resonance effects (PICORE) labeling technique (Luh, Wong, Bandettini, & Hyde, 
1999). The saturation slab was applied inferior to the imaging slices, and was 20 mm thicker than 
the imaging slab, with a 10mm margin at each edge, ensuring optimum inversion. In each of three 
consecutive sessions, an initial M0 image followed by 144 interleaved control and label images 
were acquired using a gradient-echo single shot echoplanar imaging (EPI) readout with the 
following parameters: TI1 = 700 msec, TI2 = 1800 msec, TR/TE = 2500/11 msec, matrix. 64 × 64, 
voxel in-plane resolution. 3 × 3 mm, flip angle. 90° and parallel imaging (PI) reduction factor of 2 
for optimal image quality (Ferré, Petr, Bannier, Barillot, & Gauvrit, 2012). Volumes comprised 16 
slices, 6 mm thick with a 1.5 mm gap, and were oriented to ensure coverage of the whole cerebrum 
and superior portion of the cerebellum. Prior to these sessions, we elected to acquire a separate M0 
image with a longer TR of 10,000 msec to maximize signal-to-noise ratio (SNR) for the equilibrium 
brain tissue magnetization used to normalize the difference perfusion maps. The first five volumes 
of each 145-volume session (consisting of the manufacturer’s M0 and two control and label images) 
were discarded. Head movement was limited by foam padding within the head coil. A T1-weighted 
structural image was acquired last using a magnetisation-prepared rapid acquisition gradient-echo 
(MPRAGE) sequence (512 × 512 matrix, in-plane resolution .45 × .45 mm, 192 slices, slice 
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thickness .9 mm, flip angle 7°, TI 1100 msec, TR 2530 msec, TE 2.32 msec). 
 Image Analysis. Data preprocessing and analysis were conducted with the ASL toolbox (Z. 
Wang et al., 2008) within statistical parametric mapping software (SPM8; Wellcome Department of 
Imaging Neuroscience, Queen Square, London, UK). Motion correction for the ASL image series 
was carried out using INRIalign (Freire, Roche, & Mangin, 2002), realigning subsequent images to 
the first in the series. The realigned images were smoothed with a 6mm FWHM isotropic Gaussian 
kernel to reduce signal outliers by improving the spatial SNR of both control and label images (Z. 
Wang, et al., 2008). The T1-weighted image was segmented using the ‘New Segment’ procedure, 
and an intracranial mask generated to exclude extracranial voxels for CBF calculation. Perfusion 
imaging time series were constructed for each participant by implementing a pairwise simple 
subtraction between temporarily adjacent label (tagged) and control image acquisitions, resulting in 
volumes with an effective TR of 5 seconds (Liu & Wong, 2005). A mean image was created from 
the perfusion time series and was coregistered to the T1-weighted structural image. The 
deformation fields produced by the ‘New Segment’ procedure for spatial normalization to MNI 
atlas space were then applied to the perfusion imaging time series and volumes were resliced to 2 
mm3 voxels. 
 We conducted two-stage, mixed-effects model statistical analyses. At the participant/fixed 
effects level, event types corresponding to the items in the two experimental blocking contexts 
(homogeneous and heterogeneous) in each of the six cycles were modeled as effects of interest with 
delta functions representing each picture onset. Event types were convolved with a synthetic 
haemodynamic response function (HRF) for each session. Linear time modulations for all event 
types were included to accommodate between session variability. Error trials were modeled 
separately as a regressor of no interest per session. Global perfusion signal fluctuations were 
included per session as nuisance regressors to reduce between-session and between-subject 
variability and enhance SNR (Z. Wang, et al., 2008). In addition, segmented grey matter images 
from each participant were included as an explicit mask. Temporal filtering was not employed due 
to its deleterious effects on perfusion analyses (J. Wang, Wang, Aguirre, & Detre, 2005; Z. Wang, 
et al., 2008). 
 Linear contrasts were applied to each participant’s parameter estimates at the fixed effects 
level. These contrasts were smoothed with a 5 mm FWHM isotropic Gaussian kernel to reduce 
between-participant variability in brain structure and error of voxel displacement during 
normalization (Z. Wang, et al., 2008) and entered in a group-level random effects repeated 
measures analysis of variance (ANOVA) with condition and cycle as within-participant factors. 
Covariance components were estimated using a restricted maximum likelihood (REML) procedure 
to correct non-sphericity (Friston et al., 2002). Our primary analyses involved contrasts performed 
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on correctly identified items according to blocking context and cycle. Three sets of planned t-
contrasts were performed: The first was designed to compare regional perfusion signal changes or 
brain networks corresponding to the homogeneous and heterogeneous across all six cycles. The 
second set was conducted to compare perfusion signal changes corresponding to blocking contexts 
from cycles two onwards, as these are where blocking effects typically manifest (Experiment 4, 
above: see also Belke & Stielow, 2013). We also contrasted homogeneous and heterogeneous 
conditions in the first cycle, in order to identify regions demonstrating perfusion changes 
corresponding to semantic priming (Navarrete, et al., 2012). However, it is worth noting that as the 
latter contrasts consist of only 12 trials per condition, they are relatively underpowered. Hence, the 
capacity to detect signal changes is reduced. 
 Given we had several a priori hypotheses concerning cortical regions associated with the 
processes involved in speech production, we restricted voxel-wise analyses to a set of predefined 
regions of interest (ROIs) via small volume corrections (SVCs), controlling for multiple 
comparisons within those voxels, using labeled maximum likelihood maps from 3D probabilistic 
atlases. Aside from the hippocampus, all ROIs were defined from the Hammers et al (2003) 
probabilistic atlas: left middle temporal cortex (identified by Indefrey and Levelt (2004)), LIFG 
(Belke & Stielow, 2013; Oppenheim, et al., 2010; Schnur, et al., 2009), left parietal cortex 
(implicated in working memory; Marshuetz, 2005), and DLPFC (Wirth, et al., 2011). The DLPFC 
ROI was defined by combining the left superior and middle frontal gyri from the Hammers et al. 
(2003) atlas, as this combination most plausibly reflects Brodmann areas 9 and 46 (Cox et al., 
2014). The hippocampus ROI was derived from the SPM Anatomy toolbox (Eickhoff et al., 2005) 
based on cytoarchitectonic probability atlases (Amunts, Schleicher, & Zilles, 2007). We employed 
SVC as our hypotheses typically concerned a subset of voxels within each ROI, rather than the 
mean activity across all voxels (Poldrack, 2007). By estimating SVC thresholds from all voxels 
within the ROI, this approach more conservatively controls for Type 1 errors.  
 A height threshold of p < .005 was adopted in conjunction with spatial cluster extent 
thresholds of p < .05 [family-wise error corrected] established independently for the whole brain 
and each ROI using an estimate of the probability of false-positive (and therefore noise-only) 
clusters using a Monte Carlo estimation procedure with 10,000 simulations.  
 
Results  
Behavioural Data. Datasets from two participants with >15% data loss due to speech errors 
and omitted responses were excluded. For the remaining 22 participants, 2% of trials failed to 
trigger the voice key or were speech dysfluencies and 1.1% were speech errors: these trials were 
excluded from analysis as were latencies below 250 ms or above 2000 ms (0.1%). 1.4% of trials 
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were identified as acceptable alternatives to the correct response per the criteria for 41. Response 
latency outliers were removed from analysis within-participant, within-condition (by context) if 
they were 2.5 standard deviations above or below the participant’s mean, making up 2.4% of the 
data. 
 
 
Figure 6. Mean naming latencies in Experiment 5 as a function of context (categorically 
homogeneous vs heterogeneous) and cycle. Error bars represent 95% confidence intervals.  
 
Data were subjected to a repeated measures ANOVA with context (homogeneous and 
heterogeneous) and cycle (6 levels) as the independent variables, by participants. There was a 
significant effect of semantic context F(1, 21) = 13.61, p = .001, partial η2 = .39, and presentation 
cycle F(5, 105) = 43.26, p < .001, partial η2 = .67. There was no significant interaction between 
context and cycle F(5, 105) = .92, p = .47, partial η2 = .04. A paired-samples t-test between 
homogeneous and heterogeneous blocks in cycle 1 demonstrated no significant difference t(21) = -
.25 p = .81 Mdiff = 11 ms, 95% CI = ±41.  
Analysis of cycles 2-6, corresponding to the interference effect, showed the effect of context 
was significant F(1, 21) = 16.30, p = .001, partial η2 = .44. The effect of cycle was not significant 
F(4, 84) = 2.17, p = .08, partial η2 = .09. The interaction between block and cycle was not 
significant F(4, 84) = .78, p = .54, partial η2 = .04. However, there was a significant linear trend 
over cycles F(1, 21) = 4.95, p = .04, partial η2 = .19, such that overall (heterogeneous and 
homogeneous) naming latencies decreased over cycles.   
Imaging Data. In the a priori ROI analyses examining data averaged across all cycles, 
comparisons of categorically homogeneous and heterogeneous conditions revealed no significant 
perfusion signal changes in the left temporal lobe, the left hippocampus or the LIFG. However, a 
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significant perfusion signal decrease was observed in the left DLPFC  [Peak MNI (xyz) -46 14 40, Z 
= 3.64, cluster size (voxels) = 53]. No significant perfusion signal changes were observed at the 
whole brain level. 
 The ROI analyses of cycles 2-6 corresponding to the interference effect revealed a 
significant perfusion signal decrease (homogeneous < heterogeneous) in the DLPFC, [Peak MNI 
(xyz) -46 14 40, Z = 4.27, cluster size (voxels) = 142]. The opposite comparison (homogeneous > 
heterogeneous) revealed a significant perfusion signal increase in the left hippocampus [Peak MNI 
(xyz) -24, 40, -4, Z = 3.33, cluster size (voxels) = 50]. No significant perfusion changes were 
observed when contrasting homogeneous and heterogeneous conditions in the first cycle of naming 
in either direction, in either the whole brain analyses or the ROI analyses (but see note in Methods 
section above regarding the limited power for this analysis). No significant perfusion signal changes 
were observed at the whole brain level. 
 We also investigated the cumulative interference effect by comparing contrasts modeling a 
linear increase over homogeneous cycles 2-6 vs. a linear decrease over heterogeneous conditions 
cycles 2-6, and vice versa. The cumulative comparison revealed a significant perfusion signal 
decrease in the DLPFC ROI, [Peak MNI (xyz) -44 16 36, Z = 4.16, cluster size (voxels) = 170.] The 
opposite comparison revealed a significant perfusion signal increase in the left hippocampus ROI, 
[Peak MNI (xyz) -26 -40 -6, Z = 2.86, cluster size (voxels) = 38]. 
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Figure 7. Lateral view of a rendered left hemisphere cortical surface depicting significant perfusion 
signal changes from the second cycle onward corresponding to the part-relation semantic 
interference effect. DLPFC activation is shown in blue, and hippocampal activation in red (depicted 
via a cutaway). Results are thresholded at p < .005 and cluster thresholded at p < .05 (corrected).  
 
General Discussion 
In two experiments using the blocked cyclic naming paradigm, we investigated whether 
object part contexts would induce semantic interference in spoken word production analogous to 
that observed for categorically related contexts. Experiment 4 revealed a significant interference 
effect in naming latencies over cycles 2-6, although this effect was not cumulative. Experiment 5 
replicated the interference effect. However, this time a significant cumulative effect was observed 
in the naming latencies. Overall, the interference we observed with object parts is similar to the 
majority of findings reported for categorically related contexts in the blocked cyclic naming 
paradigm, in which an additional cumulative effect is sometimes observed (Belke & Stielow, 2013; 
Damian & Als, 2005).  
Experiment 5 revealed a relatively limited set of significant perfusion signal changes in the 
left DLPFC and hippocampus associated with the interference effect. The latter finding is consistent 
with results from fMRI studies of categorically related contexts in blocked cyclic naming (de 
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Zubicaray, et al., 2014; Hocking, et al., 2009). Activation of the hippocampus in blocked cyclic 
naming has been interpreted as consistent with a common working memory and incremental 
learning mechanism (Gluck, Meeter, & Myers, 2003), per recent proposals (Belke, 2008; Damian & 
Als, 2005; Oppenheim, et al., 2010). Hippocampal lesions have been shown to impair performance 
on short-term retention tasks, with the hippocampus playing an important role in working memory 
more generally (for reviews, see Jonides et al., 2008; Marshuetz, 2005; Ranganath & Blumenfeld, 
2005). Of note, both the DLPFC and hippocampus have been implicated consistently in a working 
memory circuit, especially for item order information (Hsieh, et al., 2011; Hsieh, et al., 2014; 
Marshuetz, 2005). This network would be consistent with Crowther and Martin’s (2014) suggestion 
that working memory encodes and then tracks items within-cycles, permitting the participant to 
predict which pictures will appear on subsequent trials. 
 The novel observation of significant perfusion changes in the DLPFC for object part 
interference is consistent with Wirth et al.’s (2011) finding in which anodal tDCS applied to this 
region reduced the interference effect with categorical relations. Of note, previous neuroimaging 
studies did not target the DLPFC for ROI analysis. Wirth et al (2011) proposed the DLPFC operates 
as a ‘tuning’ mechanism for lexical-conceptual representations in the left lateral temporal lobe. 
According to this account, the DLPFC may inhibit the increased activation of lexical 
representations during blocked cyclic naming. However, we were unable to find any significant 
perfusion changes in the left lateral temporal lobe that might reflect the differential activation of 
lexical representations in the homogeneous part context, despite the use of a sensitive ROI analysis, 
making this explanation less viable. The failure to observe differential lateral temporal lobe activity 
in the ROI analysis is striking, as this region is the only one reported reliably for categorically 
related contexts in neuroimaging studies of blocked cyclic naming and its engagement is interpreted 
consistently in terms of lexical level processing mechanisms (Aristei, Melinger, & Abdel Rahman, 
2010; Hocking, et al., 2009; Indefrey, 2011; Indefrey & Levelt, 2004; Maess, et al., 2002; Schnur, 
et al., 2009).  
One possibility is that the interference effect for object parts did involve differential 
perfusion changes within the left temporal lobe ROI, although they were too weak to be detected 
with the statistical thresholding employed. This might be due to our part-stimuli eliciting a 
relatively smaller lexical cohort than categorically related stimuli. That is, while categorically 
related contexts could be expected to spread activation more broadly to lexical representations of 
other exemplars via conceptual feature overlap, activation spread elicited by parts might be 
restricted to the features of a particular object, and so result in a smaller lexical cohort of related 
object parts. If the magnitude of the interference effect in naming latencies is a function of the size 
of the lexical cohort activated (e.g., Abdel Rahman & Melinger, 2009), then a relatively smaller 
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interference effect for our object parts would be expected. This pattern was observed by Abdel 
Rahman and Melinger (2007) for associative contexts: In addition to being of smaller magnitude, 
the associative interference effect also developed over later cycles (3-4). However, the average 
magnitude of our object part interference effect (~20-25 ms across both experiments) is comparable 
to the average interference effects reported by published studies using a similar number of 
categorical related stimuli (4 x 4 or 5 x 5 matrix) and cycles (6-10), and was also apparent from the 
second cycle onward (e.g., Belke, 2008; Belke et al., 2005; Damian & Als, 2005; Damian et al., 
2001; Abdel Rahman & Melinger, 2007), although it should be noted that we do not directly 
compare object parts to whole objects in this study. Thus cohort size does not appear to be a major 
determinant of the magnitude of the semantic interference effect (for similar conclusions, see 
Bormann, 2011; H. E. Vieth, K. L. McMahon, & G. I. de Zubicaray, 2014). 
 Another possible explanation for our failure to observe differential temporal lobe signal 
changes is that another mechanism is responsible for the interference effect in the blocked cyclic 
naming paradigm, one that might not involve differential activation of lexical candidates per se. As 
mentioned above, our perfusion findings in the DLPFC and hippocampus are consistent with a 
working memory circuit (e.g., Marshuetz, 2005). Crowther and Martin (2014) found a significant 
correlation between a measure of proactive interference in working memory – the recent negatives 
task (Monsell, 1978) - and performance in blocked cyclic naming. Proactive interference (PI) refers 
to the impaired recall of an item due to previously presented material in working memory (Jacoby, 
Debner, & Hay, 2001). In the recent negatives task, participants are given a small set of items to 
remember, followed by a recognition probe. In some trials, the recognition probe will be part of the 
current list (positive trials). In others, the probe word appeared not in the current list, but in the list 
immediately preceding the current list (recent negative trials). In the remaining trials, the probe did 
not appear in any list at all (non-recent negatives). Proactive interference is measured by the 
difference in RTs between the positive trials and the recent negative trials. Working memory span 
and performance on the recent negatives task are strongly correlated, with the DLPFC a key region 
implicated in PI (for a review, see Burgess, Gray, Conway, & Braver, 2011). Of note, PI effects in 
working memory are stronger with semantically related stimuli, as demonstrated by the classic 
buildup of PI procedure (Wickens, Born, & Allen, 1963). In that procedure, participants encode 
triads of words that they then recall. Recall of a given triad is examined as a function of its serial 
position in a sequence of trials presenting related triads (e.g., members of a category). The first triad 
is typically recalled very well, although recall performance declines for subsequent related triads. 
This buildup of PI occurs only for trials preceded by related ones (see Shivde & Anderson, 2011, 
for a review). Thus semantic interference effects in the blocked cyclic naming paradigm might 
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reflect a contribution of buildup of PI in working memory, rather than solely reflecting differential 
activation of lexical candidates. 
 One objection to this latter proposal is that Crowther and Martin (2014) found a significant 
negative correlation between PI and the slope of naming latencies over cycles only in the 
heterogeneous context, noting that ‘if the recent negatives measure reflected the ability to resolve 
interference from related [homogeneous] trials, a positive correlation with the related trial slope 
would have been expected” (p. 11). One way of reconciling this result with the PI proposal is to 
assume that categorically related contexts induce an additional interference effect, reflecting the 
spread of activation to a cohort of lexical candidates, requiring competitive or non-competitive 
lexical selection mechanisms to be engaged per current accounts (e.g., Belke, 2013; Oppenheim et 
al., 2010; Abdel Rahman & Melinger, 2009). This additional source of lexical interference could 
have conceivably attenuated the correlation with the recent negatives task in their study.  
Alternatively, Crowther and Martin’s (2014) failure to observe a correlation between PI and 
the slope of naming latencies over cycles in the related context could be considered consistent with 
Navarrete and colleagues’s (2014) recently proposed non-competitive selection account. Their 
account proposes the effect in the blocked cyclic naming paradigm does not reflect semantic 
interference, but rather greater repetition priming in the unrelated context. Further, according to the 
Navarrete et al (2014) account, typical blocked cyclic naming experiments such as the one 
employed in both of our experiments confound repetition within-block and repetition within an 
experiment. If Navarrete et al.’s (2014) hypothesis of differential repetition priming between 
contexts is correct, it should also be possible to observe brain activity in regions mediating 
repetition priming in picture naming in the current fMRI experiment. For example, fMRI studies 
investigating the neural basis of repetition priming in picture naming have reported reduced activity 
in left IFG, posterior temporal and occipitotemporal regions, as well as the hippocampus (Chao, 
Weisberg, & Martin, 2002; Heim, Eickhoff, Friederici & Amunts, 2009; Van Turrenout, 
Bielamowicz, & Martin, 2003). If the effect in blocked cyclic naming is due to relatively less 
repetition priming in homogeneous blocks, we should have observed relatively greater perfusion 
signal in those regions compared to heterogeneous blocks. In line with this prediction, we did 
observe differential perfusion signal in the hippocampus. However, we did not observe differential 
responses in any of the other areas. Consequently, the perfusion data are unable to adjudicate 
between competitive vs. non-competitive lexical selection accounts. 
Working memory involvement in blocked cyclic naming has been proposed primarily in 
terms of establishing and maintaining a set of task-relevant representations from the first cycle 
onwards (e.g., Belke & Stielow, 2013) or maintaining item order information within cycles 
(Crowther & Martin, 2014; Marshuetz, 200). However, working memory is a broad construct that 
	 62
encompasses many mechanisms (Baddeley, 2012), and it is possible that other processes might be 
involved. For instance, the DLPFC has been implicated in control signaling during task switching, 
which might conceivably be engaged between contexts and cycles (Johnston, Levin, Koval & 
Everling, 2007). Additionally, it is possible that an interference control mechanism mediated by the 
lateral PFC may be involved in inhibiting the activation of irrelevant representations and/or 
increasing the activation of relevant ones, as has been proposed for semantic interference effects in 
the PWI paradigm (Belke & Stielow, 2013; Crowther & Martin, 2014; de Zubicaray, Wilson, 
McMahon & Muthiah, 2001). The observed activity in the DLPFC is also in the vicinity of the 
inferior frontal junction, an area that has been associated with cognitive control mechanisms that 
may be involved in speech production (Clos, Amunts, Laird, Fox, & Eickhoff, 2013; Derrfuss, 
Brass, Neumann, & von Cramon, 2005; J. Derrfuss, Brass, & von Cramon, 2004; Derrfuss, Brass, 
von Cramon, Lohmann, & Amunts, 2009; Sundermann & Pfleiderer, 2012). 
We also failed to observe significant perfusion signal changes in the parietal cortex or left 
IFG accompanying the interference effect with object parts. Activation in the former region, while 
observed in some working memory paradigms (see Marshuetz, 2005), has not been reported reliably 
for semantic interference in blocked cyclic naming. While the left IFG has been proposed to have a 
prominent role in recent accounts of semantic interference in blocked cyclic naming, e.g., as a 
booster (Oppenheim, et al., 2010), biasing (Belke & Stielow, 2013), or competition resolution 
(Schnur et al., 2009) mechanism for lexical representations in the lateral temporal lobe, it is worth 
noting that it too is not observed reliably across studies (see de Zubicaray et al., 2014, for a review).  
 
Conclusions 
  Overall, we have shown that related object parts can induce a significant semantic 
interference effect in the blocked cyclic naming paradigm. This interference effect involved 
decreasing and increasing activation of the left DLPFC and hippocampus, respectively, two regions 
that have been reliably implicated in working memory (e.g., Marshuetz, 2005). These results 
provide partial support for accounts that assume object part relations can induce interference effects 
in spoken word production analogous to those observed for categorical relations, when presented in 
context (e.g., Abdel Rahman & Melinger, 2009) and for accounts that assume a role for working 
memory processes in the blocked cyclic naming paradigm (e.g., Belke & Stielow, 2013; Crowther 
& Martin, 2014). However, our failure to observe significant perfusion signal changes in the left 
lateral temporal lobe is not consistent with proposals that semantic interference in blocked cyclic 
naming necessarily reflects lexical level processes, especially lexical cohort activation (e.g., Belke 
& Stielow, 2013; Oppenheim et al., 2010; Abdel Rahman & Melinger, 2009). Instead, a buildup of 
PI in working memory that engages the DLPFC and hippocampus might plausibly account for the 
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interference effect we observed with object part contexts, while interference with categorical 
relations might reflect an additional source of lexical-level cohort activation. Future work should 
therefore investigate relationships between the buildup of PI procedure and semantic interference 
effects in blocked cyclic naming. 
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Chapter 4 
 
The role of shared vs. distinctive 
conceptual features in lexical access 
  
Contemporary models of spoken word production assume conceptual feature sharing 
determines the speed with which objects are named in categorically-related contexts. However, 
statistical models of concept representation have also identified a role for feature distinctiveness, 
i.e., features that identify a single concept and serve to distinguish it quickly from other similar 
concepts. In four experiments we investigated whether distinctive features might explain reports of 
counter-intuitive semantic facilitation effects in the picture word interference (PWI) paradigm. In 
Experiment 6, categorically-related distractors matched in terms of semantic similarity ratings (e.g., 
zebra and pony) and manipulated with respect to feature distinctiveness (e.g., a zebra has stripes 
unlike other equine species) elicited interference effects of comparable magnitude. Experiment 7 
failed to support the reported finding of semantic facilitation in a replication of Mahon et al.’s 
(2007) Experiment 5. Experiments 8 and 9 investigated the role of feature distinctiveness with 
respect to reports of facilitated naming with part-whole distractor-target relations (e.g., a hump is a 
distinguishing part of a CAMEL, whereas knee is not, vs. an unrelated part such as plug). Related 
part distractors did not influence target picture naming latencies significantly when the part denoted 
by the related distractor was not visible in the target picture (whether distinctive or not; Experiment 
8). When the part denoted by the related distractor was visible in the target picture, non-distinctive 
part distractors slowed target naming significantly at SOA of -150 ms (Experiment 9). Thus, our 
results show that semantic interference does occur for part-whole distractor-target relations in PWI, 
but only when distractors denote features shared with the target and other category exemplars. We 
discuss the implications of these results for some recently developed, novel accounts of lexical 
access in spoken word production. 
 
 
Experiments 6, 8 and 9 of this chapter have been published as: 
Vieth, H. E., McMahon, K., & de Zubicaray, G. I. (2014). The roles of shared vs. distinctive conceptual 
features in lexical access. Frontiers in Psychology, 5. doi: 10.3389/fpsyg.2014.01014 
The authors are grateful to Freeda Thong and Megan Barker for their assistance with collecting 
data.  
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Introduction 
A large empirical literature on object naming has demonstrated that speakers are influenced 
by the activation of concepts related to the object they intend to name.  For example, when objects 
are presented in categorically related versus unrelated contexts, naming latencies are typically 
slower (Kroll & Stewart, 1994; Lupker, 1979; Rosinski, 1977). Virtually all accounts of spoken 
word production assume that these semantic context effects occur due to the co-activation of 
conceptual features shared among categorically related objects. However, there is considerable 
disagreement among accounts as to the consequences of this conceptual feature overlap for the 
production system (e.g. Caramazza, 1997; Dell & O'Seaghdha, 1992; Goldrick & Rapp, 2002; 
Levelt, et al., 1999; Mahon, et al., 2007; Abdel Rahman & Melinger, 2009). 
 Semantic context effects are induced successfully in a number of experimental naming 
paradigms. For example, in the picture-word interference (PWI) paradigm, in which participants 
ignore a distractor word while naming a target picture, slower naming latencies are observed 
reliably when distractors (e.g. wolf) are category coordinates of the target picture (e.g., DOG) 
compared to unrelated distractors (e.g. book; La Heij & van den Hof, 1995; Levelt, et al., 1991; 
Schriefers, et al., 1990). This effect is known as semantic interference and has been interpreted as 
evidence supporting a competitive lexical selection mechanism in some spoken word production 
models (Abdel Rahman & Melinger, 2009; Levelt et al., 1999; Starreveld & La Heij, 1996). 
However, non-competitive lexical selection mechanisms have also been proposed to explain the 
effect (Caramazza, 1997; Mahon et al., 2007).  
 The lexical selection by competition account assumes that naming latencies are a function of 
the number of active lexical candidates and their activation levels. For instance, if the target concept 
‘HORSE’ is activated, related animal category concepts such as pony, cow etc. also become 
activated due to conceptual feature overlap, and this activation spreads to their lexical 
representations (e.g. Collins & Loftus, 1975). This account explains the semantic interference effect 
in the PWI paradigm in terms of the categorically related distractor increasing the activation level of 
an existing lexical competitor, slowing target selection compared to an unrelated distractor word 
that activates a concept that was not activated by the target picture.  
Some PWI studies have demonstrated that conceptual feature overlap might not necessarily 
induce semantic interference. Costa, Alario and Caramazza (2005) reported that naming latencies 
were facilitated using ‘part-whole’ distractor-target pairs (bumper-CAR), a result confirmed by 
Muehlhaus, Heim, Sachs, Schneider, Habel & Sass (2013). Further, in two PWI experiments using 
two different methods of determining semantic overlap, Mahon et al. (2007; Experiments 5 & 7) 
showed target naming latencies (e.g., HORSE) were facilitated for semantically ‘close’ distractors 
(e.g., zebra) compared to semantically ‘far’ distractors (e.g., whale). Mahon et al. (2007) argued 
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that part and semantically close distractors should have higher conceptual-lexical activation levels 
due to sharing features with the target and thus be stronger competitors according to the competitive 
lexical selection account. They therefore proposed a post-lexical, non-competitive, response 
exclusion account of lexical selection. According to this account, conceptual feature overlap 
between distractor and target invariably induces semantic priming. Semantic interference in PWI 
instead reflects the extent to which the distractor is a relevant response to the task of naming the 
target picture. If the distractor is a relevant response to the target (e.g., another animal), a post-
lexical decision mechanism must take more time to clear it from an articulatory buffer. Further, the 
account predicts the part-whole facilitation effect in PWI (Costa, et al., 2005), as the ‘part’ (e.g. 
bumper) is not a relevant response to the target picture (e.g. CAR).  
Abdel Rahman and Melinger (2009) modified the competitive lexical selection account to 
explain part-whole and semantic distance facilitation effects in the PWI paradigm. According to 
their swinging lexical network model, feature-overlap between targets and distractors invariably 
produces semantic priming and interference. A net result of interference or facilitation depends 
upon the pattern of activation within the network. If shared features between the target and 
distractor activate a cohort of within-category lexical competitors, this creates one-to-many 
competition, and the net result is interference. Facilitation results when feature overlap does not 
spread to many lexical competitors, causing one-to-one competition. As distractors that are parts of 
whole objects do not spread activation to other related concepts, they produce one-to-one rather 
than one-to-many competition, and the net result is facilitation. Similarly, facilitation for 
semantically close distractor-target pairings is attributed to stronger priming due to feature overlap 
coupled with activation of a narrower category cohort of competitors (e.g., HORSE and zebra will 
activate only members of the equine category), contrasted with weaker priming and activation of a 
larger cohort for semantically far distractors (e.g., HORSE and whale will activate the broader 
category of animals). 
However, more recent research has failed to elicit facilitation effects with similar stimuli. 
For example, Piai, Roelofs and Schriefers (2011) noted that part-whole facilitation might instead be 
driven by strong associative links between the part distractor and its corresponding whole. Previous 
research has shown naming latencies are facilitated when targets are paired with distractors that are 
associates (e.g. SHIP-port; Alario, Segui, & Ferrand, 2000; La Heij, et al., 1990). Muehlhaus et al. 
(2013) selected part-whole stimuli that were strong associates using cue-target free association 
norms. Consistent with this explanation, Sailor and Brooks (2014) found that part-distractors 
produced facilitation only when they were associated with the target. When not associated with the 
target, part-distractors produced an interference effect compared to parts unrelated to the target 
object (Experiments 1 & 3). Further, Sailor and Brooks (in press) were unable to replicate the 
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findings from Costa et al.’s (2005) second experiment using identical materials. In two separate 
PWI experiments, Vieth, McMahon, and de Zubicaray (2014) were likewise unable to replicate the 
facilitation effect reported by Mahon et al. (2007; Experiment 7) using near identical stimuli based 
on feature production norms (McRae, Cree, Seidenberg, & McNorgan, 2005). Instead, they found 
reliably greater interference for distractors that shared more features with the target. It is also 
possible that a level-of-categorisation effect is responsible for differing results between studies. 
Costa, Mahon, Savova & Caramazza (2003) argue that the semantic system may be able to 
distinguish representations of target and distractor by their level of categorisation. For instance, if a 
distractor is a part of the target, the semantic system discards the distractor as a potential 
competitor, thus limiting lexical competition and instead causing facilitation in picture naming. 
However, Hantch, Jescheniak and Madebach (2012) noted a counfound between level of 
categorisation and task instructions in prior studies. When they corrected for this confound, 
semantic interference reemerged in picture naming tasks. 
Might there be another explanation for the (albeit equivocal) reports of feature overlap 
producing facilitation effects in PWI? To date, all accounts have emphasized feature-overlap 
between concepts. However, there is considerable behavioural evidence, supported by 
computational simulations, that distinctive features are activated differentially - and perhaps 
preferentially - to shared features (Cree, et al., 2006; Grondin, et al., 2009; Randall, Moss, Rodd, 
Greer, & Tyler, 2004). Distinctive features can be defined as features that are (ideally) a perfect cue 
to a concept, distinguishing it from other related concepts, or in terms of narrowing a contrast set. 
For instance, the feature ‘has a talon’, is likely to narrow a contrast set to <birds of prey> (see Cree 
et al., 2006).” As Grondin et al. (2009) note, distinctive features “make it easier to respond when 
the task requires distinguishing an item from among similar items, such as when naming the picture 
of an object” (p. 6, see also Cree, et al., 2006; Taylor, Devereux, Acres, Randall, & Tyler, 2012).  
An examination of the stimuli employed by Mahon et al. (2007) in their Experiment 5 
indicates that 17/20 of the close target-distractor pairings involved at least one distinguishing 
feature (e.g., HORSE-zebra). These stimuli were selected based on semantic similarity ratings from 
an independent sample of participants. Past research has shown that similarity ratings tend to 
emphasize the importance of shared features while de-emphasizing distinguishing features (e.g. 
Kaplan & Medin, 1997; Medin, Goldstone, & Markman, 1995). For example, the coincidence effect 
refers to the finding that two items (e.g., horse and zebra) that are semantically close due to feature 
overlap (e.g., equine animal, has legs, has a tail, etc) yet differ due to a distinguishing feature (e.g., 
has stripes) will tend to receive a higher similarity rating than do two items that share a similar 
number of semantic features yet only differ modestly (e.g., horse and donkey). Thus, if distinctive 
features have a privileged role during conceptual processing (Cree et al., 2006), in that they are 
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activated more quickly and/or strongly than shared features, this might explain why Mahon et al. 
(2007, Experiment 5) observed facilitation for their semantically close distractors that contained a 
high proportion of distinctive features, despite also sharing a number of features with the target 
pictures. 
 A similar examination of the part-whole stimuli employed by Costa et al. (2005) indicates 
that many are distinctive parts of their targets according to published feature production norms 
(McRae et al., 2005; e.g. PERISCOPE-submarine; SINK-drain). Other pairings likewise appear 
distinguishing (e.g., CHURCH-pew; AMBULANCE-stretcher). As Costa et al. (2005; also Mahon 
et al., 2007) note, the activation-level of a part distractor should be raised when presented in 
conjunction with a target picture of the whole object to which it refers, due to feature overlap, thus 
making it a more potent competitor according to the lexical selection by competition account. 
However, a part that is a distinctive feature and so potentially a perfect cue to the target concept 
should elicit less lexical-level activation than a part that is shared with other objects, due to less 
activation spreading at the conceptual level. This might explain why some studies observed 
facilitation with part-whole distractor-target pairings while others observed interference (e.g., Sailor 
& Brooks, 2014). Thus, feature distinctiveness might be an important factor influencing the polarity 
of semantic effects in PWI paradigms. If so, accounts of semantic facilitation effects in spoken 
word production models would need to be modified to account for preferential processing of 
distinctive features. Conceivably, both post-lexical and swinging lexical network accounts of PWI 
effect could be modified to accommodate potential facilitatory effects of distinctive features in 
terms of stronger semantic priming, the former by assuming that the processing of distinctive 
distractors is privileged such that they enter the articulatory buffer earlier and are excluded 
accordingly, while the latter model could assume that distinctive features result in one-to-one rather 
than one-to-many competition at the lexical level due to their activating only the relevant target 
concept (see Figure 8), and so the net effect is semantic priming. 
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Figure 8. A depiction of how a distinctive feature (beard for GOAT) might operate within the 
lexical-conceptual network compared with a shared feature (tail). Activation of beard spreads 
activation only to the lexical concept it is linked to, facilitating its production, whereas activation of 
a shared feature like tail spreads activation to a larger lexical cohort (e.g., there are 39 animals 
including goat that share a tail according to the McRae et al. norms), inducing competition with the 
target utterance. 
 
 In this study, we report four PWI experiments examining effects of shared and distinctive 
distractor features. Experiment 6 manipulated distinctive distractor features while controlling for 
shared features, with the aim of determining whether the former might be responsible for eliciting a 
facilitation effect with categorical distractor-target relations (e.g., Mahon et al., 2007; Experiment 
5). Experiment 7 used Mahon et al (2007) Experiment 5’s materials and methods to determine if 
semantic facilitation is a reliable result. Experiments 8 and 9 investigated the role of feature 
distinctiveness with respect to part-whole distractor-target relations (e.g., a hump is a distinguishing 
part of a CAMEL, whereas knee is not, vs. an unrelated part such as plug). In Experiments 6, 8 and 
9, targets and distractors were constructed so as to have minimal associative relations (e.g., Sailor & 
Brooks, 2014). 
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Experiment 6 
 Experiment 6 tested whether feature distinctiveness might facilitate naming of categorically-
related distractor-target pairings, as they are known to speed simple picture naming (e.g., Grondin 
et al., 2009). Past research has shown that similarity ratings tend to weight shared features as more 
important, with two items (e.g., horse and zebra) matching on one dimension (e.g., equine animal) 
yet differing considerably on another (e.g., stripes) tending to receive a higher similarity rating than 
two items that differ modestly (e.g., horse and donkey; Kaplan & Medin, 1997; Medin, et al., 1995). 
As we noted in the Introduction to this paper, an examination of the close distractor-target pairings 
in Mahon et al.’s (2007) Experiment 5 revealed the majority involved distinguishing features (e.g., 
HORSE-zebra) according to feature production norms. Thus, distinguishing features might be 
responsible for the polarity reversal they observed. Experiment 6 therefore employed a set of target-
distractor materials that manipulated distinctive features while controlling for semantic similarity. 
Participants 
 Participants were 50 students enrolled in first-year psychology courses at the University of 
Queensland. All were native English speakers. Each participant gave informed consent in 
accordance with the protocol approved by the Behavioural and Social Sciences Ethical Review 
Committee of the University of Queensland and was compensated with course credit. 
Design 
 Experiment 6 was a 2x2x2 mixed design. Independent variables within-participants were 
semantic relation (semantically related, unrelated), and distinctiveness (distinctive, non-distinctive) 
and SOA between-participants (-160 ms and 0 ms). These SOAs were selected based on the 
findings of significant facilitation effects in Mahon et al.’s (2007) Experiments 5 (0 ms) and 7 (-160 
ms). 25 participants were randomly assigned to each SOA.  
Materials 
 Twenty target pictures and 40 distractor words were selected via a ratings study. Pictures 
were black-and-white line drawings, the majority of which were selected from normative picture 
databases (Bonin, Peereman, Malardier, Meot, & Chalard, 2003; Cycowicz, Friedman, & Rothstein, 
1997; Szekely et al., 2004) with remaining items from the internet. The distractors were split into 
two sets of 20 categorically related items that were matched in terms of semantic similarity to the 
targets. In one of these sets (similar-plus-distinctive), each distractor additionally had at least one 
feature dimension rated as distinguishing it from the target, despite being matched in overall rated 
similarity. By way of example, a semantically similar pairing was PIGEON-sparrow while the 
corresponding similar-plus-distinctive pairing was PIGEON-canary. In order to reduce the number 
of related trials in the experiment to approximately 50%, two unrelated distractor conditions were 
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created by re-pairing each distractor with an unrelated target picture (following Mahon et al., 2007; 
see Appendix D).  
 In order to create the semantically similar and similar-plus-distinctive target-distractor 
pairings, we performed two separate ratings studies. In the first, a group of 37 participants, none of 
whom participated in the PWI experiment, performed semantic similarity and dissimilarity 
judgments on a list comprising 72 word triplets, each triplet consisting of a target and two 
categorically related distractors. Targets were paired with each distractor separately on different 
trials. Participants were required to rate target-distractor word pairs presented in random order for 
semantic similarity (“how related are the two concepts denoted by the words”) on a scale of 1 to 7 
(1 = unrelated, 7 = highly related) following Mahon et al. (2007). Subsequently, the participants 
were presented with the word triplets, again in random order, and instructed to select the distractor 
concept that differed most from the target and nominate the distinguishing feature. In the second 
ratings study, another group of 11 participants, none of whom participated in the first rating study 
or the PWI experiment, rated each word for imageability (“the ability to form a picture of the 
word’s referent in your mind”) following Mahon et al. (2007). Ratings were made on a scale of 1 to 
7 (1 = not imageable, 7 = highly imageable).  
 The sets of 20 semantically similar and 20 similar-plus-distinctive distractors were thus 
created using triplets in which both distractors had been rated as highly similar to the target. The 
similar-plus-distinctive distractors were selected according to the consistency with which a 
distinguishing feature dimension had been nominated across participants (criterion > 70%). 
Distractors in both sets were also matched according to imageability ratings, frequency, number of 
morphemes, syllables, and phonemes, word length, orthographic (OLD) and phonological 
Levenshtein Distance (PLD) (See Table 1; Balota et al., 2007). A series of t-tests demonstrated no 
significant differences between semantically related conditions on similarity to target t(38) = 1.006, 
p = .32, imageability t(38) = 1.68, p = .10, word length t(38) = .21, p = .84, frequency t(38) = .17, p 
= .87, OLD t(38) = .17, p = .87, PLD t(38) = .71, p = .71, number of phonemes t(38) = .61, p = .54, 
number of syllables t(38) = 0, p = 1, and number of morphemes t(38) = 1.24, p = .22. Trials were 
randomized using Mix software (van Casteren & Davis, 2006) with the constraints that two 
presentations of the same picture were always interceded by at least five different pictures, and no 
more than two consecutive trials were of the same distractor type. One unique list per participant 
was generated.  
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Table 8: Matching variables for the stimuli in Experiment 6. Standard Deviations are in 
parentheses. 
 Distractor Type 
Similar 
Similar-plus-
Distinctive 
   
Rated similarity to target 5.35 (1.13) 5.17 (1.18) 
Imageability 6.20 (1.07) 6.39 (1.06) 
Length 5.95 (1.57) 5.85 (1.50) 
Frequency 11.27 (19.54) 12.25 (17.55) 
OLD 1.97 (.82) 2.07 (.86) 
PLD 4.7 (1.34) 4.95 (1.23) 
No. Phonemes 1.75 (.55) 1.75 (.64) 
No. Syllables 1.1 (.31) 1.25 (.44) 
No. Morphemes 5.35 (1.13) 5.17 (1.18) 
   
OLD: Orthographic Levenshtein Distance; PLD: Phonological Levenshtein Distance 
 
Procedure 
 Participants underwent pre-experimental familiarisation with the target pictures by naming 
each three times in random order. The first presentation was accompanied by the target’s proper 
name printed below, with subsequent presentations only displaying the picture. Each experimental 
trial commenced with the participant pressing the space bar following the presentation of a question 
mark (?) at center-screen. Trials began by presenting a fixation cross center-screen for 500 ms, 
followed by a 50 ms blank screen. The distractor word appeared at -160 or 0 ms SOA relative to 
target presentation. Distractor words appeared randomly either above or below targets and 
counterbalanced across trials/conditions. Stimuli remained onscreen for 3000 ms or until the 
participant made a verbal response. A question mark presented centrally then indicated that the 
participant could proceed to the next trial via space bar press.  
Apparatus 
 Stimuli presentation, response recording and latency measurement (i.e., voice key) were 
accomplished via the Cogent 2000 toolbox extension (www.vislab.ucl.ac.uk/cogent_2000.php) for 
MATLAB (2010a, MathWorks, Inc) using a personal computer equipped with a noise-cancelling 
microphone (Logitech, Inc). The same apparatus was used in all subsequent experiments. 
 
Results and Discussion 
 Trials on which the voice key failed to detect a response (.01%) were discarded as were 
latencies below 250 ms or above 2000 ms (2.5%). Latencies deviating more than 2.5 standard 
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deviations from within-participant, within-condition means were excluded from analysis (5.7%). 
Errors were classified according to whether the participant hesitated during naming (i.e., 
dysfluencies) or misidentified the target, and due to their low frequency (1.6%) were not subjected 
to analysis. Mean naming latencies and error rates are summarised in Table 9. 
 
Table 9. Experiment 6 Naming Latencies (in Milliseconds), 95% Confidence Intervals (CI), and 
Error rates (E%) by Type of Distractor and SOA 
 Distractor Condition 
 
Semantically 
similar 
Similar-plus-
distinctive 
Unrelated 
(Similar) 
Unrelated 
(similar-plus-
distinctive) 
     
SOA -160 ms     
Mean 784 777 760 756 
CI ±47 ±44 ±46 ±45 
E% 1 2 1.2 2 
     
SOA 0 ms     
Mean 801 813 794 791 
CI ±47 ±44 ±46 45 
E% 1.8 1.2 1 2.2 
     
 
 Data were subjected to repeated measures ANOVAs with participants and items as random 
factors (F1 and F2, respectively). There was a significant main effect of distractor relation, F1(1, 
48) = 8.40, p = .006, partial η2 = .15, F2(1, 38) = 14.41, p = .001 partial η2 = .28, yet no significant 
effect of distinctiveness F1(1, 48) < 1, p = .963, partial η2 = .00, F2(1, 38) < 1, p = .978, partial η2 = 
.00. The effect of SOA was not significant by participants F1(1, 48) < 1, p = .326, partial η2 = .02, 
although was significant by items F2(1, 38) = 6.21, p = .017, partial η2 = .14, with naming latencies 
faster at SOA -160 ms. There were no significant interactions between distractor relation and either 
distinctiveness, F1(1, 48) < 1, p = .546, partial η2 = .01,  F2(1, 38) < 1, p = .469, partial η2 = .01, or 
SOA, F1(1, 48) < 1, p = .561, partial η2 = .01, F2(1, 38) < 1, p = .601, partial η2 = .01.  
Separate analyses were conducted within each SOA. At -160 ms SOA, there was a 
significant effect of distractor relation, F1(1, 24) = 7.47, p = .012, partial η2 = .24, F2(1, 19) = 9.46, 
p = .006 partial η2 = .33. However, there was no significant effect of distractor distinctiveness F1(1, 
24) < 1, p = .537, partial η2 = .02, F2(1, 19) < 1, p = .409, partial η2 = .04, or interaction between 
distinctiveness and relation, F1(1, 24) < 1, p = .760, partial η2 = .00, F2(1, 19) < 1, p = .792, partial 
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η2 = .00. At 0 ms SOA, there was no significant effect of distractor relation by participants F1(1, 
24) = 2.25, p = .147, partial η2 = .09, although the effect was significant by items F2(1, 19) = 5.28, 
p = .033 partial η2 = .22. Again, there was no significant effect of distinctiveness, F1(1, 24) < 1, p = 
.473, partial η2 = .02, F2(1, 19) = 1.47, p = .240, partial η2 = .07 and no interaction, F1(1, 24) = 
1.52, p = 230, partial η2 = .06, F2(1, 19) = 1.21, p = .285, partial η2 = .06. 
 Follow up comparisons investigated the significant main effects of distractor relation found 
at each SOA. At -160 ms SOA, related distractor-target pairs were named significantly slower than 
unrelated pairs, t1 (24) = 2.73, p = .012, Mdiff = 23 ms, 95% CI = ±17, t2(19) = 3.08, p = .006, Mdiff 
= 21 ms, 95%  CI = ±14. At 0 ms SOA, related distractor-target pairs were named significantly 
slower than unrelated pairs, t2(19) = 2.30, p = .033, Mdiff = 16 ms, 95% CI = ±14.  
 Contrary to our prediction, categorically related distractors with distinguishing features did 
not influence picture naming latencies differentially: both similar and similar-plus-distinctive 
distractors elicited comparable interference compared to the matched unrelated distractors at each 
SOA. This result indicates that distinguishing features are unlikely to be responsible for semantic 
facilitation effects observed for categorically related distractors and targets in some PWI 
experiments using high proportions of distractor-target pairings with distinguishing features (e.g., 
Mahon et al., 2007; Experiment 5). Moreover, they indicate that conceptual feature overlap is the 
predominant factor influencing naming latencies in the PWI paradigm when distractors and targets 
are categorically related. However, the results of Experiment 6 are not informative with respect to 
the role of distinctive features when distractors are not category coordinates of the target picture, as 
is the case with part-whole relations (e.g., Costa et al., 2005). This latter scenario is explored in 
Experiment 8 and 9.  
 
Experiment 7  
 Given the failure to observe an effect of distinctive features in Experiment 6 that might have 
accounted for Mahon et al.’s (2007) Experiment 5 finding of facilitation for semantically close vs. 
far distractor-target pairings derived from subjective semantic similarity ratings, Experiment 7 
attempted to replicate their experiment with identical materials. Although Mahon et al. employed a 
single 0ms SOA with these stimuli, we added an SOA manipulation to the current experiment 
consistent with prior studies of semantic interference to investigate the time course of potential 
effects (e.g., Damian & Martin, 1999; Schriefers, et al., 1990). 
Participants 
 Participants were 27 students from the University of Queensland. Each participant gave 
informed consent in accordance with the protocol approved by the Behavioural and Social Sciences 
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Ethical Review Committee of the University of Queensland and was compensated with course 
credit.   
Design 
 Experiment 7 was a 3x3 repeated-measures design. The within-participant factors were 
semantic distance (close, far, unrelated) and distractor SOA (-160, 0 and +160ms).  
Materials 
 Distractor-target pairings were identical to those from Experiment 5 of Mahon et al (2007; 
see Appendix E). Pictures were black and white line drawings, the majority of which were selected 
from normative picture databases (P. Bonin, Peereman, Malardier, Meot, & Chalard, 2003; 
Cycowicz, et al., 1997; Szekely, et al., 2004) with remaining items from the internet. Nine 
randomisation lists were created. The order in which participants received the randomization lists in 
each of the SOA blocks was balanced according to a Latin square design, as was the presentation 
order of SOA blocks. 
Procedure 
 Trial presentation was identical to Experiment 6, with a brief rest break between SOA 
blocks. 
Results and Discussion 
 Trials on which the voice key failed to detect a response (.02%) were discarded as were 
latencies below 250 ms or above 2000 ms. Latencies deviating more than 2.5 standard deviations 
from within-participant, within-condition means were excluded from analysis (11.6%). Speech 
errors were classified identically to Experiment 6, and due to their low frequency (.03%) were not 
subjected to analysis. Mean reaction times, standard deviations and error rates are displayed in 
Table 10. 
 
Table 10. Experiment 7 Naming Latencies (in Milliseconds), 95% Confidence Intervals (CI), and 
Error rates (E%) by Type of Distractor and SOA. 
  SOA 
Semantic Distance  -160 0 +160
     
Close Mean 617 637 631 
 CI 27 42 54 
     
Far Mean 614 633 629 
 CI 26 35 51 
     
Unrelated Mean 618 634 625 
 CI 30 40 51 
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 Data were subjected to repeated measures ANOVAs by participants (F1) and by items (F2). 
By participants, Mauchly’s test indicated that the assumption of sphericity had been violated for 
SOA (2= 13.73, p < .05, ε = .69), as was the case for semantic distance by items (2 = 7.02,  p < 
.05, ε = .66). Thus, for these analyses the degrees of freedom were corrected using Greenhouse-
Geisser estimates. There was no significant effect of semantic distance by participants F1(2, 48) = 
.50, MSE = 364.91, p = .60 or by items F2(1.51, 28.73) = .46, MSE = 394.79, p = .58. There was no 
significant effect of SOA by participants F1(1.38, 33.12) = 1.20, MSE = 7906.73, p = .30, although 
this effect was significant by items F2(2, 38) = 14.12, MSE = 420.44, p < .001.  
 It is possible the large number of outliers removed from the initial analyses may have unduly 
influenced the results, thus the analyses were conducted again. In this analysis, only response 
latencies slower than 2000ms and faster than 250ms were removed. By participants, Mauchly’s test 
indicated that the assumption of sphericity had been violated for SOA (2= 9.29, p < .05, ε = .75). 
Thus, for this analysis the degrees of freedom were corrected using Greenhouse-Geisser estimates. 
There was no significant effect of semantic distance by participants F1(2, 48) = .43, MSE = 174.37, 
p = .66 or by items F2(2, 38) = .31, MSE = 142.93, p = .74. There was no significant effect of SOA 
by participants F1(1.50, 36.03) = 1.59, MSE = 9545.32, p = .21, although this effect was significant 
by items F2(2, 38) = 12.02, MSE = 7386.36, p < .001. 
 The overall null results from Experiment 7 do not replicate the facilitation effect reported for 
Mahon et al.’s (2007) Experiment 5, despite the use of identical distractor-target pairings. Unlike 
Mahon et al. who employed a single 0ms SOA, we included an SOA manipulation in our 
experiment. Given that prior PWI studies employed similar crossed designs and reported significant 
interference effects at early negative and 0ms SOAs (e.g., Damian & Martin, 1999; Schriefers et al., 
1990), it seems unlikely that the design modification could be responsible for the null findings. A 
possible explanation for the null findings is that the semantically related distractor-target pairings 
were confounded in terms of associative relationships, the likelihood of which was acknowledged 
by Mahon et al. For example, La Heij, Dirkx, and Kramer (1990) reported that distractor words 
sharing categorical and associative relationships with the target picture did not invariably produce 
semantic interference compared to an unrelated condition, and this result varied according to both 
the SOA employed and associative strength. 
 
Experiment 8 
As noted in the Introduction, Costa and colleagues’ (2005) stimuli included distractors that denoted 
distinctive parts of their targets (e.g. periscope-SUBMARINE) according to feature production 
norms (McRae et al., 2005). In the absence of a categorical relation, part-whole distractor-target 
pairings represent a context in which a distinctive feature has a one-to-one relationship with a target 
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picture concept that might facilitate its identification via semantic priming (e.g., Taylor et al., 
2012), whereas the relationship of a non-distinctive feature is less clear as it is shared among other 
objects. Experiment 8 therefore employed a set of materials that manipulated distinctive vs. non-
distinctive parts of target objects, while ensuring associative relations were minimal (e.g., Piai et al., 
2011; Sailor & Brooks, 2014).  
 
Participants 
 Twenty-nine students from the University of Queensland participated in this study. All were 
native English speakers. Each participant gave informed consent and was compensated with course 
credit. 
Design 
 Experiment 8 was a 2 x 2 x 3 repeated measures design, with target picture naming latencies 
being the dependent variable. The three independent variables were distractor part-relation (related, 
unrelated), distinctiveness (distinctive, non-distinctive) and SOA (-150, 0 or +150 ms), using a 
within-participants design, following Sailor and Brooks’ (in press) findings at SOAs of -150 and 0 
ms. 
Materials 
 Twenty-four target pictures and 48 distractors were selected according to published feature 
production norms (McRae, et al., 2005; see Appendix F). Pictures were colour photographs sourced 
from normative databases (e.g. Adlington, Laws, & Gale, 2009; Moreno-Martinez & Montoro, 
2012) and the internet. Distinctive features were determined via the ‘distinctiveness’ measure in the 
McRae, et al. (2005) norms, defined as the inverse of the number of concepts in which that feature 
occurs in the norms. Therefore, those features with high scores occur less often between different 
concepts and are thus more distinct. For each target concept, a part feature was chosen that was high 
in distinctiveness (values of .5 and 1) and low in distinctiveness (values < .5). Re-pairing the 
distinctive and non-distinctive distractor words created the unrelated conditions with unrelated 
targets following Costa et al. (2005; Experiment 2). Thus each picture appeared four times, and 
each distractor word was used twice (with the exception of stem that was paired four times with 
different pictures due to a clerical error; as the results reported below did not differ when this item 
was removed from analyses, it was retained).  Distinctive and non-distinctive distractors were also 
matched on a number of lexical variables including length  t(46) = .12, p = .91, frequency t(46) = 
.09 , number of syllables t(46) = .32, p = .75, number of phonemes t(46) = .50, p = .62, morphemes 
t(46) = .59, p = .56, orthographic and phonological Levenshtein Distance (t(46) = .64, p = .52, t(46) 
= .79, p = .44, respectively), word mean bigram frequency (Balota, et al., 2007)  t(46) = 1.04 p = 
.31 , age of acquisition (Kuperman, Stadthagen-Gonzalez, & Brysbaert, 2012)  t(46) = .30, p = .77, 
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concreteness (Brysbaert, Warriner, & Kuperman, 2013)  t(46) = .45, p = .65, imageability t(46) = 
1.21 p = .23, summarised in Table 11. None of the objects were associates (probabilities <.01 in 
either direction) according to the University of South Florida Free Association Norms (Nelson, et 
al., 2004) and Edinburgh Associative Thesaurus (Kiss, Armstrong, Milroy, & Piper, 1973). 
Following Costa et al. (2005; p. 127), the part of the object to which the distractor referred was not 
visible in the target picture (see Figure 9 for examples).  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 9. Examples of target picture CAMEL and GUITAR for Experiment 8 (top) and Experiment 
9 (bottom). Note that in Experiment 6, distractor parts (hump and knee for CAMEL, hole and fret 
for GUITAR) are not visible following Costa et al (2005), while in Experiment 9, the same 
distractors are visible in the target pictures.  
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Table 11. Matching variables for the stimuli in Experiment 8. Standard deviations are in 
parentheses. 
 Distractor Type 
 Distinctive Non-distinctive 
   
Distinctiveness 0.88 (.23) .14 (.09) 
Length 4.92 (1.32) 4.87 (1.14) 
Frequency 34.09 (62.59) 35.32 (55.27) 
OLD 1.59 (0.52) 1.69 (0.44) 
PLD 1.50 (0.66) 1.38 (0.43) 
Bigram frequency 1715.03 (914.47) 1940.06 (868.27) 
Phonemes 3.96 (1.20) 3.78 (1.17) 
Syllables 1.25 (0.44) 1.30 (0.47) 
Age of Acquisition 6.40 (2.02) 6.30 (2.35) 
Imageability 5.70 (0.69) 5.98 (1.00) 
Concreteness 4.64 (0.34) 4.69 (0.50) 
   
OLD: Orthographic Levenshtein Distance; PLD: Phonological Levenshtein Distance 
 
Procedure 
 The pre-experimental familiarization and experimental trial delivery were identical to 
Experiment 4. Participants completed three blocks of picture naming trials, one block at each SOA, 
with a brief rest period between each block. Participants viewed each picture paired with three 
distractor types (distinctive, non-distinctive, and unrelated) at each SOA. The order of the trials 
within each block was pseudorandomised across participants using Mix software (van Casteren & 
Davis, 2006) such that two presentations of the same picture were always interceded by at least five 
different pictures, and no more than two consecutive trials were of the same distractor type. The 
order of the three SOA blocks was counterbalanced across participants according to a Latin square 
design.  
 
Results and Discussion 
 Data from two participants were excluded as they failed to trigger the voice key on > 50% 
of trials, leaving a final N = 27. Trials on which the voice key failed to detect a response (< 1%) 
were discarded as were latencies below 250 ms or above 2000 ms (.5%). Latencies deviating more 
than 2.5 standard deviations from within-participant, within-condition means were excluded from 
analysis (3.1%). Errors were classified according to whether the participant hesitated during naming 
(i.e., dysfluencies) or misidentified the target, and due to their low frequency (.4%) were not 
subjected to analysis.  
 Data was subjected to a repeated-measures ANOVA by participants and by items, denoted 
as F1 and F2 respectively. Mean naming latencies, 95% CIs and error rates are summarized in Table 
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12. There were no significant effects of distractor part-relation, F1 (1, 26) < 1, p = .705, partial η2 = 
.01, F2 (1, 23) < 1, p = .659, partial η2 = .01, or distinctiveness, F1 (1, 26) < 1, p = .462, partial η2 = 
.02, F2 (1, 23) < 1, p = .438, partial η2 = 03. There was also no significant effect of SOA by 
participants F1 (2, 52) = 1.88, p = .163, partial η2 = .07, although the effect was significant by 
items, F2 (2, 46) = 4.56, p = .016, partial η2 = .17. As Table 4 shows, naming latencies were faster 
overall at the -150 ms SOA. There was no significant interaction between distractor part-relation 
and distinctiveness, F1 (2, 52) < 1, p = .774 , partial η2 = .00, F2 (2, 46) < 1, p = .743, partial η2 = 
.01. In addition, there was no significant part-relation x SOA interaction, F1 (2, 52) < 1, p = .905, 
partial η2 = .00, F2 (2, 46) < 1, p = .772, partial η2 = .01. There was also no significant 
distinctiveness x SOA interaction, F1 (2, 52) < 1, p = .716, partial η2 = .01, F2 (2, 46) < 1, p = .894, 
partial η2 = .01. Finally, there was no significant three-way interaction between distractor relation, 
distinctiveness, and SOA, F1 (2, 52) < 1, p = .698, partial η2 = .01, F2 (2, 46) < 1, p = .918, partial 
η2 = .00. 
The results of Experiment 8 can be summarized as follows: part-whole distractor-target 
relations did not influence naming latencies compared to unrelated parts, irrespective of whether the 
part was a distinctive feature of the depicted object. The failure to observe an effect of part-whole 
relatedness is inconsistent with the results of Costa et al. (2005; also Muehlhaus et al., 2013), 
although consistent with the findings of Sailor and Brooks (in press; Experiments 2 & 3) for non-
associate parts at the same SOAs. Thus, associative strength might be a confounding factor for 
reports of facilitation effects with part-whole relations as proposed by Piai et al. (2011; see also 
Sailor & Brooks, in press).  
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Table 12. Experiment 8 Naming Latencies (in Milliseconds), 95% Confidence Intervals (CI), and 
Error rates (E%) by Type of Distractor and SOA 
 Distractor Condition 
Distinctive Non-distinctive 
Unrelated 
(Distinctive) 
Unrelated (Non-
distinctive) 
     
SOA -150  
Mean 655 656 654 652 
CI ±20 ±20 ±21 ±20 
E% 0.2 0.6 0.3 0.3 
 
SOA 0   
Mean 665 669 665 665 
CI ±21 ±22 ±23 ±24 
E% 0.3 0.7 0.5 0.3 
 
SOA +150  
Mean 661 662 659 659 
CI ±25 ±23 ±24 ±19 
E% 0.2 0.5 0.3 0.3 
  
 
However, it is possible that our failure to obtain an effect of feature distinctiveness for 
related part distractors reflects the manner in which the stimuli were constructed. Following Costa 
et al. (2005), the part of the object to which the distractor referred was not visible in the target 
picture (cf., Sailor & Brooks, 2014, Exp 2). Feature-distinctiveness effects have been reported in 
basic level picture naming (e.g., Taylor et al., 2012). As Cree et al. (2006) note, in such tasks it is 
beneficial to recognize a visual feature that is unique to the target. Accordingly, we conducted 
Experiment 9 to test whether feature distinctiveness will influence picture naming latencies when 
the distractor refers to a part that is visible in the target object. 
 
Experiment 9 
Experiment 9 tests whether feature distinctiveness will influence picture naming latencies in 
the PWI paradigm when the distractor refers to a part that is visible in the target object.  
Participants 
 Participants were 27 students from the University of Queensland. All were native English 
speakers. Each participant gave informed consent and was compensated with course credit. 
Design 
 The design was identical to Experiment 8.  
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Materials 
 Materials were constructed in an identical manner to Experiment 8, although the features 
that the related-part distractors referred to were now visible in the respective target pictures (see 
Appendix G). In order to ensure feature visibility, some of the non-distinctive items used in 
Experiment 8 were replaced. Distinctive and non-distinctive distractors were also matched on a 
number of lexical variables (see Table 13) including length, frequency, number of syllables and 
phonemes, orthographic and phonological Levenshtein Distance and word mean bigram frequency 
(Balota, et al., 2007), age of acquisition (Kuperman, et al., 2012) and concreteness (Brysbaert, et al., 
2013). None of the objects were associates (probabilities <.01 in either direction) according to the 
University of South Florida Free Association Norms (Nelson, McEvoy, & Schreiber, 2004) and 
Edinburgh Associative Thesaurus (Kiss, Armstrong, Milroy, & Piper, 1973). There were no 
significant differences between distinctive and non-distinctive part distractors on word length t(46) 
= 1.57, p = .12, frequency t(46) = .10, p = .92, OLD t(46) = .31, p = .76, PLD t(46) = 1.63, p = .11, 
number of phonemes t(46) = .1.41, p = .16, number of syllables t(46) = 1.42 p = .16, bigram 
frequency t(46) = .49, p = .63, age of acquisition t(46) = 1.90, p = .06, imageability t(46) = 1.14, p = 
.26 and concreteness t(46) = 1.08  p = .28.  
 
Table 13. Matching variables for the stimuli in Experiment 8. Standard deviations are in 
parentheses. 
 Distractor Type 
 Distinctive Non-distinctive 
   
Distinctiveness 0.88 (.23) 0.12 (.09) 
Length 5.00 (1.32) 4.50 (1.06) 
Frequency 30.89 (60.74) 30.69 (41.17) 
OLD 1.63 (0.51) 1.62 (0.40) 
PLD 1.53 (0.65) 1.31 (0.32) 
Bigram frequency 1706.76 (914.38) 1822.09 (948.50) 
Phonemes 4.00 (1.18) 3.58 (1.06) 
Syllables 1.29 (0.46) 1.13 (0.34) 
Age of Acquisition 6.48 (1.91) 5.47 (1.84) 
Imageability 5.69 (0.68) 5.96 (0.92) 
Concreteness 4.61 (0.34) 4.73 (0.46) 
   
OLD: Orthographic Levenshtein Distance; PLD: Phonological Levenshtein Distance 
 
Procedure 
 The procedure was identical to Experiment 8. 
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Results and Discussion 
 Trials on which the voice key failed to detect a response (< 1%) were discarded as were 
latencies below 250 ms or above 2000 ms (<1%). Latencies deviating more than 2.5 standard 
deviations from within-participant, within-condition means were excluded from analysis (3.2%). 
Errors were classified according to whether the participant hesitated during naming (i.e., 
dysfluencies) or misidentified the target, and due to their low frequency (1.2%) were not subjected 
to analysis. Data were subjected to repeated-measures ANOVAs by participants and by items. 
Means, CIs and error rates are reported in Table 14. 
 
Table 14. Experiment 8 Naming Latencies (in Milliseconds), 95% Confidence Intervals (CI), and 
Error rates (E%) by Type of Distractor and SOA 
 Distractor Condition 
Distinctive Non-distinctive 
Unrelated 
(Distinctive) 
Unrelated (Non-
distinctive) 
     
SOA -150  
Mean 634 636 633 622 
CI ±26 ±25 ±24 ±28 
E% 2 2 0.6 1.4 
    
SOA 0      
Mean 634 638 639 635 
CI ±29 ±29 ±33 ±32 
E% 1.5 1.7 1.4 1.1 
    
SOA +150     
Mean 641 634 636 640 
CI ±32 ±31 ±29 ±29 
E% 1.1 1.4 0.5 0.9 
  
 
 The main effect of distractor part-relation was not significant, F1 (1, 26) < 1, p = .428, 
partial η2 = .02, F2 (1, 23) < 1, p = .480, partial η2 = .02. There was also no significant main effect 
of distinctiveness, F1 (1, 26) < 1, p = .333, partial η2 = .04, F2 (1, 23) < 1, p = .330, partial η2 = .04. 
Although the main effect of SOA was not significant by participants, F1 (2, 52) < 1, p = .438, partial 
η2 = .03, it was marginally significant by items F2 (2, 46) = 3.15, p = .052, partial η2 = .12. The 
interaction between distractor part-relation and distinctiveness was not significant, F1 (1, 26) < 1, p 
= .515, partial η2 = .02, F2 (1, 23) = 1.31, p = .264, partial η2 = .05. This was also the case for the 
part-relation x SOA interaction, F1 (2, 52) = 2.02, p = .144, partial η2 = .07, F2 (2, 46) = 1.72, p = 
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.190, partial η2 = .07, and distinctiveness x SOA interaction, F1 (2, 52) < 1, p = .576, partial η2 = 
.02, F2 (2, 46) < 1, p = .649, partial η2 = .02. However, the three-way interaction between distractor 
part-relation, distinctiveness and SOA was marginally significant, F1 (2, 52) = 2.97, p = .060 partial 
η2 = .10, F2 (2, 46) = 2.70, p = .078, partial η2 = .11. 
 Additional analyses investigated the three-way interaction. At -150 ms SOA, there was a 
significant effect of part-relation by participants, F1 (1, 26) = 8.46, p = .007 partial η2 = .25, but 
was only marginally significant by items F2 (1, 23) = 3.77, p = .065, partial η2 = .14. There was no 
significant effect of distinctiveness F1 (1, 26) = 1.41, p = .246, partial η2 = .05, F2 (1, 23) = 1.57, p 
= .225, partial η2 = .06 or interaction by participants F1 (1, 26) = 2.64, p = .116, partial η2 = .09, 
however the interaction was significant by items F2 (1, 23) = 5.96, p = .023, partial η2 = .21. At 0 
ms SOA, there was no significant effect of relatedness F1 (1, 26) < 1, p = 809, partial η2 = .00, F2 
(1, 23) < 1, p = .716, partial η2 = .01, no significant effect of distinctiveness F1 (1, 26) < 1, p = 
.946, partial η2 = .00, F2 (1, 23) < 1, p = .884, partial η2 = .00, and no interaction F1 (1, 26) < 1, p = 
.342, partial η2 = .04, F2 (1, 23) < 1, p = .397, partial η2 = .03. At 150 ms SOA, there was no 
significant effect of relatedness F1 (1, 26) < 1, p = .775, partial η2 = .00, F2 (1, 23) < 1, p = .762, 
partial η2 = .00, no significant effect of distinctiveness F1 (1, 26) < 1, p = .517, partial η2 = .02, F2 
(1, 23) < 1, p = .664, partial η2 = .01, and no interaction F1 (1, 26) = 2.38, p = .135, partial η2 = .08, 
F2 (1, 23) = 2.54, p = .125, partial η2 = .10. 
 Paired-samples t-tests were conducted to investigate the significant effects found at -150 ms 
SOA. There were no significant differences between distinctive and non-distinctive distractors 
t1(26) = .329, p = .744, Mdiff = 2 ms, 95% CI = ±11, t2(23) = .543, p = .592, Mdiff = 3 ms, 95% CI = 
±10 or between distinctive and unrelated distractors t1(26) = .355, p = .741, Mdiff = 1 ms, 95% CI = 
±9, t2(23) = .228, p = .822, Mdiff = 1 ms, 95% CI = ±12. However, there was a significant difference 
between non-distinctive distractors t1(26) = .2.727, p = .011, Mdiff = 14 ms, 95% CI = ±11, t2(23) = 
.3.383, p = .003, Mdiff = 16 ms, 95% CI = ±10 such that non-distinctive distractors were named 
more slowly than unrelated distractors.  
 The results of Experiment 9 differ from Experiment 8, in that non-distinctive part-whole 
target-distractor relations slowed picture naming latencies significantly at -150 ms SOA compared 
to their matched unrelated pairings. This is consistent with the results of Sailor and Brooks (2014, 
Experiments 1 & 3) who reported interference from non-associated parts. 
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General Discussion  
 In a series of experiments using the PWI paradigm, we investigated the roles of distinctive 
vs. shared conceptual features in lexical access, with mixed results. In Experiment 6, feature 
distinctiveness did not influence picture naming latencies differentially. In Experiment 7, we could 
not reproduce semantic facilitation in PWI using identical stimuli to Mahon et al (2007; Experiment 
5) whose semantically-close pairings contained a high proportion of distinctive features. In 
Experiment 8 with object part distractors manipulated in terms of distinctive features, no effect was 
observed when the parts were not visible in the target pictures. In Experiment 9, non-distinctive part 
distractors that were visible in the target pictures slowed picture naming latencies significantly 
compared to their matched unrelated distractors at an SOA of -150 ms.   
 Experiment 6 indicates that the presence of a distinctive feature in categorically-related 
distractor-target pairings does not influence picture naming when those pairings are matched in 
terms of conceptual feature overlap. Semantically similar-plus-distinctive distractors slowed picture 
naming to the same degree as semantically similar distractors without a distinctive feature. 
Therefore, it seems unlikely that distinctive features can explain some facilitation results reported 
with categorically-related, semantically-close stimuli, and the original findings might not be 
reproducible (e.g., Mahon et al, 2007, Experiment 5). As we tested more participants (25 at each 
SOA in Experiment 6, and 27 in Experiment 7) than Mahon et al. (2007; 20 and 16 at each SOA in 
their Experiments 5 and 7, respectively), the null effects are unlikely to be due to lack of power. 
Why is it that distinctive features facilitate basic-level naming (Grondin et al., 2009; Taylor et al., 
2012) and produce priming relative to shared features in word-feature verification tasks (e.g. Cree 
et al., 2006), yet do not influence naming latencies in PWI? Grondin et al. were careful to 
emphasize the importance of task variables for determining the relative contributions of distinctive 
vs. shared features to performance. In Experiment 6, both types of distractor also shared many 
features with the target. This suggests that distinctive feature activation does not predominate in the 
presence of activation from many shared features (e.g., Cree et al., 2006), and so does not influence 
production of the target name. This finding can be accommodated by existing competitive lexical 
selection (Abdel Rahman & Melinger, 2009; Vieth et al., 2014; Vigliocco et al., 2004) and response 
exclusion accounts (e.g. Mahon et al., 2007). In the former, feature overlap predominates and 
activates a lexical cohort with the net result being competition; in the latter, identical response 
relevant criteria result in the post-lexical decision mechanism taking more time to clear both types 
of distractor from the articulatory buffer. However, a null finding in Experiment 7 using identical 
materials to Mahon et al’s (2007, Experiment 5) further indicates that the original set of semantic 
distance results used to support the response exclusion account might not be reproducible.  
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 Experiments 8 and 9 manipulated distinctive features to investigate the part-whole 
facilitation effect reported by Costa et al. (2005). In Experiment 8, the part distractors were not 
visible in the target picture in keeping with Costa et al.’s (2005; p. 127) materials. Following 
proposals that distinctive features need to be visible in order to influence picture naming (Grondin 
et al, 2009), Experiment 9 ensured that the part the distractor referred to was visible in the target 
picture. In Experiment 8, we failed to find any effect of part-whole related compared to their 
matched unrelated part distractors. However, when the part denoted by a distractor was visible in 
the target (Experiment 9), only non-distinctive parts slowed picture naming latencies significantly 
compared to their matched unrelated parts. Sailor and Brooks (2014; Experiment 2) were unable to 
replicate the facilitation effect reported by Costa et al.’s (2005) Experiment 2 with the same 
materials and procedure (but see discussion re part visibility below). However, they demonstrated 
significant interference with non-associated part distractors in two other experiments.  
The results of Experiment 9 are therefore broadly consistent with those of Sailor and 
Brooks’ (2014), in that we also observed interference with non-associated parts. However, they also 
add to this finding by demonstrating that non-associated part distractors are likely to slow naming 
latencies in PWI only if they do not denote a distinctive feature of the target picture concept. These 
findings can be accommodated by the lexical selection by competition account. According to this 
account, activation should spread from the target (e.g., GOAT) to the part distractor (e.g., tail). As 
non-distinctive parts are shared by many category exemplars (e.g., most animals have tails), 
spreading activation should therefore result in greater competition at the lexical level. By contrast, 
as the target spreads activation only to the distinctive part (e.g., beard), less lexical competition 
occurs due to the one-to-one mapping (see Figure 3). A caveat to this interpretation is that the mean 
naming latencies for distinctive vs. non-distinctive part distractors did not differ significantly. 
Interestingly, this was the same pattern reported for the mean naming latencies in Experiments 1 
and 3 of Sailor and Brooks (2014), i.e., naming latencies for their associated and non-associated 
part-related distractors were comparable (see their Tables 1 and 3). Nonetheless, the principal 
comparisons of interest are between each type of related part and their identically matched 
unrelated distractors. Although the distinctive and non-distinctive distractor words were matched on 
a range of variables (see Table 13), they were not matched identically as was the case with their 
respective unrelated distractors.  
The results of Experiments 8 and 9 also highlight a potentially important role for feature 
visibility in determining whether interference will be observed. In conventional PWI experiments 
with categorically-related distractors, object features are typically visible in the target picture. 
According to the lexical selection by competition account, the target concept spreads activation to 
the related distractor due to feature overlap, raising its activation level and that of other lexical 
	 87
competitors. This might explain why distractors denoting visible non-distinctive parts interfered 
with target picture naming (Experiment 9), compared to non-visible parts (Experiment 8). Cree et 
al. (2006) had earlier proposed that a feature must be recognized in the target object in order for it 
to be beneficial to picture naming. In terms of PWI, this suggests the target picture concept is able 
to spread activation to the part distractor once the part is recognized, and this activation then 
spreads to the lexical level. Thus, feature visibility might be an important factor determining 
whether interference effects will be elicited with part distractors, and whether facilitation will 
predominate when associative relations are also present. For example, Costa et. al. (2005; 
Experiment 2) ensured the parts denoted by their distractors (many of which were distinctive and 
associates) were not visible in the target pictures, whereas Sailor and Brooks’ (in press) replication 
of Costa et al.’s experiment did not.  
The findings of interference for part-whole related distractors have implications for recently 
formulated models of lexical access and PWI effects (see Sailor & Brooks, in press). Both the 
response exclusion (Mahon et al., 2007) and swinging lexical network (Abdel Rahman & Melinger, 
2009) accounts were developed to explain reports of semantic facilitation that were deemed 
problematic for the conventional lexical selection by competition account. Following those earlier 
reports, both accounts assumed that part distractors facilitate whole object naming via semantic 
priming. However, it seems that facilitation effects for part distractors in PWI might not be 
reproducible, unless parts also have an associative relation with the target picture, as proposed by 
Piai et al. (2011; e.g., Muehlhaus et al., 2013; Sailor & Brooks, 2014). Facilitation with associative 
part relations can be accounted for by a competitive lexical selection model by assuming the effect 
occurs at the conceptual level (see La Heij, et al., 1990; La Heij, Kuipers, & Starreveld, 2006). One 
possible way of modifying the response exclusion account to explain the interference effect 
observed in Experiment 9 might involve making the additional assumption that visible features of 
target pictures constitute response relevant criteria, despite the instruction to name the whole object 
(see also Sailor & Brooks, 2014). However, adopting this modification would first involve 
abandoning Mahon et al.’s (2007) proposal that conceptual feature overlap does not constitute a 
response-relevant criterion. 
Theoretical accounts of PWI effects have emphasized the semantic relationship between 
concepts as the determining factor of an effect. However, experimental evidence shows that wide 
ranges of effects are possible for each type of relationship (i.e., categorical, associative, part-whole). 
This suggests that variables other than semantic relationship can influence the polarity of PWI 
effects, and that other reports of semantic facilitation in PWI might be due to task and/or procedural 
factors. For example, in their Experiment 1, Costa et al. (2005) compared part distractors (e.g., 
LAMP-bulb) to categorical, but unrelated distractors (e.g., LAMP-wolf) rather than part distractors 
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at the same level of categorization as in the present and other studies (e.g., Sailor & Brooks, 2014). 
Costa, Mahon, Savova, and Caramazza (2003) had earlier argued that the level of categorisation 
could be used by the semantic system to differentiate the conceptual representations corresponding 
to the target and distractor. According to their semantic selection account, when target and 
distractor are from different levels of categorization the semantic system discards the distractor’s 
conceptual representation for further processing, preventing lexical competition from arising. 
However, the distractor’s conceptual representation will enhance the activation of the target, 
leading to semantic facilitation (but see Hantsch et al., 2012; Kuipers, La Heij, & Costa, 2006). 
Although semantic facilitation in PWI has proved difficult to reproduce in the absence of 
associative relations, a study by Collina, Tabossi and de Simone (2013) suggests picture 
familiarization might also be a possible cause of semantic polarity reversals in PWI. In most PWI 
studies, participants are typically familiarized with the target pictures two-to-four times prior to 
performing the experimental series, as was the case in the present study (e.g., Damian & Martin, 
1999; Mahon et al., 2007; Starreveld & La Heij, 1995, 1996). In Collina et al.’s study, participants 
who were familiarized with the target pictures showed interference compared to those who were not 
familiarized with the target pictures while the latter group showed facilitation. Given that a picture 
familiarization phase is a standard procedure in PWI experiments (e.g. Mahon et al, 2007; 
Starrevald & La Heij, 1995, 1996), Collina et al.’s (2013) finding warrants replication and further 
investigation.  
 In summary, our findings do not provide empirical support for the proposal that part-whole 
distractor-target relations facilitate naming in PWI via semantic priming (cf. Costa et al., 2005; 
Mahon et al., 2007), unless an associative relation is also involved (e.g., Muehlhaus et al., 2013; 
Piai et al., 2011; Sailor & Brooks, 2014). Instead, our findings indicate that an interference effect 
can be observed when a non-associated part distractor denotes a conceptual feature shared by the 
target and other category exemplars. This activation appears contingent on the feature denoted by 
the part distractor being visible in the target picture. Distinctive features did not influence the level 
of lexical activation significantly. Together, these findings indicate that semantic interference 
effects in the PWI paradigm are a product of conceptual feature overlap, consistent with the 
assumptions of prominent lexical selection by competition accounts (e.g., Levelt et al., 1999; 
Roelofs, 1992; Starreveld & La Heij, 1995, 1996).   
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Chapter 5 
General Summary and Conclusion 
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 In my thesis, I have explored various effects that conceptual features have on lexical access 
during picture naming. Much of this work was based on findings used to support the response 
exclusion hypothesis (Mahon, et al., 2007) that challenged the predominant account of lexical 
selection by competition (Levelt, et al., 1999; Starreveld & La Heij, 1995, 1996). As Chapters 2 and 
4 showed, these findings could not be replicated. Moreover, the findings from the experiments were 
consistent with the direction predicted by the original competitive lexical selection account. Below, 
I will discuss the implications of these failures to replicate the empirical challenges in more detail, 
both with respect to the response exclusion hypothesis and the recently proposed swinging lexical 
network modification to the selection by competition account (Abdel Rahman & Melinger, 2009).  
 
The role of conceptual feature overlap in semantic interference 
Over nine experiments in three chapters, I investigated the various roles of conceptual 
feature overlap and distinctiveness with respect to categorical and object part related contexts in 
eliciting semantic interference or facilitation effects in picture naming. In Chapter 2, I began with 
an attempt to replicate the semantic facilitation effect in the PWI paradigm reported by Mahon et al. 
(2007; Experiment 7), using near identical distractor-target pairings. This was the principal result 
cited in support of the response exclusion account. Over three experiments, I used binary 
(Experiment 1) and graded (Experiments 2 and 3) manipulations of semantic distance. According to 
the response exclusion account, distractor words that are semantically close to the target object 
concept should facilitate naming compared to semantically far distractors. However, these 
experiments showed greater interference for semantically close distractors. These findings clearly 
support the lexical selection by competition account by showing that conceptual feature overlap 
determines the magnitude of the semantic interference effect. Nonetheless, graded manipulations of 
semantic distance within category were not reflected consistently in the naming latencies in two of 
these experiments (cf. Vigliocco et al., 2004), despite the use of empirically derived feature 
production norms (Cree et al, 2006). Interestingly, this result is consistent with a recent attempt to 
directly replicate Vigliocco et al.’s design and materials that likewise failed to observe a graded 
effect of semantic distance (Hutson & Damian, 2014).  
 In Chapter 4, I investigated a potential alternate explanation for reported findings of 
semantic facilitation in PWI (Costa, et al., 2005; Mahon, et al., 2007), i.e., that distinctive 
conceptual features may differentially influence picture naming latencies in PWI (Cree, et al., 2006; 
Grondin, et al., 2009). This hypothesis followed from the observation that many of the PWI stimuli 
employed by Mahon et al. (2007) in their Experiment 5 contained distinctive features. However, 
conceptual overlap among within-category distractor-target pairs slowed picture naming in PWI 
similarly to the experiments in Chapter 2, with the presence of a distinctive feature having no effect 
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on the magnitude of semantic interference. This finding motivated an attempt to replicate Mahon et 
al.’s Experiment 5 findings using identical stimuli. Again, no facilitation was observed (see also 
Hutson & Damian, 2014 for another recent failure to replicate Mahon et al.’s Experiment 5 result). 
Additionally in Chapter 4, I investigated potential semantic facilitation of naming latencies 
in PWI using distinctive vs non-distinctive part-whole distractor-target pairs in an attempt to 
explain Costa et al.’s (2005) findings. Interestingly, the only significant effect in this experimental 
series was the finding of slower picture naming latencies (i.e., semantic interference) when using a 
non-distinctive part distractor that was visible in the target object, consistent with Sailor and 
Brooks’ (2014) findings. These results, like those of Chapter 2, are compatible with the competitive 
lexical selection account, as they show a single conceptual feature that is common to a range of 
category exemplars (e.g., a tail is shared by many animals) can influence lexical selection, rather 
than distinctive features which, by definition, do not overlap. Further evidence for the competitive 
selection account was provided in Chapter 3, in which I used blocked cyclic naming to again 
demonstrate semantic interference when naming object parts. This finding supports Abdel Rahman 
and Melinger’s (2009) proposal, by showing that the blocked context manipulation can induce 
interference with these stimuli (but see the discussion concerning the swinging lexical network 
account below). Taken together with the findings of Sailor and Brooks (2014), it seems that 
interference is a relatively consistent finding with object parts shared among exemplars, at least 
when associative relationships with targets are controlled. 
Thus, all of the above findings show the competitive lexical selection account remains the 
most viable theoretical framework to explain semantic interference effects in picture naming.  
 
Implications for the response exclusion and swinging lexical network accounts 
The work in this dissertation was motivated by the empirical challenges to the lexical 
selection by competition account based on the PWI paradigm that were in turn used to support 
novel theoretical accounts (Costa, et al., 2005; Mahon, et al., 2007). According to Web of Science, 
Mahon et al.’s (2007) paper has been cited 141 times (Thomson Reuters, 2014a), whereas the paper 
that first introduced the PWI paradigm (Rosinski, et al., 1975) has been cited 165 times (Thomson 
Reuters, 2014b). Thus, the response exclusion hypothesis has had considerable research impact. 
Yet, the challenging findings of semantic facilitation in PWI have only recently been subjected to 
replication attempts. The publication of the findings from Chapters 2 and 4 (Vieth et al., 2014a, b) 
and other recent failed replications (e.g., Hutson & Damian, 2014; Sailor & Brooks, 2014) question 
the reproducibility of the PWI findings used to support the response exclusion account. In this 
context, it is worth noting that many of the findings from the novel task manipulations used to 
support the response exclusion account have also not been replicated, e.g., from delayed naming 
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and distractor masking (Galak, 2012; Madebach, et al., 2011; Piai, et al., 2011, 2012; Spalek & 
Damian, 2013). The body of empirical evidence cited in support of the response exclusion account 
is therefore, at best, equivocal. 
Additionally, the findings across Chapters 2 to 4 provide only limited support for Abdel 
Rahman and Melinger’s (2009) swinging lexical network account. This is because the swinging 
lexical network account was predicated on explaining findings of semantic facilitation for 
semantically-close (Mahon et al., 2007; Experiments 5 and 7), and part-whole related distractors 
(Costa et al., 2005) that were deemed to be empirical challenges to the lexical selection by 
competition account. However, the clear conclusion from the experimental work presented in this 
dissertation is that semantic facilitation effects for semantically close and related part distractors in 
PWI are not reproducible phenomena, with the opposite result of interference found more 
consistently (see also Hutson & Damian, 2014; Sailor & Brooks, 2014). The unadorned and 
conventional lexical selection by competition account is therefore better able to explain the PWI 
findings. Chapter 3 did provide support for Abdel Rahman and Melinger’s (2009) proposal that a 
blocking context should produce semantic interference for object parts. However, the fMRI 
experiment failed to reveal significant differential activity in the left lateral temporal lobe, a finding 
obtained reliably for categorically related contexts in blocked cyclic naming and interpreted by 
Abdel Rahman and Melinger and colleagues as reflecting the differential activation of a lexical 
cohort (Aristei et al., 2011). Inasmuch as this is a null finding, it is also not consistent with a key 
hypothesis of the swinging lexical network account.  
 
The role of working memory in the semantic interference effect in blocked cyclic naming 
 In Chapter 3, I investigated the role of object part-relations in the blocked cyclic naming 
paradigm using fMRI, finding differential activity in the DLPFC and hippocampus during the 
interference effect. The findings from Chapter 3 suggest that interference in blocked cyclic naming 
may have more to do with working memory than lexical level processing mechanisms. The 
activation of the DLPFC in Experiment 5 supports proposals of working memory involvement in 
blocked cyclic naming (Belke, 2008) and is consistent with previous experiments targeting the 
DLPFC (Wirth, et al., 2011) using blocked cyclic naming and tDCS. Hippocampal activation is also 
consistent with results from fMRI studies of categorically related contexts in blocked cyclic naming 
(de Zubicaray, et al., 2014; Hocking, et al., 2009) and might reflect a common working memory 
and incremental learning mechanism (Gluck, et al., 2003), per recent proposals (Belke, 2008; 
Damian & Als, 2005; cf. Oppenheim, et al., 2010). Of note, both the DLPFC and hippocampus have 
been implicated consistently in a working memory circuit, especially for item order information 
(Hsieh, et al., 2011; Hsieh, et al., 2014; Marshuetz, 2005). It is therefore interesting that this 
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minimal working memory circuit was the only significant finding in our fMRI experiment. Future 
research should consider using an individual differences approach to correlate measures of 
proactive interference buildup in working memory (Wickens, et al., 1963) with interference in 
blocked cyclic naming.  
 
The importance of replication 
More broadly, the work in this dissertation is relevant to the important discussion 
concerning the role of experimental replication in the psychological sciences (Cumming, 2008; 
Cumming & Maillardet, 2006). In both the creation of new theories and the expansion of pre-
existing theories, replication is absolutely necessary, allowing researchers to view experimental data 
as evidence, rather than the product of random chance and circumstance. Without replication, 
knowing how closely our understanding aligns with reality is a challenge.  
 Two kinds of replication have been utilized within this thesis: Exact or near-exact 
replications in the case of Experiments 1 and 7 (replicating Mahon et al’s Experiments 7 and 5, 
respectively), and conceptual replications in the case of Experiments 2 and 3, of Vigliocco et al.’s 
(2004) operationalization of graded semantic distance. There is debate over the relative merits of 
each type of replication (Cesario, 2014; Simons, 2014; Stroebe & Strack,, 2014). Conceptual 
replications are experiments that operationalize variables using different manipulations and 
measures and predict results that are theoretically consistent with the experiment being replicated, 
whereas exact replications operationalize variables using identical manipulations to the original 
experiment. Cesario (2014) and Stroebe & Strack (2014) argue (albeit to differing degrees) that 
exact replications are both less useful and less informative compared to conceptual replications for 
two key reasons: First, direct replications add comparatively less to our theoretical understanding. 
In essence, we have demonstrated that the original experiment can be reproduced, and nothing 
more. We have not, for instance, gained any information about the validity of the theory being 
tested, only the experiment itself. By comparison, a conceptual replication, if successful, 
demonstrates that a theoretical model is valid or not, while providing additional information. 
Second, a null finding from a direct replication is difficult to interpret, because it offers no 
information about why the earlier finding was not replicated. In the view of Stroebe & Strack 
(2014), unless a reason can be offered as to why earlier findings do not replicate, the failure to 
replicate is not very interesting.  
Importantly, the direct replication attempt in Experiment 1 did not reveal a null finding. A 
significant effect was found, and the direction of the effect (greater interference for semantically 
close distractors) was entirely consistent with the lexical selection by competition model that 
Mahon et al. (2007) had originally attempted to falsify. It was also consistent with Vigliocco et al.’s 
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(2004) findings. Simons (2014) argues that direct replications are important and necessary to basic 
scientific research: The fact that direct replications are only useful for determining if the original 
experiment was reliable is, in fact, the point: They are no more and no less than a test of reliability, 
and while not as theoretically informative, they are nonetheless essential. If a failure to replicate is 
to be attributed to hidden moderators that are potentially infinite and difficult to specify, we are 
unable to make any reasonable headway in creating scientific (and therefore falsifiable) theory. 
Moderators could just have easily been responsible for an initial finding. If, for instance, Mahon et 
al. (2007) were to propose that failures to replicate their original findings are the result of 
moderation, then we could just as easily speculate that their results suffered from the same problem, 
creating a situation that cannot be scientifically resolved. However, there is at least one other 
published failure to directly replicate their original findings and, more importantly, that study 
confirmed the direction of effect found in my experiments (Hutson & Damian, 2014). 
 In fact, the conceptual replications documented in Chapter 1 were conducted for the purpose 
of testing Mahon et al.’s (2007) argument of hidden moderators in Vigliocco et al.’s (2004) 
experiment. As Mahon et al. noted, Vigliocco et al.’s ‘medium’ distance condition employed a 
mixture of categorically related and unrelated distractor target pairings (25%), while their ‘far’ 
condition always employed unrelated items. The response exclusion account could accommodate 
Vigliocco et al.’s findings by assuming their graded effect instead reflected the proportion of items 
within each distractor condition that were potentially relevant responses. Mahon et al. had also 
manipulated semantic distance within participants, whereas Vigliocco et al. had not. My two 
conceptual replications of Vigliocco et al.’s experiment manipulated semantic distance within 
participants and did not mix related and unrelated items within distance levels. Thus, our findings of 
significant interference effects for semantically close vs. far distractors were consistent with 
Vigliocco et al. (2004) and could not be attributed to the moderator variables proposed by Mahon et 
al. (2007). 
In my view, an argument over the relative merits of conceptual and exact replication is to 
assume a false dichotomy. Critically, at no point in the argument I have described above has a case 
been made to preference one form of replication over the other. Even if we were to accept that exact 
replication is less useful, this is a very different argument to saying that exact replications are not 
useful. Replications, whether conceptual or exact, should be considered as tools in a toolbox rather 
than opposing perspectives. While the debate between those advocating different methodologies is 
undoubtedly interesting, and in some cases has allowed statistical methods to be highlighted to 
potentially resolve some issues raised (e.g. Dienes, 2014), it remains an imperative that our 
experiments and theories be open to replication, be it conceptual or exact.  
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Conclusion 
 My dissertation investigated some empirical challenges to the prominent competitive lexical 
selection account of spoken word production. According to the recently formulated response 
exclusion and swinging lexical network accounts, evidence of semantic facilitation with 
semantically close vs. far and object part distractors in PWI is incompatible with the conventional 
theory of lexical selection by competition. I was unable to replicate the empirical results that 
prompted these reformulated accounts. Additionally, I demonstrated how distinctive and shared 
conceptual features influence lexical selection differentially, with only the latter determining the 
magnitude of semantic interference effects. Therefore, I conclude that the competitive lexical 
selection accounts remains the most viable explanatory framework for semantic interference effects 
in spoken word production.  
The work in this dissertation has also raised questions about the role of working memory in 
mediating some semantic interference effects in spoken word production via the use of 
neuroimaging data. While psycholinguistics research has traditionally availed itself of chronometric 
and error data, neuroimaging data is also informative with respect to identifying processes involved 
in spoken word production and their interactions with more general cognitive processes. Future 
research with these combined methodologies is likely to further our understanding of this 
fundamental human ability. 
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Appendices 
 
Appendix A. 
 
Materials for Experiment 1 adapted from Mahon et al. (2007; Experiment 7). 
 Distractors 
Target Picture Close Far Unrelated 
ANT beetle crab bolt 
ASPARAGUS celery garlic kettle 
BED sofa* stool tractor 
BICYCLE scooter airplane pliers 
BOMB grenade harpoon cello 
BOTTLE jar saucer corn 
CANOE raft van ladle 
CAR van raft ladle 
CARROT radish* spinach beaver 
CHAIR stool sofa* tractor 
COW goat seal pearl 
DEER moose prawn* shack 
DRESS skirt glove fence 
DUCK goose tiger vine 
GUITAR banjo trumpet blender 
HELICOPTER airplane scooter pliers 
HORSE buffalo frog kite 
LETTUCE spinach radish* beaver 
LION tiger goose vine 
LOBSTER crab beetle bolt 
MITTEN glove skirt fence 
OCTOPUS prawn* moose shack 
ONION garlic celery kettle 
PLATE saucer jar corn 
RABBIT hamster alligator baton 
SANDAL book jacket mirror 
SAXOPHONE trumpet banjo blender 
SCREWDRIVER wrench hoe giraffe 
SHOVEL hoe wrench giraffe 
SKUNK raccoon clam faucet 
SNAIL clam raccoon faucet 
SNAKE alligator hamster baton 
SPEAR* harpoon grenade cello 
TURTLE frog buffalo kite 
VEST jacket book mirror 
WHALE seal goat pearl 
Item substitutions are marked with an asterisk. 
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Appendix B 
Materials for Experiment 2 
 Distractors 
Target Picture Very Close Close Middle Far Very Far Unrelated 
       
ANT spider beetle crab sparrow otter bolt 
ASPARAGUS celery cauliflower tomato eggplant garlic kettle 
BED sofa dresser lamp desk stool tractor 
BIKE scooter train truck airplane submarine pliers 
BOMB missile grenade cannon knife harpoon cello 
BOTTLE jar cup bowl saucer skillet corn 
CANOE raft yacht ship bus van ladle 
CAR van bus yacht ship raft ladle 
CARROT radish potato spinach beans avocado beaver 
CHAIR sofa stool desk dresser lamp tractor 
COW goat pig donkey otter seal pearl 
DEER moose fox camel prawn squid shack 
DRESS skirt shirt coat pants gloves fence 
DUCK goose penguin platypus leopard tiger vine 
GUITAR banjo piano clarinet drum trumpet blender 
HELICOPTER airplane train submarine scooter truck pliers 
HORSE pony zebra buffalo frog dolphin kite 
LETTUCE spinach radish beans potato avocado beaver 
LION tiger leopard platypus penguin goose vine 
LOBSTER crab otter beetle spider sparrow bolt 
MITTENS gloves coat pants shirt skirt fence 
OCTOPUS squid prawn moose camel fox shack 
ONIONS garlic tomato celery cauliflower eggplant kettle 
PLATE cup saucer bowl jar skillet corn 
RABBIT hamster dog iguana alligator toad baton 
SANDALS boots camisole jacket pajamas jeans mirror 
SAXOPHONE trumpet clarinet drum banjo piano blender 
SCREWDRIVER wrench hammer hoe rake clamp giraffe 
SHOVEL hoe rake hammer wrench clamp giraffe 
SKUNK raccoon fox tortoise grasshopper clam faucet 
SNAIL grasshopper clam tortoise fox raccoon faucet 
SNAKE alligator iguana toad hamster dog baton 
SPEAR harpoon knife missile grenade cannon cello 
TURTLE frog dolphin pony buffalo zebra kite 
VEST jacket jeans camisole pajamas boots mirror 
WHALE seal otter pig goat donkey pearl 
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Appendix C 
 
Materials for Experiment 3 
 Distractors 
Target Picture Very Close Close Far Very Far 
 
Unrelated
      
ANT spider beetle crab goldfish bolt 
ASPARAGUS cabbage celery eggplant garlic kettle 
BED sofa dresser desk stool tractor 
BIKE scooter truck airplane submarine pliers 
BOMB missile grenade cannon harpoon cello 
BOTTLE jar cup bowl saucer corn 
CANOE raft skateboard bus van ladle 
CAR van bus skateboard raft ladle 
CARROT radish spinach beans avocado beaver 
CHAIR sofa stool desk dresser tractor 
COW goat donkey otter seal pearl 
DEER moose fox whale prawn shack 
DRESS skirt coat boots gloves fence 
DUCK goose ostrich leopard tiger vine 
GUITAR banjo piano clarinet trumpet blender 
HELICOPTER airplane submarine scooter truck pliers 
HORSE pony zebra buffalo frog kite 
LETTUCE spinach radish beans avocado beaver 
LION tiger leopard ostrich goose vine 
LOBSTER crab goldfish beetle spider bolt 
MITTENS gloves boots coat skirt fence 
OCTOPUS prawn whale moose fox shack 
ONIONS cabbage garlic celery eggplant kettle 
PLATE cup saucer bowl jar corn 
RABBIT hare hamster alligator iguana baton 
SANDALS boots camisole jacket pajamas mirror 
SAXOPHONE trumpet clarinet banjo piano blender 
SCREWDRIVER wrench hammer hoe rake giraffe 
SHOVEL hoe rake hammer wrench giraffe 
SKUNK raccoon fox grasshopper clam faucet 
SNAIL grasshopper clam fox raccoon faucet 
SNAKE alligator iguana hamster hare baton 
SPEAR harpoon missile grenade cannon cello 
TURTLE frog pony buffalo zebra kite 
VEST jacket camisole pajamas boots mirror 
WHALE seal otter goat donkey pearl 
      
 
 
 
 
 
 
 
 
	 107
Appendix D. 
 
Materials for Experiment 6. Distinguishing feature dimension in parentheses. 
 Distractor Condition 
Target Picture Similar Similar-plus-distinguishing Unrelated Unrelated 
     
BACKPACK satchel suitcase (handle) adder cobra 
BENCH chair stool (back) sparrow canary 
BOLT screw nail (thread) swordfish tuna 
CABINET pantry wardrobe (room) porpoise whale 
CAN barrel bucket (handle) jumper vest 
CAPSULE pill tablet (gel casing) stork pelican 
COAT jumper vest (sleeves) barrel bucket 
DOLPHIN porpoise whale (size) chair stool 
HOE shovel rake (tines) pantry wardrobe 
IBIS stork pelican (throat pouch) pill tablet 
LEOPARD cheetah panther (spots) shovel rake 
MARLIN swordfish tuna (long bill) screw nail 
PIGEON sparrow canary (yellow plumage) bugle horn 
PYTHON adder cobra (hood) bus truck 
STAMP label ticket (adhesive) cart carriage 
TRUMPET bugle horn (valves) cheetah panther 
TURKEY pheasant peacock (tail) satchel suitcase 
VAN bus truck (cargo area) pheasant peacock 
WAGON cart carriage (body) cucumber Eggplant 
ZUCCHINI cucumber eggplant (colour) label ticket 
     
Note: Data from the two unrelated conditions were averaged. 
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Appendix E 
 
Materials for Experiment 7 
	 Distractors	
Picture	 Semantically	
Close	
Semantically	
Far	
Unrelated	 Unrelated	
Bed	 Futon	 Chair	 Pot	 Helicopter	
Stool	 Chair	 Futon	 Helicopter	 Pot	
Dog	 Wolf	 Lizard	 Grenade	 Mallet	
Snake	 Lizard	 Wolf	 Mallet	 Grenade	
Horse	 Zebra	 Whale	 Submarine	 Spoon	
Dolphin	 Whale	 Zebra	 Spoon	 Submarine	
Pliers	 Wrench	 Mallet	 Shrub	 Lizard	
Hammer	 Mallet	 Wrench	 Lizard	 Shrub	
Kettle	 Pot	 Spoon	 Futon	 Whale	
Ladle	 Spoon	 Pot	 Whale	 Futon	
Glass	 Bowl	 Saucer	 Truck	 Spear	
Plate	 Saucer	 Bowl	 Spear	 Truck	
Tree	 Shrub	 Grass	 Wrench	 Wagon	
Flower	 Grass	 Shrub	 Wagon	 Wrench	
Car	 Truck	 Wagon	 Bowl	 Grass	
Carriage	 Wagon	 Truck	 Grass	 Bowl	
Boat	 Submarine	 Helicopter	 Zebra	 Chair	
Plane	 Helicopter	 Submarine	 Chair	 Zebra	
Bomb	 Grenade	 Spear	 Wolf	 Saucer	
Arrow	 Spear	 Grenade	 Saucer	 Wolf	
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Appendix F 
 
Materials for Experiment 8 
	 Distractors	
Target	Picture	 Distinctive Non‐distinctive Unrelated Unrelated	
BAT	 Fangs	 Stomach	 Pin	 Cord	
BED	 Springs	 Foam	 Fangs	 Eye	
BRA	 Hook	 Cloth	 Stone	 Ceiling	
CAMEL	 Hump	 Knee	 Hole	 Floor	
CHURCH	 Altar	 Seat	 Liver	 Talons	
CLOCK	 Face	 Spindle	 Knee	 Udder	
COTTAGE	 Fireplace	 Floor	 Snout	 Stomach	
COW	 Udder	 Liver	 Rack	 Plug	
CROCODILE	 Jaws	 Heart	 Fret	 Bowl	
DISHWASHER	 Rack	 Hose	 Face	 Tongue	
DUCK	 Bill	 Eye	 Cable	 Spindle	
ELEPHANT	 Trunk	 Teeth	 Foam	 Springs	
GOAT	 Beard	 Tail	 Cloth	 Fireplace	
GRENADE	 Pin	 Lever	 Beard	 Tail	
GUITAR	 Hole	 Fret	 Hump	 Bone	
LAMP	 Switch	 Cord	 Teeth	 Jaws	
ELEVATOR	 Cable	 Ceiling	 Stem	 Core	
MISSILE	 Warhead	 Engine	 Altar	 Seat	
MIXER	 Bowl	 Plug	 Heart	 Trunk	
MOUSE	 Ball	 Sensor	 Bill	 Stem	
PEACH	 Stone	 Stem	 Engine	 Warhead	
PIG	 Snout	 Tongue	 Sensor	 Switch	
PINEAPPLE	 Core	 Stone	 Lever	 Hook	
VULTURE	 Talons	 Bone	 Hose	 Ball	
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Appendix G 
 
Materials for Experiment 9 
	 Distractors	
Target	Picture	 Distinctive Non‐distinctive Unrelated Unrelated	
BAT	 Fangs	 Stomach	 Pin	 Cord	
BED	 Springs	 Foam	 Fangs	 Eye	
BRA	 Hook	 Cloth	 Stone	 Ceiling	
CAMEL	 Hump	 Knee	 Floor	 Hole	
CHURCH	 Altar	 Seat	 Skin	 Talons	
CLOCK	 Face	 Glass	 Udder	 Knee	
COTTAGE	 Fireplace	 Floor	 Stomach	 Snout	
COW	 Udder	 Skin	 Rack	 Plug	
CROCODILE	 Jaws	 Scales	 Fret	 Bowl	
DISHWASHER	 Rack	 Latch	 Face	 Wings	
DUCK	 Bill	 Eye	 Glass	 Cable	
ELEPHANT	 Trunk	 Toe	 Foam	 Springs	
ELEVATOR	 Cable	 Ceiling	 Core	 Stem	
GOAT	 Beard	 Tail	 Cloth	 Fireplace	
GRENADE	 Pin	 Lever	 Tail	 Beard	
GUITAR	 Hole	 Fret	 Hair	 Hump	
LAMP	 Switch	 Cord	 Jaws	 Toe	
MISSILE	 Warhead	 Fin	 Seat	 Altar	
MIXER	 Bowl	 Plug	 Scales	 Trunk	
MOUSE	 Button	 Wheel	 Bill	 Leaf	
PEACH	 Stone	 Stem	 Warhead	 Fin	
PIG	 Snout	 Hair	 Wheel	 Switch	
PINEAPPLE	 Core	 Leaf	 Hook	 Lever	
VULTURE	 Talons	 Wings	 Latch	 Button	
 
 
	
