The transmitted information on the internet are prone to security concerns. To overcome this issue, some security methods have been developed in the last few decades. One of the reliable techniques to secure data is called data hiding. This method can be used in various multimedia data, like image, video, text, and audio. Histogram shifting (HS) is a reliable data hiding method used in digital images. It can preserve the similarity of the stego and original image; although, the amount of the protected data depends on the frequency of the most amount pixel in the original image. To solve this problem, we combine HS with prediction error (PE). By using the histogram generated by PE, the size of data that can be embedded increases. In the embedding phase, we do not shift the histogram, different from the existing methods. It is to maintain its original form as high as possible. Moreover, each PE value can contain more data. Based on the experimental result, the average increase in PSNR is 24.8075 dB for general images and 21.5625dB for medical images; while the average improvement of SSIM is 0.026823 and 0.022863 for general and medical images, respectively.
Introduction
Multimedia data that circulates on the internet have become the target of copyright attacks. This problem is increasing dramatically because of the freedom of data exchange that occurs in the internet network. Two data security methods can be relied on for several years: cryptography and steganography. Cryptography aims to protect data by encrypting data before sending it. The existence of data that can be used to determine suspicion and risk of attack. The vulnerability of encrypted data to be attacked means that the security relies on the strength of the cryptography method. Unlike cryptography, steganography hides data into the media or covers in the form of text, images, video, and audio. We can conceal information data into the cover media without arousing suspicion because the hidden data are only known by the sender and recipient. The steganography method is often applied in the critical field that requires high confidentiality, such as crime, medic and copyright protection.
In digital image steganography, data are hidden into the cover image by minimizing the level of distortion. The size of embedded data in the cover image affects the level of deformation of the stego image. In general, the quality of the stego image is inversely proportional to the amount of data hidden in the cover [1] . The characteristics of a suitable steganography method are represented by its capability to balance between the amount of data that can be hidden and the quality of stego images [2] . During the data extraction process, not all cover images must be returned to their original state. But in some conditions, the cover image must be returned to the state before the data are embedded. Therefore the method is called reversible data hiding (RDH).
Many techniques have been developed in the last few decades. Broadly speaking, the method of steganography on spatial domains can be divided into compress-and-append, expansion (EB) and histogram shifting (HS) [3] . The compress-andappend method is widely used in the early days of the RDH method. The EB-based approach is first proposed by Tian [4] , the technique is called difference expansion (DE). The DE method utilizes differences from adjacent pixels. Prediction error expansion (PEE) is another method based on the EB approach; it is developed by Thodi and Rodriguez [5] . The HS-based method is introduced by Ni et al. [6] . In HS, data are inserted in the free space by modifying histogram. Empty space is created by shifting pixels on the image histogram. The HS scheme produces images with a low distortion rate compared to the EB approach. The disadvantage of the HS method is the capacity of data that can be embedded is relatively smaller than the EB scheme. A reversible data hiding scheme using PE and HS is presented in this research. The purpose of this research is to enhance the quality of stego images. We use histogram generated by PE to embed data. The differences between existing methods and the proposed method are, first, we do not use the shifting process before inserting data. It is to reduce unnecessary modification in the histogram. Because of it, secret data are not embedded in the empty space resulted from the shifting process. To restore the embedded data, the location map is generated during the embedding process. Moreover, to further minimize the modification of histogram, we categorize secret bits to be embedded in selected PE value. This not only reduces the change but also improves the embedding room.
The next section of this paper is organized as follows. Section 2 presents the related works. The proposed method expounded in Section 3. In Section 4, the experimental results are provided, and Section 5 is the conclusion of this work.
Related works
The idea of hiding data by utilizing histogram modification is first introduced by Ni et al. [7] . The idea of this method is to use the most frequent color in an image. Generally, data embedding is carried out in three steps. The first step, find the most frequent pixel or peak pixel and least frequent pixel or minimum pixel in cover image. Then provide a place for the embedded data by shifting pixels between peak pixel and minimum pixel. Data embedding is done by modifying the peak pixels, which are moved to the space provided after the shifting process. The pixel shifting process can be illustrated in Eq. (1) while the process of embedding data can be described in Eq. (2). In those equations, the peak pixel is , and the minimum pixel is ; is the pixel before being shifted; ′ is the pixel that has been shifted, and are the pixel location. Then ( ) is secret bits where is an index of obscure bits.
We can see from those two equations above, the shortcoming of this scheme is the total capacity relies on the frequency of the peak pixel ( ). Therefore, if the rate of is low, it will impact the hiding capacity.
There are other reliable schemes, such as interpolation [7] [8] [9] . The essence of the interpolation scheme is to utilize the enlargement of the image resolution. Other than the spatial domain, data embedding can also be carried out in the transform domain [10] [11] [12] .
Hong et al. [13] combine HS schemes with EB. They use prediction error (PE) to produce a histogram, where the data insertion process is carried out. The resulting stego image has better quality than the EB and HS schemes. The main weakness in the HS scheme can be eliminated because the PE histogram is able to produce a histogram with a higher number of frequencies. This scheme is further developed in [14] [15] [16] .
Rad et al. [3] then produce a checkerboard predictor (CBP). It is able to generate more accurate PE histogram than MED. Despite the higher accuracy on CBP, the frequency of non-smooth pixel (pixel other than 0) is not as much as MED. Therefore, if we want to utilize non-smooth pixel on the histogram, the hiding capacity is lower than MED.
Yi et al. [17] propose a data hiding scheme called block-level prediction-error expansion (BLPEE), which is capable of enhancing the capacity of data that can be accommodated whose impact on the quality can still be tolerated. The predictor predicts pixels in 2×2 block. The process of predicting can be described in Eqs. (3) and (4), where is the pixel that will be predicted, , and are pixel positioned in the same row, column and diagonal side of , while , and are the weight coefficients. In [17] weight coefficients are set = =0.4 and =0.2 The embedding method can provide a balance between hiding capacity and distortion level. However, the level of distortion produced in the stego image still needs improvement.
In this formula, , ′ is the PE after hiding data, and are the capacity parameters and defined by Eq. (5) and Eq. (6) where ℎ is the number of occurrences when prediction-error values in the sequence are equal to , .
To expand the hidden data space, Kumar and Agrawal [18] develop a reversible data hiding method using PEE. They use the adjacent PE value to hide data. They predict the value of even columns using odd columns; then secret bits are embedded on the even. Their method can provide a large capacity due to the use of even columns on the cover image. While this method [18] can offer a massive amount of embedding capacity, the quality of the stego image is barely tolerable. The prediction technique is denoted in Eq. (7), where is the position of even column. To hide the secret data, Eq. (8) is utilized. In this equation, ̂ is the resulting error value of the predictor.
, ′ = ( , × 2) + ( )
Proposed method
The process of embedding data is performed in two stages: histogram generation and histogram manipulation. The flow of the data embedding process can be seen in Fig. 1 . Before hiding the secret bits, the predicted image is calculated by using predictor. Then, from that operation, the PE value is produced to form the PE histogram, where we embed the secret bits.
Before embedding data on the cover image, the PE histogram is formed using MED. We use it because the produced PE histogram has an even distribution. It is suitable for the method that we propose because we use more than one PE value. We also use PE values other than 0 because it is a smooth value in the image and can affect the stego image. Illustration of predictions can be seen in Fig.  2 . The prediction error is calculated using Eq. (9), where is the original pixel, ̂ is the resulting error value used to be the embedding space, and is the PE value. The PE value is calculated using Eq. (10) . To minimize the modification of the histogram, we exclude the shifting process. We do not place secret data in the location provided by shifting histogram; instead, the hidden data are placed into the neighbour's PE value, and the location of those secret data are recorded in the location map. The capacity of embedded data increases if each PE value can hold more than one bit of data. Obscure bits are scanned and each of the two adjacent data bits is checked first and placed in 4 different categories. Each of these categories is embedded in different PE values. Because secret data are in the form of binary numbers, those four pairs of groups are (1, 1), (0, 0), (0, 1) and (1, 0).
Histogram modification
The two adjacent bits are scanned; if they are (1, 1), then the value of PE + 3 is added by 1. PE value of + 1 is also added by one if two adjacent bits are (0, 0). If two adjacent bits are (0, 1) then the PE value − 3 is reduced by 1. If (1, 0) are two adjacent bits, then the reduced PE value is − 1 value. The next two bits are checked according to the conditions we have mentioned. The process is repeated until all bits of data have been embedded. If the amount of secret data is odd, then the last bit is embedded in the PE value of . The embedding process can be described in Eq. (11) . The location of embedded secret bits can be observed in Fig. 3 (a) . An example of embedding of bits (0,1) is illustrated in Fig. 3 (b) and the result of the embedded histogram also illustrated in Fig. 3 (c) . During the data embedding process, the location of the predicted value is stored for the secret data extraction process. The position of the -axis is stored at ( ) and the -axis in ( ), with being the index of the confidential data. The locations of the PE value are stored by using Eqs. (12) and (13) . For secret data that have an odd number of bits, if the last hidden bit is 0, the PE value is reduced by one. If the last bit is 1, then the amount of PE is added by one. The process of embedding the last bit of secret data can be described by using Eq. (14) . The location of PE value is also stored using Eq. (12) and Eq. (13) . 
Extraction and image recovery
The first step in the process of extracting data is changing the stego image to the PE values that contain secret data by using Eq. (16) . 
It needs to scan the PE values. If we find the PE value + 4 and the location of the PE value match ( ) and ( ), then return the PE value to the state before the modification by reducing the PE value by 1. The extracted secret bits ( ) and ( + 1) is (1,1). The extracted secret bits depend on the found PE value. If it is + 2, then the extracted secret bits are (0,0); if it is − 2 are (1, 0) and − 4 are (0, 1). The description of the step can be seen in Eqs. (17) , (18) and (19) .
If the total amount of bits are odd, the location of the last bit for bit 0 is at − 1 or + 1 for bit 1.
To return the PE value to the original condition, use Eq. (20) , while secret bit extraction is described on Eq. (21). After that, the cover image is obtained using Eq. (22).
To emphasize the position of the proposed method and related method, we compare our method with other relevant ones in Table 1 . 
Results and discussions
After the extraction process, it is important to evaluate the proposed method. We measure the distortion level in the stego image and how many bits can be embedded. We utilize the peak signal-tonoise ratio (PSNR) as the measurement of the distortion level of the stego image. We use PSNR as the benchmark to determine the degradation of the quality of the image after the embedding process. The lower the degradation of PSNR value, the better the quality of the embedded image. Additionally, we use structural similarity index (SSIM) to evaluate the similarity of the stego image. To test the performance of the method, we use ten grayscale images of size 512x512 pixels that we obtain from [19] [20] . Those are "Baboon", "Lena", "Pepper", "Elaine", "Boat", "Abdominal", "Hand", "Chest", "Head" and "Leg". In the experiment, two different sizes of secret bits are used in the embedding phase; they are 10 Kb and 20 Kb of data.
The PSNR value is calculated using Eq. (23), where MSE is the mean square error and calculated using Eq. (24); is the pixel with the highest value, while and are the height and width of the image.
The total data that can be inserted is measured by how many bits per pixel ( ) can be stored in the image. To calculate the , the amount of bits that can be hidden inside the stego image is divided by the length and width of the image. Calculation of can be seen in Eq. (25), where is the total bits that can be embedded.
= (25)
In order to find the position of the proposed method, we use Yi et al. [17] and Kumar and Agrawal [18] approach as a comparison. We implement both methods and measure the performance and use the same secret messages and test images for the entire experiment.
The result of the similarity comparison is presented in Tables 2 and 3 . As shown in those tables, the proposed scheme has higher PSNR and SSIM than [17] and [18] . The improvement in PSNR and SSIM is resulted by the proposed system which does not shift the histogram in the embedding phase. Also, it can embed more than one bit in each PE value; therefore, it also decreases the number of PE value that has to be modified. The visualization of PSNR average of general and medical images are depicted in Fig. 4 and Fig. 5 respectively. From those figures, we find that the proposed scheme achieves higher PSNR average than [17] and [18] in each secret data for both general and medical images. Despite [17] has lower PSNR average than our scheme, it has smaller PSNR decline than both the proposed method and [18] .
To observe the changes produced by the stego image, Fig. 6 presents the original Pepper image and original Hand medical image along with the stego image that has been inserted 20 Kb of data. We can see in Fig. 6 the difference between the original and the embedded images is relatively small. It means that our scheme is capable of maintaining the quality of the produced stego image. The capacity comparison can be found in Tables  4 and 5 . Here, the proposed scheme has less capacity than [17] and [18] . In [17] , the embedding method can be performed in multiple round, so if in one round there are still secret bits left, the next round is performed until all obscure bits are embedded. Therefore, in Tables 4 and 5 we do not include the maximum capacity of [17] , because of its adaptive nature. While in [18] , the predictor utilizes even columns in the image, so the number of BPP is always 0.4980. Also, the frequency of PE value of − 3, − 1, + 1 and + 1 are lower than the number of total PE value on even column used in [18] . That is why more data can be embedded in [18] . As a result, our scheme is more suitable to hide low to medium secret data size.
Conclusion
We develop an embedding strategy based on PE and HS approaches. While in the embedding phase, we eliminate the shifting process to reduce the modification on the histogram and the secret data are categorized and embedded on the specified PE value. Since the elimination of the shifting process can make the process to obtain hidden data challenging to do, to get them, we use a location map that created during the embedding process. The distribution of categorized secret bits also reduces the number of PE value that has to be utilized to contain the data. From the outcome of the experiment, we can conclude that our scheme can provide better similarities in all test conditions. That is proven by the better quality measured by PSNR and SSIM. The average improvement of PSNR for general images is 24.8075 dB and for medical images is 21.5625 while the SSIM average increase for general images is 0.026823 and 0.022863 for medical images.
There is a room for improvement for the proposed scheme to expand further the size of data that can be embedded. It can be done by extending the number of bits that can be contained in a single PE value. (a) (b) (c) (d) Figure. 6 Examples of the cover images [19, 20] and the stego image: (a) pepper image before embedding data, (b) pepper image after inserting 20 Kb of data, (c) hand image before inserting data, and (d) hand image after inserting 20 Kb of data 
