Abstract-a class of models is examined whose primary goal is to explain network properties, especially model system with spatial information like human brain, and methods for modeling spatial system tend to get inconsistent results. With the assumption that probability of having edge depended on distance between nodes, to obtain some interesting results: the statistical properties of complex network has no difference between determined and stochastic algorithm, And get networks with a hierarchical structure.
I. INTRODUCTION
Real-world complex systems are composed of interacting entities with nontrivial dynamical behavior and complicated interaction topology. One way to capture their global feature is complex network modeling, in which every subsystem is considered as a node and interactions among subsystems are considered as edges.
Complex network, in a range of disciplines from biology to physics, social sciences and informatics, have received significant attention in recent years. Empirical studies have shed light on the topology of food webs, electrical power grids, the World-Wide Web [1] [2] , the Internet backbone [3] , the human brain [4] [5] [6] , telephone call graphs, co authorship and citation networks of scientists [7] [8] [9] , and the quintessential 'old-boy' network, the overlapping boards of directors of the largest companies in the United States [10] [11] [12] cellular and metabolic networks [13] [14] [15] .
A network is a set of items, which we will call vertices or sometimes nodes, with connections between them, called edges. Systems taking the form of networks (also called "graphs" in much of the mathematical literature) abound in the world. Networks can be tangible objects in the Euclidean space, such as electric power grids, the Internet, highways or subway systems, and neural networks. Or they can be entities defined in an abstract space, such as networks of acquaintances or collaborations between individuals. Being different from traditional analysis, complex network modeling do not pay much attention to structure and dynamic features of subsystem, but focus more on interaction among subsystems.
For the following definitions of graph theory terms used in this paper we essentially follow the nomenclature of ref. 20 (see also [21] for additional definitions and more detail).Degree: The degree of a node is the sum of its incoming (afferent) and outgoing (efferent) connections. The number of afferent and efferent connections is also called the in-degree and out-degree, respectively. The degree of a vertex in a network is the undirected number of edges incident on (i.e., connected to) that vertex. Let ( ) p K denote the fraction of nodes that have k links. Here K is called the degree and ( ) p K is the degree distribution. Random graph: A graph with uniform connection probabilities and a binomial degree distribution. All nodes have roughly the same degree ('single-scale'). Scale-free graph: Graph with a power-law degree distribution. 'Scale-free' means that degrees are not grouped around one characteristic average degree (scale), but can spread over a very wide range of values, often spanning several orders of magnitude. Characteristic path length [13] : The characteristic path length L (also called "path length" or "average shortest path") is given by the global mean of the finite entries of the distance matrix. In some cases, the median or the harmonic mean may provide better estimates. Clustering coefficient [13] : The clustering coefficient Ci of a node i is calculated as the number of existing connections between the node's neighbors divided by all their possible connections. The clustering coefficient ranges between 0 and 1 and is typically averaged over all nodes of a graph to yield the graph's clustering coefficient C.
Although regular networks and random graphs are both useful idealizations, many real networks lie somewhere between the extremes of order and randomness. Researchers have revealed that although systems differ from each other, their topological structure share many common features. Networks with power-law degree Figure 1 . Structure of random, small-world and scale-free networks distributions have been the focus of a great deal of attention in the literature. Many complex networks have a small-world topology characterized by dense local clustering or cliquishness of connections between neighboring nodes yet a short path length between any (distant) pair of nodes due to the existence of relatively few long-range connections. The small-world network is characterized by large clustering coefficients and small average shortest paths, depicted as:
As we all know, most of the realization of complex network functions and role depend on network's interactions between the individual. Therefore, the optimization of the network transmission efficiency is an important content of the network dynamics research. This structure determines function and dynamic features of systems. It's very important to model the evolution of complex network in order to figure out their topological structure. It's also necessary to set up a model for various networks. The purpose of evolution network modeling is to set up dynamic model, to identify factors that influence topological structure, and to know how a network changes.
Intuitively plausible growth mechanisms have been proposed for the large classes of small-world [22] and scale-free networks [23] which aimed at explaining the origin of the highly skewed degree distributions. It has been suggested that this large class of networks may be generated by mechanisms of growth and preferential attachment, that is, the preferred linking of new nodes to already highly connected network nodes. In these models, the networks typically grow by the gradual addition of vertices and edges in some manner intended to reflect growth processes that might be taking place on the real networks, and it is these growth processes that lead to the characteristic structural features of the network. The previous rules establish links to hubs independent of their distance. Furthermore, such topological algorithms are not biologically realistic and do not represent good models for the development of some special kind of networks, such as cortical networks. Previous algorithms for the generation of random and scale-free networks constitute unlikely growth algorithms, as they ignore the fact that cortical networks develop in space. An essential aspect of many real world networks is, however, that they exist and develop in metric space. Therefore, questions arise how nodes are able to identify highly connected distant hubs and why they would attach to them, rather than to nearby nodes. For example, a city in New England would normally consider constructing a new highway to nearby Boston, rather than to faraway Los Angeles, even if Los Angeles represents a larger hub in the US highway system. It will be an important challenge to refine these computational models by drawing on the wealth of data available from studies in developmental neurobiology, to reproduce the specific organization of cortical networks.
BA model and WS model each have some advantages, but both of them also have shortages. It's well known that topological structure are restricted to spatial location of nodes, for example, long Euclidean distance affects statistical feature. Degree of nodes in street-network, airline network and brain network are also determined by its location to some extent. So network with spatial location is more complicated.
In this paper we examine a class of models whose primary goal is to explain network properties. To understand how various developmental factors affect functional specializations of brain networks, it is helpful to consider biologically inspired models based on known constraints of neural development. spatial-growth algorithms, in which the probability for edge formation decreased with node distance, predetermined the position of all nodes at the outset. Starting with the complete set of nodes, which were distributed randomly on a spatial grid, connections were established depending on distance. Additionally, connected nodes could be drawn together by an a posteriori pulling algorithm, which resulted in spatial clusters of connected nodes.
II. SPATIAL NETWORK DEVELOPMENT ALGORITHM
In an alternative approach, we employed a model of spatial related in which the nodes, their positions, and connections were stochastic established during development. Starting with n nodes at random position of the square embedding space, the following algorithm is used. Figure 2 . The distribution of degree of network A step1: Connection of the randomly chosen pair of nodes is established with probability of Gauss' function. That is, add in an edge randomly to every pair of nodes, partnership is required if the probability p> 0.5 (we get the probability p through a random number). In this step we consider the all probably ( 1) 2 n n − edges in the network, thus we get the original network (named as network A). step2: for each pair of nodes with no connection in the original network, one link is built if the distance of the two nodes is shorter than the average distance of all links in the original network A. At this step the link is established determined by the distance. We call the network is 'network W' constructed after this step.
Step3: consider the probability of existing link between nodes with no connection in the original network A still is a function of the distance of the two nodes, but the function is stochastic different from network W. one link will be built if the distance of the two nodes is shorter than the average distance of all links in the original network A and the random number from Monte Carlo simulation is larger than 0.5. We called the network as 'network T'.
Step4: If the node does not manage to establish connections, it is removed from the network. In that way, newly forming nodes could only be integrated within the vicinity of the existing network, making the survival of new nodes dependent on the spatial layout of the present nodes.
The algorithm allowed some nodes to be established distant to the existing network, although with low probability. Subsequent nodes placed near to such ''pioneer'' nodes would establish connections with them and thereby generate new highly connected regions away from the rest of the network. Through this mechanism multiple clusters were able to arise, resulting in networks in which nodes were clustered topologically as well as spatially.
In the following, we describe the two different types of spatially grown networks resulting. For the generated networks, several network properties are shown, which have been used previously to characterize complex networks, such as degree, the degree distribution and Clustering coefficient.
In our model we select 225 n = , We give the statistical properties of the final four networks base on the complex networks theory. We calculate the degree K of every node (which stand for the number of partners of a company) and the clustering coefficient C .
Ⅲ. RESULTS

A. degree K and degree distribution ( ) p K
As can be seen from Table Ⅰ , network A and network W have the same average degree between 110 and 115. Network T has the average degree value lower than the above two networks.
In network A, we start with N nodes and connect every pair of nodes with probability p, creating a graph with 
This probability represents the number of ways in which k edges can be drawn from a certain node: the probability of k edges is k p , the probability of the 
Thus the number of nodes with degree k follows a
Poisson distribution with mean value k λ .
In Figure 2 , the horizontal axis stands for degree, vertical axis stands for the probability of degree, the degree distribution of network A fits normal distribution of 2 (27.5, 6.5 ) N .
As can be seen from Table Ⅱ the Gauss fit on the degree distribution P (K) is very good, with 91.2% of relevance. The degree distribution is normal distribution with the mean of 27, standard deviation of 6.5 which is similar to network A.
Can be seen from Figure 3 (the horizontal axis stands for nodes, vertical axis stands for degree), the probability of degree has the Periodicity, it Increase oscillation and decrease oscillation.
In Figure 4 , the horizontal axis stands for degree of network W, vertical axis stands for the probability of degree.
Can be seen from Figure 5 (the horizontal axis stands for nodes, vertical axis stands for degree); the third network T nodes do not change much in the distribution from network W. This indicates that the stochastic rule in our evolution of complex network doesn't make significant difference.
B. Degree correlation
The degree correlation between the nodes notes the inclination when the company gets the partners. It's the function of degree with the degree between the connected nodes ( ) nn k k . It is called as assortativity when the node with many cooperation tends to link to the nodes with big degree, at this moment the network is called positively correlated, contrary the network is negatively related when the node with bigger degree link to the nodes with less cooperation. The similarity of degrees between the connected nodes is defined as follow:
In this paper we use correlation coefficient simply to describe the degree correlation. From the above Table Ⅲ  and Table Ⅳ , the complex networks all have degree related character with a very large negative correlation (under the 95% confidence level).
C. Clustering coefficient
This inherent tendency to cluster is quantified by the clustering coefficient, Let us focus first on a selected node i in the network, having ki edges which connect it to ki other nodes. If the nearest neighbors of the original node were part of a clique, there would be ki(ki-1)/2 edges between them. The ratio between the number Ei of edges that actually exist between these ki nodes and the total number ki(ki-1)/2 gives the value of the clustering coefficient of node i,
The clustering coefficient describes the proportion of edges between one node's co operations. As can be seen from Table Ⅴ , there is little difference between the average clustering coefficient of the network A with the coefficient of about 0.5, the determination algorithm gets more tight clusters with average C of 0.774640 and the highest C of 0.9845, while the stochastic algorithm only gets about 0.5 as the biggest clustering coefficient.
If we consider a node in network A and its nearest neighbors, the probability that two of these neighbors are connected is equal to the probability that two randomly selected nodes are connected. Consequently the clustering coefficient of network A is k C p n < > = = (11) Can be seen from the Figure 6 -8 (the horizontal axis stands for nodes, vertical axis stands for degree); the latter two networks do not change much in the distribution.
D. Relation between clustering coefficients and degrees
From Table Ⅵ can be seen that the node degree and clustering coefficient are not related in the network A, while negative correlation in network W and network T. Clustering coefficients were correlated linearly with degrees, which suggest that these two latter networks have a hierarchical structure [18, 19] .
E. Empirical research in real brain space
We put a brain in a 27*33*23 space, each Voxel stands for a 6*6*6 mm brain region. We set the origin of coordinate to (40, 20, 9) , so the X, Y, Z axis range from [-13, 13] , [-19, 13] , [-8, 14] respectively, each unit corresponding to a voxel. Euclidean distance between nodes (voxels)
was used. There are 20493 voxels in this space, but we only included 5947 voxels located on brain cortex for modeling.
Firstly we randomly select n isolated nodes first in the 3-dimension simulation brain. Then add in a node randomly and set m edges between this new node and all other old nodes. The probability to set an edge is in proportion to distance, i.e. d is average distance in a network, W is the width of Gaussian distribution, A is the extent to which the probability of finding an edge relies on distance, larger A means distance have a stronger effect on edge, most edges will be found at about average distance. According to our earlier result [10] , we set 
We got a joint network of 1500 nodes, 21000 edges (with density of 1.9%). Maximum degree is 184 and minimum is 2, average degree is 28. As displayed in figure 4 , the distribution of degree again in We find the biggest distance in brain functional network is 180mm [10] ; corresponding distance in our 
Ⅳ. DISCUSSION This paper analyzes the mechanism of complex network construction in particular distance depend; simulate the evolution of the complex network formation process using of multi-agent simulation. And base on the complex network theory we give the statistical analysis of the final complex network under different partner selection mechanism. We obtain some interesting results: With the assumption that probability of having links depended on distance between the nodes, the statistical properties of complex network has no difference between determined and stochastic algorithm. And we get networks with a hierarchical structure.
Several algorithms have been proposed for the generation of different types of topological networks, in which links do not reflect physical distances, but merely the connectivity of the system. The present model extends previous approaches to the development of spatial networks, such as cellular and brain connectivity networks, or food webs and many systems of social interactions. Spatial as well as temporal constraints shape network growth, and intrinsic or external spatial limits may determine essential features of the structural organization of linked systems, such as clustering and scaling properties.
Most earlier network studies did not take distance into consideration, later work on evolution network only focused on 2-dimension space, which can't be deduced to 3-dimension space, in our case the human brain, directly. The current study is the first one that set up evolution network in 3-dimension space. Under Gaussian distribution hypothesis, we got a scale-free network with not feature of small-world network and a small world network with no power law degree distribution respectively.
There are also some limits in this study. We only considered effects of distance on edge, and only remake edges between nodes. Other effects such as effects of degree on edge probability and connection among old nodes should also be considered. Distribution of degree can only be estimated after details of evolution network are clear. All these can be done in further studies.
