INTRODUCTION
This article contributes to the general debate on the link between population growth and the environment by analyzing the impact of demographic factors on two air pollutants. At the same time, it also contributes to a much more focused debate on how population size and other demographic factors should be taken into account in future projections of air pollutant emissions. It is also relevant to the large and still growing body of literature on the so-called Environmental Kuznets Curve (EKC), which posits that environmental pollution is first increasing and then decreasing with rising per capita income levels (see for example Grossman and Krueger 1995, Cole et al. 1997) .
Empirical studies which explicitly examine the link between population and pollution in a systematic quantitative manner are very few in number. Cramer (1998 Cramer ( , 2001 and Cramer and Cheney (2000) examine the impact of population levels on air pollution in California and conclude that population is closely associated with some sources of emissions but not with others. Cramer's and Cramer and Cheney's focus on a single state in a developed country is interesting, but it also means that the global implications of their work are uncertain. Dietz and Rosa (1997) and York, Rosa and Dietz (2003) focus on carbon dioxide emissions and energy use and, in the context of the Impact-Population-Affluence-Technology (IPAT) model, examine the roles played by population, affluence and technology. 1 They find that the elasticity of CO 2 emissions and energy are close to unity (i.e. a 1 percent increase in population leads to an approximately 1 percent increase in CO 2 emissions). They do not estimate how these elasticities may vary with population levels. All of these results are based on cross-sectional data for one year only. Finally, Shi (2003) , again in the context of the IPAT model, uses a panel of cross-sectional and time series data. Shi finds population elasticities for CO 2 of between 1.41 and 1.65, depending on the model used, but does not examine how these may vary with different population levels. Whilst a step in the right direction, Shi's study still estimates results for one pollutant only, CO 2 , and also suffers from a potentially severe methodological problem: many of the variables used by Shi, particularly per capita income and CO 2 emissions, have a very strong upward trend over time. As such, they are not covariance stationary -a condition required for non-biased and consistent regression resultsthereby raising question marks over the validity of the estimated coefficients and elasticities. Some 'Environmental Kuznets Curve' (EKC) studies undertaken by economists have included population density as one of many determinants of pollution concentrations, but have tended to find mixed results (see for example, Grossman and Krueger, 1995; Panayotou, 1997; Hilton and Levinson, 1998) . None of these studies have investigated the populationpollution relationship further, or examined the wider impact of population levels (as opposed to spatial density) or other demographic factors on pollution.
The aim of this paper is to provide a detailed analysis of the impact of total population size and other demographic factors on air pollution emissions and to correct the weaknesses outlined above. We build on the papers by Dietz and Rosa (1997) , York et al. (2003) and Shi (2003) and improve on their studies in a number of ways. First, whereas these three studies examine only CO 2 and energy use, we extend the analysis to sulfur dioxide (SO 2 ) emissions, a pollutant with very different properties to CO 2 and hence potentially possessing a very different relationship with population. We also estimate results for CO 2 for means of comparison. Second, in contrast to Dietz and Rosa and York et al., we provide a cross-section and time-series panel data analysis. This allows us to capture changes over time and permits a more sophisticated research design controlling for latent country effects. Third, whilst Shi (2003) also uses a panel data approach we correct the methodological weakness with this study by ensuring that our variables are co-variance stationary by using a first-differenced estimator. Our estimated results are therefore consistent and free from bias. Fourth, we investigate the impact of a more comprehensive set of demographic factors on pollution including the age composition, the urbanization rate and the average household size. Many existing econometric studies neglect demographic factors other than total population size. Parikh and Shukla's (1995) analysis of the effect of the urbanization rate on energy use and greenhouse gas emissions in developing countries represents a notable exception in this regard.
METHODOLOGY
At the global level, equation (1) is not easy to test in a way that leads to reliable and nonspurious estimates. This is because of the lack of data on environmental degradation covering a sufficiently large number of countries over a sufficiently large period of time. It is for this reason that studies have tended to focus on CO 2 emissions and energy use, for which crosscountry and time-series data are available. The time dimension is necessary in order to avoid the problem of one-period cross-sectional regressions, which are likely to lead to spurious results if population size or growth or any other explanatory variable is correlated with unobserved or latent country effects.
Like Dietz and Rosa (2002) , Cramer (1998 ), Shi (2003 and York et al. (2003) we use a stochastic and non-tautological version of the famous IPAT model that originated from a dispute between Ehrlich and Holdren (1971) and Commoner et al. (1971) :
where I is environmental impact, P is population, A is affluence and T is technology. The IPAT model is most famous in its tautological or definitional identity formulation, which follows from equation (2) if one defines A as consumption (C) per capita and T as pollution per unit of consumption:
In such a formulation the model or its linearized version might be useful for accounting or decomposition purposes as in, for example, Holdren (1991) , Bongaarts (1992 ), Commoner (1991 , 1993 and Preston (1996) , even though there is some dispute as to how this should be done (O'Neill and Chen, 2002) . It has also been used in sensitivity analysis for projecting future CO 2 emissions (for example, O'Neill, MacKellar and Lutz, 2001) . However, it is not useful for an empirical estimation of the population elasticity. For such estimation, we need to define the variables in non-tautological terms.
Our starting point for empirical estimation is therefore equation (3), referred to as the stochastic IPAT model (STIRPAT) by Dietz and Rosa (1997) ;
Where a is a constant, b, c and d are the exponents of P, A and T, respectively, that are to be estimated and e is the residual or error term. Subscript i denotes the cross-sectional units, namely countries in this paper.
If we now acknowledge the cross-sectional and time-series nature of our data, and express equation (3) in logarithms so that it becomes additive, we have;
Where subscript t denotes the time period. Note that, with panel data, our constant, a, becomes country specific and can therefore capture country specific (time invariant) determinants of I other than P, A and T. Important examples for such determinants are climatic differences and geographical factors (Neumayer, 2002 (Neumayer, , 2004 . Note also that we now have a time specific constant for each year, k, which captures effects which are common to all countries but which change over time, other than P, A and T.
Equation ( Selden, Forest and Lockhart, 1999) .
Note that the linear relationship between (logged) emissions and (logged) population implies that we estimate the direct effect of population on emissions only, but not the indirect effects that might work via the impact of population on either A or T. This has been critically noted by a number of participants in the ongoing discussion about the usefulness of IPAT (e.g., MacKellar et al., 1995) . Such complex interaction effects are beyond what can be achieved in this paper and are left for future research.
Cramer (2001) is concerned about potential feedbacks of pollution on population. Of course, the direct effect is likely to be small as mortality from pollution is very small (and zero at the moment with respect to CO 2 emissions). At the local level, there might be reason to be concerned about simultaneity bias as pollution might have an effect on net migration (Cramer, 2001, p. 23) . However, at the cross-national level we see no reason to be concerned about this question.
When estimating equation (4) our measures of I are carbon dioxide and sulfur dioxide emissions. In keeping with the previous IPAT literature, A is measured as per capita GDP.
Technology, T, is a broad term which is intended to reflect technological, cultural, and institutional determinants of I i.e. anything that could affect I/C (emissions per unit of consumption or production). In our standard model we use two measures of T, a country's energy intensity (total energy use per unit of GDP) and the share of manufacturing output in GDP. Energy intensity provides a measure of 'energy productivity' and as such should be directly related to the level and types of technology currently in place within a country.
Similarly, manufacturing share provides a measure of the industrial structure of an economy, an obvious determinant of impact per unit of production. Energy intensity is partly determined by the sectoral structure of the economy, but we hope to cover the impact of technology T more comprehensively by including both variables in our estimations. Other aspects of 'technology' not captured by energy intensity and the manufacturing share will be picked up by the error term, e.
As concerns P, the most common approach is to simply use total population levels. However,
as MacKellar et al. (1995) and others have pointed out, it is not a priori clear that only the individual, rather than, say, households or communities, is the relevant demographic unit. To this one can add that a whole range of other demographic factors beyond simple population levels might also impact on emissions. For example, the impact on emissions could differ across age groups, likely reflecting a number of issues, including consumption habits and patterns, work and leisure activities and attitudes to environmental issues (Tonn, Waidley and Petrich, 2001) . One would expect that the economically active part of the population between the ages 14 and 64 has a higher impact on emissions than the retired above the age of 64 or the age group encompassing children and adolescents below the age of 14. A higher urbanization rate can also be expected to have a positive impact on emissions due to the typically more pollution intensive behavioral patterns of those in urban areas. For instance, in developing countries in particular, we would expect those in urban areas to utilize cars, motor cycles and buses to a greater extent than those in rural areas. Similarly, agricultural products are transported to the cities, often from places far away -see Parikh and Shukla (1995) Y t = (X t -X t-1 ) that is stationary. A non-stationary variable that is difference-stationary is also said to be integrated of order one, or I(1), whereas the first differenced transformation is integrated of order zero, or I(0). We therefore took first differences of all the variables included in our regressions. We also tested the first-differenced variables and rejected the hypothesis of non-stationarity for all variables. First differencing also eliminates the country specific effects since a i -a i = 0.
Our CO 2 sample covers 86 countries and 24 years 
ECONOMETRIC ANALYSIS AND RESULTS
Estimation results for CO 2 emissions are provided in Table 1 . Column I reports results for the basic model, in which total population size is the only demographic aspect looked at. The results are generally in line with expectations. 3 Since all variables are expressed in logarithms, the estimated coefficients can be interpreted as elasticities. Affluence has the expected positive impact on emissions and its elasticity is just below one. The manufacturing share is insignificant, but a higher energy intensity is associated with higher emissions. The estimated population elasticity, for example, is close to unitary, suggesting that a one per cent increase in total population size raises CO 2 emissions by about an equal proportion. This confirms the results reported by Dietz and Rosa (1997) and York et al. (2003) . In column III we additionally look at the age composition of population. We add two variables, namely the percentage of population that is below 14 and the percentage of population that is between 14 and 64 years old. Note that the share of elderly people above 64
years cannot be simultaneously added as the three shares add up to one and are therefore collinear. Adding the age composition hardly affects the population elasticity, which remains close to unitary. Neither the affluence nor the technology variables are much affected in either this or consecutive estimations and are therefore not further discussed. A higher percentage of the age group between 14 and 64 years old has a positive impact on emissions that is only marginally significant, however. As expected, a higher share of very young people has no statistically significant impact on emissions.
In column IV we take the urban versus rural settlement pattern into account in adding the share of urbanized population. The population elasticity is now slightly below one at 0.92. A higher rate of urbanization has the expected positive impact on emissions. The share of population in the economically active age groups now becomes marginally insignificant. The reason for this could be the high correlation between the two variables (partial correlation coefficient of 0.65).
Lastly, in column V we add the average household size to our model. Note that this variable is available for all countries in the sample, but not over the entire estimation period. Hence the number of observations is smaller in column V than in the other regressions. The population elasticity is again very close to unitary. The urbanization rate maintains its positive and statistically significant impact on emissions. A higher average household size is associated with lower emissions, as expected. Note that the population share of the economically active age groups now becomes more clearly insignificant. This suggests that its initial statistical significance might be entirely due to its correlation with the urbanization rate as pointed out above and its correlation with the average household size (partial correlation coefficient of -0.58). In other words, it would appear that the urbanization rate and average household size are the demographic factors that really matter. Interestingly, the coefficient size of the energy intensity variable rises once average household size is controlled for.
< Insert Table 2 about here > (5) then the elasticity of I with respect to P, which we may call E p , can be calculated as;
Equation (6) As a next step, column III reports results from the model that examines the role played by the age structure of the population. Because we found total population size to have a non-linear effect on emissions, we retain the squared term in all estimations. It can be seen that the age structure of population has no statistically significant impact on emissions. Interestingly, the same is true for the urbanization rate added to the model in column IV and the average household size added in column V. We address this striking difference to our results for CO 2 emissions in the following section where we discuss the implications of our findings.
DISCUSSION
The results reported above demonstrate that the link between population size and emissions of environmental pollutants is a complex one. There are clear differences between SO 2 and CO 2 emissions. For CO 2 emissions, the situation in developing countries gives particular reason for concern. They are the countries which will experience substantial economic and population growth in coming decades, in addition to which they are also the countries where urbanization rates are likely to rise and average household size is likely to decline. In our sample, the mean urbanization rate for developing countries is around 56 per cent, whereas it is 78 per cent in developed countries (see table 3 ). 6 The average household size in developing countries is 4.9, but only 2.6 in developed countries. Importantly, however, the trend is clearly pointing towards higher urbanization and lower household sizes in the future developing world, which will amplify the emission increases due to overall population growth. Young people in developing countries will move away earlier from their family home, will marry at a later age and their parents will increasingly live in separate homes. O'Neill, MacKellar and Lutz (2001, p. 72) report projections that see the average household size in developing countries decreasing to between 2.4 and 3 over this century. With respect to the age structure of population, we find only weak evidence in one estimation that a higher share of the economically active age group between 14 and 64 years old has a positive impact on emissions. If such a link were to exist, then it would again paint a bleak picture for developing countries. This is because their current average share of young people below 14 is almost 36 per cent, double the value in developed countries. These youngsters in developing countries will soon enter the economically active age group. Table 3 about here > Our results therefore suggest that future demographic change will have the strongest effect on CO 2 emissions in the developing world. In contrast, in developed countries demographic factors will not change much in the future. Not only do they have low and sometimes zero (or even negative) current and projected population growth rates, but their urbanization rate will not increase as dramatically as in developing countries, their average household size is already very low and they do not have a huge cohort of youngsters entering the economically active age group.
< Insert
For SO 2 emissions, the implications of demographic change are entirely different. Increases in total population size can also be expected to increase emissions, but only for population sizes above 5.4 million people. The population elasticity is not constant, but increases with population size. This is again bad news for developing countries as on average they have bigger populations. In our sample their mean population size is around 65.3 million people with a median at around 15.2 million, whereas the mean is around 33 million and the median at around 9.7 million in developed countries. Apart from increases in total population size, none of the other demographic factors like urbanization rate, age group composition or average household size matter. What explains this stark contrast in results? The most likely explanation is that SO 2 and CO 2 emissions differ in their sources. CO 2 emissions are generated by a great variety of economic and consumption activities that are influenced by demographic factors. SO 2 emissions on the other hand mainly derive from stationary sources and from the production of electricity in particular. On the whole, more SO 2 emissions will be generated for more people, but other demographic factors will not impact on emissions.
CONCLUSIONS
This study used large panels of cross-section and time-series data and improved on the methodology employed by previous studies. For CO 2 emissions, the estimated pollution elasticity of population is very close to one in all estimations. We thus confirm the results of Dietz and Rosa (1997) and York et al. (2003) who found a similar elasticity in their oneperiod cross-sectional sample and provide evidence against Shi's (2003) much higher estimate of between 1.41 and 1.65. One possible explanation is that the fixed effects bias in the simple cross-sectional sample is less severe than the bias due to the non-stationarity of the variables in Shi's (2003) analysis. Our research design deals effectively with both fixed effects and non-stationarity problems and therefore leads to more valid and reliable results.
In addition, we have looked at a comprehensive set of demographic factors. Our results have particular significance for developing countries. Such countries typically have higher population growth, a trend towards urbanization and smaller average households sizes and a large proportion of youths entering the economically active age group. Whilst CO 2 emissions are often still lower in developing countries than in developed countries (on average 2.5 times lower), our results show that population increases, changes in the demographic structure and the rise in affluence can be expected to close this gap.
Furthermore this paper has been the first to estimate population elasticities for a pollutant such as sulfur dioxide (SO 2 ). For SO 2 emissions population increases also have a positive impact on emissions for all but small population sizes and the population elasticity rises with higher population levels. Again, this affects developing countries more as they have on average both higher population growth rates and higher existing population levels.
Demographic factors other than total population size have not been found to have any impact on emissions. We explained this striking difference in results with the fact that SO 2 emissions are mainly generated by fixed sources, particularly in the electricity sector, and are therefore less sensitive to changes in consumption patterns and habits following changes in these demographic factors.
Our results are also relevant to the large body of literature on the Environmental Kuznets Curve (EKC). First, we find that the population elasticity is close to one for CO 2 emissions suggesting that the EKC approach of taking per capita emissions as the dependent variable, thus implicitly assuming a population elasticity of one, will not lead to biased results. Our findings for SO 2 emissions are different. Here, the EKC approach is likely to lead to biased results as it fails to take into account the fact that the population elasticity is non-linear in population size. Second, we find that other demographic factors such as the urbanization rate and average household size are significant determinants of CO 2 emissions, but not of SO 2 emissions. This suggests that EKC studies, at least those addressing CO 2 emissions, will lead to inaccurate results since they typically fail to take such demographic factors into account.
Thus, non-economic factors such as population structure and other demographic aspects are potentially important determinants of pollution emissions, yet are often neglected in economic analyses of pollution.
In terms of future research, more detailed analysis is needed to understand why the pollution elasticity of population is increasing in population size for SO 2 emissions. Why does population growth in countries with already high population levels lead to higher emission increases than growth in countries with lower levels of population? Holdren (1991) speculates that settlement patterns might change with higher population levels and that economies might have to resort to lower quality energy resources. He also suggests that 'where rates of population growth (…) are high, the attendant pressures can swamp the capacities of societies to plan and adapt in ways that could abate or reduce the environmental impacts of energy supply' (p. 249). Furthermore, our explanation for the differences in results for CO 2 emissions and SO 2 emissions is rather tentative and somewhat speculative at this stage and needs further exploration. More detailed attention is also needed to account for the indirect effects that population growth and other demographic changes can have on the environment. In nonreported analysis we tested for interaction effects of the various demographic variables with our variables of affluence and technology. These interaction effects generally failed to assume statistical significance. This does not imply that interaction and feedback effects are not important. Rather, they might be more difficult to take into account adequately and their modeling and estimation represents a challenging task. Clearly, these questions deserve more systematic attention and the present authors would like to tackle these and related questions in future research.
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1 Like the current paper, existing studies mainly look at air pollution for reasons of data availability. Taking a broader focus, York, Rosa and Dietz (2003b) examine the impact of demographic factors on so-called ecological footprints. Ecological footprints supposedly measure the total land area hypothetically required to provide all the resources to and absorb all the pollution generated by a country's economy. We do not follow this path. For one reason, this can only be done in a cross-sectional analysis, in which one cannot control for many sources of estimation bias. More importantly, one of us has argued that the concept of ecological footprints does not represent a valid, reliable or methodologically sound indicator (see Neumayer 2003, pp. 172-177, for details 
