In this paper, we consider a finite-horizon stochastic mixed-integer program involving dynamic decisions under a constraint on the overall performance or reliability of the system. We formulate this problem as a multi-stage (dynamic) chance-constrained program, whose deterministic equivalent is a large-scale mixedinteger program. We study the structure of the formulation, and develop a branch-and-cut method for its solution. We illustrate the efficacy of the proposed model and method on a dynamic inventory control problem with stochastic demand in which a specific service level must be met over the entire planning horizon. We compare our dynamic model with a static chance-constrained model, a dynamic risk-averse optimization model, a robust optimization model, and a pseudo-dynamic approach, and show that significant cost savings can be achieved at high service levels using our model.
Introduction
In this paper, we consider finite-horizon dynamic (multi-stage) decision-making problems under uncertainty such that a risk, reliability or service level requirement must be met over the entire planning horizon. Such a restriction could be due to stipulations in a customer contract or certain regulations. Examples include restricting the loss-of-load probabilities in power systems, satisfying contractual service levels in inventory management, and limiting risk in certain financial portfolios.
A common approach to limiting violations of such a requirement is to add a penalty term to the objective function. However, such penalties are intangible and inherently hard to estimate. The resulting solutions may be overly conservative under high penalties or may result in low reliability and contract violations under low penalties. A more direct approach is to introduce probabilistic (chance) constraints in the associated optimization model to ensure that the required reliability or service level is met. Charnes et al. (1958) , Cooper (1959, 1963) were first to study an optimization problem with individual chance constraints. In a dynamic problem, satisfying a service level in each time period may result in a poor service level over the entire horizon. In addition, typically there 2 Article submitted to Management Science; manuscript no. http://dx.doi. org/10.1287/mnsc.2013.1822 are correlations between the random variables in multiple time periods. As a result, a joint chance constraint may be more appropriate to ensure an overall high service level. Miller and Wagner (1965) study probabilistic programming with joint chance constraints and independent random variables. Joint chance constraints with dependent random variables were introduced in Prékopa (1973) . Both Miller and Wagner (1965) and Prékopa (1973) show that under certain assumptions on the distribution of the right-hand side vector in the chance constraint, the deterministic equivalent can be formulated as a convex program. Some recent applications of optimization problems with chance constraints include probabilistic set covering Ruszczyński 2002b, Saxena et al. 2010) , probabilistic production and distribution planning (Lejeune and Ruszczyński 2007) , call center staffing (Gurvich et al. 2010) , insuring critical paths (Shen et al. 2010) , optimal vaccine allocation (Tanner and Ntaimo 2010) , and reliable emergency medical service design (Beraldi et al. 2004 ). For a more thorough treatment of optimization under chance constraints we refer the reader to Dentcheva (2009) , Prékopa (2003) , Kall and Wallace (1994) , Birge and Louveaux (1997), Prékopa (1995) .
One challenge with linear programs with joint chance constraints is that the feasible region is non-convex. Prékopa (1990) introduces the concept of p-efficient points, which define the extreme points of the non-convex feasible region. There are several methods in the literature that rely on the enumeration of the exponentially many p-efficient points. Sen (1992) uses the p-efficient points to give a disjunctive programming reformulation of joint chance constraints with finite discrete distributions. Valid inequalities are proposed based on the extreme points of the reverse polar of the disjunctive program. Dentcheva et al. (2000) use p-efficient points to obtain various reformulations of probabilistic programs with discrete random variables, and to derive valid bounds on the optimal objective function value. Ruszczyński (2002) uses the concept of p-efficient points to derive consistent orders on different scenarios representing the discrete distribution. The consistent ordering is represented with precedence constraints, and valid inequalities for the resulting precedence-constrained knapsack set are proposed. Beraldi and Ruszczyński (2002a) propose a branch-and-bound method for probabilistic integer programs using a partial enumeration of the p-efficient points. Cheon et al. (2006) give a global optimization algorithm that successively partitions the non-convex feasible region until a global optimal solution is obtained. Tayur et al. (1995) give an algebraic geometry algorithm for a scheduling problem with joint chance constraints that solves a series of chance-constrained integer programs with varying reliability levels.
Alternatively, a deterministic equivalent model is obtained by adding additional binary variables.
The linear programming relaxation of this formulation is weak in general, but can be strengthened by adding valid inequalities obtained from the so-called mixing set substructure , Küçükyavuz 2012 . Combining decomposition and cutting plane techniques, Luedtke (2011) Zhang, Küçükyavuz, and Goel: Dynamic Decision Making under Joint Chance Constraints Article submitted to Management Science; manuscript no. http://dx.doi. org/10.1287/mnsc.2013.1822 3 proposes a branch-and-cut decomposition algorithm for solving a two-stage chance-constrained program, where the recourse decisions incur no additional costs.
Another challenge with the optimization problems with joint chance constraints is that in cases of continuous distributions, calculating the joint probability of several events requires the evaluation of a multi-dimensional integral, which is hard to compute accurately (Ahmed and Shapiro 2008) .
Ben-Tal and Nemirovski (1998) , Campi (2005, 2006) , Shapiro (2005, 2006) approximate the non-convex chance constraint with convex constraints such that the solution to this approximation is feasible with a high probability. However, such methods could yield highly conservative solutions (Ahmed and Shapiro 2008) . In this paper, we assume a finite discrete distribution (or a finite sample from the continuous distribution), circumventing the difficulty of evaluating high dimensional integrals.
Most of the literature on joint chance constraints consider static decisions (Birge and Louveaux 1997) . In other words, the decisions are made once at the beginning of the horizon and are not updated as the uncertainty is revealed. An exception is Lulli and Sen (2004) who consider a probabilistic batch-sizing problem under a finite discrete demand distribution. In their model, non-anticipativity of decisions are enforced only for the scenarios that meet the desired service constraint. Andrieu et al. (2010) study chance constraints with dynamic (multi-stage) decisions that appear in hydro power reservoir management. The authors assume a continuous probability distribution and give a finite dimensional approximation of the infinite-dimensional chance constraint by discretizing the continuous decision variables. The authors state "It is not clear if the recent advances in integer programming methods for chance constraints would apply to the multi-stage setting." In this paper, we show that due to the non-anticipativity of the decisions, branch-andcut methods can indeed be developed for the multi-stage setting. We give valid inequalities for the dynamic model based on its mixing and continuous mixing substructures. We illustrate that significant cost savings can be achieved through dynamic decision making using an application in inventory management with random demands and costs, and a prescribed service level requirement for meeting the demand on time over the planning horizon. Our computational experiments illustrate the effectiveness of the branch-and-cut algorithm using the continuous mixing inequalities for this inventory management problem. Finally, we compare our dynamic chance-constrained optimization model for the inventory management problem with a dynamic risk-averse model, a robust optimization model, and a pseudo-dynamic approach.
Static Model
Even though our focus is on dynamic decisions, we first review the more commonly studied static models for completeness. Zhang, Küçükyavuz, and Goel ; manuscript no. http://dx.doi.org/10.1287/mnsc.2013.1822 Consider a dynamic (multi-stage) problem with n stages. Let ξ and µ denote N -and B-variate random variables representing the right hand sides and costs, respectively, with a known finite discrete distribution function. Let
. . .
where A ti is an η t × b i matrix representing the constraint coefficients of decision vector x i ∈ R b i + in stage t, i ≤ t with N = n t=1 η t and B = n t=1 b t . Note that the entries of the coefficient matrix A ti with t < i are all zero, because the constraints in stage t do not depend on decisions after stage t.
+ be a mixed-integer set dependent of ξ and defined by additional constraints on x, where β 1 + β 2 = B. Let τ be the required reliability level, 0 ≤ τ ≤ 1. The static chanceconstrained program with joint chance constraints is
This is referred to as a static model, because the decisions in stage t do not depend on the realizations in stages i = 1, . . . , t − 1. Letting y = Ax, the joint chance constraint can be rewritten as P(y ≥ ξ) ≥ τ . The formulation with individual chance constraints: P(y ti ≥ ξ ti ) ≥ τ for all t = 1, . . . , n, i = 1, . . . , η t , results in an overall reliability of the system to be much lower than that with joint chance constraints. In addition, in the case of individual chance constraints, we can linearize the constraints using quantiles (c.f., Kall and Wallace (1994) ). Therefore, throughout this paper, we will be interested in optimization problems with joint chance constraints.
Assume that the random vector Γ = (ξ, µ) has finitely many realizations (scenarios) given by
We assume y ≥ 0 without loss of generality (c.f., Küçükyavuz (2012) ).
A deterministic equivalent of the static chance-constrained program is at the solution (y, x). This formulation is due to Luedtke et al. (2010) . The set defined by the inequalities (3) for a fixed t is known as the mixing set. Atamtürk et al. (2000) , Günlük and Pochet (2001) give valid inequalities called star or mixing MIR inequalities for this set and show that these inequalities give the convex hull of solutions. In addition, Luedtke et al. (2010) and Küçükyavuz (2012) give strengthened mixing inequalities for the mixing set with an additional knapsack constraint,
arises in static chance-constrained LPs.
Dynamic model
Most models in the literature, given by the chance-constrained program in Section 2, are static in nature. The decisions are made here and now, and do not change as the uncertain parameters are revealed over time. However, a more flexible and efficient planning model would be to allow the decisions in period t to take the observed data in periods 1, . . . , t − 1 into account. This gives rise to a multi-stage model under joint chance constraints in which the decisions at every stage are adaptive to the realizations of the uncertain data. In this model, the order of events is as follows: at the beginning of the planning horizon first-stage decisions, given by the vector x 1 , are made. Next, the random events occurring in the first-stage, Γ 1 , are observed. Based on the observed outcomes, the decisions at the second stage, x 2 (Γ 1 ) are made, and so on. More generally, let Γ t−1 := (ξ 1 , µ 1 , ξ 2 , µ 2 , . . . , ξ t−1 , µ t−1 ). Let x t (Γ t−1 ) be the decision vector at stage t ∈ [2, n], whose value is determined after the random variables Γ t−1 are observed. Then instead of the static chance constraints in (1), we have a dynamic chance constraint:
Let
) is the vector of decisions made in stage t under
Note that in the dynamic model, the non-anticipativity of the decisions must be enforced, i.e., the scenarios which have the same set of past outcomes until time t, should have the same action in period t.
be the set of scenarios that share the same history with scenario until time t. The deterministic equivalent of the dynamic model with chance constraint (7) is given by 
Constraints (11)- (12) are the non-anticipativity constraints. Note that constraints (9) and (12) imply inequality (11). However, in the next section, we will use inequality (11) to obtain strong valid inequalities. Observe that a more compact representation with variables corresponding to the nodes of a scenario tree could be used in practice. All of our results apply to the more compact model, and we test our results on the compact formulation in Section 6. In what follows, we use the non-compact model for notational convenience.
A Branch-and-Cut Method for the Dynamic Model
In this section, we give valid inequalities for the dynamic joint chance-constrained model based on two substructures: mixing set and continuous mixing set. Throughout this section, for ease of exposition, we assume that there is a single constraint in each stage, i.e, η t = 1, t ∈ [1, n] and N = n.
Therefore,
Our results apply to the general case with η t > 1 by considering one constraint at a time in each stage.
Mixing Inequalities
For any fixed stage t ∈ [1, n] and scenario ∈ [1, m] with S t = ∅, suppose, without loss of generality, that S t = {1, . . . , m t } and D i for all i ∈ S t are sorted in nonincreasing order as
As observed by Luedtke et al. (2010) , if there exists ν t ≤ m t such that
. In addition, let 1 , 2 , . . . , m t be a nondecreasing order of scenario probabilities, i.e,
is valid (Küçükyavuz 2012) .
Proposition 1. For any fixed t and scenario with S t = ∅, and
for i ∈ S t , and for q t ∈ Z + such that q t ≤ ν t , letT = {i 1 , i 2 , . . . , i a } ⊆ {1, . . . , q t } with i 1 < i 2 < · · · < i a , 
are valid for the set given by (10)- (14), where D
and
, and for j = 2, . . . , p t − q t
Proof of Proposition 1 Note that for some t ∈ [1, n] and ∈ [1, m] such that S t = ∅, from (10), (11) and a relaxation of (13), we obtain a set (2012) given by (16) are valid.
In other words, non-anticipativity of decisions allows us to use the valid inequalities proposed for the static problem in a dynamic setting.
, a special case of inequalities (16) with q t = ν t is the so-called mixing inequalities,
where
, and D
Note that i 1 = 1 is needed for inequalities (17) to be strong. We use inequalities (17) in our computational experiments in Section 6, because of their polynomial time separation (c.f., Günlük and Pochet (2001)).
Continuous Mixing Inequalities
For a stage t ∈ [1, n] and scenario ∈ [1, m], if S t = ∅, then we call the pair (t, ) a non-anticipative node of the scenario tree representing the random data. At a non-anticipative node (t, ), for a fixed (10) can be rewritten as
In this section, we assume that
Therefore, under this assumption, a relaxation of the feasible set defined by constraints (9), (10), (11) and (14) with respect to non-anticipative node (t, ), stage T ∈ [t, n] and R t ⊆ S t , is
Let Proposition 2. At a non-anticipative node (t, ) with R t ⊆ S t = ∅, for a fixed stage t ∈ [1, n] and
arc length φ jk (σ, r,z) associated with (j, k) ∈ E with respect to the point (s, {y
Then the inequality
where C ⊆ E is an elementary cycle in G, is valid for Q tT .
Proof of Proposition 2 Weakening the coefficients of z i , i ∈ R t in (19), we obtain an equivalent set of feasible solutions:
or equivalently,
Note that Q tT given by (21) is the first type of continuous mixing set (Van Vyve 2005), which is defined as
Van Vyve (2005) proposes a linear description of conv(P CMIX ). The linear description includes bound constraints r ≥ 0, and cycle inequalities given by (20).
At a non-anticipative node (t, ) for a fixed stage
A T j x j is known, then continuous mixing inequalities can be strengthened. In other words, suppose that as in Section 4.1, we haves = (22) is equivalent tō Proposition 3. At a non-anticipative node (t, ) with
, where
The arc length φ + jk (σ, r,z) associated with each arc with respect to the point (s, {y
Proof of Proposition 3 Note that in this case, because σ ≥ 0 in all feasible solutions toQ tT , we have the second type of continuous mixing set (Van Vyve 2005), which is defined as P
proposes a linear description of conv(P CMIX + ), which includes bound constraints σ, r ≥ 0 and cycle inequalities defined on the digraph G + given by inequalities (23).
We refer to cycle inequalities (20) and (23) as continuous mixing inequalities (cuts). Note that continuous mixing inequalities (20) and (23) For t = T , we have y i T =s, and the continuous mixing inequalities reduce to the mixing inequalities. The separation problem of inequalities (20) and (23) for a given set R t is to find a negative cost cycle in graphs G and G + , respectively (Van Vyve 2005) . Therefore, it can be solved in polynomial time using the Bellman-Ford algorithm (Ahuja et al. 1993) . In graph G + , for a given
, also takes polynomial time, because we only need to consider v possibilities of R t , which are {k 1 }, {k 1 , k 2 }, . . . , {k 1 , . . . , k v }. In other words, if there exists a violated continuous mixing inequality corresponding to a set R t ⊆ {k ∈ S t : D k T ≥D t }, then it is also a violated continuous mixing inequality corresponding to set {k 1 , . . . , k h(R t ) }, where h(R t ) = max{i : k i ∈ R t }, because the graph corresponding to the set R t is a subgraph of the graph corresponding to set {k 1 , . . . , k h(R t ) }.
The algorithm to find the best subset R t of a given S t is similar for the graph G.
Next, we study a dynamic probabilistic lot-sizing (DPLS) problem to illustrate additional modeling considerations for dynamic problems under joint chance constraints. In Section 6, we present our Article submitted to Management Science; manuscript no. http://dx.doi. org/10.1287/mnsc.2013.1822 computational experience with a branch-and-cut method using mixing inequalities (17) and continuous mixing inequalities (23) for DPLS. Next, we compare the dynamic joint chance-constrained program with its static counterpart, a risk-averse optimization model, a robust optimization model, and a pseudo-dynamic approach for an application in inventory control.
An Application: Probabilistic Lot Sizing with Service Levels
Starting with the seminal work of Wagner and Whitin (1958) , dynamic inventory control models typically rely on the assumption that demand is known for all successive time periods a priori with certainty. This is a restrictive assumption because the future demand can be influenced by many factors, most of which cannot be quantified ahead of time, such as recession, energy prices etc. In addition, most deterministic inventory control models assume that in case backlogging is allowed, it is penalized with a shortage cost (Zangwill 1966 , Pochet and Wolsey 1988 , Küçükyavuz and Pochet 2009 ) with the exception of Gade and Küçükyavuz (2013) who limit the number of periods in which shortages occur.
Stochastic lot-sizing models address randomness in demands and costs. Guan and Miller (2008) study the stochastic uncapacitated lot-sizing problem with zero lead times and give a backward dynamic programming recursive algorithm which is polynomial in time with respect to the size of the scenario tree for cases when backlogging is not allowed or is prohibitively expensive. Huang and Küçükyavuz (2008) study stochastic lot-sizing problem with random lead times and give an algorithm which is polynomial with respect to the size of the scenario tree for cases with no backlogging. Guan (2011) study the stochastic capacitated lot-sizing problems with zero lead times and give a dynamic programming algorithm for cases in which backlogging is allowed and is penalized with backlogging costs.
The calculation of back-ordering cost involves certain intangible factors which are difficult to quantify, such as the cost of lost customer goodwill. In classical stochastic inventory control literature, an alternative model is to set a required service level corresponding to a maximum stock-out probability (Nahmias 2005) . The service level, τ , indicates the overall joint probability of meeting demand on time and can be a very crucial element of the customer contract as it limits the demand that is backlogged. Bitran and Yanasse (1984) give deterministic approximations for capacitated and static probabilistic production problems using these service levels. Lasserre et al. (1985) use a stochastic optimal control approach for probabilistic lot-sizing problems based on required service levels. In their deterministic equivalent model, violations of chance-constraints are penalized in the cost function. In our research, we propose exact methods for dynamic probabilistic lot-sizing models that meet a required service level under a finite discrete distribution on the demands and costs. Unlike classical inventory control models, we assume that the discrete demand distribution over the planning horizon may be non-stationary and correlated.
In more recent literature, Beraldi and Ruszczyński (2002a) discuss a static, probabilistic version of the lot-sizing problem with a required service level and give a branch-and-bound algorithm for solving it. Demand is assumed to follow a finite and discrete distribution and the production schedule is determined at the beginning of the planning horizon. (See also Lejeune and Ruszczyński (2007) for a more general probabilistic production and distribution planning problem.) This is a static model because it assumes that the production schedule cannot be updated during the planning horizon based on how the demands and costs unfold over time. In reality, many production schedules have the flexibility that the production level can be updated depending on the demands and costs observed in the past periods.
In this section, we consider a single-product multi-stage probabilistic lot-sizing problem in a dynamic setting. Based on the demands and costs we observed in the previous time periods, we determine an order schedule that minimizes the total expected cost while satisfying both the flow balance and service level constraints. This "wait-and-see" approach allows for the order quantities to be determined as demand and cost evolve. Bookbinder and Tan (1988) present an intermediate "static-dynamic" approach which uses a heuristic based algorithm to yield approximate results. In batch-sizing problems, production occurs in integral multiples of a given batch-size. Lulli and Sen (2004) study a related dynamic probabilistic batch-sizing problem and propose a branch-and-price algorithm for its solution. We discuss the assumptions of their model in more detail in Section 5.2.
We evaluate the overall probability of stocking out over the horizon, instead of maintaining the service level for each period individually. In other words, we consider joint chance constraints instead of the much easier case of individual chance constraints which call for quantile-based linear reformulations. Although our focus is on the dynamic probabilistic lot sizing (DPLS) in this section, for the sake of completeness we first review the static version of the probabilistic lot-sizing (SPLS) problem.
Static Probabilistic Lot Sizing
Beraldi and Ruszczyński (2002a) study stochastic integer problems under probabilistic constraints and present SPLS as an example. In their model, they approximate the total expected cost by eliminating the holding cost and inventory variables from the objective function. The model with the inventory costs is solved using a branch-and-cut algorithm in Küçükyavuz (2012) . In SPLS, the order quantities, x t , t = 1, . . . , n, are determined at the beginning of the planning horizon. It is assumed that these order quantities cannot be changed during the planning horizon as some of the demands and costs are revealed. The objective is to minimize the expected total cost while complying with the inventory balance and joint probabilistic service level constraints. Let δ t , ξ t , µ t , γ t , ν t , be the random variables for demand, cumulative demand, variable and fixed order costs, and the holding cost in period t, t ∈ [1, n], respectively. Thus, ξ t = Article submitted to Management Science; manuscript no. http://dx.doi. org/10.1287/mnsc.2013.1822 Suppose that the joint distribution of these random variables is discrete and has finite support.
Then the probability distribution can be represented by a finite number, m, of scenarios, with probabilities π 1 , . . . , π m . The stochastic program for SPLS is:
. . . . . .
where s t (ξ t ) is the inventory at the end of period t and M t is the order capacity in period t.
Inequalities (24) and (26) ensure that s t (ξ t ) = ( (25) is the end of horizon inventory constraint, which together with (26), ensures that all demand is delivered by the end of planning horizon. Observe that the random right hand sides in the chance constraint, ξ 1 , . . . , ξ n , are highly correlated for this problem.
Let D i t be the cumulative demand until period t, and c i t and g i t be the variable and fixed costs of ordering, and h i t be the variable holding cost in period t under scenario i. Finally, let x t be the decision variable representing order quantity in period t, s i t be the inventory level at the end of period t under scenario i, and w t be 1 if an order setup is made, and 0 otherwise. The deterministic equivalent of the SPLS model is:
s.t. 
where z i is 1 if there is unmet demand in scenario i and is 0 otherwise, following the convention of Luedtke et al. (2010) . This formulation has the mixing set (28) and a knapsack constraint (32) as its substructure for which strong valid inequalities are described in Section 4.1.
Dynamic Probabilistic Lot Sizing
In DPLS, the order decision for a time period t = 1, . . . , n is dependent on the demands and costs revealed in periods 1 to t − 1. This gives us the flexibility to update the order schedule over time, based on what we have already observed. Let Γ t−1 := (ξ 1 , µ 1 , γ 1 , ν 1 , . . . , ξ t−1 , µ t−1 , γ t−1 , ν t−1 ), be the random vector representing the demands and costs until time t ∈ [2, n]. Let x t (Γ t−1 ) be the decision variable at stage t ∈ [2, n], whose value is determined after the random variables, Γ t−1 , are observed, and x 1 be the initial order quantity. Then the chance constraint is updated as:
Let x i t represent the quantity ordered in period t in scenario i to allow order decisions to be dependent on the demand and cost realizations until time t. Also let w i t = 1 if an order setup is made, and w
be the set of scenarios that share the same demand and cost history with scenario until period t.
The deterministic equivalent of the DPLS model is min
(32) − (34),
Constraints (37)- (40) are the dynamic versions of constraints (28) the continuous mixing set as its substructure for which strong valid inequalities are described in Section 4.2.
Note that, for this model, for 1 ≤ t ≤ T ≤ n, we haves =
, where ν t is as defined in Section 2. Also,
x j ≥ 0. Therefore, the stronger continuous mixing inequalities (23) We report the optimal order quantities for the SPLS and DPLS models in Table 1 . The optimal cost given by SPLS model is 29212.6. In addition, because the order quantities are decided ahead of time and are independent of the scenario path realized, the observed service level is 100%, even though backorders are acceptable. On the other hand, the optimal cost given by the DPLS model is 24143.0 and the observed service level is 85%. As a result, significant cost savings are achieved when order quantities are determined based on the demand and cost history. Lulli and Sen (2004) consider the dynamic probabilistic batch-sizing problem (DPBS) and propose a branch-and-price algorithm for solving it. In the Dantzig-Wolfe reformulation of DPBS, the authors introduce one variable for each feasible order schedule for every scenario, and another variable which is equal to 1 if a scenario is not violated, and 0 otherwise. Then the master problem enforces non-anticipativity and calculates cost only for the scenarios which are not violated. In contrast, in our model, we assume that the non-anticipativity holds even for scenarios which have a stock-out, which results in solutions that are implementable. We observe from Figure 1 that scenarios 3 and 4 have same demand and cost history until period 3. Therefore same decisions must be made for these scenarios until time period 3. If we do not enforce the non-anticipativity constraints (41) for the scenarios that are violated, we get the order quantities shown in Table 2 .
Note that this order schedule is not implementable. The order quantity at the first time period has to be the same across all scenarios because so far we have seen no demand and order costs. Therefore, at this point (the first time period) our decision should be independent of which scenario path we will follow in future. In addition, we assume that all demand has to be met at the end of the time horizon in every scenario by introducing the end of horizon constraints (38). In Table 3 we show the order quantities in DPLS model with no end of horizon constraints. As shown in the table, the scenarios which have stock-outs also have unfulfilled demand at the end of planning horizon. For example, total demand in scenario 2 is 334 units whereas total order quantity in scenario 2 is only 142 units leading to a shortage at the end. Once a stock-out occurs at period 3, no further orders take place and all future demand is lost. Therefore, we need to add these constraints to ensure that all demand is satisfied at the end of contract horizon for all scenarios. Next we give an example for a valid mixing inequality. Let t = 2, = 1, S , because f 2 = 0 <
The length of arc (3, 2) To see the validity of inequality (43), note that we cannot have z 2 = z 3 = 1, because the total probability of scenarios 2 and 3 is 0.25 ≥ 1 − τ . If z 2 = 0, then we must have x which is clearly weaker than (43).
Comparison with a Dynamic Risk-Averse Optimization Model
Risk-averse optimization has been receiving increasing attention in recent years (Ruszczyński and Shapiro 2006a,b, Shapiro 2009 ). In dynamic risk-averse optimization, decisions are made in multiple stages such that a nested dynamic risk measure often involving the costs is minimized (c.f.
Ruszczyński and Shapiro (2009)). In contrast, the dynamic joint chance-constrained model (8)- (15), minimizes a risk-neutral objective (the expected total cost) while controlling the risk by a constraint that ensures that every feasible solution meets the required service level. In another line of research, Dentcheva and Ruszczyński (2008) propose a stochastic dynamic optimization problem in which the risk aversion is expressed by a stochastic ordering constraint.
We now compare a dynamic risk-averse optimization model for multi-stage inventory problems (Ahmed et al. 2007 ) with the joint chance-constrained DPLS model. As in previous sections, δ t , ξ t , µ t , γ t and ν t denote the random demand, cumulative demand, variable cost, fixed charge and holding cost in period t. Let d t denote the realization of δ t in period t. We assume that δ t has a discrete distribution and is independent of (δ 1 , . . . , δ t−1 ). In addition, let ζ t denote the random backlogging cost in period t, whose realization is denoted as b t . Ahmed et al. (2007) propose a multi-stage risk-averse inventory model, where the decision makers decide the order quantity at the beginning of each period after observing the inventory level at the end of the previous period.
Based on the model in Ahmed et al. (2007) , but using the same decision variables x t and w t , t ∈ [1, n] as in our SPLS model, consider the dynamic risk-averse optimization model
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where ρ t|Γ t−1 (Z) is a risk measure. In the following example, we use the mean-absolute deviation (MAD) as the risk measure, which is defined as MAD λ (Z) :
Example 1. (continued) Let us solve the five-period test case with the risk-averse model (44). To illustrate the effect of the backlogging cost, we consider alternative backlogging costs given by 0, 0.5µ t , 1.50µ t , or 2µ t . The comparison between the solutions, service levels and the expected total order and holding costs of the DPLS, SPLS and the risk-averse models is shown in Table 4 .
In our expected cost comparison, we recalculate the expected total cost of the risk-averse model as
to exclude the artificial backlogging costs. When the backlogging costs are taken as zero, we see that optimizing the multi-stage risk measure on the order and holding costs cannot guarantee a feasible solution that meets the required service level. Increasing the backlogging cost restricts backlogging quantity to some extent. For example, the service level increases from 0 to 25% when the backlogging cost increases from 0 to 0.5µ t . However, even when we let the backlogging costs equal 1.5 times the unit order costs (1.5µ t ), we are not able to find a feasible solution to our original problem because the service level is only at 60%. We cannot find a feasible solution until we increase the backlogging costs to twice the unit order cost (2µ t ), but the expected order and holding cost is 23.49% higher than that of DPLS. Clearly, the risk-averse model optimizes a different objective than the DPLS model. However, we provide the expected cost comparison to show that even when a high enough backlogging penalty is used in the riskaverse model that yields a feasible solution to DPLS, the solution quality with respect to the original objective can be far from optimal. Comparing the solutions to the DPLS, SPLS and the risk-averse models, we can conclude that the decisions made by the DPLS model always satisfy the required service level at significantly lower expected order and holding costs. It is worth noting that in our model, the risk measure of meeting a service level over the entire horizon is a static risk measure, unlike those in dynamic risk averse optimization. Shapiro (2009) discusses a desirable time-invariance property for certain dynamic risk measures.
Next we consider a pseudo-dynamic approach, which solves a series of static joint chanceconstrained programs in an effort to obtain feasible solutions that are adaptive to the past observations with less computational effort than the fully dynamic model.
Comparison with a Pseudo-Dynamic Approach
Rolling horizon method (Baker 1977 ) is one of the widely used methodologies to solve a multistage problem. In solving a problem with n stages, at the beginning of the first period, we solve a subproblem involving periods 1 to 1+n 1 , 1 + n 1 ≤ n, and fix the solution to the first period. Then Table 4 Order quantities for DPLS, SPLS, and risk-averse models in the input to the second period is updated. At the beginning of the second period, we solve a subproblem on periods 2 to 2+n 2 , where 2 + n 2 ≤ n and n 2 is not necessarily equal to n 1 , and fix the solution to the second period. We repeat this process until the solution to the last period is fixed. The rolling horizon method significantly reduces the computational burden for problems with a long or infinite horizon. Rolling horizon method has been applied to the lot-sizing problem with time-varying costs and demands (see, for example, Morton (1977) and Blackburn and Millen (1980) ).
In this subsection, we apply a pseudo-dynamic approach that is inspired by the rolling horizon method to the probabilistic stochastic lot-sizing problem. Initially, we solve the SPLS model and obtain the static decisions x = (x 1 , x 2 , . . . , x n ). We choose x 1 as the order quantity in the first period. In period t ∈ [2, n], for each non-anticipative node in period t, we consider a similar static decision making problem over the planning sub-horizon over periods t to n, and we choose x t as the order quantity in period t. Note that the resulting decisions are dynamic (adaptive to the past observations), but we solve a series of static decision-making models, which are easier to solve.
During this process, we update the required service level for each subproblem. In period t ∈ [1, n], given the solution
} as the set of scenarios that do not have stockout in periods 1 to t − 1. Moreover, we define the updated required service level for the non-anticipative set S t asτ t , whereτ t = 0 if
For a given t ∈ [1, n] and ∈ [1, m], the initial inventory/stockout quantity iss t−1 := t−1 j=1 x j − D t−1 . Note thats t−1 is negative when there is stockout. At each non-anticipative node associated with S t , given V t ands t−1 , the problem we need to solve, SP t (s t−1 ,τ t ), is defined as: 
whereπ i is the probability of scenario i. There are two options forπ i : (1) we can keepπ i = π i when we solve every sub-problem; (2) we can update the probability of scenario i in S t for the problem
. Now we look into these two cases.
Case 1. Table 5 gives the solution to the pseudo-dynamic model when we do not update the probabilities of each scenario at each stage. The service level reached is 75%, which is lower than the required service level. The expected total cost is 24561.71. From this case, we can reach the conclusion that using the pseudo-dynamic approach without updating the probabilities of each scenario, we may obtain infeasible solutions violating the required service level constraint. Case 2. Table 6 gives the solution to the pseudo-dynamic model when we update the probabilities of each scenario in each stage using conditional probabilities. The service level reached is 100%, and the expected total cost is 26841.59, which is higher than that of the DPLS model, but lower than that of the SPLS model. Thus, for this instance, the pseudo-dynamic approach finds a more conservative decision compared with the DPLS model and a less conservative decision compared with the SPLS model. Interestingly, the solution given by the pseudo-dynamic approach using conditional probabilities can give more conservative solutions than that of SPLS. For example, if we consider the instance shown in Table 7 with two scenarios and three periods with the required service level at 80%, the solution given by the static model is x = (2, 0, 10) with the expected total cost of 13. The solution given by the pseudo-dynamic approach is x 1 = (2, 9, 1), x 2 = (2, 0, 1), with the expected total cost of 22. This comparison indicates that, although the pseudo-dynamic approach requires more computational effort than the static model, it cannot guarantee a better solution than that of the static model. Table 7 Costs and demands for a two-scenario instance 
Comparison with a Robust Optimization Model
In the dynamic joint chance-constrained model (8)- (15), we assume that the random variables have finitely many realizations, i.e., they have known discrete distributions. Another important method addressing the uncertainty of data is robust optimization, which assumes that the random variables belong to an uncertainty set and optimizes against the worst case. For example, Soyster (1973) proposes a formulation for a convex mathematical programming problem in which random variables can take any value in the given ranges. Ben-Tal and Nemirovski (1998 , 1999 , El Lebret (1998), and El Ghaoui et al. (1997) assume that the uncertain variables are in ellipsoidal uncertainty sets. Erdogan and Iyengar (2006) study the ambiguous chance-constrained program where the distributions of the random variables are uncertain. They propose a robust sampled problem to approximate the ambiguous chance-constrained program with a high probability. To
Article submitted to Management Science; manuscript no. http://dx.doi. org/10.1287/mnsc.2013.1822 avoid making overconservative decisions by considering the worst case, Bertsimas and Sim (2003) propose a robust integer programming model that allows controlling the degree of conservatism of the solutions by limiting the extent that the variables deviate from their mean values. Bertsimas and Thiele (2006) apply this technique to inventory problems under the assumption that the variable costs, fixed charges, holding costs and backlogging costs are constant. Bertsimas and Brown (2009) show that for a linear optimization problem with uncertain data, given a coherent risk measure and the realizations of the uncertain data, a convex uncertainty set can be constructed to obtain the robust counterpart of an individual constraint. with uncertain demand, convex inventory costs and linear ordering costs. Bertsimas et al. (2011) propose a hierarchy of suboptimal polynomial control policies parameterized in the revealed uncertainty for the multidimensional, constrained, multistage robust optimization. In these models, there does not exist any constraint restricting the service performance over the entire planning horizon.
In contrast, in our dynamic decision-making model, guaranteeing the service level over the entire planning horizon is one of the requirements. In addition, we assume linear holding costs and concave (fixed plus linear) order costs as in classical lot sizing Whitin 1958, Bitran and Yanasse 1982) .
Finally, safe tractable approximations of joint chance-constrained linear programs are proposed in Chen et al. (2010) and Zymler et al. (2013) . Chen et al. (2010) propose a second-order cone programming (SOCP) reformulation to approximate a joint chance constraint. Zymler et al. (2013) propose a tractable semidefinite programming (SDP) reformulation to approximate the distributionally robust joint chance constraints, where the set of all probability distributions for the random parameters is known. Although SOCP and SDP based approximations are computationally tractable for joint chance-constrained linear programs with continuous variables, these approximations are not tractable in the existence of binary variables as is the case in our original dynamic decision-making program. Note that the lot-sizing problem with time-varying capacities is NP-hard even when the demand and costs are deterministic (Bitran and Yanasse 1982) .
In this section, we compare our joint chance-constrained program with a simplified robust counterpart. Let the uncertainty set for the cumulative demands be U , which is defined as U = {{ξ t } n t=1 : 
One may consider a simplified robust counterpart of the joint chance constraint as t j=1 x j ≥ κD t for t ∈ [1, n], where κ is an appropriately selected fraction of the maximum demand. The motivation is to meet the required service level while avoiding conservative solutions. Note that κ = 100% corresponds to the robust counterpart of the stochastic lot-sizing problem, guaranteeing a 100% service level, which may be overly conservative. A simplified robust optimization model of the lot-sizing problem (ROLS) is then
Example 1. (continued) Consider the robust optimization model for the five-period test case. We first process the given data for the DPLS and SPLS models to obtain a valid uncertainty set.
We letD t = max i∈[1,m] D i t . We solve the ROLS model with alternative κ ∈ {85%, 90%, 95%, 100%}. We do not consider the case that κ < τ = 85% because the required service level is 85% in this example. The solutions are shown in Table 8 . We observe that until κ reaches 100%, we do not have a feasible solution meeting the required service level. When κ = 100%, the expected total cost is 21.00% higher than that of DPLS. It is also 1.00% higher than that of SPLS because of the conservatism of the solution.
Computations
We test the effectiveness of a branch-and-cut algorithm using continuous mixing cuts, which include mixing cuts as special cases, in solving the capacitated dynamic probabilistic lot-sizing problem two of the instances reach the time limit with CPLEX default. However, using our branch-and-cut algorithm with continuous mixing cuts, more of these instances can be solved to optimality. Clearly, there is a tradeoff between solution time and quality (with respect to expected costs) comparing the static and dynamic models. More cuts are added when the service level, τ , is smaller. This may be because the number of fractional z variables increases under low service levels. Note that the branch-and-price algorithm proposed in Lulli and Sen (2004) solves the related probabilistic batch-sizing instances with up to 16 scenarios.
In Figure 2 , we depict the optimal expected cost of the SPLS and DPLS models as a function of the required service level τ ∈ {0.5, 0.6, 0.7, 0.8, 0.9, 1.0} for the instances with n = 7, for θ = 100
and θ = 150. Clearly, the expected cost increases when the required service level increases, and the expected costs of the SPLS model are significantly higher than those of the DPLS model. We also observe that due to the limited flexibility of the static model, the expected costs remain relatively flat as the required service level, τ , changes. However, the solution to the dynamic model provides larger cost savings with small decreases in the service level. 
Conclusions
In this paper, we present exact models and methods for a finite-horizon multi-stage (dynamic) stochastic mixed-integer programs under a joint chance constraint on the performance of the system over the entire horizon. This generalizes the more common single-stage (static) models with joint chance constraints prevalent in the literature. Our experiments illustrate that significant cost savings can be achieved when the decisions are adaptive to the past observations of random data. We show that the deterministic equivalent problem has the so-called continuous mixing substructure, and we develop a branch-and-cut algorithm based on this observation. We illustrate the proposed models and methods on a dynamic probabilistic lot-sizing (DPLS) problem. Our computations demonstrate that the continuous mixing cuts are effective in solving DPLS. We also compare our DPLS model with the existing dynamic risk-averse optimization and robust optimization models, and a pseudo-dynamic approach on an inventory control problem under uncertainty. 
