We calculate the homotopy type of the Brown-Comenetz dual I 2 of the K(2)-local sphere at the prime 3 and show that there is an equivalence in the K(2)-local category I 2 S 2 ∧ S 0 det ∧ P where P is a non-trivial element in the exotic part of the Picard group. We give a characterization of P as well.
Introduction
Because Q/Z is an injective abelian group, the functor X → Hom(π * X, Q/Z) defines a cohomology theory on spectra represented by a spectrum I; the Brown-Comenetz dual of X is then the function spectrum IX = F (X, I). In particular, I itself is the Brown-Comenetz dual of the sphere spectrum. This duality on spectra was introduced in [3] and some of the basic properties are outlined there. Here we are interested in Brown-Comenetz duality for the K(n)-local category. There are a number of reasons to restrict to this category; for example, the work of Gross and Hopkins [10] indicates that in the K(n)-local category, Brown-Comenetz duality is a homotopical analog of Grothendieck-Serre duality.
In order to discuss our results we need a bit of notation. Fix a prime p. Let K(n) be the nth Morava K-theory at that prime and let E n be the associated Lubin-Tate theory. Both theories are complex orientable; to be concrete, we specify that the formal group over K(n) * is the Honda formal group Γ n of height n, and the formal group over (E n ) * is a p-typical choice of the universal deformation of the Honda formal group. We write (E n ) * X def = π * L K(n) (E n ∧ X).
For all X, (E n ) * X is a continuous G n -module, where G n = Aut(Γ n ) Gal(F p n /F p ) is the big Morava stabilizer group. Indeed, by the Hopkins-Miller Theorem, G n acts on the spectrum E n itself; this induces the action on homology. Some care must be taken to get the topology on E * X precise; we will take this point up in Section 2. If p and n are understood we may also write E for E n and E * X for (E n ) * X. We write L K(n) for localization with respect to K(n).
If X is a K(n)-local spectrum, then IX need not be K(n)-local. To address this, let L n be localization at K(0) ∨ . . . ∨ K(n) and define the nth monochromatic layer M n X of X to be the fiber of L n X → L n−1 X. Then, for K(n)-local X, we define the Brown-Comenetz dual to be I n X = F (M n X, I) = IM n X Date: December 12, 2012. The first author was partially supported by the National Science Foundation (USA) and the second author was partially supported by ANR "HGRT". This version of Brown-Comenetz duality was first laid out by Hopkins (see [18] ). The basic properties are worked out in §10 of [14] .
Define I n = I n L K(n) S 0 . One of the main results of [10] (see also [19] ) asserts that (1.1) (E n ) * I n ∼ = Σ n 2 −n (E n ) * det where (E n ) * det is the continuous G n -module obtained by twisting (E n ) * S 0 by a determinant action. This action is explained in detail in Section 5.
In particular, (E n ) * I n is a free module of rank 1 over (E n ) * and, hence, by the results of [18] and [13] , I n is an element of the Picard group Pic n of invertible elements in the K(n)-local category. The formula (1.1) determines the homotopy type of I n for large primes or, indeed, for any prime for which (E n ) * (−) differentiates the elements of the Picard group. In this case, there is an equivalence in the K(n)-local category I n Σ n 2 −n S 0 det where S 0 det is the determinant twisted sphere. The construction of S 0 det is reviewed in section 5; it has the property that (E n ) * S 0 det ∼ = (E n ) * det .
More information is needed when the K(n)-local Picard group has exotic elements. Let κ n be the subgroup of the K(n)-local Picard group with elements the weak equivalence classes of invertible spectra X so that (E n ) * X ∼ = (E n ) * S 0 as continuous G n -modules. If κ n = 0 the computation of I n is no longer a purely algebraic problem. For example, if p = 2 and n = 1 it is fairly simple to show that I 1 ∧ V (0) Σ −2 L K(1) V (0), where V (0) is the mod 2 Moore spectrum. Since S 0 det = S 2 in this case, there must be some contribution from κ 1 . Using the results of [12] , one can show
is the generator. The spectrum L K(1) DQ is the K(1)-localization of the "dual question mark complex"; it is characterized by the fact that it is in κ 1 and KO ∧ DQ Σ 4 KO. This example is discussed in some detail in [13] §6.
A similar phenomena occurs at p = 3 and n = 2, but it is harder to characterize the exotic element in κ 2 . Let V (1) be the four cell complex obtained as the cofiber of the Adams map Σ 4 V (0) → V (0) of the mod 3 Moore spectrum. The spectrum V (1) is a basic example of a type 2 complex. Our main results can be encapsulated in the following theorem. Here and below we will write X ∧ Y for L K(n) (X ∧ Y ) whenever we work in the K(n)-local category. This is the smash product internal to the K(n)-local category. Theorem 1.1. Let n = 2 and p = 3. There is a unique spectrum P ∈ κ 2 so that P ∧ V (1) Σ 48 L K(2) V (1). The Brown Comenetz dual I 2 of L K(2) S 0 is given as
The calculation that π * I 2 ∧V (1) ∼ = π * Σ −22 V (1) was known to Mark Behrens (see [1] ) and is the starting point of our argument. The spectrum P is discussed in Theorem 5.4 below. The proof of Theorem 1.1 is spread over Theorem 7.1 and Corollary 7.2.
Let G 24 ⊆ G 2 be a maximal finite subgroup containing an element of order 3. Then it is true that E hG24
is periodic of period 72, this is analogous to the statement at n = 1 and p = 2 that KO ∧ DQ Σ 4 KO. However, this is not enough to characterize the spectrum P . In [7] we constructed non-trivial elements Q ∈ κ 2 so that E hG24
. If we fix one such Q, then it follows from the main theorem of [7] that every element of κ 2 may be written P ∧a ∧ Q ∧b with (a, b) ∈ Z/3 × Z/3. It then follows from Equation (1.1) that we have an equivalence
In Theorem 6.5 we show that S 0 det ∧ V (1) Σ 72 L K(2) V (1); the calculation of I 2 then follows. As this summary indicates, a secondary aim of this paper is to add to our store of K(2)-local calculations.
The paper ends with an appendix which displays graphically the homotopy groups of E hG24
is the kernel of a reduced determinant map. (See (2.1).) By [17] and [5] we know
where Λ(ζ) is an exterior algebra on a class of degree −1.
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Background
We are working in the K(n)-local category and all our spectra are implicitly localized. In particular, we emphasize that X ∧ Y = L K(n) (X ∧ Y ), as this is the smash product internal to the K(n)-local category. In addition, we will write V (1) for L K(2) V (1); this will greatly economize notation in calculation and in the statements of our results. If we work with the unlocalized version of V (1), we will explicitly say so. That said, we will write L K(2) S 0 for the localized sphere.
We will write E for E n , where E n is the Lubin-Tate spectrum with
with u i in degree 0 and u in degree −2. Note that E 0 is a complete local ring with residue field F p n ; the formal group over E * is a choice of universal deformation of the Honda formal group Γ n over F p n [u ±1 ]. We make the p-typical choice of the coordinate of the deformation so that v i = u i u −p i +1 , 1 ≤ i ≤ n − 1, and v n = u −p n +1 . The endomorphism ring of Γ n is given by the non-commutative polynomial ring
where S is the endomorphism given by S(x) = x p and φ : W (F p n ) → W (F p n ) is the lift of the Frobenius. Then the automorphism group S n = Aut(Γ n ) is the group of units in this ring, and the extended group G n = Aut(Γ n ) Gal(F p n /F p ) acts on E, by the Hopkins-Miller theorem. The groups S n and G n are the Morava stabilizer group and the big Morava stabilizer group, respectively.
Since G n acts on E, G n acts on E * X. The E * -module E * X is equipped with the madic topology where m is the maximal ideal in E 0 . This topology is always topologically complete, but need not be separated. With respect to this topology, the group G n acts through continuous maps and the action is twisted because it is compatible with the action of G n on the coefficient ring E * . See [6] §2 for some precise assumptions which guarantee that E * X is complete and separated. All modules which will be used in this paper will in fact satisfy these assumptions, and we will call these modules continuous G n -modules.
We will work at p = 3 and n = 2 exclusively. The right action of Aut(Γ 2 ) on End(Γ 2 ) defines a determinant map det : Aut(Γ 2 ) → Z × 3 which extends to a determinant map
In addition, G 2 contains two important finite subgroups G 24 and SD 16 of orders 24 and 16 respectively. The groups SD 16 is generated by the Frobenius φ in Gal(F 9 /F 3 ) and ω ∈ W (F 9 ) × ⊆ Aut(Γ 2 ), a primitive 8th root of unity. The group G 24 is a choice for a maximal finite subgroup containing an element of order 3. Specifically, the element
is our usual choice of an element of order 3. Then G 24 is generated by a, ω 2 , and ωφ. All of the these subgroups and the homotopy fixed points E hF where F is finite are discussed extensively in [5] and [6] .
Remark 2.1. Let C 3 ⊆ G 24 be the subgroup generated by our chosen element of order 3. We note that C 3 and ωC 3 ω −1 are distinct subgroups of order 3 in Aut(Γ 2 ). The Galois group does not preserve C 3 ; indeed, the Frobenius maps C 3 to ωC 3 ω −1 . Let C be the centralizer of C 3 in Aut(Γ 2 ) and N the normalizer. Then ωN ω −1 is the normalizer of ωC 3 ω −1 .
It is straightforward to calculate that
where C 6 is generated by C 3 and ω 4 = −1 and
The torsion free part of the center of Aut(Γ 2 ) is the subgroup of C with b = 0. The inclusion C ⊆ N is of index 2 and N/C is generated by the coset ω 2 C. Note that
is the subgroup of G 24 generated by a and ω 2 . Define N 1 = N ∩ G 1 2 ; then N = N 1 × Z 3 , as the center splits off N as well.
Remark 2.2. A very basic fact we will need about the Smith-Toda complex V (1) is that he identity V (1) → V (1) has order 3 even before K(2)-localization; indeed 3 : V (1) → V (1) factors through V (1)/V (0) = Σ 5 V (0) and π 5 V (1) = π 6 V (1) = 0 before localization. This implies π * X ∧ V (1) is an F 3 -vector space for all X, localized or not.
3. The calculation of π * L K(2) V (1)
We recapitulate and expand the results from [5] using a slightly different order of ideas. Let G 0 2 ⊆ G 2 be the index 2 subgroup given as the kernel of the composition
where det : G 2 → Z × 3 be the extended determinant map of (2.1) and the second map is the projection onto the roots of unity. For our calculation of π * S 0 det ∧ V (1) in §6, it will be helpful to make calculations with G 0 2 as well.
Recall that we are writing V (1) for L K(2) V (1), leaving the localization implicit.
Let N be the normalizer of our chosen element a ∈ G 2 of order 3. Then the 3-Sylow subgroup of N is C 0 = C 3 × Z 2 3 and N = C 0 C 4 (ω 2 ). Here and below we write C n (x) for cyclic group of order n generated by x. The cyclic group C 4 (ω 2 ) acts by sign on one factor of Z 3 and trivially on the other. We have
and we will write x 2 = ω * x 1 and so on. Note: In what follows we use the subscripts to distinguish between the two factors, except possibly when referring to the class u.
Let S 2 = Aut(Γ 2 ) and S 2 ⊆ S 2 be the 3-Sylow subgroup; then
where SD 16 is generated by ω ∈ F × 9 and the Frobenius φ in the Galois group. We also have
The bedrock calculation is the following result from [8] . (See also §4 of [6] .) There is an
Note that y 1 could be replaced with y 2 and y 1 x 1 a 1 with y 2 x 2 a 2 .
The action of SD 16 is determined by the formulas (see (4.6) and (4.7) of [6] )
Furthermore,
and ω * acts by an F 9 -linear algebra map while φ * is an F 3 -linear algebra map which is
3.1. The homotopy groups of E hG24 ∧ V (1). We have that G 24 = Q 8 C 3 where C 3 generated by our element a of order 3 and Q 8 is generated by ω 2 and φω. The element of order 3 acts trivially on F 9 [u ±1 ] and
We have
The action ω 2 is F 9 -linear; however, the action (φω) * is F 9 -antilinear.
Define (1, 4) , (2, 12) and (0, 8) respectively. Note w 2 = −v 2 . The elements α 1 and β 1 will detect (up to sign) the reduction of the elements α 1 and β 1 in π * S 0 .
Using the formulas (3.3) we have
By the calculations of many people (see [6] §3, for example), the spectrum E hG24 has an invertible class ∆ 3 ∈ π 72 E hG24 ; this class reduces to −w 9 . In the homotopy fixed point spectral sequence
all differentials commute with multiplication by α 1 , β 1 , and w 9 and are determined by
In particular w i , 0 ≤ i ≤ 2 and w i α 1 , 0 ≤ i ≤ 5, are permanent cycles. The first of these differentials implies that the Toda bracket
is non-zero and detected by w i+3 α and a shuffle argument with Toda brackets gives
The homotopy groups π * E hG24 ∧ V (1) are 72-periodic on w 9 = ω 2 v 9/2 2 . See Figure 1 .
Since π 72+i E hG24 ∧ V (1) = 0 for i = 4 and i = 5, the homotopy class w 9 can be extended to a map
Since E hG24 is a ring spectrum, this can be extended to an equivalence
We will also need the homotopy groups of
and all the differentials are determined by (3.6) . In fact,
The homotopy groups of π
The choice of 18 will be explained in a moment; the choice of the coefficient ω will be revealed later. Let v
The inclusion G 12 ⊆ N 1 gives the map on cohomology defined by sending a 35,1 to zero.
The selection of degree 36 and a 35,1 is clarified by the next observation. There is a fiber sequence
The maps in the short exact sequence
are maps of E 2 -terms of spectral sequences abutting to a short exact sequence in homotopy groups
This last is proved in Lemma 14 of [5] by a computation; it is not a conceptual result. We conclude that there is a splitting
where we have confused a 35,1 with some choice of homotopy class in π 35 E hN 1 detected by a 35,1 . This should not be interpreted as a ring isomorphism, but only as an isomorphism of modules over F 9 [β 1 ] ⊗ Λ(α 1 ).
To get the homotopy groups of E hN ∧ V (1) we use the fiber sequence
where k is a topological generator of Z 3 ∼ = N/N 1 . By Proposition 17 of [5] (again, a caseby-case calculation) we have that
and we can conclude that there is an isomorphism of
The spectrum E hN ∧ V (1) is itself 72-periodic, although the argument is not quite as simple as in (3.8) . We note π 72+4 E hN ∧ V (1) = 0. This is equivalent to noting that π j E hG24 ∧ V (1) = 0 for j = 4, 5, 41, and 42, and this can be read off Figure 1 . But note π 72+5 E hN = 0 as π 43 E hG24 ∧ V (1) = 0. However multiplication by β is a monomorphism on π 72+5 E hN and we can appeal to Proposition 3.4 below to extend v 9/2 2 to an equivalence
3.3. The cohomology of G 2 with coefficients in F 9 [u ±1 ]. The map ρ of (3.1) defines an inclusion
We write
Note that ζ 2 = ω * ζ 1 . Write v 1/2 = (u −4 , u −4 ). Using (3.2) we see that the image of ρ is the free module over Note that α 1 a 35,1 + α 2 a 35,2 = ω 2 (u −20 a 1 x 1 − u −20 a 2 x 2 ).
Note also that β 1 could be replaced with β 2 and β 1 α 1 a 35,1 with β 2 α 2 a 35,2 .
Remark 3.1. In these calculations the role of u has the potential to cause confusion. As already noted, we will write v to be consistent with other notation. If we mean anything else we will be precise. For example, we will have an element w = (ω 2 u −4 , ω 6 u −4 ) below in (3.11); this is a square root of −v 2 .
Let's write A * = H * (N, F 9 [u ±1 ]) so that the target of ρ is A * × ω * A * . There is now a residual action of C 2 (φ) × C 2 (ω) on this product ring. We've made our choices so that ω switches α 1 and α 2 , β 1 and β 2 , a 35,1 and a 35,2 , and ζ 1 and ζ 2 . We also have
The action of C 2 (φ) on A * × ωA * is F 9 antilinear, so a bit cumbersome to describe. Define
and a sub F 3 -algebra
the action of φ on A * × ω * A * is obtained by extending to an F 9 -antilinear action.
Let α = α 1 + α 2 , β = β 1 + β 2 and so on. Define
Then there is an isomorphism 
In the second isomorphism, B * 0 is the (+1)-eigenspace and
Proof. This follows immediately from (3.10) and (3.12) . The interesting class is
3.4. The homotopy groups of V (1). The differentials and multiplicative extensions in the spectral sequence
. are now forced by naturality and the homotopy fixed point spectral sequence of π * E hN ∧V (1). There is a diagram of spectral sequences
and the differentials follow from (3.6) and (3.9).
The final result is displayed graphically in Figure 2 . Notice that the result is now 144periodic with periodicity generator v 9 2 . This, by itself, does not imply that V (1) itself is 144-periodic as there is an obstruction to extending v 9 2 over Σ 144 V (1). The homotopy group π 149 V (1) ∼ = Z/3 is generated by a class y = ζa 35 w 9 x 2 , where x 2 is as in (3.7). However, we have βy = 0. See Example 3.6 below for more on this point.
We can apply this discussion to identify the homotopy groups of the Brown-Comenetz dual of V (1). Since V (1) is the localization of a type 2 complex, M 2 V (1) = V (1); hence
The following result is also in [1] . Theorem 3.3. 1.) The K(2)-local spectrum V (1) is Brown-Comenetz self-dual on homotopy groups; that is, there is an isomorphism π * Σ −28 V (1) ∼ = π * I 2 V (1) of modules over F 3 [β 1 ] ⊗ Λ(α 1 ).
2.) There is also an isomorphism
Proof. The two statements are equivalent, since
Statement (1) follows from the calculations above and Figure 2 . Indeed, there is an isomorphism
is an exterior algebra on a class in degree −1. The homotopy groups of E hG 1 2 ∧ V (1) are displayed in Figure 2 of the appendix. Inspection of this chart shows there is an isomorphism π * Σ −28 V (1) ∼ = Hom(π * V (1), Q/Z) with respect to which 1 ∈ π 0 V (1) corresponds to the class labelled ζa 35 w −7 β 5 in the conventions explained at the beginning of the appendix. This class is in π 28 V (1).
3.5.
Creating v 2 -self maps. We would now like to give a simple criterion for creating K(2)local equivalences out of V (1). The first result, distilled from far more subtle arguments given in [2] , is about extending homotopy classes over V (1); it works in the stable category in general. Let W be the cofiber of v 1 : S 4 → V (0) and let g : S 5 → W be the map with cofiber the unlocalized V (1). Proposition 3.4. Let X be a spectrum, not necessarily K(2)-local, and let y ∈ π n X be of order 3. Suppose the Toda bracket y, 3, α contains zero. Then there is an extension of y to a mapȳ : Σ n W −→ X and the composite S n+15 β / / S n+5 g / / Σ n Wȳ / / X is null-homotopic. In particular, if the multiplication β : π n+5 X → π n+15 X is injective, then y extends to a map Σ n V (1) → X Proof. The only statement we need to prove is thatȳgβ = 0. This will follow from the fact that π 15 W = 0. The relevant part of the long exact sequence for computing this group is
The group π 15 V (0) is Z/3 generated by α 4 = v 3 1 α modulo 3. But π 11 S 0 ∼ = Z/9 generated by α 3/2 and α 3/2 = v 2 1 α modulo 3. The group π 10 S 0 is generated by β = β 1 and modulo 3, v 1 β 1 = 0; in fact v 1 β = ±αβ whereβ maps to β under the pinch map V (0) → S 1 .
Proposition 3.4 now extends to a result about equivalences out of V (1).
Theorem 3.5. Let X be a K(2)-local spectrum with a chosen isomorphism of continuous G 2 -modules g : E * V (1) ∼ = E * X.
Let ι X ∈ H 0 (G 2 , E 0 X) be the image of the generator of H 0 (G 2 , E 0 V (1)) under the map induced by g. Suppose that
(1) ι X is a permanent cycle in the Adams-Novikov Spectral Sequence and detects an element of order 3;
(2) π 4 X = 0;
(3) multiplication by β is monomorphic on π 5 X.
Then g can be realized by a K(2)-local equivalence
Proof. Let S 0 → X be the map of order 3 detected by ι X . Then Proposition 3.4 applies and yields a map f : V (1) → X which, by construction, realizes g. Since g is an isomorphism, f is a weak equivalence, after localization.
Example 3.6. Even before K(2)-localization, the spectrum V (1) has a v 9 2 -self map [2] ; hence the localized V (1) is 144-periodic. As an application of Theorem 3.5 we can give a simple proof of the second fact. Consider the isomorphism v 9
2 : E * V (1) → E * Σ −144 V (1). Thus we see v 9 2 extends to a self equivalence v 9 2 : Σ 144 V (1)−→ V (1) and V (1) is 144-periodic.
Remark 3.7. Theorem 3.3 does not quite yield a weak equivalence Σ −28 V (1) I 2 V (1), as Theorem 3.5 doesn't immediately apply. We have that
(See Lemma 6.4 for more details.) Thus we have a candidate for a permanent cycle in H 0 (G 2 , E −28 V (1)), but we'd need to check that this is a permanent cycle and detects the element specified in the previous proof.
We will see in Corollary 7.2 that indeed we have Σ −22 V (1) I 2 ∧ V (1) and, hence, Σ −28 V (1) I 2 V (1).
The centralizer resolution
The results of this section are a revisiting of work of the second author from [9] . The aim is to be able to compare and contrast algebraic and topological information for some of our calculations in the next section.
Let us write W for W(F 9 ). The action of the group SD 16 
] is particularly simple: the Frobenius φ fixes u and u 1 and acts as usual on W, while ω * u = ωu and ω * u 1 = ω 2 u 1 . Thus λ i def = Wu i ⊆ E −2i is a sub-SD 16 -representation and there is an isomorphism of SD 16 -modules
Note that λ i ∼ = λ i+8 , λ i ⊗ W λ j ∼ = λ i+j , and that if 4 = p + 1 divides i, then λ i splits into two representations of rank 1 over Z 3 :
the +1 and −1 eigenspaces for the action of the Frobenius. The elements v 1 = u −2 u 1 and v 2 = u −8 are invariant under the action of SD 16 and
or, for short,
and is, in particular, concentrated in degrees which are a multiple of 16. We also have computations such as
and, since λ 0 = λ 0,+1 ⊕ λ 0,−1 ,
There is an algebraic resolution of the trivial
where (1) χ = λ 4,−1 is the SD 16 -module of rank 1 over Z 3 where ω and φ act by −1.
(2)χ is the G 24 module of rank 1 over Z 3 one which the elements ω 2 acts by sign and the elements a and ωφ act trivially.
We get a slightly larger resolution of Z 3 as G 2 -module by using the decomposition Z 3 × G 1 2 ∼ = G 2 and then tensoring the resolution (4.1) with the small resolution
This leads to a small spectral sequence E p,q
])e 48 where Rc n means a free module over R on a generator of degree n. The only differentials in this spectral sequence are, up to sign,
Note that E p,q 3 = 0 for p > 1. There is a similar spectral sequence for H * (G 2 , F 9 [u ±1 ]) with E 1 (G 2 ) ∼ = E 1 (G 1 2 ) ⊗ Λ(ζ) and all differentials determined by the fact that this is part of a splitting of spectral sequences and a 0 ⊗ ζ ∈ E(G 2 ) (1,0) is a permanent cycle.
These algebraic resolutions have topological resolutions as sequences of spectra. Note that E hSD16 is 16-periodic and we have altered the suspensions of the original reference [9] by a multiple of 16 in order to simplify some formulas below.
All compositions and all Toda brackets are zero modulo indeterminacy and, thus, these resolutions can be refined to towers of fibrations with E hG 1 2 or L K(2) S 0 at the top, as needed. Thus if Y is a K(2)-local spectrum, there is a tower of fibrations
and so on for F 2 , F 3 , and F 4 .
This leads to a spectral sequence E s,t
While we won't use this information below, it is worth noting that it is a simple matter to calculate the differentials in the spectral sequence of this tower, at least for Y = V (1). There is a resolution of the trivial N -module Z 3 as
which translates into a short tower of fibrations (4.5)
There is an obvious projection from the tower (4.3) to the tower (4.5) calculating the map Y → E hN ∧Y ; algebraically, this is given by the evident projection on resolutions. In the case Y = V (1), the topological spectral sequence for π * E hN ∧ V (1) collapses by Propositions 14 and 17 of [5] . This and the differentials of (4.2) determine all differentials in the topological spectral sequence for V (1) itself. Notice that because there are differentials in the homotopy fixed point spectral sequence
the homotopy gets assembled slightly differently than might be predicted by the spectral sequence above for H * (G 1 2 , F 9 [u ±1 ]).
Our main use of these topological resolutions is the following result.
Let Y be a spectrum so that there are equivalences
If ι Y survives to a class Y : S 0 → Y of order 3, then Y extends to a K(2)-local equivalencē
Proof. We will use Proposition 3.4 to produce a commutative square
where the bottom map is the given weak equivalence and both vertical maps are the natural maps given by the unit S 0 → E hG24 . Since E is a E hG24 -module, it will follow that E * ¯ Y is an isomorphism and that¯ Y is a K(2)-equivalence.
By hypothesis we have a commutative square
Using the calculation of π * E hG24 displayed in Figure 1 , the fact that
and the spectral sequence of the tower above, we see that π 4 Y = 0 and π 5 Y is either zero or isomorphic to Z/3 on a class which supports a non-zero β multiplication. In the nomenclature above this class is detected by
and both this class and ζαβv −2 2 a 35 must be permanent cycles. There is a possibility, just based on degree considerations, that either of the two could be hit by a differential; however we see that the only possible such differentials are
for some c i ∈ Z/3. Then β-multiplication implies that c 0 = c 1 .
We call X ∈ κ 2 truly exotic if k = 0; this is equivalent to having c 1 = 0 in the formula (5.1). This sequence is a split; part of what this section accomplishes is to provide a canonical splitting.
Proposition 5.2. Let X ∈ κ 2 be a non-trivial truly exotic element in κ 2 . Then π * X ∧ V (1) is not a free module over Λ(ζ). In particular π * X cannot be isomorphic to a shift of π * V (1).
Proof. We will use both the algebraic and topological spectral sequences determined by the centralizer resolution. Since E * X ∼ = E * as continuous G 2 -modules, the algebraic spectral sequence for computing H * (G 2 , E * (X ∧ V (1)) is isomorphic to the spectral sequence for H * (G 1 , E * V (1)). Thus we have exactly the differentials of (4.2). In particular d 2 (αw 2i+1 a 36 ) = ±v i 2 e 48 . In the topological spectral sequence given by the tower (4.3) we also have
is annihilated by ζ. Since E s,t 3 = 0 for s > 2 and t − s = −1, we have that y is a permanent cycle and detects a homotopy class annihilated by ζ. Since y ∈ E 1, * and is not in the image of ζ at E 1 , the homotopy class detected by y cannot be in the image of ζ.
) is a permanent cycle in the Adams-Novikov Spectral Sequence converging to π * (P ∧ V (1)).
Proof. There exist three elements Y ∈ κ 2 so that v 3 2 ∈ H 0 (G 24 , F 9 [u ±1 ]) is a permanent cycle. Fix one. We conclude that the only possible non-zero differential is then
Using the diagram of spectral sequences (5.2) we then see that there is a unique truly exotic element Q ∈ κ 2 so that
Theorem 5.4. There is a unique element P ∈ κ 2 so that there is a weak equivalence
Proof. We first prove existence. Let P the element of κ 2 identified in Lemma 5.3. Since v 3 2 is a permanent cycle in H * (G 24 , E * P ) by restriction, we have that
It is also automatic that E hSD16 ∧ P E hSD16 as the spectral sequence H s (SD 16 , E t P ) =⇒ π s−t E hSD16 ∧ P collapses to the s = 0 line. Since E hSD16 is 16-periodic, we can now apply Theorem 4.2 to the spectrum Σ −48 P to produce the equivalence V (1) Σ −48 P ∧ V (1).
To get uniqueness, notice that the equivalence Σ 48 V (1) → Y ∧ V (1) produces an isomorphism E * Σ 48 V (1) ∼ = E * (Y ∧ V (1)). Since H 0 (G 2 , F 9 [u ±1 ] 48 ) ∼ = Z/3 generated by v 3 2 , we have that v 3 2 is a permanent cycle and Lemma 5.3 applies. Remark 5.5. In [15] , Ichigi and Shimomura calculated π * X ∧V (1) for some X in the Picard group. These results are closely related to the calculations done in this section. 6 . The calculation of S 0 det ∧ V (1)
In this section we construct a weak equivalence Σ 72 V (1) S 0 det ∧ V (1). We begin by reviewing the construction of S 0 det . This material is discussed in more detail in §2 of [7] .
Define SG 2 ⊆ G 2 to be the kernel of det :
If G is a group acting on a p-local spectrum X, with p prime to 2, and G 0 ⊆ G is a subgroup of index 2, then there is a natural splitting
is the wedge summand of realizing the (−1)-eigenspace of the action of C 2 = G/G 0 . By analogy, if M is a G-module on which p = 2 acts as a unit, we write H * µ (G, M ) for the (−1)-eigenspace of H * (G 0 , M ) and we have a natural isomorphism
. Combining these splittings yields a spectral sequence
To define S 0 det , let E hG 1 2 µ be the wedge summand of E hSG2 realizing the (−1)-eigenspace of the action C 2 ⊆ Z × 3 . Let ψ ∈ G 2 be a central element whose determinant is a topological generator of Z 3 ∼ = 1 + 3Z 3 ⊆ Z × 3 . Then there is a fiber sequence
We calculate S 0 det ∧ V (1) by identifying this spectrum with a wedge summand of a computable homotopy fixed point spectrum. Let G 0 2 ⊆ G 2 be the subgroup of index 2 given as the kernel of
where the second map is the projection onto the torsion. The group G 2 /G 0 2 ∼ = C 2 is generated by ωG 0 2 ; this implies that G 0
There is also an isomorphism G 0 2 /SG 2 ∼ = Z 3 generated by ψSG 2 . The isomorphism G 2 /G 0 2 ∼ = C 2 implies that for all dualizable K(2)-local X there is a splitting
The isomorphism G 0 2 /SG 2 ∼ = Z 3 yields a fiber sequence
Proposition 6.1. Let X be any spectrum so that the identity of X has order 3. Then
Proof. The second equation follows from the first and the first follows from the fact that det(ψ) ≡ 1 modulo 3 and the fiber sequence of (6.3). We noted in Remark 2.2 that the identity of V (1) has order 3.
Proof. There is an isomorphism
If we write g = a + bS ∈ S 2 , then det(g) = a 4 modulo 3. Furthermore, in E * V (1) ∼ = F 9 [u ±1 ], g acts trivially on degree 0 and gu = au. Thus, in E * S 0 det ∧ V (1),
as a ∈ F × 9 modulo 3. In particular v 9/2 2 = u −36 is invariant, as needed.
Theorem 6.5. There is a weak equivalence of K(2)-local spectra
Proof. This follows from Theorem 3.5, Proposition 6.3, and Lemma 6.4.
The Brown-Comenetz dual of the sphere
The results of this section complete the proof of Theorem 1.1. Let P ∈ κ 2 be the exotic element of the Picard group singled out in Theorem 5.4. Theorem 7.1. Let n = 2 and p = 3. The Brown-Comenetz dual I 2 of L K(2) S 0 is given as
Proof. We know from the Gross-Hopkins formula (1.1) and [7] , that
where 0 ≤ n ≤ 2 and Q ∈ κ 2 has the property that E hG24 ∧ Q E hG24 . Combining Theorems 5.4 and 6.5 we have S 2 ∧ S 0 det ∧ P ∧n ∧ V (1) Σ 48n+74 V (1). From this and Theorem 5.2, we can conclude that if Q is non-trivial, then π * I 2 ∧ V (1) is not free over Λ(ζ), which contradicts Theorem 3.3. Finally, again using Theorem 3.3, we need 48n + 74 ≡ −22 modulo 144 as V (1) is 144-periodic. Thus n = 1.
Corollary 7.2. There is a weak equivalence of K(2)-local spectra
Proof. Using Theorems 5.4, 6.5, and 7.1, we have
as V (1) is 144-periodic. 8 . Appendix: The homotopy groups of E hG 1 2 ∧ V (1)
We display two charts, distilled from [5] . In both charts we adhere to the following conventions:
(1) Each dot represents a group isomorphic to Z/3. has the property that w 2 = −v 2 ; thus, only odd powers of w appear. (6) The leading term of each pattern is labeled with a name which arises from the calculations in the cohomology of various subgroups of G 2 ; see [5] and section 3 for details. (7) The element 1 has degree 0, α has degree 3, β had degree 10, w n has degree 8n, v n 2 has degree 16n, and a 35 has degree 35. But note that a 35 itself does not appear as a homotopy class. As an example, a 35 w 11 β has degree 35 + 8 · 11 + 10 = 133 and the pattern on that element extends to degree 173.
The first chart displays the homotopy groups of E hG24 ∧ V (1). This chart can also be used to read off π * E hG12 ∧ V (1) as
There is one basic pattern, beginning on 1, repeated three times. This spectrum is 72periodic on the class v The second chart displays the homotopy of E hG 1 2 ∧ V (1). There are two basic patterns, one beginning on 1, the other on wα. To each of these two patterns there is also a dual pattern visible on a 35 wβ and a 35 α respectively. This spectrum is 144-periodic on the class v 9 2 .
The homotopy of V (1) itself can be recovered from π * V (1) = Λ(ζ) ⊗ π * E hG 1 2 ∧ V (1) where Λ(ζ) is the exterior algebra on a class of degree −1. 
• a 35 w −7 β 5 Figure 2 : The homotopy groups of E hG 1
