Although the performance analysis of the IEEE 802.11 Distributed Coordination Function (DCF) in saturation state has been extensively studied in the literature, little work is present on performance analysis in non-saturation state. In this paper, a simple model is proposed to analyze the performance of IEEE 802.11 DCF with service differentiation support in non-saturation states, which helps to obtain a deeper insight into the IEEE 802.11 DCF. Based on the proposed model, we can approximately evaluate the most important system performance measures, such as packet delays, which provide one with an important tool to predict and optimize the system performance. Moreover, a practical method to meet packet delay requirements is presented based on our theoretical results. Comparisons with simulations show that this method achieves the specified packet delay requirements with good accuracy.
Introduction
In recent years, IEEE 802.11 has become one of the most important international standards for Wireless Local Area Networks (WLAN's) [1] . In the IEEE 802.11 protocol, the fundamental mechanism to access the medium is the Distributed Coordination Function (DCF), which is a random access scheme based on the carrier sense multiple access with collision avoidance (CSMA/CA) protocol. Many performance analyses of 802.11 have been proposed, such as those in [2] - [5] . However, the previous papers consider the assumption of saturation state. That is, it is assumed that the transmission queue for each station is always nonempty, which is not realistic in real-world systems. In [6] and [7] , more practical queuing models for IEEE 802.11 DCF are proposed which incorporate practical packet arrival processes. However, the service rate for each node is still based on the results obtained in [4] , where saturation state is assumed. The limitation is overcome in [8] , where performance analysis in non-saturation state is considered by introducing probability generating functions, which allow the computation of the probability distribution function (pdf) of the delay. However, computing pdf values with the proposed method has a high computational cost and therefore the approach is of limited practical use. The other drawback is that the complex analysis method in [8] is of little help to obtain deeper insight into relationships among different system parameters. Moreover, service differentiation support is not considered. In this paper, based on our former work in [9] - [10] , a simple analysis model is proposed to analyze the performance of an enhanced 802.11 DCF with service differentiation support in non-saturation state. We considered the following objectives when defining the model. 1. The analysis model should be simple enough to obtain a clear insight into relationships among the most important system parameters. 2. The analysis model should be as practical as possible, so that it can be implemented in real-world systems. 3. Service differentiation must be considered.
Performance Analysis
We consider a single-hop wireless LAN, where stations can "hear" each other well. It is assumed that the channel conditions are ideal (i.e., no hidden terminals and capture). M types of traffic are considered with i n type i ( 1,..., ) i M = stations, and, for simplicity, each station bears only one traffic flow. If the station is busy on the arrival of a packet, the packet must wait in the corresponding transmission queue. The buffer size is assumed to be infinite. It is assumed that the packet arrival processes for type i traffic flows follow independent and identical distributions (i.i.d.), with mean Moreover, it is assumed that all packets have the same payload length, which is transmitted in the duration of L P . It is also assumed that a backoff process starts immediately when the current packet arrives at the head of the queue.
In Fig. 1 ) is used to model the behavior of the traffic flow. The states are defined as combinations of two integers { ( ), ( )} s t b t , a state VTSS (Virtual Time Slot State) is used to model the case that a traffic flow has finished sending a packet and is waiting for the next one. In order to make the system tractable by using a discrete-event Markov chain, the VTSS is subdivided into different VTS (Virtual Time Slots), whose duration is the same as the time slot in the backoff process. We assume that the station checks if there is a packet available for transmission only at the end of a VTS. In this way, the behavior of the traffic flow in VTSS can be modeled in the same way as the actual backoff processes. For clarity, the above approximated version of DCF is called ADCF. This approximation has very little influence to the final system performance, as verified by extensive simulations. If it is found that the packet transmission queue is not empty after sending the current packet, the state of the traffic flow transits from VTSS to some backoff state. Otherwise, the traffic flow still needs to wait for the arrival of the next packet in VTSS. From Fig. 1 , it can be seen that after a packet has been successfully sent or the current VTS has finished, the traffic flow steps into another VTSS with probability i q . Moreover, parameter i p is referred to as conditional collision probability, the probability of a collision seen by a packet belonging to a type i traffic flow at the time of its being transmitted on the channel. For simplicity, both i q and i p are regarded as constant, which is validated through extensive simulations.
In steady state,
is the stationary distribution of backoff states of a type i traffic flow.
, VTSS i P is defined as the probability for the traffic flow being at VTSS. Therefore, based on the Markov chain, we have , 0,0
τ is the probability that a type i traffic flow transmits in a randomly chosen time slot. It can be given as
, combing equations 1 and 2, we have
Extensive simulations show that, even if the packet arrival of each traffic flow are assumed to be independent, in some cases there are obvious correlations between behaviors of different traffic flows. Therefore, by introducing compensation factors 0 ( 1,..., )
, packet collision rates can be expressed as
In non-saturation state, the system total throughput S and throughputs ( 1,..., )
contributed by type i traffic flows can be expressed as follows with the assumption that all the arrived packets are finally transmitted successfully
where 0 β > is another compensation factor. It should be noted that the purpose for the introduction of i α and β is to make our mathematical expressions more rigorous.
Extensive experiments show that i α and β can be approximated as one under the case that the system operates in stable states. Moreover, in equation 5, σ is the duration of an empty time slot (it is also the duration of an empty VTS). s P is the average time of a slot because of a successful transmission of a packet. And c P is the average time the channel is sensed busy by each station during a packet collision. We have:
where δ is the propagation delay.
We assume that behaviors of all the traffic flows are independent (simulations show that this assumption approximately holds in the case that minimum contention window sizes i W s are not very small). In this case, the above introduced i α and β can be approximated as 1. Therefore, given the corresponding offered traffic load (hence, the system throughput S is also given), based on equations 4 and 5, packet sending rates i τ s and the corresponding packet collision rates i p s can be determined. Although two sets of solutions can be obtained, only one is preferred, which corresponds to smaller packet collision rates. We denote the preferred solution as 
Considering the case that (
According to equation 5, we have ,
Therefore, ,
It should be noted that the above estimated ,
T can be approximated as the average service time for a packet in its transmission queue. Therefore, it can be directly applied to evaluate the average packet queuing delay (waiting time in transmission queues) by using G/G/1 queuing model [11] , which is omitted here because of space limitation.
Approximation Analysis
Assume that the system operation point can be approximated as 
Under the assumption that 
Therefore, we can make the following approximation,
After substituting In the following part of this section, we try to find out how to properly set the minimum contention window sizes i W s so as to achieve the target packet delay requirements, that is, ,
. Combing equations 3 and 11, we have
As we have already mentioned before, for stability, the system should operate near 
Results and Discussions
In this section, both numerical and simulation results are shown to validate our proposed analysis model. In our experiments, the parameters for the system, which are based on IEEE 802.11b, are summarized as follows: MAC Header = 272 bits; PHY Header = 192 s µ ; ACK = 112bits + PHY Header; Channel Bit Rate = 11Mbps; Propagation Delay = 1 s µ ; Slot Time = 20 s µ ; SIFS = 10 s µ ; and DIFS = 50 s µ . In our discrete-event simulation, a single-hop wireless LAN is considered. In the system, there are 1 n and 2 n type-1 and type-2 sending stations, respectively. Each of them carries only one traffic flow. It is assumed that the channel conditions are ideal (i.e., no hidden terminals and capture).
In the first experiments, two types of traffic flows are considered. Type-1 traffic has priority over type-2 traffic. Therefore, a smaller minimum contention window size 1 W is assigned to type-1 traffic, and a larger minimum contention window size 2 1 5 W W = is allocated to type-2 traffic. Equations 3 and 5 are fundamental in this paper, they are validated in Fig. 2 and Fig. 3, respectively. In Fig. 2 Fig. 1 . It can also be seen that when the minimum contention window sizes i W s are very small, the differences between the simulated values and the estimated ones are larger. This is because in this case the packet collision rates increase dramatically and the behavior of the system is unstable. W s (we say that the system operates in "Stable State"). In this case, with the decrease of i W s, time wasted in backoff processes can be directly converted into VTS without causing significant increase in packet collision rates and packet sending rates. When i W s are very small, the behavior of the system is unstable (packet collision rates and packet sending rates increase drastically with the slight decrease of i W s). Therefore, packet delays tend to increase drastically. In this case, the estimations of packet delays are not accurate. However, equation 11 is useful, because one does not want the system to operate far from the "Stable State". However, an interesting future research topic is to guarantee that the system operates under the "Stable State". T s. In Table 1 , the first two columns are the packet delay requirements. The third and fourth columns are estimated minimum contention window sizes by using equation 19. The last two columns are the achieved packet delays obtained from simulations. It can be seen that the packet delay requirements can be approximately met, which suggests a promising application for our proposed model. System parameters: PLen,1 = PLen,2 = 2000 bytes, n1 = 5, n2 = 10, m1=m2=7, TP,1 = 0.020363636 s, TP,2 = 0.10181818 s
Conclusions
In this paper, a simple model has been proposed to analyze the performance of IEEE 802.11 DCF with service differentiation support in non-saturation states, which helps one to obtain deeper insight into the IEEE 802.11 DCF. Under the case that the system operates in stable states, we can approximately evaluate the most important system performance measures, such as packet delays, which provide one with an important tool to predict the system performance. Moreover, in order to meet certain packet delay requirements, a practical method has been given based on our theoretical results. Comparisons with simulation results show that this method does achieve the specified packet delay requirements with good accuracy. Possible extensions of this work to consider practical schemes capable to rapidly adapt to changing traffic loads are now being considered.
