ABSTRACT. The All Minors Matrix Tree Theorem states that the determinant of any submatrix of a matrix whose columns sum to zero can be computed as a sum over certain oriented forests. We offer a particularly short proof of this result, which amounts to comparing Taylor series expansions.
INTRODUCTION
The following formulation of the All Minors Matrix Tree Theorem appears in [1] . Definition 1. Let U, W be subsets of {1, ..., n} of the same cardinality, U = W = k, k ≥ 1. A forest from U to W is an oriented graph on {1, ..., n} which is a disjoint union of oriented trees with the following properties:
(1) Every tree in the forest contains exactly one vertex of U and one vertex of W .
(2) The edges in each tree are oriented away from the vertex of the tree belonging to U .
We denote the set of all forests from U to W by F(U, W ).
An n × n matrix M is semi-laplacian if all its columns sum to zero.
Theorem 2. Let M be a semi-laplacian matrix. We denote by M (W, U ) the submatrix of M obtained by deleting the k rows indexed by W and the k columns indexed by U . Then
where A F (M ) = ∏ (i,j)∈F M ij and (W, U, F ) ∈ {±1} are signs given in Definition 4 below.
Remark 3. When U = {j} and W = {i} we obtain a direct generalization of the wellknown Matrix-Tree Theorem (which was discussed in the first part of this paper). Namely, the determinant of the i, j minor of any semi-laplacian M is expressed as a sum over all spanning trees (since every spanning tree can be oriented in a unique way to obtain a forest from {j} to {i}).
This theorem has been proven more than once. The proof given here was guided by the same Taylor expansion yoga used in part 1 of the paper. The signs are more subtle in this case, and were derived from certain desirable cancellations which appeared in the proof (cf. Remark 6).
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PROOF OF THE ALL MINORS MATRIX TREE THEOREM
Throughout this section, n will be some fixed positive integer. On first reading, one may want to skip over Definition 4, Lemma 5 and Remark 6 and go directly to the proof of Theorem 2, so as not to lose sight of the forest for the signs.
Definition 4. Let T denote the set of all 3-tuples (U, W, F ) where U and W are subsets of {1, ..., n} of the same cardinality and F is a forest from U to W . Every such F defines a bijection π F ∶ U → W . The sign of such a bijection, sgn(π), is defined to be the sign of the permutation that sorts (π(u 1 ), π(u 2 ), ..., π(u k )) where u 1 < ⋯ < u k are the elements of U . We define ∶ T → {±1} by
The next lemma highlights the properties of that will be used in the proof of Theorem 2 below.
Lemma 5. ∶ T → {±1} satisfies the following properties.
(a) ({1, ..., n}, {1, ..., n}, ∅) = +1 (b) For any three elements w 0 ∈ W , i ∈ W , j ∈ U and any forest F ∈ Forests(U ∪ {j}, W ∪ {i}) we have
i+ {w∈W w<i} +j+ {u∈U u<j} and
.., n} and w 0 ∈ W , and let F be a forest from U to W such that
). We will prove Lemma 5 below.
Remark 6. It is not hard to see that properties (a) and (b) determine uniquely; indeed, we arrived at Definition 4 by using property (c) to delete the edges in F one by one until the trivial forest is reached.
Proof. (of Theorem 2). When U = W = n the claim holds trivially since (U, W, ∅) = +1 by part (a) of Lemma 5, so it is enough to prove the theorem for U = W = k given that it holds for U = W = k + 1.
Let S denote the vector space of semi-laplacian n × n matrices. Fix some U, W ⊂ {1, ..., n} with U = W = k, fix w 0 ∈ W , and let D ∶ S → R and F ∶ S → R denote the left and right hand sides of equation (1.1 
for all i, j and M ∈ S. Suppose first i ∈ W and j ∈ U . We have and for the last equality we used our assumption that the claim holds for U, W of cardinality k + 1.
On the right hand side of Eq 2.1, we have
It is not hard to see that there are pairs of forests F, F ′ with
as we shall see, these forests cancel each other's contribution, and the remaining contributions can be interpreted as coming from forests from U ∪ {j} to W ∪ {i}. We now make this precise.
We have
where F {(i, j)} is the forest obtained by deleting the edge from i to j, similarly for
in which the vertex j has been "reattached" to w 0 . F ′ will be a forest from U to W if and only if there's no oriented path from j to W in F .
Conversely, we can start with any F ′ such that (w 0 , j) ∈ F ′ and consider the oriented graph F = F ′ {(w 0 , j)} ∪ {(i, j)}. F will be a forest from U to W if and only if there's no oriented path from j to i in F ′ . See Fig. 2.1 . The operations F ↦ F ′ and F ′ ↦ F define a bijection between the two subsets of F(U, W ): {(i, j) ∈ F and ∃path j → W in F } ≃ {(w 0 , j) ∈ F ′ and ∃path j → iin F '} .
By part (c) of Lemma 5 (U, W, F ) = (U, W, F ′ ), so these terms cancel in pairs in (
The other contributing forests contain either (i, j) or (w 0 , j), but are such that if we delete the incoming edge to j we obtain a forest from U ∪ {j} to W ∪ {i}, see Fig. 2 .2. Conversely, given a forest F from U ∪ {j} to W ∪ {i} FIGURE 2.2. Two types of forests (only one tree is shown of each) which do not cancel with any other forest. In both cases, if we delete j's incoming edge we obtain a forest from U ∪ {j} to W ∪ {i}.
we can add precisely one of the edges (w 0 , j) or (i, j) to obtain a forest, denoted F ij;w0 , from U to W . To see this, consider the unique oriented path from j to W ; if it hits i, we must take F ij;w0 = F ∪ {(w 0 , j)}, otherwise F ij;w0 = F ∪ {(i, j)}. We call the operation F ↦ F ij;w0 a gluing (of j).
The above discussion shows that
where ′′ ij (F ) = −1 if i is a descendant of j and ′′ ij (F ) = +1 otherwise. Comparing eq (2.3) and eq (2.2) and using property (b) of Lemma 5, eq (2.1) is proven for j ∈ U and i ∈ W .
Finally, observe that if j ∈ U or i ∈ W then 
cancel in pairs. E.g., if (i, j) ∈ F then there cannot be a path from j to W , because that would imply there are two elements of W in the same tree, and similarly for (w 0 , j) ∈ F .
Proof. (of Lemma 5).
Property (a) is immediate. For property (b), assume first that ′′ (F ) = +1. That is, i is not a descendant of j. Consider the following diagram:
The full arrows represent part of the bijection π F for the forest F ; we assume the u's and w's are sorted on the top and bottom row, respectively; in such a diagram the sign of the bijection is given by the parity of the number of arrow intersections, and is independent of how the arrows are drawn 1 . The bijection π Fij;w 0 for the glued forest is obtained by erasing the full arrows, together with j and i, and replacing them with the dashed arrow.
Since the dashed arrow can be drawn by tracing the full arrow from u r to i, the dotted path, and then the full arrow from j to w s , we see that the sign difference sgn(π F )sgn(π Fij;w 0 ) is given by the parity of the number of intersection of the dotted path with the other arrows in the diagram (i.e., those not shown) plus the number of intersections of the full arrows with each other. In the case drawn, where j < u r and w s < i, the full arrows do not intersect; the top dotted arrow intersects the outoing arrows from the set of vertices {u ∈ U ∶ u < j}; the bottom dotted arrow intersects the incoming arrows to {w ∈ W ∶ w < i}, except w s 's incoming arrow is a full arrow, so we subtract one from the count, to find that sgn(π F )sgn(π Fij;w 0 ) = (−1) {u∈U ∶u<j} + {w∈W ∶w<i} −1 in this case. It is not hard to see that the same formula holds for the three other cases: j < u r and i < w s ; u r < j and w s < i; u r < j and i < w s . The verification of property (b) for ′′ (F ) = +1 now follows by a straightforward computation. The case ′′ (F ) = −1, when i is a descendant of j, is similar but simpler, since there's a single arrow from i to j that needs to be discarded. The sign difference in this case is sgn(π F )sgn(π Fij;w 0 ) = (−1) {u∈U ∶u<j}+{w∈W ∶w<i} and the result follows. The proof of property (b) is complete.
For property (c), observe that F, F ′ are both forests from U to W with the same set of oriented paths from U to W , so π ∶ U → W is also the same.
