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Abstract Assuming a first-order auto-regressive model
for the auto-correlation structure between observations, in
this paper, a transformation method is first employed to
eliminate the effect of auto-correlation. Then, a maximum
likelihood estimator (MLE) of a step change in the pa-
rameters of the transformed model is derived and three
separate EWMA control charts are used to monitor the
parameters of the profile. The performance of the proposed
change-point estimator is next compared to the one of the
built-in change-point estimator of EWMA control chart
through some simulation experiments. The results show
that the proposed MLE of the change point accurately es-
timates the true change point and outperforms the built-in
estimator of EWMA chart for almost all shift values and
auto-correlation coefficients, while the built-in estimator of
EWMA chart, in general, underestimates the true change
point.
Keywords Change point  Maximum likelihood
estimator (MLE)  Step change  Simple linear profile 
Within-profile auto-correlation
Introduction and literature review
Statistical control charts have been widely used in indus-
tries to monitor quality characteristics and states of pro-
cesses. By distinguishing between common and special
causes of variability, they determine the state of a process
and generate a signal when the process moves to an out-of-
control condition. Following a signal from a control chart,
process engineers initiate a search to identify and remove
the root causes of variation. However, due to the inertia
property of control charts, the signaling time is different
from the real time at which a process starts to be affected
by special causes (change point) and in most cases, the
change had really occurred much earlier than the signaling
time. Despite the efficiency of control charts in monitoring
process changes, they do not provide any specific infor-
mation about the time and the root causes of process var-
iation. Therefore, providing an accurate estimate of the
change point would enable process engineers to eliminate
the root causes in a quick manner and improve the quality
of processes.
Many researchers proposed change-point estimates of
processes with quality characteristics following various
probability distributions. While Samuel et al. (1998a, b),
Pignatiello and Samuel (2001), Ghazanfari et al. (2008),
Perry et al. (2006, 2007), Perry and Pignatiello (2005,
2006, 2010), Fahmy and Elsayed (2006), and Noorossana
and Shadman (2009) proposed procedures to estimate the
change point in the parameters of univariate distributions,
Nedumaran et al. (2000), Atashgar and Noorossana (2010),
Niaki and Khedmati (2012, 2013, 2014a, b), and Sullivan
and Woodall (2000) considered change-point estimations
in the parameter vectors of multivariate distributions.
However, in some applications, the quality of a process can
be better characterized by a relationship between a
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response variable and one or more predictors. Such a re-
lationship is commonly referred to as a profile and may be
represented by a simple linear, a multiple linear, a poly-
nomial, or a nonlinear regression model. Simple linear
profiles are mostly used in calibration applications and are
widely studied in the literature for both Phases I and II
monitoring; see, for example, Kang and Albin (2000), Kim
et al. (2003), Zhang et al. (2009), Saghaei et al. (2009),
Mahmoud and Woodall (2004), Mahmoud et al. (2010),
Soleimani et al. (2009), and Hossienifard et al. (2011).
Besides, some authors including Mahmoud (2008), Jensen
et al. (2008), Amiri et al. (2012), and Kazemzadeh et al.
(2010) considered more complicated models such as mul-
tiple linear and polynomial regression profiles.
Although there exist remarkable research efforts on
developing methods to monitor profiles in Phases I and II,
only a few research works have been performed to estimate
the change point of processes monitored by profiles. To
name a few, Zou et al. (2007) proposed a maximum like-
lihood estimator of a step-change point in the parameters of
a general linear profile in Phase II and showed their method
works well. In another work, Zou et al. (2006) developed a
likelihood ratio statistic to estimate a step-change point in
the parameters of a simple linear profile in Phase I. In
another work, Eyvazian et al. (2011) proposed a method
based on the likelihood ratio approach to estimate the time
of a step change in the parameters of a multivariate mul-
tiple linear regression profile in Phase II. Sharafi et al.
(2013) proposed a maximum likelihood estimator of a step-
change point in binary response profiles in which logistic
regression was used to model the relationship between a
binary response and explanatory variables. In another
work, Sharafi et al. (2013) developed a maximum likeli-
hood estimator for identifying step-change points in Phase-
II monitoring of Poisson regression profiles. Interested
readers are referred to Zand et al. (2013), Kazemzadeh
et al. (2014), Keramatpour et al. (2013), and Sharafi et al.
(2013) for more references.
Although in some applications the error terms in suc-
cessive profiles are auto-correlated [see for example Jensen
et al. (2008); Kazemzadeh et al. (2010); Noorossana et al.
(2008); Zhang et al. (2014); Keramatpour et al. (2014);
Niaki et al. (2014); Jensen and Birch (2009); Amiri et al.
(2010); and Khedmati and Niaki (2015)], to the best of
authors’ knowledge there has not been any research work
on estimating the time of a step change in auto-correlated
simple linear profiles in Phase II. Therefore, in this paper, a
maximum likelihood estimator of a step change in the
parameters of auto-correlated simple linear regression
profiles is first proposed in which the auto-correlation
structure between observations in each profile is assumed
to follow a first-order auto-regressive, AR(1), model. Then,
the performance of the proposed procedure is compared to
one of the built-in change-point estimator of EWMA
control chart, where three EWMA control charts are ap-
plied to monitor the parameters of an auto-correlated
simple linear profile.
The organization of the rest of the paper is as follows:
In the next section, the auto-correlated simple linear re-
gression model and the transformation method to elim-
inate the effect of auto-correlation within each profile is
described. The process is modeled and the maximum
likelihood estimator of the change point is derived in
‘‘Process modeling and MLE derivation’’ section. The
performance of the proposed change-point estimators is
evaluated and is compared to one of the built-in estimator
of EWMA chart in ‘‘Performance evaluation’’ section
through some simulation experiments. An illustrative
example is provided in ‘‘Cadinality and coverage perfor-
mances of the confidence set estimator’’ section to
demonstrate the application of the proposed methodology.
Finally, concluding remarks are presented in ‘‘An illus-
trative example’’ section.
Auto-correlated simple linear regression model
For the jth sample collected over time, the observations are
denoted by (xi, yij), i = 1, 2, …, n, where it is assumed
there exist an auto-correlation between the error terms and
that within-profile observations at different values of the
predictor variable x are modeled by a first-order auto-re-
gressive, AR(1), model. Based on this model, when the
process is in statistical control, the relationship between the
response variable yij, the predictor variable and the error
terms is
yij ¼ A0 þ A1xi þ eij;
eij ¼ ue i1ð Þj þ aij;
ð1Þ
where A0 and A1 are model parameters, eij’s are the cor-
related error terms, 0\u\ 1 is the auto-correlation co-
efficient, and aij’s are independent and identically
distributed (iid) normal random variables with mean zero
and variance r2, i.e., N(0, r2). We assume that the x values
are fixed and constant from profile to profile. Moreover, as
the change-point estimation is aimed in Phase-II monitor-
ing of auto-correlated simple linear profiles, the in-control
values of the parameters A0, A1, r
2, and u are assumed
known.
Considering the auto-correlation structure between the
error terms, observations in successive profiles can be ex-
pressed by yij ¼ A0 þ A1xi þ eij and y i1ð Þj ¼ A0 þ
A1x i1ð Þþ e i1ð Þj. Deriving the correlated error terms eij and
e(i-1)j from these equations and replacing them into the
AR(1) auto-correlation structure shown in Eq. (1) leads to
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yij  A0 þ A1xið Þ ¼ u y i1ð Þj  A0 þ A1x i1ð Þ
  þ aij:
ð2Þ
According to Eq. (2), there exist auto-correlations be-
tween observations within each profile. Soleimani et al.
(2009) showed that the existing auto-correlation between
the error terms within each profile affects the performance
of the control charts for simple linear profiles. Therefore,
they applied a transformation to eliminate the effect of
auto-correlation. In this transformation, one first transforms
the observations using Eq. (3).
y0ij ¼ yij  uy i1ð Þj: ð3Þ
Then, she/he replaces the observations yij and y(i-1)j by
their equivalents in Eq. (1). This leads to a simple linear
regression model with independent error terms as
y0ij ¼ A0 1 uð Þ þ A1 xi  uxi1ð Þ þ eij  ue i1ð Þj
 
: ð4Þ
Finally, the following model is obtained
y0ij ¼ A00 þ A01x0i þ aij; ð5Þ
where A00 ¼ A0 1 uð Þ, A01 ¼ A1, x0i ¼ xi  uxi1; and aij’s
are independent normal random variables with mean zero
and variance r2.
Now, the EWMA-3 method, first introduced by Kim
et al. (2003), is applied to monitor the transformed
simple linear profile with uncorrelated observations in
Phase II. Several researchers showed that the EWMA-3
procedure outperforms other methods such as T2 and
EWMA/R for most of the shift magnitudes in each of the
parameters (see Kim et al. (2003); Soleimani et al.
(2009) for more details). In this method, the x0-values are
coded such that the average coded value is zero. To do
this, they are subtracted from their average, i.e.,
x00 ¼ x0  x0. Applying this method, the least-squares
estimators of the intercept and slope will be independent
and consequently, separate control charts can be used to
monitor the three parameters of the model. The model
after the transformation becomes
y0ij ¼ B0 þ B1x00i þ aij; ð6Þ
in which B0 ¼ A00 þ A01 x0, B1 ¼ A01; and x00i ¼ x0i  x0
 
.
For the EWMA control chart designed to monitor the
intercept B0, the estimator of the intercept for the jth
sample (b0(j)) in the EWMA statistics is
EWMAI jð Þ ¼ hb0 jð Þ þ 1 hð ÞEWMAI j 1ð Þ; ð7Þ
where h 0\h 1ð Þ is the smoothing parameter and
EWMAI(0) = B0. The lower and the upper control limits
of this control chart are given in Eq. (8), where as long as
the EWMAI statistics are within them, the intercept of the
profile is in statistical control.
LCLI ¼ B0  LIr
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
h= 2 hð Þ n 1ð Þ½ 
p
and
UCLI ¼ B0 þ LIr
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ




in which LI ([0) is chosen to give a specified in-control
ARL.
For the EWMA control chart designed to monitor the
slope B1, the estimator of the slope for the jth sample (b1(j))
in the EWMA statistics is
EWMAS jð Þ ¼ hb1 jð Þ þ 1 hð ÞEWMAS j 1ð Þ; ð9Þ
where h 0\h 1ð Þ is the smoothing parameter and
EWMAS(0) = B1. The lower and the upper control limits
of this control chart are given in Eq. (10) and as long as the
EWMAS statistics are within these control limits, the slope
of the profile is in statistical control.

























in which LS([0) is chosen to give a specified in-control
ARL.
The third EWMA control chart is used to monitor the
error variance r2. In this control chart, the estimator of the
error variance based on residuals MSEj, is used in the
EWMA statistics as
EWMAE jð Þ ¼ max h MSEj  1
 
þ 1 hð ÞEWMAE j 1ð Þ; ln r2

; ð11Þ
where h 0\h 1ð Þ is the smoothing parameter and
EWMAS(0) = ln r
2. The upper control limit of this control








in which LE([0) is chosen to give a specified in-control
ARL, and var MSEj
  ¼ 2r4
n1 [see Soleimani et al. (2009) for
more details].
Process modeling and MLE derivation
As long as the statistics falls within the lower and upper control
limits, the process is assumed in statistical control with known
in-control parameters B00, B10, and r20. Following an unknown
point in time s, a change occurs and processmoves to an out-of-
control state with unknown parameters B01, B11, and r21. We
assume that the change type is a step change and when this type
of change occurs, the process remains at the new level until the
special causes are identified and removed. Based on this model,
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during the formationof the profiles j = 1, 2, …, s the process is
in control with known in-control parameters B00, B10, and r20
while, for profiles j = s ? 1, s ? 2,…, T the parameters
change to out-of-control values B01, B11, and r21; where T indi-
cates the signaling time. This model is used to derive the max-
imum likelihood estimator of the change point, denoted by s^.
Considering the change point to occur at s, the likeli-



































































There are four unknown parameters s;B01;B11; and r21
in the log-likelihood function in Eq. (14) that have to be
estimated. At first, the maximum likelihood estimation of
the parameters B01;B11; and r21 is obtained for all possible





















ij  B^01  B^11x00i

 2
T  tð Þ n 1ð Þ ;
ð15Þ
where (.)t,T is calculated based on the profiles t to T. Then,
using the estimated parameters in Eq. (15), the MLE of the
change point denoted by s^ is obtained as





















The estimated change point s^ is the point that maximizes
Eq. (16) for values of 0 t\T .
The built-in change-point estimator of EWMA control
chart suggested by Nishina (1992) is also employed in this
research to evaluate the performance of the proposed
change-point estimator. Nishina (1992) proposed an esti-
mator to identify the change point in processes monitored
by EWMA control charts, following a signal from the
control chart. Since the process is monitored using three
separate EWMA control charts, the Nishina’s approach is
applied to the control chart that issues an out-of-control
signal. In this regard, if the EWMAI control chart issues an
out-of-control signal, the estimated change point, denoted
by s^EWMA, is
s^EWMA ¼
max j : EWMAI jð ÞB00f g if EWMAI Tð Þ[UCLI
max j : EWMAI jð ÞB00f g if EWMAI Tð Þ\LCLI

ð17Þ
In other words, if an increase in the intercept is inves-
tigated by the control chart, the change point is estimated
using s^EWMA ¼ max j : EWMAI jð ÞB00f g; while if a de-
crease in the intercept is investigated, the change point is
estimated by s^EWMA ¼ max j : EWMAI jð ÞB00f g. If the
EWMAS control chart issues an out-of-control signal, the
change point is estimated by
s^EWMA ¼
max j : EWMAS jð ÞB10f g if EWMAS Tð Þ[UCLS
max j : EWMAS jð ÞB10f g if EWMAS Tð Þ\LCLS

ð18Þ
Finally, if the EWMAE control chart issues an out-of-
control signal, the estimated change point is obtained by
s^EWMA ¼ max j : EWMAE jð Þ ln r20
 
: ð19Þ
In the next section, the performance of the proposed
change-point estimator is compared to one of the above
built-in EWMA estimator through some simulation ex-
periments, where all programming tasks are performed
using the MATLAB 7 software.
Performance evaluation
In this section, the performance of the proposed methods in
estimating the time of a step change in the parameters of
auto-correlated simple linear profiles is evaluated through
some simulation experiments. In the simulation studies, the
underlying model is considered as
yij ¼ 3þ 2xi þ eij;
eij ¼ ue i1ð Þj þ aij
; ð20Þ
where aij’s are independent normal variables with mean
zero and variance one, and the fixed x values are set equal
476 J Ind Eng Int (2015) 11:473–484
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to 2, 4, 6, and 8. In the EWMA-3 control chart, the
smoothing parameter is 0.2 and the values of the pa-
rameters ðLI ; LS; LEÞ are set equal to (3.014, 3.012, 3.870),
respectively, to obtain the overall in-control ARL of ap-
proximately 200 under u = 0.1, u = 0.2, u = 0.4,
u = 0.5, u = 0.7, and u = 0.9 auto-correlation coefficient
values.
Considering a change to occur at time s = 50, the ob-
servations for the first 50 profiles are randomly generated
based on the in-control process given in Eq. (20) in which
all parameters are known and in statistical control. How-
ever, following the 51st profile, observations are randomly
generated from an out-of-control process with a step shift
in the parameters as
A01 ¼ A00 þ kr0;
A11 ¼ A10 þ br0;
r21 ¼ cr20:
: ð21Þ
The transformations are used, and the corresponding
statistic for each profile is calculated and plotted in the
EWMA-3 control chart. Following a genuine out-of-con-
trol signal, the change-point estimators in Eqs. (16–19) are
applied to determine the time of the change. This procedure
is replicated 10,000 times to obtain the averages, the
standard deviations, and the precision performances of the
estimated change point for all auto-correlation coefficients
(u = 0.1, u = 0.2, u = 0.4, u = 0.5, u = 0.7, and
u = 0.9) under investigation.
Table 1 contains the averages and standard deviations of
the change-point estimates under a step shift in the inter-
cept from A00 to A01 = A00 ? kr0 for both estimators
under different auto-correlation coefficients. Based on the
results in Table 1, while both estimators provide satisfac-
tory results in terms of the expected length of a simulation
run, E(T) = ARL ? 50, the proposed MLE of the change
point provides more accurate estimates than the built-in
estimator of EWMA control chart, for almost all shift
magnitudes and auto-correlation coefficients. Besides, the
estimated change points for small shifts are closer to the
real change point and that an increase in change-point
Table 1 Estimated change points and standard deviations of the two change-point estimators for a step shift in the intercept based on different
auto-correlation coefficients
k u = 0.1 u = 0.2 u = 0.4
E(T) Eðs^Þ Eðs^EWMAÞ E(T) Eðs^Þ Eðs^EWMAÞ E(T) Eðs^Þ Eðs^EWMAÞ
0.2 136.06 86.39 (48.04) 121.31 (80..84) 152.08 98.44 (61.04) 138.47 (96.87) 183.53 133.23 (96.73) 170.39 (127.84)
0.4 76.23 57.40 (16.50) 58.24 (17.87) 81.71 59.66 (19.87) 63.66 (23.51) 106.27 71.54 (33.66) 89.84 (48.70)
0.6 62.12 52.45 (8.82) 48.88 (6.04) 64.86 53.26 (10.65) 50.09 (7.42) 76.09 56.88 (17.03) 57.73 (17.92)
0.8 57.45 50.81 (6.31) 47.74 (5.11) 58.96 51.48 (7.58) 48.37 (5.17) 65.14 53.41 (10.16) 50.08 (6.92)
1 55.26 50.30 (5.11) 47.24 (5.22) 56.24 50.44 (5.41) 47.16 (5.45) 59.64 51.95 (7.93) 48.23 (5.54)
1.2 54.09 50.12 (3.84) 47.16 (5.12) 54.74 50.30 (4.37) 47.19 (5.19) 57.24 50.66 (6.67) 47.68 (5.27)
1.4 53.35 50.09 (2.95) 47.01 (5.19) 53.91 49.90 (3.92) 46.96 (5.19) 55.74 50.27 5.49) 47.44 (4.98)
1.6 52.82 50.02 (2.22) 46.94 (5.18) 53.29 50.28 (2.28) 47.07 (4.99) 54.78 50.03 (4.96) 47.31 (5.16)
1.8 52.46 50.05 (1.73) 46.93 (5.11) 52.89 50.20 (1.54) 47.29 (4.82) 54.12 50.07 (3.87) 46.86 (5.58)
2 52.16 50.04 (1.49) 46.93 (5.08) 52.48 50.02 (1.92) 47.03 (5.08) 53.63 50.15 (3.19) 47.06 (5.40)
u = 0.5 u = 0.7 u = 0.9
k E(T) Eðs^Þ Eðs^EWMAÞ E(T) Eðs^Þ Eðs^EWMAÞ E(T) Eðs^Þ Eðs^EWMAÞ
0.2 204.32 156.38 (112.73) 191.19 (141.79) 237.29 211.94 (163.83) 222.32 (168.95) 257.65 248.28 (193.88) 241.64 (186.42)
0.4 123.19 80.69 (46.72) 108.63 (75.06) 181.87 130.94 (93.05) 169.87 (127.39) 252.71 237.84 (186.45) 236.52 (184.91)
0.6 87.25 62.31 (21.80) 68.78 (30.12) 136.79 88.95 (53.58) 122.06 (82.12) 234.94 208.44 (165.67) 221.12 (174.52)
0.8 71.90 54.97 (14.32) 53.51 (12.51) 103.58 69.36 (32.05) 86.78 (46.82) 226.79 184.76 (140.21) 210.78 (160.74)
1 63.51 52.50 (10.93) 49.89 (6.68) 87.41 62.22 (22.27) 68.60 (29.45) 201.39 156.06 (116.50) 188.96 (142.45)
1.2 60.09 51.83 (8.01) 48.38 (5.70) 76.62 57.50 (16.08) 58.32 (17.53) 183.41 130.81 (91.63) 171.21 (127.83)
1.4 57.84 51.18 (7.10) 47.77 (4.80) 69.55 54.86 (13.21) 52.82 (11.17) 165.37 113.07 (77.10) 152.44 (107.13)
1.6 56.15 50.50 (5.68) 47.52 (5.21) 64.96 53.20 (10.73) 50.17 (7.60) 150.03 98.76 (63.76) 136.19 (94.64)
1.8 55.22 50.51 (4.51) 47.17 (5.69) 62.06 52.45 (9.04) 48.78 (5.87) 134.15 87.28 (51.30) 119.75 (76.83)
2 54.42 50.06 (4.62) 47.33 (4.80) 59.95 51.86 (8.27) 48.26 (5.65) 123.34 79.95 (42.47) 107.76 (67.96)
Standard deviations are shown in parentheses and s = 50
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estimates for larger auto-correlation coefficients results in
an increase in the average run length (ARL). In other
words, as auto-correlation coefficient gets larger the ARL
and hence the expected length of run increases and con-
sequently larger estimates of change point are obtained.
Moreover, the precision performances are reported in
Table 2 for a step shift in the intercept, in which the
probabilities P s^ sj j ¼ 0ð Þ, P s^ sj j  1ð Þ, P s^ sj j  3ð Þ;
and P s^ sj j  5ð Þ are denoted by P0, P1, P3, and P5,
respectively. The results in Table 2 show that while s^EWMA
Table 2 Estimated precision performances of the two change-point estimators for a step shift in the intercept based on different auto-correlation
coefficients
k u = 0.1 u = 0.2 u = 0.4

















































































































































































































































k u = 0.5 u = 0.7 u = 0.9

















































































































































































































































Precision performances for s^EWMA are shown in parentheses
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provides more precise estimates in comparison to s^ for
small shifts, as the shift magnitudes increase the precision
performance of s^ increases and s^ outperforms s^EWMA.
The results of averages, standard deviations, and preci-
sion performances of the estimated change points under a
step shift in the slope parameter from A10 to
A11 = A10 ? br0 are summarized in Tables 3 and 4. Based
on the results in Table 3, the proposed MLE of the change
point provides adequately accurate estimates for almost all
shift values and auto-correlation coefficients. In fact, in
addition to better results of s^ in comparison to E(T), it
provides more accurate results than s^EWMA. Moreover, the
results in Table 4 show better precision for s^EWMA for small
shift values and better precision for s^ as shift values
increase.
Finally, Tables 5 and 6 contain the averages, the stan-
dard deviations, and the precision performances of the
change-point estimates under a step shift in the error
variance from r20 to r
2
1 ¼ cr20. Again, the results show that
the proposed change-point estimator s^ provides more ac-
curate estimates compared to s^EWMA for shifts of almost any
magnitude and all auto-correlation coefficients. Further-
more, s^ provides more precise results than s^EWMA especially
for large shift values.
In summary, the proposed MLE of a step change in the
parameters of an auto-correlated simple linear profile pro-
vides adequately accurate and precise estimates of the
change point, regardless of shift magnitude and auto-cor-
relation coefficient. In addition, the results obtained from
simulation experiments indicate that s^ outperforms s^EWMA
for almost all shift values where in most cases, s^EWMA
underestimates the real change point.
Cardinality and coverage performances
of the confidence set estimator
In this section, the cardinality and coverage performance of
the confidence set estimator for the process change point
are evaluated. Confidence sets for the change point provide
a window of the possible change points that cover the true
change point of the process. Consequently, process
Table 3 Estimated change points and standard deviations of the two change-point estimators for a step shift in the slope based on different auto-
correlation coefficients
b u = 0.1 u = 0.2 u = 0.4
E(T) Eðs^Þ Eðs^EWMAÞ E(T) Eðs^Þ Eðs^EWMAÞ E(T) Eðs^Þ Eðs^EWMAÞ
0.025 158.12 106.09 (67.43) 145.10 (98.58) 170.54 122.33 (85.77) 158.07 (111.36) 195.10 141.27 (99.01) 182.57 (136.83)
0.05 90.23 62.37 (23.12) 73.40 (32.91) 95.81 66.16 (27.71) 78.54 (38.62) 110.37 76.06 (37.33) 94.63 (51.68)
0.075 68.23 54.72 (12.08) 52.48 (9.90) 71.60 55.87 (14.32) 54.37 (12.89) 81.44 58.18 (17.33) 63.25 (24.36)
0.1 61.29 52.14 (8.74) 48.67 (5.25) 62.62 52.73 (9.24) 49.19 (5.63) 67.47 55.13 (11.18) 51.87 (9.42)
0.125 57.74 50.64 (6.85) 47.92 (4.97) 58.67 51.04 (7.34) 47.84 (5.35) 61.10 52.68 (8.04) 49.03 (5.54)
0.15 55.88 50.69 (4.57) 47.45 (4.98) 56.42 50.57 (5.51) 47.57 (5.04) 58.50 51.31 (7.01) 48.13 (4.93)
0.175 54.77 50.32 (4.58) 47.08 (4.98) 55.12 50.54 (4.33) 47.04 (5.54) 56.59 50.90 (4.95) 47.57 (5.21)
0.2 53.86 50.18 (3.52) 47.15 (4.95) 54.28 50.03 (4.90) 47.06 (5.22) 55.44 50.29 (5.11) 47.33 (5.43)
0.225 53.32 50.09 (2.99) 47.01 (5.61) 53.61 50.03 (3.51) 47.20 (4.79) 54.54 50.16 (4.57) 47.12 (5.13)
0.25 52.87 50.15 (1.53) 46.59 (5.98) 53.22 50.15 (2.45) 47.08 (4.77) 53.97 50.13 (3.12) 47.02 (5.09)
b u = 0.5 u = 0.7 u = 0.9
E(T) Eðs^Þ Eðs^EWMAÞ E(T) Eðs^Þ Eðs^EWMAÞ E(T) Eðs^Þ Eðs^EWMAÞ
0.025 193.11 151.84 (108.63) 179.91 (132.38) 219.58 184.72 (142.62) 206.94 (159.16) 238.15 215.30 (167.65) 224.46 (173.77)
0.05 122.78 79.54 (42.58) 107.91 (66.56) 149.90 99.21 (64.09) 136.12 (95.75) 180.95 131.99 (91.66) 168.69 (123.21)
0.075 86.28 61.35 (21.34) 67.80 (27.80) 105.18 70.26 (32.69) 88.53 (47.66) 134.38 88.43 (52.83) 119.83 (79.74)
0.1 70.75 56.79 (13.19) 53.83 (11.68) 82.29 59.08 (19.78) 64.19 (25.82) 105.14 70.07 (31.48) 87.93 (48.39)
0.125 63.68 52.89 (9.81) 49.73 (7.24) 71.80 55.65 (14.25) 54.62 (13.39) 87.71 61.13 (21.96) 69.53 (31.17)
0.15 59.84 51.09 (8.15) 48.41 (5.40) 65.23 53.45 (10.51) 50.11 (7.79) 76.79 57.78 (16.62) 58.41 (18.07)
0.175 57.76 51.07 (6.25) 47.79 (5.15) 61.20 52.36 (8.49) 48.85 (5.71) 69.47 55.08 (12.90) 52.92 (11.47)
0.2 56.19 50.68 (5.10) 47.36 (4.97) 58.93 51.41 (7.32) 48.01 (5.34) 65.14 53.27 (10.96) 50.35 (7.78)
0.225 55.26 50.18 (5.10) 47.35 (5.02) 57.42 50.85 (6.53) 47.53 (5.36) 62.01 52.31 (9.16) 48.80 (6.17)
0.25 54.60 50.11 (4.79) 47.20 (5.50) 56.18 50.61 (5.58) 47.59 (4.90) 59.98 51.58 (8.26) 48.21 (5.81)
Standard deviations are shown in parentheses and s = 50
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engineers can identify the true change point more quickly.
According to Box and Cox (1964), the confidence set of the
change point estimates are obtained as
CS ¼ t : ln L tð Þ[ ln L s^ð Þ  Df g; ð22Þ
in which lnL s^ð Þ represents the maximum of the log-like-
lihood function for all values of 0 B t\ T. Based on
Eq. (22), t is included in the confidence set if the value of
the log-likelihood function at t is greater than the
Table 4 Estimated precision performances of the two change-point estimators for a step shift in the slope based on different auto-correlation
coefficients
b u = 0.1 u = 0.2 u = 0.4

















































































































































































































































b u = 0.5 u = 0.7 u = 0.9

















































































































































































































































Precision performances for s^EWMA are shown in parentheses
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maximum of the log-likelihood function minus a reference
value D. In this paper, the cardinality and coverage percent
of the confidence set estimator is calculated for different
reference values of D = 1, D = 3, and D = 5. The results
for a step shift in the intercept of the profile are reported in
Table 7.
Based on the results in Table 7, for reference value of
D = 3 and shift of size k = 1.2, for example, the confi-
dence set estimator provides an expected cardinality of
9.617 and coverage rate of 0.9994; that is, the confidence
set contains the true change point with high probability of
0.9994.
An illustrative example
The application of the proposed approach is demonstrated
in this section using a numerical example. Consider an in-
control model as
yij ¼ 3þ 2xi þ eij;
eij ¼ 0:25e i1ð Þj þ aij;
ð23Þ
where aij’s are independent normal variables with mean
zero and variance one, and the fixed x values are set equal
to 2, 4, 6, and 8. Moreover, the smoothing parameter is set
equal to 0.2 and the values of the parameters ðLI; LS; LEÞ
are set equal to (3.014, 3.012, 3.870) to obtain the overall
in-control ARL of 200.
Considering the change to occur at 20th profile, the first
20 profiles come from the in-control process and thereafter,
a shift of size k = 1 is induced in the intercept of the
model. The values of the statistics in Eqs. (7), (9), and (11)
are calculated and plotted on the control charts until a
signal is issued at profile 24 by the EWMAI control chart.
At this time, the two methods are employed to estimate the
change point. Figure 1 shows the EWMAI statistics plotted
on the control chart in which a signal is generated at profile
24.
Based on the results in Fig. 1, the MLE of the change
point is obtained at t = 20 while the EWMA built-in es-
timator of change point is obtained at t = 17. Conse-
quently, s^ ¼ 20 is the estimated change point of the
process obtained from the proposed change-point
Table 5 Estimated change points and standard deviations of the two change-point estimators for a step shift in the error variance based on
different auto-correlation coefficients
c u = 0.1 u = 0.2 u = 0.4
E(T) Eðs^Þ Eðs^EWMAÞ E(T) Eðs^Þ Eðs^EWMAÞ E(T) Eðs^Þ Eðs^EWMAÞ
1.2 79.38 66.05 (22.66) 68.04 (25.73) 78.19 65.31 (22.01) 66.95 (24.36) 79.78 66.41 (24.16) 68.75 (26.17)
1.4 60.16 53.57 (9.18) 51.22 (6.79) 60.49 53.61 (10.64) 50.99 (7.84) 60.09 53.40 (9.54) 50.85 (7.18)
1.6 55.83 51.63 (5.76) 48.53 (5.27) 55.87 50.71 (7.83) 48.39 (5.48) 55.84 50.97 (7.03) 48.54 (5.07)
1.8 53.98 50.68 (4.39) 47.53 (5.14) 54.15 50.96 (3.86) 48.13 (4.82) 53.94 50.34 (5.61) 47.78 (4.90)
2 53.24 50.32 (4.59) 47.41 (5.01) 53.09 50.41 (3.18) 47.58 (4.39) 52.93 5033 (3.59) 47.29 (4.73)
2.2 52.49 50.14 (3.44) 47.03 (5.02) 52.47 50.27 (2.98) 47.23 (5.02) 52.58 50.27 (3.16) 47.13 (4.89)
2.4 52.14 50.12 (3.10) 47.20 (4.71) 52.16 50.17 (2.63) 47.09 (5.05) 52.09 50.12 (2.70) 47.01 (5.16)
2.6 51.97 50.09 (2.85) 47.06 (4.90) 51.95 50.08 (2.71) 47.22 (4.43) 51.93 50.06 (2.99) 47.14 (4.76)
2.8 51.73 49.99 (2.56) 46.89 (5.41) 51.75 50.01 (2.63) 47.09 (4.98) 51.79 50.05 (1.97) 46.88 (5.15)
3 51.65 50.09 (2.16) 46.95 (5.04) 51.62 49.98 (1.80) 47.06 (5.08) 51.64 50.04 (2.06) 47.12 (4.72)
c u = 0.5 u = 0.7 u = 0.9
E(T) Eðs^Þ Eðs^EWMAÞ E(T) Eðs^Þ Eðs^EWMAÞ E(T) Eðs^Þ Eðs^EWMAÞ
1.2 79.06 65.87 (23.70) 67.52 (24.97) 79.55 65.64 (23.68) 68.47 (26.10) 79.21 65.34 (22.31) 68.35 (24.89)
1.4 60.54 53.28 (9.84) 51.05 (7.68) 60.18 53.65 (9.30) 50.87 (7.42) 60.15 53.44 (9.18) 51.14 (7.24)
1.6 55.62 51.26 (6.29) 48.56 (5.14) 55.65 51.14 (6.14) 48.53 (5.09) 55.76 51.49 (6.10) 48.59 (5.09)
1.8 54.02 50.73 (4.92) 47.97 (4.59) 54.01 50.58 (4.70) 47.84 (4.82) 54.05 50.69 (4.89) 47.86 (4.81)
2 53.13 50.50 (3.51) 47.67 (4.75) 53.11 50.31 (4.08) 47.52 (4.77) 53.04 50.36 (6.64) 47.48 (4.72)
2.2 52.54 50.17 (3.62) 47.21 (4.72) 52.56 50.18 (3.49) 47.18 (4.88) 52.54 50.23 (3.08) 47.11 (5.08)
2.4 52.16 50.09 (2.98) 46.98 (5.04) 52.19 50.07 (3.29) 47.16 (4.84) 52.19 50.14 (2.78) 47.28 (4.76)
2.6 51.99 50.05 (2.87) 47.12 (4.94) 51.98 50.11 (2.43) 46.96 (5.11) 51.93 50.03 (2.78) 46.98 (5.07)
2.8 51.77 50.09 (1.99) 46.96 (5.04) 51.76 50.03 (2.63) 46.96 (4.99) 51.74 49.99 (2.43) 46.81 (5.18)
3 51.61 49.94 (2.46) 46.84 (5.42) 51.62 50.01 (2.13) 46.97 (4.95) 51.61 50.08 (1.51) 47.09 (4.69)
Standard deviations are shown in parentheses and s = 50
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estimator while s^EWMA ¼ 17 is the estimated change point
obtained from the built-in estimator of EWMA control
chart. As a result, applying the proposed method, process
engineers can search around the estimated change-point
and find the root causes of process variation in a quick
manner.
Table 6 Estimated precision performances of the two change-point estimators for a step shift in the error variance and for different auto-
correlation coefficients
c u = 0.1 u = 0.2 u = 0.4

















































































































































































































































c u = 0. u = 0.7 u = 0.9
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Conclusions
In this paper, a maximum likelihood estimator of a step
change in the parameters of auto-correlated simple linear
profiles was derived, in which the auto-correlation structure
between observations in each profile was assumed to be a
first-order auto-regressive model. Applying a transforma-
tion technique, the effect of auto-correlation was first
eliminated and then, each of the three parameters of a
simple linear profile was monitored separately by an
EWMA control chart until a signal was generated. At this
time, the estimator was applied to estimate the true change
point. Comparing the performance of the proposed MLE of
the change point with built-in change-point estimator of the
EWMA chart, we showed that the proposed MLE provides
adequately accurate and precise estimates of the change
point and outperforms the built-in estimator of the EWMA
chart, regardless of the shift magnitude and the auto-cor-
relation coefficient.
While we showed that an increase in the auto-correlation
coefficient leads to an increase in the average run length and
hence an increase in the change-point estimates, developing
a method to estimate the change point that is not affected by
the auto-correlation coefficientmay be an interesting area for
future research. Moreover, one may extend the proposed
method for other auto-correlated profiles such as ARMA(p,
q) auto-correlated multivariate linear profiles as well. In
addition, the effect of smoothing parameter, decreasing
shifts in the parameters, and the confidence set of the pro-
posed estimators can be investigated in further studies.
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