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Abstract
The problem of designing UWB pulses which meet specific spectrum re-
quirements is usually treated by filtering common pulses such as Gaussian
doublets, modified Hermite polynomials and wavelets. When there is the
need to have a number of orthogonal pulses (e.g., in a multiuser scenario),
a naive approach is to filter all the members of an orthogonal set, which is
likely to destroy their orthogonality property. In this paper, we study the
design of a set of pulses that simultaneously satisfy the orthogonality prop-
erty and spectrum requirements. Our design is based on the eigenfunctions
of Sturm-Liouville boundary value problems. Indeed, we introduce Sturm-
Liouville differential equations for which the eigenfunctions meet the FCC
mask constraints. Computer simulation results show that all such wave-
forms occupy almost 55% of the allowed spectrum (utilization efficiency). A
comparison of the proposed method with some conventional techniques of
orthogonal UWB pulse generation will demonstrate the advantages of the
new proposal.
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1. Introduction
Ultra Wideband (UWB) technology is one of the well-known solutions
for short range and low energy transmission of high data rate signals. His-
torically, its traditional application used to be in radar [1] while new ap-
plications consist of wireless communication [2], transmission of multimedia
signals [3, 4] and sensor networks [5, 6].
For many years, single pulse generation has been the traditional and fun-
damental approach for creating UWB waveforms. By adjusting the pulse
parameters, the characteristics of the energy within the frequency spec-
trum may be defined based on some desired design criteria. The parameters
such as the pulse duration, bandwidth and the energy should be carefully
considered. The location where the generated energy should center is also
important. Pulse shape determines the characteristics of how the energy
occupies the frequency domain. Since the highest spectral efficiency is one
of the most important objectives for UWB communications, as much band-
width as is practical should be used to take advantage of the capacity made
available with UWB technology [7].
Generally, single-pulse architectures offer relatively simple radio designs,
but provide little flexibility where spectrum management is an objective.
Examples of scenarios where managing the spectrum might be desirable
are matching different regulatory requirements in different international re-
gions, dynamically sensing interfering technologies and suspending usage of
contending frequencies. Another area where managing the spectrum might
be desirable is in performance management. Increasing the performance of
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existing designs may require a complete redesign, forgoing backward com-
patibility with earlier implementations [2].
UWB transmission can be carried out by sending nanosecond pulses
which represent a single or a number of bits. The most adopted waveforms
are Gaussian monocycle and doublet [8, 9]; however, other waveforms such as
Hermites and spheroidal prolates are also considered [10, 2, 11]. Unlike the
Gaussian pulses, the latter classes include a number of pairwise orthogonal
pulses which can be used either for transmission of multi-bit symbols via
orthogonal shapes or single-bit waveforms of a multi-user communication
system. Hence, it is beneficial to use a number of orthogonal pulses rather
than a single waveform.
Since UWB pulses occupy a wide range of the available spectrum, it is
likely that the pulses cause interference in the pre-assigned frequency bands.
In order to alleviate this effect, a number of frequency masks, such as the
one by FCC [12], are regulated. These masks consist of disjoint frequency
intervals for which the transmitted pulses should be kept below a constant
level. In order to meet the mask requirements, usually the employed wave-
forms are passed through pulse shaping filters [13, 14]. If a set of orthogonal
waveforms are subject to the filtering process, the outputs are likely not
to be orthogonal. Hence, for having orthogonal pulses that meet the mask
requirements, instead of shaping the well-known orthogonal sets, one should
design new pulses such as the ones introduced in [13]. Since the limiting lev-
els of the mask in the adjacent frequency intervals discontinuously change
and the transmitted pulses are essentially continuous, the allowable spec-
trum could not be fully employed. To evaluate the efficiency of a waveform
with respect to a frequency mask, it is common to report the used fraction
of the allowable spectrum as the spectrum utilization efficiency.
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It is shown that the common pulses introduced for UWB transmission
follow a second order differential equation known as Sturm-Liouville bound-
ary value problem [15] which posses orthogonal eigenfunctions with respect
to a given weight-function. In this paper, by focusing on the classes of
Sturm-Liouville functions, we will introduce new orthogonal sets of pulses
which meet the FCC mask requirements. This goal is achieved by forcing
a tunable null in the frequency spectrum of the pulses which is also use-
ful for avoiding interference in a narrow-band frequency interval. Although
we consider the FCC mask, the pulse generation algorithm can be adapted
for other frequency requirements. An interesting property of the obtained
pulses, which we observe in simulation results, is that the utilization effi-
ciency of different pulses are almost the same (about 55%) which is not the
case for the pulses introduced in [13]. This results in a fair distribution of
the waveforms among the users for a multi-access scenario.
The rest of the paper is organized as follows: In Section 2 we review some
preliminaries about pulse requirements and Sturm-Liouville theory. Our
approach in designing pulses that meet the FCC requirements is explained
in Section 3. We introduce a set of Sturm-Liouville boundary value problems
in Section 4 that include potential UWB waveforms as their eigenfunctions.
In Section 5, we validate the theoretical results by simulations for an instance
of the proposed sets. Section 6 compares the proposed method with some
other approaches and finally Section 7 presents the conclusion.
2. Preliminaries
Now we briefly explain the desired properties of UWB pulses and review
the basics of Sturm-Liouville theory.
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2.1. UWB Pulse Requirements
The following summarizes the criteria that a single or set of UWB pulses
should satisfy:
1. Finite Energy : The most elementary pulse requirement which is not
restricted to UWB communications is that the energy of the pulse
should be finite. Although it is trivial to have such pulses, when
differential equations are the design tools, this requirement should be
checked. This condition also implies the finite effective duration in
time; i.e., the time period that contains 99% of the pulse energy is
bounded.
2. Zero DC : The DC or low frequency components of waveforms increases
the dynamic range of the amplifiers and shifts the operating mode
of the devices towards the nonlinear regime. Besides, in some UWB
scenarios, the transmitting antenna differentiates the waveform, which
automatically removes the DC component. Hence, the UWB pulses
should contain no DC component.
3. Orthogonality : As mentioned, we are looking for a set of orthogonal
pulses. Thus, pulses should be orthogonal. This condition is the main
motivation behind the choice of Sturm-Liouville functions as UWB
pulses.
4. Spectrum Mask : Constraints on the spectrum of the transmitting pulse
should also be considered. That is, the spectral content of the pulses
should be below a given level imposed by a regulatory mask. This is
the main challenge in UWB pulse design.
5. Utilization Efficiency : The last requirement is to maximize the em-
ployed fraction of the allowed spectrum measured as utilization effi-
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ciency factor. To measure the efficiency a normalized effective signal
power (NESP) is defined. For a pulse y(t) with upper bound mask







where ŷ(ω) represents the Fourier transform of y(t). Although higher
factors are desirable in a single-user communication protocol, it is
preferable that different pulses in a multi-user UWB system have sim-
ilar utilization efficiencies (fair distribution).
2.2. Sturm-Liouville Theory
In the field of ordinary differential equations (ODE), a subclass of bound-
ary value problems referred to as Sturm-Liouville equations, are known to be
involved in many physical phenomena such as vibration. The ODE structure
d
dt
[p(t)ẏ(t)] + [q(t) + λs(t)]y(t) = 0 (2)




c1y(tl) + c2ẏ(tl) = 0,
c3y(tu) + c4ẏ(tu) = 0,
(3)
is called a Sturm-Liouville boundary value problem. We reserve the no-
tations ẏ and ÿ to represent the first and second order derivatives of the
function y. The functions p(·), q(·), s(·) in (2) are continuous with p(·) and
s(·) differentiable and positive-valued within [tl tu]. If y(·) is a nontrivial
solution of (2) for some λ and satisfies (3), it is called an eigenfunction of the
problem, and the corresponding λ is known as an eigenvalue. Eigenvalues
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form a monotonically increasing sequence of real numbers with countable
infinite cardinality [16]:
λ0 < λ1 < · · · → ∞. (4)








are two eigen-pairs of












Setting t1 = tl and t2 = tu in (5) and using (3) results:
∀ m 6= n :
∫ tu
tl
yn(t)ym(t)s(t)dt = 0, (6)
which shows the orthogonality of eigenfunctions with respect to the weight
function s(t) over the interval determined by the boundary conditions.
Besides the orthogonality in the interval [tl, tu], we use (5) to show that
under some conditions, we can select a subset of eigenfunctions with arbi-
trarily small pairwise inner products (almost orthogonality) over the interval
[tu,∞). Since there are no boundary conditions at t = ∞, we need to study
the asymptotic behavior of the eigenfunctions to establish the latter prop-
erty.
3. Design Approach
In this section, we establish the link between the solutions of a special
type of Sturm-Liouville boundary value problem and the waveforms suitable
for UWB communications.
Since the restrictions imposed by UWB regulatory bodies are presented
in frequency, we focus on designing Sturm-Liouville differential equations in
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the frequency domain for which the eigenfunctions meet the UWB require-
ments. To distinguish between time and frequency, we denote the pulse in
the frequency-domain (Fourier transform) by ŷ(ω) while y(t) represents the
pulse in the time-domain. Due to the Parseval’s theorem, the inner product
of the pulses are identical in both domains. In particular, the pulses are
orthogonal in one domain if and only if they are orthogonal in the other
one.
For 100% utilization of the permitted spectra, the waveforms should have
the same frequency content as the mask while maintaining the orthogonality
property. Figure 1 depicts a particular mask known as the FCC mask. We
observe that the level restrictions vary discontinuously at the borders of non-
overlapping adjacent frequency intervals. Thus, a waveform that achieves
100% utilization1 of this mask should be unstable in time-domain. In other
words, it is not absolutely summable which indicates the long time-duration
of the pulse which is not feasible in practice, especially when the transmission
rate is high and the receiver suffers from timing offsets.
An alternative approach is to initially ignore the spectrum requirements
and select an orthogonal set of pulses which have desirable time-duration.
Then, it is possible to force the FCC mask requirements by attenuating
the pulses. The proper attenuation factor depends only on the maximum
frequency content of the pulse relative to the mask. This suggests that
the whole spectrum should be suppressed to avoid a small part surpassing
the limits. The consequence is that we obtain pulses with disappointing
utilization efficiency. One may think of applying various attenuation factors
1Here, the mask is considered up to an upper bound over the frequency axis; otherwise,
the mask-matching waveform would have infinite energy.
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Figure 1: The FCC mask for indoor UWB communications and the target area for pulse
design.
in different frequency intervals. Although it usually results in considerable
improvements in the utilization efficiency, it destroys the orthogonality of
the pulses. Furthermore, the variable attenuation factor in different intervals
may cause discontinuity at the borders which again translates into time
instability of pulses.
Here, we try to employ the variable attenuation technique by avoiding its
side effects. The UWB FCC mask with six distinguished sections, each with
a certain level of power spectrum, suggests that we partition the frequency
axis into six consecutive intervals (see Figure 1). We represent the borders
of these intervals by {ωi}6i=0, where ω0 = 0 and ω6 = ∞. Let us first assume
the existence of a set of pulses {ŷn(ω)}n that are pairwise orthogonal over
each of the frequency sub-intervals [ωi, ωi+1], while each pulse vanishes at
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the borders of the sub-intervals. In other words,
∫ ωi+1
ωi
ŷn(ω)ŷm(ω)dω = 0 , 0 ≤ i ≤ 5, (7)
for all m 6= n and ŷn(ωi) = 0, 0 ≤ i ≤ 6. Due to the vanishing property of
the pulse spectra at the borders, the variable attenuation technique does not
cause any discontinuity in the spectra. In addition, because of the piecewise
orthogonality of the waveforms, they remain orthogonal after applying the
variable attenuation technique as long as the attenuation factors are fixed
within sub-intervals. Thus, the main challenge is to find a set of pulses that
satisfy the aforementioned constraints.
For design simplicity, similar to [13], we neglect the permitted spectra
below 3.1 GHz. In other words, we try to find pairwise orthogonal pulses
that have nonzero frequency content only for ω2π > 3.1 GHz and are orthog-
onal in both intervals: 3.1-10.6 GHz and 10.6 GHz–∞. We also impose the
constraint that the waveforms vanish at ω2π=3.1 GHz and
ω
2π=10.6 GHz. It
should be noted that the practical way of applying piecewise constant at-
tenuation in the frequency is via time domain filtering. In each frequency
interval, we should apply an ideal bandpass filter for which the passband
amplitude is determined by the desired attenuation factor. Since practical
filters have nonzero transition band (non-ideal), the filtering process causes
distortion in the adjacent bands and consequently, it affects the overall or-
thogonality. Another advantage of imposing notches at ω2π=3.1 GHz and
ω




In this section, we propose a class of Sturm-Liouville differential equa-
tions in the frequency-domain for which the eigenfunctions have finite energy
and are pairwise orthogonal over the frequency band [ωl, ωu]. We establish
the existence of a proper subset of the eigenfunctions that satisfy the almost
orthogonality property (see Definition 1) over the frequency band [ωu,∞).
As a special case, we can set ωl2π=3.1 GHz and
ωu
2π=10.6 GHz to adapt the
waveforms to the requirements of the FCC mask. However, the procedure is
transparent to the choice of ωl, ωu and can be applied to other masks. In all
of our simulations, we observe that the eigenfunctions are orthogonal rather
than almost orthogonal over the interval [ωu,∞), and there is no need to
wisely select a subset of them. Another advantage of the proposed pulses is
that they satisfy differential equations in both time and frequency domains.
4.1. The Proposed Set of Differential Equations
We consider differential equations of the form (2), where the functions
p, q and s are polynomials. The primary benefit of this choice is that the
differential equation in the frequency-domain corresponds to another differ-
ential equation in the time-domain; further details are provided in Section
4.4. The other benefit, which is stated in Theorem 1, is the decay property
of the eigenfunctions. We recall that the differential equations are consid-
ered in the frequency-domain; hence, the references to (2) and (3) implicitly
include replacement of t (time index) with ω (frequency index).
Theorem 1. Let {ŷn(ω)}n and {λn}n be the eigenfunctions and eigenvalues
of the problem (2), respectively, with the boundary conditions at 0 ≤ ωl < ωu
11









i , s(ω) ≡ 1 , (8)






















1. {ŷn}n are pairwise orthogonal over [ωl, ωu],
2. ω
k−1
2 ŷn(ω) and ω
k+1
2 ˙̂yn(ω) are bounded,
3. {ŷn}n have finite energy,















To facilitate reading of the paper, the proof of Theorem 1 is postponed
to Appendix A.
Claim 4 of Theorem 1 focuses on the inner product of the eigenfunctions.
The ideal result would be to demonstrate orthogonality. Instead, the weaker
result of (11) can be applied to demonstrate almost orthogonality. Due to
the structure (3) of boundary conditions, any multiple of an eigenfunction
is again an eigenfunction. Thus, their inner products are meaningful only






shows one possible choice. This suggests that by decreasing sin(θ̄n− θ̄m) we
can decrease the normalized inner products.
Definition 1. The set of functions {ŷn(ω)}n is called almost orthogonal
if for any positive integer N and any ǫ > 0, one can choose a subset
ŷi1 , . . . , ŷiN (ω) such that















We show that the set of eigenfunctions introduced in Theorem 1 is almost
orthogonal. Since λi → ∞, it is possible to find a subset S = {s1, s2, . . . } ⊂
N
+ such that for all sj 6= sk we have that |λsk − λsj | ≥ c, where c is the
same constant as in (11). Now, for given N ∈ N+ and ǫ > 0, let d be the
least integer greater than 2π
ǫ
and define S̄ = {s1, . . . , sd(N−1)+1}. Consider
the partitioning of the interval [0, 2π) into d subintervals of length 2π
d
(bins).
According to the Pigeonhole principle, any set of d(N − 1) + 1 numbers in
the range [0, 2π) consists of an N -element subset all located in the same bin.
Thus, there exist i1, . . . , iN ∈ S̄ such that θ̄i1 , . . . , θ̄iN are all in the same








































This establishes the existence of a suitable subset of eigenfunctions such as
{ŷik(ω)}Nk=1 that are pairwise orthogonal over [ωl, ωu] and almost orthogonal
over [ωu,∞). It is worth mentioning that in all of our simulations we observe
thatMŷn = 0, which in turn indicates that ŷns are exactly orthogonal (rather
than almost orthogonal) up to the numerical precision. This leads us to the
following conjecture.
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Conjecture 1. If {ŷn}n denote the eigenfunctions of the Sturm-Liouville





As argued in Section 3, due to non-ideality of analog filters, it is prefer-
able to decrease the energy in the transition bands of the filters. To this
end, we tune ωl and ωu of Theorem 1 to match the transition bands of filters
and anchor them to zero. That is, we set the boundary conditions in the
form of
ŷn(ωl) = ŷn(ωu) = 0, (15)
where ωl and ωu depend on the spectrum requirements. Note that (15)
is a special case of (3) obtained for c1 = c3 = 1 and c2 = c4 = 0. For
the FCC mask of Figure 1, we choose ωl2π = 3.1 GHz and
ωu
2π = 10.6 GHz
which are the main discontinuities of the spectrum. We implicitly assume
that the band [0, ωl] will be eventually discarded by means of filtering. The
key message is that tunability of ωl and ωu allows for adaptation of the
differential equations to the spectrum requirements.
4.3. Mixing Technique
By properly attenuating the eigenfunctions we obtain a set of legitimate
waveforms. However, the utilization efficiency of the pulses might not be
satisfactory. Here, we aim at enhancing the utilization efficiency by mixing
various eigenfunctions.
Assume ŷn(ω) and ŷm(ω) are two scaled eigenfunctions that satisfy the
mask requirement. It is not hard to check that all functions of the form
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µŷn(ω)+jρŷm(ω), where µ and ρ are real constants, satisfy the same bound-
ary conditions as ŷn(ω) and ŷm(ω). The benefit of mixing is that the modu-
lus of the mixture depends on the modulus of both ŷn and ŷm. We can take
advantage of this fact by compensating the modulus of ŷn with that of the
ŷm in regions where ŷn lies far below the mask threshold, and vice versa.
In other words, by properly mixing the two eigenfunctions, we can make
the spectrum flatter in the constant regions of the mask, which ultimately
increases the utilization efficiency.
To introduce the mixing technique more formally, let {ŷni}2Ni=1 be a subset
of eigenfunctions for which the pairwise normalized inner products are small





u (|ω|−ωl) , (16)
where sgn(·) and u(·) are the sign and Heaviside step functions, respec-
tively. Due to the conjugate symmetry of {Ŷi(ω)}Ni=1, their representation


















Since the pairs (ŷi2n−1 , ŷi2m−1) and (ŷi2n , ŷi2m) are almost orthogonal, the
normalized inner products of {Yi(t)}Ni=1 can be made arbitrarily small. A
similar argument is also valid for the decay rate and the finite energy of
{Ŷi(ω)}Ni=1. In summary, by introducing the scalars {µi, ρi} as in (16), the
already established properties of the waveforms stay valid while we can
enhance the utilization efficiency.
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4.4. Pulses in the Time-domain
Up to this point, we have characterized the pulses in the Fourier domain
by using differential equations. This is mainly motivated by the requirements
imposed on the spectrum of the pulses. In practice, however, we need their
representation in time domain. The interesting point which we will show is
that the introduced pulses admit differential equations even in time domain.
This property helps in implementing such pulses.

















where F−1ω {·}(t) stands for the inverse Fourier operator with respect to ω









































where b̃0 = b0 + λn and b̃i = bi for 0 < i ≤ k − 2. The differential equation














y(k)n (t) = 0 (21)
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Figure 2: The analog linear time-varying circuit producing designed pulses.
in time domain. This shows a kth order differential equation for yn(t). The

















2 − jã1t− b̃0
t2







. Since the function yn(t) is complex-
valued, we can assume yn(t) = rn(t) + jqn(t), where rn, qn are real-valued
functions. Figure 2 depicts a block diagram for the circuit implementation
of the functions rn, qn for the case of k = 4.
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5. Simulation Results
We study an example to show the efficiency of the proposed method.
Let us consider the Sturm-Liouville boundary value problem formed by
p(ω) = ω4 + ω3 + 105, q(ω) = 2.6ω2, s(ω) = 1. (23)
This example is used as a proof of concept and does not reflect an optimized
set of functions p and q. However, one can check that, the functions in (23)
satisfy the requirements of Theorem 1. We obtain the eigenfunctions by
using a MATLAB toolbox called MATSLICE [17]. The toolbox provides us
with the eigenvalues {λn}n, eigenfunctions {ŷn(ω)}n and their derivatives
{ ˙̂yn(ω)}n between the boundary points. For a given n, by having λn and
ŷn(ω)}n, ˙̂yn(ω) at a particular ω, we can convert the boundary value problem
to an ODE, and extend the evaluation of ŷn(ω) to the whole real axis.
In this example, we evaluate the first 10 eigenfunctions on the inter-
val ω2π ∈ [3.1 GHz, 1 THz]. Next, we divide the eigenfunctions into pairs
and use the mixing technique introduced in Section 4.3 to combine the two
elements of each pair. The weights of the combinations are chosen opti-
mally to maximize the spectral utilization efficiency of the final waveform
over the range [3.1 GHz, 18 GHz]. We measure the utilization efficiency in
terms of NESP [13]. As defined in (1), NESP is the ratio of the power
transmitted in the designated passband over the total permissible power.
An exhaustive search over all partitions of the 10 eigenfunctions into pairs
reveals that, the best 4 waveforms are obtained by the pairs (1, 2), (3, 6),
(4, 8), and (5, 10) (the fifth pair is ignored here). In addition to mixing, we
attenuate the spectrum of the final pulse by a scalar in each of the intervals
[3.1 GHz, 10.6 GHz] and [10.6 GHz, ∞) to make sure that they satisfy the
FCC mask requirements.
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Figure 3: FCC mask and the spectrum of the pulses obtained by optimally applying the
mixing technique on eigenfunction pairs (1, 2) as Pulse 1 and (3, 6) as Pulse 2.
In Figures 3 and 4, we depict the spectrum of the obtained pulses. The
shape of the pulses in time are also plotted in Figures 5 and 6. If we base the
spectral utilization efficiency of the pulses on the interval [3.1 GHz, 18 GHz],
then, the NESP values would be 67.36%, 64.16%, 63.75% and 63.63%, re-
spectively. However, based on the total available spectrum [0 GHz, 18 GHz],
the NESP values would drop to 58.87%, 56.07%, 55.71% and 55.61%, respec-
tively. This is due to the fact that the range [0 GHz, 3.1 GHz] is discarded
in designing the pulses.
The pairwise orthogonality is one of the requirements for the set of pulses.
Although our results in this paper can guarantee only almost orthogonality
of a properly selected set of pulses, we observe that all the eigenfunctions of
the Sturm-Liouville problem are orthogonal. To investigate this property for
the generated pulses {yi}4i=1 (after mixing), we consider the angles between
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Figure 4: FCC mask and the spectrum of the pulses obtained by optimally applying the
mixing technique on eigenfunction pairs (4, 8) as Pulse 3 and (5, 10) as Pulse 4.









where ‖ · ‖2 represents the L2 norm of the function. Table 1 demonstrates
the values of the pairwise angles very close to 90◦, which reflects orthogo-
nality. The small deviation from orthogonality is caused by truncation of
the spectrum and numerical rounding involved in derivations.
The orthogonality of pulses is most effective in fully synchronized com-
munications. In practice, however, exact synchronization is rarely achieved.
Oftentimes, the data is extracted by detecting the peaks of the correlation
of the received signal with known pulses. Thus, it is desirable that the
pulses have sharp auto-correlation peaks and the cross-correlations be rela-
tively small to these peaks. In Figures 7 and 8 we depict the the correlation
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Figure 5: Time-domain representation of pulses obtained by optimally applying the mixing
technique on eigenfunction pairs (1, 2) as Pulse 1 and (3, 6) as Pulse 2.
curves for y1 and y4, respectively.
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Figure 6: Time-domain representation of pulses obtained by optimally applying the mixing
technique on eigenfunction pairs (4, 8) as Pulse 3 and (5, 10) as Pulse 4.
Table 1: The angles between the pulses.
∡i,j y1 y2 y3 y4
y1 0
◦ 90.64◦ 90.49◦ 90.39◦
y2 90.64
◦ 0◦ 90.36◦ 90.31◦
y3 90.49
◦ 90.36◦ 0◦ 90.27◦
y4 90.39
◦ 90.31◦ 90.27◦ 0◦
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Figure 7: The auto-correlation (AC) and cross-correlation (CC) of the pulse obtained from
the eigenfunction pair (1, 2) with the rest of the pulses.





























Figure 8: The auto-correlation (AC) and cross-correlation (CC) of the pulse obtained from
the eigenfunction pair (5, 10) with the rest of the pulses.
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6. Comparison with other Approaches
There have been several optimal and sub-optimal waveform design meth-
ods for UWB communications in literature based on different approaches,
such as multiband modulations, Gaussian derivatives, cognitive techniques,
QR decomposition, differential equations and orthogonal functions. Here, a
comparison between the method proposed in this paper and some other new
techniques are presented.
In reference [18] and similar papers, a method for the design of nonlinear
phase, full-band, UWB pulses that can satisfy a specified power spectrum
mask has been introduced. These methods use convex programming in each
step of the iterative procedure that updates the phase distribution of the
goal function. These approaches are based on an optimization procedure
that iteratively searches for the best solution and no direct solution to the
problem is derived. Our method based on Sturm-Liouville boundary value
problem, benefits from direct solution, less complexity and less computa-
tional cost.
In some other techniques, a particular mathematical functions such as
Gaussian wave shape and its derivatives [19] or modified Hermite pulses [20]
are used to design a set of optimal orthogonal waveforms. The waveform
design is then converted into a linear programming problem to be solved.
Although the pulses can be designed to be orthogonal, however, this property
is limited to the orthogonality of even and odd ordered pulses on each other.
The orthogonality of our proposed pulses is an inherent property of the
generated wave shapes and is followed from the mathematical solution of
the governing differential equations.
Another popular pulse shaping technique uses cognitive methods with
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physical-layer quality of service constraints. These methods try to achieve
an acceptable compromise between the spectral emission, data rate and syn-
chronization errors robustness. As an example of such methods, in reference
[21] a modified version of the Parks-McClellan technique has been proposed
to fulfill these requirements. However, the rate and synchronization con-
straints, which bound the optimization space, cannot be easily handled and
the resulting formulation cannot be reshaped as a convex or a linear pro-
gramming. Moreover, the pulses generated lack the orthogonality properties
which is a very important advantage of the proposed pulses using Sturm-
Liouville boundary value problem. The piecewise spectral efficiency of this
method is between 20% and 30%. It also needs about 6 iterations and 32
quantization levels to generate the pulses.
In a different approach [14], pulses are built as linear combinations of
known mathematical functions such as Hermite polynomials. Restrictions
of orthogonality and spectral efficiency are then used to construct a search
procedure to find the best set of waveforms. In contrast to our method,
these techniques require comprehensive calculations and suffer from lower
spectrum utilization efficiency between 20% and 30%.
In a new method presented in [22] and [23] UWB waveform division mul-
tiple access (WDMA) systems employ combinations of orthogonal wavelet
pulses. Afterwards, the weighting coefficients are optimized by an iterative
interference alignment approach based on maximum signal to interference
plus noise ratio (Max-SINR) criterion. Compared to our approach, this
method suffers from a low spectral efficiency of about 10% and the need for
iterative calculations. Moreover, its orthogonality is limited to synchronous
systems.
In [24] the design of multiple orthogonal wave shapes for impulse radio
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UWB (IR-UWB) has been investigated under the constraints of the FCC
regulations. In this technique multiple orthogonal pulses are generated by
applying the Gram-Schmidt polynomial and the orthogonalization via QR
decomposition. The main drawback of this method is its low spectrum
efficiency of below 40% and the need for higher order filters.
The proposed design in [25] is an extension of the iterative constrained el-
liptic error minimization for a single pulse to the case of multiple orthogonal
pulses by incorporating the orthogonality conditions. Iterative calculations
and higher pulse index are the main drawback of this method. Filters of
order 60 are needed for the implementation of this method.
A comparison between the above mentioned methods and the proposed
technique based on Sturm-Liouville boundary value problem is summarized
in Table 2.
7. Conclusion
In this paper, we investigated the design of orthogonal UWB pulses
using Sturm-Liouville theory. The design is mainly in the frequency domain,
however, due to the structure of the considered differential equations, the
time domain implementation is realizable. The introduced waveforms have
two tunable notch frequencies in their spectrum which allow us to adapt
them to various requirements. In addition, they are pairwise orthogonal in
two frequency intervals. It is also shown that the utilization efficiency of all
the pulses are almost the same (55%), which makes them fair choices for
transmission pulses in multi-user systems.
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Table 2: Comparison between different approaches of orthogonal UWB pulse generation.
Method of Spectrum Computational Orthogonality
generation efficiency complexity of pulses
Decreases rapidly with Needs up to 10 Orthogonal
Iterative increase of waveform iterations with with
search index; e.g., 40% drops a sequence suboptimal
[18] to 2% when the index length of 11-31. sample rate
changes from 6 to 10.
Using 30%-40% when only a Requires 14 Orthogonal
Gaussian [19] part of the spectrum Gaussian pulses only for
or Hermite [20] is considered. Cannot [19] or is limited even order
pulses cover the whole UWB to 1 GHz range derivatives
frequency range. [20].
Cognitive Piecewise spectral 6 iterations and Orthogonality
techniques efficiency between 32 quantization is not
[21] 20%-30% levels considered.
Combination of 20%-30% Requires search Time domain
Hermites [14] and optimization. orthogonal
WDMA and ≈ 10% Needs at least Orthogonal in
Max-SINR Efficiency is not a 10 iterations. synchronous
[22][23] design parameter systems
QR Requires recursive Time domain
decomposition 17%-40% calculations and orthogonal
[24] matrix inversion. with power
reduction
Convex Below 50% Requires iterative Time domain
optimization for pulse index > 10 calculations and orthogonal
[25] filters of order 60.
Proposed Orthogonality
Sturm-Liouville Direct frequency in time and
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Appendix A. Proof of Theorem 1
Claim 1 is readily available by referring to the known results of Sturm-
Liouville theory explained in Section 2.2. Since s(ω) ≡ 1, there is no need for
a weight functional and the eigenfunctions are orthogonal in the conventional
sense.
The concept of Lyapunov stability is a common approach in analyzing
the asymptotic behavior of the solutions of differential equations. It consists
of forming a potential function in terms of a solution and its derivatives that
asymptotically converges. The convergence of the potential function usually
characterizes the asymptotic behavior of the solution. We will use the same
technique to prove the claims of Theorem 1.
For introducing a suitable potential function, we consider the auxiliary
function zn(ω) = ŷn(ω)ω
k−1
2 instead of ŷn(·). This is motivated by the fact
that claim 2 of Theorem 1 is equivalent to limω→∞ zn(ω) = 0. Our next































































2 − 1)a0 + (k − 1)2a1ω + 4λnω2.
(A.3)
We need to study the asymptotics of α(·) and β(·) which play significant
roles in the asymptotics of zn(·). Due to admitting a rational representation
as in (A.3), the asymptotic behavior of each function is governed by the
leading terms of the associated numerator and denominator. That means
α(ω) ≈ 1
ω
and β(ω) ≈ β∞
ω2
















The positive sign of β∞ is a consequence of condition (9) in Theorem 1.
An interesting observation is that, due to the condition k ≥ 4 > 2, the
asymptotics of α(·) and β(·) are independent of λn and therefore, n.





Lemma 1. The function Vn(ω) converges to a finite value as ω → ∞.
The proof of Lemma 1 is provided in Appendix Appendix B. The key
idea in the proof is that Vn(·) is positive and non-increasing for large enough
values of ω.
Although Lemma 1 can be used to obtain bounds on the decay rates of
zn and żn, the results would depend on βn which has a rather complicated
29
form. Instead, we use Lemma 2 proved in Appendix Appendix C to simplify
the analysis.





is convergent as ω → ∞.
Lemma 2 reveals that zn(ω) and ωżn(ω) are bounded for large values
of ω. Through (A.1) it is possible to interpret them as boundedness of
ω
k−1
2 ŷn(ω) and ω
k+1
2 ˙̂yn(ω), which proves claim 2 of Theorem 1.
We conclude Claim 3 from Claim 2. The boundedness of ω
k−1
2 ŷn(ω) for
k ≥ 4 and the fact that ŷn(ω) is continuous, indicate that ŷn(ω) can be
absolutely upperbounded by M ×max(1, ω1.5), where M is a large enough
scalar. The finite energy of the latter function is an upperbound for the
energy of ŷn.






















Note that {θn}n are functions while for Claim 4 we need scalars {θ̄n}n. We
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where Ṽn(∞) represents limω→∞ Ṽn(ω). Equation (A.9) relates the inner
product of eigenfunctions to the asymptotic behavior of θns. Similar to the
argument that ŷns have finite energy, we can use the decay bounds to show
that their inner products are also finite. This implies that for all n and m,




where {θn,m} are scalars; i.e., the difference of θns is asymptotically conver-
gent. We define the claimed scalars {θ̄n} as
θ̄n = θn,1. (A.11)



















To complete the proof, we establish a connection between Mŷn and
Ṽn(∞). By recalling the definition of zn we have

























which justifies Claim 4. We consider two cases.
























. In case of Θn = 1 we
again obtain the desired result of (A.14). Hence, we focus on Θn < 1.
In this case we have that Θn <
1+Θn






























Ṽn(∞) = κ2n, (A.17)
where κn is strictly positive. For large ωs, this suggests that either
żn(ω) ≥ κnω , or żn(ω) ≤ −κnω . In both cases zn cannot be bounded
which is a contradiction. Therefore, Θn = 1 and (A.14) is valid.

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Appendix B. Proof of Lemma 1
We showed in (A.4) that ω2βn(ω) converges to a positive value. This
confirms that βn(ω) is positive for large enough values of ω. Consequently,
the potential function Vn(ω) defined in (A.5) is also non-negative for large























In Lemma 3 we prove that ν(ω) is positive for large enough values of ω.
Hence, we conclude that V̇n(ω) ≤ 0; i.e., Vn(ω) is asymptotically both non-
negative and non-increasing. This implies that Vn(ω) is convergent. 











is asymptotically increasing. Recalling the definition of βn(ω) from (A.3),
we can rewrite θn(ω) as
θn(ω) =







































The inequalities are due to the conditions (9) and (10). Since τ0 > 0, θn(ω)
converges to a positive value asymptotically, while τ1 < 0 indicates that the
convergence is from below. In other words, θn(ω) and similarly, ln θn(ω),



















which proves the lemma. 
Appendix C. Proof of Lemma 2
In fact, Ṽn(ω) is asymptotically similar to Vn(ω), though it is not neces-
sarily non-increasing:













































Ṽn(ω) = β∞ lim
ω→∞
Vn(ω) < ∞. (C.4)
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