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$\Theta\subset R^{1}$ $\theta$ $g(\theta)$
$g( \theta)=\sum_{k=0}^{\infty}a_{k}\theta^{k}$ $(\theta\in I_{r}:=(-r, r)\subset\Theta)$
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$\mathcal{P}:=\{P_{\theta}|\theta\in\Theta\}$ , $P_{\gamma}:=\{P_{\theta}|\theta\in I_{r}\}$
2.1 $n$ $X:=(X_{1}, \cdots, X_{n})$ $T=T(X)$ $\mathcal{P}_{r}$




$\hat{g}(T)$ $I_{r}$ $g(\theta)$ UMVU
$E_{\theta}[\hat{g}(T)]=g(\theta)$ , $\forall\theta\in I_{r}$ (2.2)
[MB10] 2.1 $T$ $\mathcal{P}$
(2.2)
$E_{\theta}[\hat{g}(T)]=g(\theta)$ , $\forall\theta\in\Theta$ (2.3)
$\hat{g}(T)$ $\Theta$ $g(\theta)$ UMVU $\Theta_{0}\subset\Theta$
$E_{\theta}[\hat{g}(T)]=g(\theta)$ , $\forall\theta\in\Theta_{0}$
$E_{\theta}[\hat{g}(T)]=g(\theta)$ , $\forall\theta\in\Theta$
2.1 (Kojima et al.[KMT82], Akahira and Takeuchi[AT95] p.12 Example 4.1).
$,$
$X_{1},$ $\cdots$ , $X_{n}$ $N(\theta, nd^{2})(\theta\in\Theta=R^{1})$
$d$ $\Theta_{0}:=\{0, \pm 1, \pm 2, \cdots\}\subset\Theta$
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$\theta=0$ $\theta$ (LMVU) $\hat{\theta}$
$\theta=0$ $\theta\neq 0$ $\theta(\in\Theta_{0})$
$\hat{\theta}(T)$ $\Theta(=R^{1})$ $\theta$
$\overline{X}$
$\{N(\theta, nd^{2})|\theta\in\Theta\}$ $\Theta$ $\theta$
$\Theta$ $\theta$ UMVU $\theta\in\Theta$
$P_{\theta}\{\hat{\theta}=\vec{X}\}=1$ $\hat{\theta}$ $\Theta$ $\theta$
(2.1) $\hat{g}(T)$ $\Theta$ $g(\theta)$ UMVU
$\Theta$ (2.3)
2.1 2.1 $T=T(X)$ $\mathcal{P}$
(2.3) $\hat{g}(T)$ $\Theta$ $g(\theta)$ UMVU
3.
2.1
3.1 $X_{1},$ $\cdots,$ $X_{n}$
$p(x, \theta)=\{\begin{array}{ll}\frac{1}{\theta}e^{-x/\theta} (x\geq 0),0 (x<0)\end{array}$
$Exp(\theta)$ $\theta\in\Theta=R+;=(0, \infty)$
$T:= \sum_{i=1}^{n}X_{i}$ $P:=\{Exp(\theta)|\theta\in\Theta\}$












$E_{\theta}[ \hat{g}(T)]=g(\theta)=\frac{\theta}{1+\theta}$ , $\forall\theta\in\Theta_{0}$
$\hat{g}(T)$ $\Theta_{0}$ $g(\theta)$ UMVU











$= \frac{\theta}{1+\theta}=g(\theta)$ , $\forall\theta\in\Theta$
2.1 $\hat{g}(T)$ $\Theta$ $g(\theta)$ UMVU Voinov
and Nikulin([VN93])
32 $X_{1},$ $\cdots,$ $X_{n}$
$p(x, \theta)=\{\begin{array}{ll}1/\theta (0\leq x\leq\theta),0 (x<0)\end{array}$
$U(0, \theta)$ $n\geq 2,$ $\theta\in\Theta=R+$
$T:= \max_{1\leq i\leq n}X_{i}$ $P:=\{U(0, \theta)|\theta\in\Theta\}$
$f_{T}(t,\theta)=\{\begin{array}{ll}\frac{n}{\theta^{n}}t^{n-1} (0\leq t\leq\theta),0 (t<0)\end{array}$
$\Theta$
$g( \theta)=\frac{\theta}{1+\theta}$









$E_{\theta}[ \hat{g}(T)]=g(\theta)=\frac{\theta}{1+\theta}$ , $\forall\theta\in\Theta_{0}$
$\hat{g}(T)$ $\Theta_{0}$ $g(\theta)$ UMVU





$\int_{0}^{\theta}\frac{t^{n+1}}{(t+1)^{2}}dt=\sum_{k=0}^{n-1}(\begin{array}{ll}n +1 k\end{array}) \frac{(-1)^{k}(1+\theta)^{n-k}}{n-k}+(-1)^{n}(n+1)\log(1+\theta)$
$- \frac{(-1)^{n+1}}{1+\theta}-\sum_{k=0}^{n-1}(\begin{array}{ll}n +1 k\end{array}) \frac{(-1)^{k}}{n-k}+(-1)^{n+1}$ ,
$\int_{0}^{\theta}\frac{t^{n}}{(t+1)^{2}}dt=\sum_{k=0}^{n-2}(\begin{array}{l}nk\end{array})\frac{(-1)^{k}(1+\theta)^{n-k-1}}{n-k-1}+(-1)^{n-1}n\log(1+\theta)$
$- \frac{(-1)^{n}}{1+\theta}-\sum_{k=0}^{n-2}(\begin{array}{l}nk\end{array})\frac{(-1)^{k}}{n-k-1}+(-1)^{n}$
$E_{\theta}[ \hat{g}(T)]=\frac{1}{\theta^{n}}\{n\sum_{k=0}^{n-1}(\begin{array}{ll}n +1 k\end{array}) \frac{(-1)^{k}(1+\theta)^{n-k}}{n-k}+(n+1)\sum_{k=0}^{n-2}(\begin{array}{l}nk\end{array})\frac{(-1)^{k}(1+\theta)^{n-k-1}}{n-k-1}$
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$= \frac{\theta}{1+\theta}=g(\theta)$ , $\forall\theta\in\Theta$
2.1 $\hat{g}(T)$ $\Theta$ $g(\theta)$ UMVU Voinov
and Nikulin([VN93])
4.
$\Theta$ $g(\cdot)$ $\Theta$ $\Theta_{0}$
$\Theta_{0}$ $T$ $\hat{g}(T)$ UMVU
$T$ $\Theta$ $\hat{g}(T)$ $\Theta$
$\hat{g}(T)$ $\Theta$ UMVU
UMVU
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