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Abstract
In this paper, we study the algebraic connectivity (T ) of a tree T. We introduce six Classes (C1)–(C6) of trees of order n, and
prove that if T is a tree of order n15, then (T )2−√3 if and only if T ∈⋃6i=1Ci, where the equality holds if and only if T is a
tree in the Class (C6). At the same time we give a complete ordering of the trees in these six classes by their algebraic connectivity.
In particular, we show that (Ti)> (Tj ) if 1 i < j6 and Ti is any tree in the Class (Ci) and Tj is any tree in the Class (Cj).
We also give the values of the algebraic connectivity of the trees in these six classes. As a technique used in the proofs of the above
mentioned results, we also give a complete characterization of the equality case of a well-known relation between the algebraic
connectivity of a tree T and the Perron value of the bottleneck matrix of a Perron branch of T.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
In this paper, all the graphs are ﬁnite, undirected and have no loops or multiple edges. Let G= (V (G),E(G)) be a
graph with vertex set V (G)={v1, v2, . . . , vn}. Denote the degree of a vertex v by d(v). LetD(G)=diag(d(v1), d(v2),
. . . , d(vn))be the diagonalmatrix of vertexdegrees.TheLaplacianmatrixL(G)ofG is deﬁnedbyL(G)=D(G)−A(G),
where A(G) is the (0,1)-adjacency matrix of G. In this paper, the characteristic polynomial det(xI −L(G)) is denoted
by (G; x), or simply (G). It is well known that L(G) is positive semi-deﬁnite, symmetric and singular. We denote
the ith eigenvalue of L(G) by i (G) and order them in nonincreasing order, i.e., 1(G)2(G) · · · n(G). From
the well-knownMatrix-Tree Theorem, onemay deduce that n−1(G)> 0 if and only ifG is connected. This observation
led Fiedler think of n−1(G) as a quantitative measure of connectivity [3,4] and thus n−1(G) is popularly called the
algebraic connectivity of G, denote by (G). If x is a unit eigenvector of L(G) corresponding to (G), we commonly
call it a Fiedler vector of G, and denote by xu the coordinate of x corresponding to the vertex u. It is obvious that
xTe = 0 (where e is the column vector of dimension n with all coordinates 1) and
(T ) = xTL(T )x =
∑
vivj∈E(T )
(xvi − xvj )2 = min
y∈Rn\{0}
yTe=0
yTL(T )y
yTy
. (1.1)
A lot of work has been done on the algebraic connectivity and the Fiedler vector of graphs (see [5,6,11,1]).
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Many approaches to ordering trees by their spectra are contained in the literature (see [5,7,12,10]). Let T be a tree
of order n. It is well known that (T )1, and (T ) = 1 if and only if T = K1,n−1. Let S(t, n − 2 − t) be the tree of
order n obtained by joining the center of K1,t to the center of K1,n−2−t by an edge. In [5] it is proved that if T is a tree
of order n5 and T = K1,n−1, then (T )(S(1, n − 3)). In this paper, we determine all the trees of order n15
whose algebraic connectivity is at least 2 − √3. At the same time we partition these trees into six Classes (C1)–(C6)
and give a complete ordering of the trees in these six classes by their algebraic connectivity. In particular, we show that
(Ti)> (Tj ) if 1 i < j6 and Ti is any tree in the Class (Ci) and Tj is any tree in the Class (Cj). We also give the
values of the algebraic connectivity of the trees in these six classes.
2. A relation between the algebraic connectivity and the bottleneck matrix of a Perron branch
In this section, we will give an improvement of a well-known relation (T )1/(M) between the algebraic con-
nectivity (T ) of a tree T and the bottleneck matrix M of a Perron branch (which will be deﬁned later in this section)
by giving a complete characterization of the equality case of that relation. This result will also be one of the key tools
in the proof of our main results of Section 4.
We ﬁrst recall some deﬁnitions from [9].
Let v be a vertex of a tree T. Suppose that
T − v = T1∪˙T2∪˙ · · · ∪˙Tk , (2.1)
where T1, T2, . . . , Tk are all the connected components of T −v. Let vi be the unique vertex in Ti adjacent to v inT, then
the tree Ti with root vi (called a rooted tree for convenience) is called a branch of T at v, denoted byBi (i=1, 2, . . . , k).
Let Lv(T ) be the principal sub-matrix of L(T ) obtained by deleting the row and column corresponding to the vertex
v, let L(Ti) be the Laplacian matrix of the tree Ti whose ﬁrst row (and ﬁrst column) corresponds to its root vertex vi ,
and write Li = L(Ti) + E11 (where E11 is the matrix with 1 in (1,1) position and 0 elsewhere), then we have
Lv(T ) = L1 ⊕ L2 ⊕ · · · ⊕ Lk . (2.2)
From the famous Matrix-Tree Theorem, we can see that det(Li) = 1. So Li is a positive deﬁnite matrix. It follows
that Li is an irreducible nonsingular M-matrix, thus its inverse matrix is a positive matrix.
In [9], the inverse matrix L−1i is called the bottleneck matrix of the branch Bi of the tree T at the vertex v, denoted
by Mi (i = 1, . . . , k).
From the above deﬁnitions we can actually see that the bottleneck matrix Mi and its inverse matrix Li depend only
on the branch Bi (i.e., the tree Ti together with its root vi), and are independent of the original tree T and the vertex v
of T.
The spectral radius (Mi) of the (positive) bottleneck matrix Mi is called the Perron value of the branch Bi .
Let (M) be the smallest eigenvalue of a real symmetric matrix M. Since Mi = L−1i , we have
(Li) = 1
(Mi)
. (2.3)
Since det(Li) = 1 and Li is an integral matrix, we can deduce that the bottleneck matrix Mi is a positive integral
matrix. Thus we have
MiJ , (2.4)
where J is the matrix with all the entries 1.
Deﬁnition 2.1. A branchBi is said to be a proper sub-branch of a branchBj , if the corresponding tree Ti is isomorphic
to a proper sub-tree of Tj , and the vertex in Bj corresponding to the root vi of Bi under this isomorphism is nearest to
the root vj of Bj among all the image vertices under this isomorphism.
The following result is pointed out in [9]:
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Lemma 2.1 (Kirkland et al. [9]). Suppose thatBi is a proper sub-branch ofBj , andMi andMj are the corresponding
bottleneck matrices of Bi and Bj , respectively. Then
(1) There exists a proper principal sub-matrix M ′ of Mj such that MiM ′,
(2) (Mi)< (Mj ).
Deﬁnition 2.2. Let v be a vertex of a tree T , and B1, B2, . . . , Bk are all the branches of T at v. Then the branch Bi is
said to be a Perron branch of T at v if its bottleneck matrix Mi satisﬁes
(Mi) = max{(Mj )|j = 1, 2, . . . , k}.
From (2.2) and theCauchy interlacing theorem,we can have the following relation between the algebraic connectivity
(T ) of T and the Perron value of a Perron branch at some vertex v.
Lemma 2.2. Let M be the bottleneck matrix of a Perron branch B of a tree T at a vertex v. Then
(T ) 1
(M)
(2.5)
and equality holds if there are at least two Perron branches of T at v.
Proof. LetM1(=M),M2, . . . ,Mk be the bottleneckmatrices of all the branchesB1(=B), B2, . . . , Bk ofT at the vertex
v. Let 2(A) be the second smallest eigenvalue of a real symmetric matrix A. Then by (2.2) and the Cauchy interlacing
theorem we have
2(Lv(T ))(T )(Lv(T )) = (L1) = 1
(M)
. (2.6)
When there are at least two Perron branches of T at v, then we will have 2(Lv(T ))= (Lv(T )) by (2.2), so the equality
holds in (2.6) in this case. 
In this section, we will give (in Theorem 2.6) a characterization of the equality case of the inequality (2.5).
Deﬁnition 2.3. A tree T is said to be of Type I if there is a Fiedler vector x of T such that xv = 0 for some vertex v of
T. Otherwise T is said to be of Type II.
It is proved by Fiedler in [4] that if T is a tree of Type I, then there exists a unique vertex v of T such that xv = 0
for every Fiedler vector x, and that for every Fiedler vector y, v is adjacent to some vertex z with yz = 0, this vertex v
is called the characteristic vertex of the tree T of Type I; while if T is of Type II, then there exists a unique edge uw
of T such that xuxw < 0 for every Fiedler vector x of T, and in this case, the two vertices u and w are also called the
characteristic vertices of the tree T of Type II.
Lemma 2.3 (Kirkland et al. [9]). (1) The tree T is of Type I with characteristic vertex v if and only if at v there are two
or more Perron branches. In that instance, (T ) = 1/(M), where M is the bottleneck matrix of some Perron branch
at v.
(2) The tree T is of Type II with characteristic vertices u and w if and only if u and w are adjacent and the branch at
vertex u containing w is the unique Perron branch at u, while the branch at vertex w containing u is the unique Perron
branch at w. In that instance, letting M1 and M2 denote the bottleneck matrices of the Perron branches at u and w,
respectively, then there exists a unique  ∈ (0, 1) such that
(T ) = 1
(M1 − J ) =
1
(M2 − (1 − )J ) .
Lemma 2.4 (Kirkland et al. [9]). Let v be a vertex of tree T and v is not a characteristic vertex. Then the unique
Perron branch of T at v is the branch which contains the characteristic vertex (or vertices) of T.
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Now we can give the following result which improves the inequality (2.5) in case there is a unique Perron branch T
at v. This improved (strict) inequality will also be used later in the proof of our main results of this paper.
Theorem 2.5. Let v be a vertex of a tree T such that there is a unique Perron branch B of T at v. Let M be the bottleneck
matrix of the branch B. Then we have
(T )>
1
(M)
.
Proof. We consider the following two cases.
Case 1: T is of Type II.
Subcase 1.1: v is a characteristic vertex of T.
Then by the result (2) of Lemma 2.3, there exists  ∈ (0, 1) such that
(T ) = 1
(M − J ) >
1
(M)
.
Subcase 1.2: v is not a characteristic vertex of T.
Then by Lemma 2.4, B is the branch of T at v containing the characteristic vertices (say) u and w. Let Bu be the
Perron branch of T at w containing u, and Bw be the Perron branch of T at u containing w. Then one of Bu and Bw
(say, Bu) is a proper sub-branch of B. Thus by Lemmas 2.1 and 2.2 we have
(T ) 1
(M(Bu))
>
1
(M)
.
Case 2: T is of Type I.
Let u be the (unique) characteristic vertex of T. Then by the result (1) of Lemma 2.3 we must have u = v. Let B1
and B2 be two Perron branches of T at u with bottleneck matrices M1 and M2, then by Lemma 2.2 we have
(T ) = 1
(M1)
= 1
(M2)
.
On the other hand, by Lemma 2.4, B is the branch of T at v containing the characteristic vertex u. So it is easy to see
that one of the B1 and B2 (say, B1) is a proper sub-branch of B. Then by Lemma 2.1 we have
(T ) = 1
(M1)
>
1
(M)
. 
From Theorem 2.5 we immediately obtain the following characterization of the equality case of (2.5).
Theorem 2.6. Let B be a Perron branch of a tree T at v with the bottleneck matrix M. Then (T ) = 1/(M) if only if
there are at least two Perron branches of T at v, namely, if and only if T is of Type I and v is the (unique) characteristic
vertex of T.
3. The six classes of trees
In this section, we ﬁrst consider a relation between the algebraic connectivity of a tree and its subtree (see Lemma
3.2). Then we introduce six Classes (C1)–(C6) of the trees of order n. By giving a partition for all trees T of order n
according to their diameter d(T ) and using Lemma 3.2, we prove that if T is a tree of order n15 with (T )2−√3,
then T ∈⋃6i=1Ci.
Let G be a graph and E1 be a subset of E(G) with |E1| = k. Let G′ be the spanning subgraph of G obtained from G
by deleting all the edges in E1. It follows by the well-known Courant–Weyl inequalities (see, e.g., [2], Theorem 2.1)
that the following is true.
Lemma 3.1. The Laplacian eigenvalues of G and G′ interlace, that is,
i (G)i (G′)i+k(G), i = 1, 2, . . . , n − k.
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Fig. 1. The trees H1 and H2 (of order 7).
Fig. 2. The tree T (k, p, q) (of order n = 3k + 2p + q + 1).
Lemma 3.2. If T ′ is a subtree of T, then (T ′)(T ).
Proof. Let |V (T )| = n, |V (T ′)| = n′ and write k = n − n′. Then we have
|E(T )| − |E(T ′)| = |V (T )| − |V (T ′)| = n − n′ = k.
Let E1 =E(T )\E(T ′) and T ∗ = T −E1. Then |E1| = |E(T )| − |E(T ′)| = k and T ∗ = T ′⋃ (n− n′)K1 is a spanning
subgraph of T, where K1 is an isolated vertex. Then from Lemma 3.1 we have
n′−1(T ′) = n′−1(T ∗)n′−1+k(T ) = n−1(T ).
So (T ′)(T ) holds. 
Denote by Pn the path of order n, throughout this paper.
Lemma 3.3. Let T be a tree of order n7 with diameter d(T ). If d(T )5, then (T )< 2 − √3.
Proof. If T is a tree of order n7 with d(T )5, then T contains at least one tree of {P7, H1, H2} as a subtree, where
H1 and H2 are shown in Fig. 1. It is not difﬁcult to compute that
(P7)< 2 −
√
3, (H1)< 2 −
√
3, (H2)< 2 −
√
3. (3.1)
Combining Lemma 3.2 and (3.1), we have
(T ) max{(P7), (H1), (H2)}< 2 −
√
3.
So we get the desired result. 
Deﬁnition 3.1. Let n, k, p and q be nonnegative integers with 3k+ 2p+ q =n− 1. Let T (k, p, q) be the tree of order
n which contains a vertex v such that (Fig. 2)
T (k, p, q) − v = kK1,2∪˙pK1,1∪˙qK1.
Now we consider the case d(T ) = 4. Let G5,Gi4 and Gi3 for i = 1, 2, 3 be the trees shown in Fig. 3 (together with
their algebraic connectivity).
Lemma 3.4. Let T be a tree of order n12 with d(T ) = 4. If T = T (k, p, q) for any nonnegative integers k, p and
q, then (T )< 2 − √3.
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Fig. 3.
Proof. T contains a subtree P5, since d(T ) = 4, and let v be the center of P5, i.e., P5 − v = 2K1,1. Let
T − v = H1∪˙H2∪˙ · · · ∪˙Ht ∪˙rK1,
where t2 and each Hi is a tree with at least two vertices for 1 i t . Note that d(T ) = 4, we can deduce that Hi
must be some star K1,ai for 1 i t , and the vertex v must join the center of K1,ai in T. Without loss of generality, we
may assume that
a1a2 · · · at1.
Note that T = T (k, p, q), so a13 and thus one of the following three cases occurs.
Case 1: a15.
Since n12, T must contain G5 (see Fig. 3) as a subtree. Then (T )(G5)< 2 −
√
3 follows from Lemma 3.2.
Case 2: a1 = 4.
Since n12, T must contain one tree of {G14,G24,G34} as a subtree. Then from Lemma 3.2 we have
(T ) max{(G14), (G24), (G34)}< 2 −
√
3.
Case 3: a1 = 3.
Since n12, T must contain one tree of {G13,G23,G33} as a subtree. Then from Lemma 3.2 we have
(T ) max{(G13), (G23), (G33)}< 2 −
√
3. 
Now we consider the case d(T ) = 3.
It is easy to see that d(T ) = 3 if and only if T = S(t, n − 2 − t) for some t with 1 t	(n − 2)/2
. By direct
calculations, we get
(S(3, 10))< 2 − √3, (S(4, 6))< 2 − √3, (S(5, 5))< 2 − √3. (3.2)
Combining (3.2) and Lemma 3.2, we have the following results.
Lemma 3.5. Let n15 and T = S(t, n − 2 − t) with 3 t	(n − 2)/2
. Then (T )< 2 − √3.
Proof. Let T = S(t, n − 2 − t) be a tree of order n15. We distinguish the following three cases.
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Case 1: t5.
Since n15, T contains S(5, 5) as a subtree. Hence
(T )(S(5, 5))< 2 − √3
follows from Lemma 3.2 and (3.2).
Case 2: t = 4.
Since n15, T contains S(4, 6) as a subtree. Hence
(T )(S(4, 6))< 2 − √3
follows from Lemma 3.2 and (3.2).
Case 3: t = 3.
Since n15, T contains S(3, 10) as a subtree. Hence
(T )(S(3, 10))< 2 − √3
follows from Lemma 3.2 and (3.2). 
Now we introduce the following six Classes (C1)–(C6) of trees of order n (where the classes (C1), (C2) and (C4)
consist of only one tree).
C1 = {K1,n−1} (K1,n−1 = T (0, 0, n − 1)),
C2 = {S(1, n − 3)} (S(1, n − 3) = T (0, 1, n − 3)),
C3 = {T (0, p, q)|p2, 2p + q = n − 1},
C4 = {S(2, n − 4)} (S(2, n − 4) = T (1, 0, n − 4)),
C5 = {T (1, p, q)|p1, 2p + q = n − 4},
C6 = {T (k, p, q)|k2, 3k + 2p + q = n − 1}.
It is not difﬁcult to verify that:
{T (k, p, q)|3k + 2p + q = n − 1} =
6⋃
i=1
Ci.
Combining Lemmas 3.3–3.5, we can now obtain the main result of this section.
Theorem 3.6. If T is a tree of order n15 with (T )2 − √3, then
T ∈
6⋃
i=1
Ci.
Proof. From Lemma 3.3, we see that (T )2 − √3 implies that d(T )4.
Case 1: d(T ) = 4.
Then from Lemma 3.4 we have
T ∈ {T (k, p, q)|3k + 2p + q = n − 1} =
6⋃
i=1
Ci.
Case 2: d(T ) = 3.
Then from Lemma 3.5 we have T = S(t, n − 2 − t) with 1 t2. So T ∈ C2 or T ∈ C4.
Case 3: d(T ) = 2.
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Then clearly T = K1,n−1 and thus T ∈ C1. 
In the following Section 4, we will show that when n15, the converse of the Theorem 3.6 also holds (i.e., every
tree T in
⋃6
i=1Ci of order n15 satisﬁes (T )2 −
√
3).
4. The ordering of the trees in the six Classes (C1)–(C6)
In this section, we determine the values of algebraic connectivity of the trees in the six Classes (C1)–(C6), and in
this way we can show that when n15, the converse of the Theorem 3.6 also holds. Then we give a complete ordering
of all the trees in Classes (C1)–(C6) according to their algebraic connectivity.
Lemma 4.1. Let T (k, p, q) with k2 be an arbitrary tree in Class (C6). Then (T (k, p, q)) = 2 − √3.
Proof. Let v be the vertex of the tree T (k, p, q) as shown in Fig. 2. It is easy to see that vertex v has k2 Perron
branches, namely the branches at v1, . . . , vk with the Perron value (M)=2+
√
3. Thus by Lemma 2.2 (T (k, p, q))=
1/(M) = 2 − √3. 
Lemma 4.2 (Zhang [11]). If T is any tree in Class (C3), then (T ) = (3 − √5)/2.
Proof. By using the similar method as that of Lemma 4.1. 
Now we compare the unique tree S(1, n − 3) in Class (C2) with the trees in Class (C3).
The result (S(1, n− 3))> (3− √5)/2 has been shown in [11] (see Theorem 2.12 of [11]). On the other hand from
Lemma 4.2 we know that (T ) = (3 − √5)/2 for any tree T in Class (C3). So we can obtain the following lemma.
Lemma 4.3. If T is any tree in Class (C3), then
(S(1, n − 3))> 3 −
√
5
2
= (T ).
Now we compare the (unique) tree S(2, n − 4) in Class (C4) with the trees in Class (C3).
Lemma 4.4. If T is a tree of order n8 in Class (C3), then
(T )> (S(2, n − 4)).
Proof. From Lemma 3.2, we have
(S(2, 4))(S(2, n − 4)) for n8.
By Lemma 4.2 and direct calculations we have
(T ) = 3 −
√
5
2
> (S(2, 4))(S(2, n − 4)). 
Now let T (p) be the tree of order n in Class (C5) (see Fig. 4), namely,
T (p) = T (1, p, n − 4 − 2p), where 1p
⌊
n − 4
2
⌋
. (4.1)
Lemma 4.5. The tree T (p) is of Type II.
Proof. Let e = uw be the edge of T (p) (see Fig. 4). Clearly the unique Perron branch at u contains w, and the unique
Perron branch at w contains u. It follows from (2) of Lemma 2.3 that T (p) is of Type II. 
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Fig. 4. The trees T (p − 1) and T (p) (of order n).
Now we give a complete ordering of all the trees in Class (C5) according to their algebraic connectivity.
Lemma 4.6. Let p be the algebraic connectivity of the tree T (p)= T (1, p, n− 2p − 4) of order n. Then p−1 > p
for 1p	(n − 4)/2
, where n is ﬁxed.
Proof. We write t = n − 2p − 2, and T (p − 1) and T (p) are shown in Fig. 4. Let x be a Fiedler vector of T (p − 1).
Firstly, we can see that xv = 0 for any vertex v of T (p − 1), since T (p − 1) is a tree of Type II by Lemma 4.5.
From the equation L(T (p − 1))x = p−1x, we can see that
(p−1 − 1)xvi = −xw for i = 1, 2, . . . , t . (4.2)
So from (4.2) we have xv1 = xvt , since p−1 < 1. Now it is easy to see that
T (p) = T (p − 1) − wvt + v1vt . (4.3)
Since x is a Fiedler vector of T (p − 1), we have
p−1 = xTL(T (p − 1))x.
On the other hand, noting that xTe = 0, xTx = 1 and using (1.1) we have
p = max
y∈Rn\{0}
yTe=0
yTL(T (p))y
yTy
 x
TL(T (p))x
xTx
= xTL(T (p))x.
From this inequality together with (4.3) and (4.2), we have
p − p−1xTL(T (p))x − xTL(T (p − 1))x
= xT(L(T (p)) − L(T (p − 1)))x
= (xvt − xv1)2 − (xvt − xw)2
= 0 − (xvt − xw)2
= − 2p−1x2vt < 0.
Hence p−1 > p holds. 
Lemma 4.7. The tree S(2, n − 4) is of Type II.
Proof. The proof is similar to that of Lemma 4.5. 
Now we compare the algebraic connectivity between the unique tree in Class (C4) and a tree in Class (C5).
Lemma 4.8. If T (p)(1p	(n − 4)/2
) is any tree of order n in Class (C5), then (S(2, n − 4))> (T (p)).
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Fig. 5. The trees S(2, n − 4) and T (1) (of order n).
Proof. From Lemma 4.6 we only need to prove that (S(2, n− 4))> (T (1)). Let x be a Fiedler vector of S(2, n− 4).
Firstly, we can see that xv = 0 for any vertex v of S(2, n − 4), since S(2, n − 4) is a tree of Type II by Lemma 4.7.
From the equation L(S(2, n − 4))x = (S(2, n − 4))x we can see that
((S(2, n − 4)) − 1)xwi = xw for i = 1, 2, . . . , n − 4. (4.4)
So we have xw1 = xwn−4 , since (S(2, n − 4))< 1. Now it is easy to see that (Fig. 5)
T (1) = S(2, n − 4) − wwn−4 + w1wn−4. (4.5)
Since x is a Fiedler vector of S(2, n − 4), we have
(S(2, n − 4)) = xTL(S(2, n − 4))x.
On the other hand, noting that xTe = 0, xTx = 1 and from (1.1) we have
(T (1)) = min
y∈Rn\{0}
yTe=0
yTL(T (1))y
yTy
 x
TL(T (1))x
xTx
= xTL(T (1))x.
From this inequality together with (4.5) and (4.4), we have
(T (1)) − (S(2, n − 4))xTL(T (1))x − xTL(S(2, n − 4))x
= xT(L(T (1)) − L(S(2, n − 4)))x
= (xwn−4 − xw1)2 − (xwn−4 − xw)2
= 0 − (xwn−4 − xw)2
= − 2(S(2, n − 4))x2wn−4 < 0.
Hence (S(2, n − 4))> (T (1)) holds. 
Now we will compare the algebraic connectivity between a tree in Class (C5) and a tree in Class (C6).
Lemma 4.9. Let F be an arbitrary tree of order n in Class (C5) and H be an arbitrary tree of order n in Class (C6).
Then (F )> (H).
Proof. Letw be the vertex of T (p)(=F) as shown in Fig. 4. Then vertexw has a unique Perron branch with the Perron
value 2+√3, namely the branch containing vertex u. Hence (F )> 1/(2+√3)= 2−√3 follows from Theorem 2.5.
On the other hand, from Lemma 4.1 we know that (H) = 2 − √3. So the desired result holds. 
Let G = G1u : vG2 be the graph (called the connected sum of G1 and G2) obtained by joining a vertex u of the
graphG1 to a vertex v of the graphG2 by an edge (where V (G1) and V (G2) are disjoint). Ifw is a vertex of a graph G,
let Lw(G) be the principal sub-matrix of L(G) obtained by deleting the row and column corresponding to the vertex
w as deﬁned in Section 2. The following result is attributed to Guo (see [8]).
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Lemma 4.10 (Guo [8]). Let G = G1u : vG2 be the graph as deﬁned above. Then
(L(G)) = (L(G1))(L(G2)) − (L(G1))(Lv(G2)) − (L(G2))(Lu(G1)).
Lemma 4.11. Let T (p)= T (1, p, n− 4− 2p) with 1p	(n− 4)/2
 be an arbitrary tree of order n in Class (C5).
Then (T (p)) is the smallest root of the equation hp(x) = 0, where
hp(x) = x5 − (n − p + 5)x4 + (7n − 7p)x3 − (14n − 13p − 19)x2 + (7n − 3p − 7)x − n. (4.6)
Proof. Denote by H(p, q) = T (0, p, q), and then H(0, q) = K1,q . Now we ﬁrst determine (H(p, q)). Label the
vertices of H(p, q) = T (0, p, q) as shown in Fig. 2. Then we may write (using the connected sum)
H(p, q) = H(p − 1, q)v : u1K1,1.
And we have
(Lv(H(p − 1, q))) = (x − 1)q(x2 − 3x + 1)p−1, (Lu1(K1,1)) = x − 1.
Using Lemma 4.10, we have the following recurrence relation:
(H(p, q)) = (H(p − 1, q))(K1,1) − (H(p − 1, q))(Lu1(K1,1)) − (K1,1)(Lv(H(p − 1, q)))
=(H(p − 1, q))(x2 − 3x + 1) − x(x − 2)(x − 1)q(x2 − 3x + 1)p−1.
From this we have
(H(p, q)) = (H(0, q))(x2 − 3x + 1)p − px(x − 2)(x − 1)q(x2 − 3x + 1)p−1
= x(x − 1)q−1(x2 − 3x + 1)p−1[x3 − (p + q + 4)x2 + (3p + 3q + 4)x − (2p + q + 1)].
Now we determine (T (p)). Label the vertices of T (p) = T (1, p, n − 4 − 2p) as shown in Fig. 2. Then we may
write
T (p) = H(p, n − 4 − 2p)v : v1K1,2.
From above we have
(H(p, n − 4 − 2p)) = x(x − 1)n−2p−5(x2 − 3x + 1)p−1[x3 − (n − p)x2 + (3n − 3p − 8)x − (n − 3)].(4.7)
And it is not difﬁcult to verify that
(Lv(H(p, n − 4 − 2p))) = (x − 1)n−4−2p(x2 − 3x + 1)p, (4.8)
(Lv1(K1,2)) = (x − 1)2. (4.9)
So by using Lemma 4.10, we have
(T (p)) = (H(p, n − 4 − 2p))(K1,2) − (H(p, n − 4 − 2p))(Lv1(K1,2))
− (K1,2)(Lv(H(p, n − 4 − 2p))). (4.10)
Combining (4.7)–(4.10) we have
(T (p)) = x(x − 1)n−2p−4(x2 − 3x + 1)p−1hp(x), (4.11)
where hp(x) is as in (4.6). Also from Lemmas 4.8, 4.3 and 4.4 we know for n8 that
0< (T (p))< (S(2, n − 4))< 3 −
√
5
2
< 1.
So from (4.11) we know that (T (p)) is the smallest root of the equation hp(x) = 0. 
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Lemma 4.12. (1) (S(1, n − 3)) is the smallest root of the cubic equation
x3 − (n + 2)x + (3n − 2)x − n = 0,
(2) (S(2, n − 4)) is the smallest root of the cubic equation
x3 − (n + 2)x + (4n − 7)x − n = 0.
Proof. We have
(S(t, n − 2 − t)) = x(x − 1)n−4[x3 − (n + 2)x + (2n + tn − 2t − t2 + 1)x − n]
from Proposition 1 of [5]. Noting that 0< (S(t, n−2− t))< 1, so (S(t, n−2− t)) is the smallest root of the equation
x3 − (n + 2)x + (2n + tn − 2t − t2 + 1)x − n = 0.
Thus the desired results follow by taking t = 1 and 2, respectively. 
Combining Theorem 3.6, Lemmas 4.1–4.4, 4.8, 4.9, 4.11, 4.12, we can obtain our main results of this paper.
Theorem 4.13. Let Ti be a tree of order n8 in Class (Ci) for i = 1, 2, . . . , 6, where T1 =K1,n−1, T2 = S(1, n− 3),
T4 = S(2, n − 4) and T5 = T (p) = T (1, p, n − 4 − 2p) with 1p	(n − 4)/2
. Then we have:
(1) (T1)> (T2)> (T3)> (T4)> (T5)> (T6);
(2) (T1) = 1; (T2) is the smallest root of the cubic equation
x3 − (n + 2)x + (3n − 2)x − n = 0;
(T3) = 3−
√
5
2 ;
(T4) is the smallest root of the cubic equation
x3 − (n + 2)x + (4n − 7)x − n = 0;
(T5) is the smallest root of the equation
x5 − (n − p + 5)x4 + (7n − 7p)x3 − (14n − 13p − 19)x2 + (7n − 3p − 7)x − n = 0;
(T6) = 2 −
√
3,
(3) If T is a tree of order n15 and T /∈⋃6i=1Ci, then (T )< (T6) = 2 − √3.
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