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COMPUTABILITY AND THE GROWTH RATE OF
SYMPLECTIC HOMOLOGY
MARK MCLEAN
Abstract. For each n greater than 7 we explicitly construct a sequence
of Stein manifolds diffeomorphic to complex affine space of dimension
n so that there is no algorithm to tell us in general whether a given
such Stein manifold is symplectomorphic to the first one or not. We
prove a similar undecidability result for contact structures on the 2n−1
dimensional sphere. We can generalize these results by replacing com-
plex affine space with any smooth affine variety of dimension n and the
2n − 1 dimensional sphere with any smooth affine variety intersected
with a sufficiently large sphere. We prove these theorems by using an
invariant called the growth rate of symplectic homology to reduce these
problems to an undecidability result for groups.
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1. Introduction
A Stein manifold is a closed properly embedded complex submanifold of
CN . We can put a symplectic structure on such a manifold by restricting the
standard one on CN to this submanifold. Smooth affine varieties over C are
important examples of Stein manifolds. Stein manifolds have been studied
symplectically in [Eli90],[Eli97] and [EG91]. A good way of describing these
manifolds in a symplectic way is in terms of something called Weinstein
handle attaching. We start with the standard unit ball in Cn and attach
handles of dimension ≤ n along certain spheres and extend the symplectic
structures in a particular way over these handles (see [Cie02a, Section 2.2] or
[Wei91] or Sections 2.1 and 9). This creates a manifold with boundary called
a Stein domain. If M is a Stein domain then we can form a new manifold
M̂ called the completion of M by attaching a cylindrical end [1,∞) × ∂M
with a certain symplectic structure on it (see section 2.1). The completion
of a Stein domain is symplectomorphic to a Stein manifold and such Stein
manifolds are called finite type Stein manifolds. The boundary of a Stein
domain has a natural contact structure. Such contact manifolds are called
Stein fillable contact manifolds. This means we can describe many contact
manifolds in terms of Weinstein handle attaching.
One question is the following: If we have two different Stein manifolds
that are described in some explicit way then is there an algorithm to tell us
whether they are symplectomorphic or not? Similarly we can ask the same
question of Stein fillable contact manifolds. The word explicit is very impor-
tant here otherwise these questions are not very interesting. For instance
we can start with two symplectically (even homotopically) different Stein
manifolds S1 and S2 and then for every group presentation P we define SP
to be S1 if GP was trivial and S2 if GP was non-trivial. Here GP is the
group described by the presentation P . Then there would be no algorithm
telling us if a given SP is symplectomorphic to S1 (otherwise we could solve
the word problem). In this case the Stein manifolds SP are not described
in an explicit way. For our purposes explicit will mean building our Stein
manifolds (starting from a single point) using the following operations:
(1) Taking the product of our Stein manifold with some smooth affine
variety defined as the zero set of some explicit polynomials.
(2) Attaching Weinstein handles along spheres where we know the exact
location of these spheres.
It turns out that the answer to both these questions is no for the follow-
ing reason: It is possible (in complex dimension 3 or higher) to explicitly
construct a Stein manifold SP for every group presentation P with the prop-
erty that SP is symplectomorphic to S〈|〉 if and only if P represents a trivial
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group (〈|〉 is the empty presentation). The point is that we start with a
Weinstein 0-handle which is just the unit ball in Cn and then attach a We-
instein 1-handle for each generator in P and a 2-handle for each relation
so that the fundamental group of SP is GP . Again if we had an algorithm
which inputs P and tells us whether SP is symplectomorphic to S〈|〉 or not
then it would also tell us whether GP is trivial or not which is impossible.
A similar argument works for Stein fillable contact manifolds.
We can strengthen the above questions by asking if there is an algorithm
telling us when diffeomorphic Stein manifolds are symplectomorphic to each
other or not and similarly for contact manifolds. The results in [Sei08,
Section 6] show that the answer is no for both Stein manifolds and for
Stein fillable contact manifolds. Here Stein manifolds AP are constructed
explicitly using Weinstein handle attaching for each group presentation P
that are all diffeomorphic to each other and so that AP is symplectomorphic
to A〈|〉 if and only if GP is trivial. Also for each group presentation P , a
contact manifold CP is constructed with similar properties. The manifolds
AP are all diffeomorphic to the unit disk cotangent bundle of a sphere of
dimension 6 or higher with Weinstein 2-handles attached. Here the unit disk
cotangent bundle is the manifold of cotangent vectors on the sphere whose
length is less than or equal to one with respect to some chosen Riemannian
metric.
In this paper we prove the same results as in [Sei08, Section 6] but all
of our Stein manifolds are diffeomorphic to Euclidean space and all of our
contact manifolds are diffeomorphic to a sphere.
Theorem 1.1. Let n ≥ 8. For each group presentation P there is a finite
type Stein manifold SP explicitly constructed using smooth affine varieties
and Weinstein handle attaching which is diffeomorphic to R2n such that SP
is symplectomorphic to S〈|〉 if and only if GP is trivial. In particular there
is no algorithm to tell us when SP is symplectomorphic to S〈|〉 or not. None
of these symplectic manifolds are symplectomorphic to Cn.
Theorem 1.2. Let n ≥ 8. For each group presentation P there is Stein fill-
able contact structure ξP on S
2n−1 explicitly constructed using smooth affine
varieties and Weinstein handle attaching so that ξP is contactomorphic to
ξ〈|〉 if and only if GP is trivial. In particular there is no algorithm to tell us
when ξP is contactomorphic to ξ〈|〉 or not. None of these contact structures
are contactomorphic to S2n−1 with the standard contact structure. The asso-
ciated contact hyperplane fields are all homotopic as hyperplane subbundles
to the standard contact structure.
Here the standard contact structure is the one on the boundary of the
Stein domain given by the unit ball in Cn. The contact structure of this
unit sphere S2n−1 is equal to TS2n−1∩JTS2n−1 (J is the standard complex
structure on Cn). We will prove these results for a larger class of manifolds.
We can construct a Stein domain A by intersecting a smooth affine variety
A with a very large ball (see section 2.1). We can attach Weinstein handles
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of dimension strictly less than n (called subcritical handles) to create a new
Stein domain A˜ called an algebraic Stein domain with subcritical handles
attached. The completion of such a Stein domain is symplectomorphic to
a Stein manifold which we will call a smooth affine variety with subcritical
handles attached. The boundary of such a Stein domain is naturally a con-
tact manifold which we will call a contact manifold fillable by an algebraic
Stein domain with subcritical handles attached.
Theorem 1.3. Theorem 1.1 is true if we replace R2n with some fixed (in-
dependent of P ) smooth affine variety with subcritical handles attached with
trivial first Chern class, but Cn in the statement remains the same.
Note that this Theorem is a generalization of Theorem 1.1 because R2n
is a smooth affine variety with subcritical handles attached.
Theorem 1.4. Let Q′ be a 2n− 1 dimensional contact manifold fillable by
an algebraic Stein domain with subcritical handles attached which also has
trivial first Chern class. For each group presentation P there is a contact
structure ξP on Q
′ constructed explicitly using smooth affine varieties and
Weinstein handle attaching such that ξP is contactomorphic to ξ〈|〉 if and
only if GP is trivial. All these contact structures are homotopic as hyper-
plane subbundles of TQ′ to the original contact structure on Q′. None of
the contact structures are contactomorphic to the standard contact 2n − 1
dimensional sphere.
The above theorem is a generalization of Theorem 1.2 where we have Q′
equal to the unit sphere inside Cn. We get the following direct corollary of
Theorem 1.4:
Corollary 1.5. Let n ≥ 8. Given a 2n − 1 dimensional contact manifold
Q′ fillable by an algebraic Stein domain with subcritical handles attached,
there are at least two contact structures on Q′ that are not contactomorphic
to each other but are homotopic as vector subbundles of TQ′ to the original
contact structure on Q′. If Q′ is the standard 2n − 1 dimensional contact
sphere then there are at least 3 contact structures.
Proof. of Corollary 1.5. Let P represent a non-trivial group (i.e. P = 〈x|〉,
the free group generated by x). We have that ξP is not contactomorphic to
ξ〈|〉 by Theorem 1.4. This means that there are two contact structures: ξ〈|〉
and ξP . If Q
′ is the standard 2n − 1 dimensional sphere we have that ξP
and ξ〈|〉 are not contactomorphic to the standard S2n−1 dimensional contact
sphere, so there are 3 contact structures: ξ〈|〉, ξP and the standard contact
structure on the sphere. 
Here is a summary of some previous results concerning exotic Stein fill-
able contact structures on the sphere. The main theorem in [Ust99] tells us
that each sphere S4n+1 for n ≥ 1 has infinitely many contact structures up
to contactomorphism whose contact plane distributions are all homotopic to
the standard contact one. But this theorem does not tell us anything about
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dimensions 4n + 3. We also have by [Sei08, Corollary 5.4] that S2n−1 for
n ≥ 4 has at least two non-contactomorphic Stein fillable contact structures.
This result actually holds for n = 3 as well by combining this work with an
example from [McL08, Section 3.1]. It turns out from [Eli92] that there is
only one Stein fillable contact structure on S3 so the lowest possible dimen-
sion for exotic Stein fillable contact structures on the sphere is 5. Theorems
1.3 and 1.4 will be proven in Section 2.4.
We will now briefly describe how the proof of Theorems 1.3 and 1.4 work.
For simplicity we will sketch the proof of Theorems 1.1 and 1.2 instead of
Theorems 1.3 and 1.4. The main technical tool used is growth rates. These
are invariants of Stein manifolds up to symplectomorphism (along with a
small amount of additional data) taking values in {−∞} ∪ [0,∞]. Because
every Stein domain gives us a unique Stein manifold by completing it, it
is also an invariant of Stein domains. Growth rates satisfy the following
properties:
(1) the growth rate of a product of Stein manifolds is the sum of the
growth rate of its factors.
(2) Cotangent bundles naturally have the structure of a Stein manifold
and if T ∗Q has fundamental group given by the product of at least
3 non-trivial groups then the growth rate is in fact infinite.
(3) If the boundary of a Stein domain is fillable by an algebraic Stein
domain with subcritical handles attached then its growth rate is
finite.
(4) If we attach subcritical Weinstein handles to a Stein domain then
its growth rate does not change.
These properties are stated in more detail in Section 2.2. Let n ≥ 8. Novikov
in the appendix of [VKF74] constructed (for each group presentation P sat-
isfying some additional mild conditions) a homology sphere MP of dimension
n− 2 whose fundamental group is P . We consider the Stein domain D∗MP
(the set of cotangent vectors of length ≤ 1 with respect to some fixed met-
ric). We can attach 2 and 3 dimensional Weinstein handles until the Stein
domain D∗MP has trivial fundamental group and such that all of its ho-
mology groups are trivial except in degree 0 and n− 2 where it is equal to
Z. We then take the cross product of D∗MP with a contractible algebraic
Stein domain T and attach a Weinstein n− 1 handle so that the homology
in degree n− 2 is killed. We let N4P be this Stein domain and we define NP
to be equal to N4P ′ where P
′ is the free product of 3 copies of P . By the h-
cobordism theorem we have that NP is diffeomorphic to the closed unit ball.
The algebraic Stein domain T must have growth rate greater than or equal
to 0. An example of T is in [McL08, Theorem 3.1]. We could have used the
example from [SS05], although some extra work would have to be done then.
It turns out that using the properties of growth rates as stated above we
have that the growth rate of NP is finite if and only if P represents a trivial
group. Also using these properties we have that if P represents a non-trivial
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group then the boundary of NP is not contactomorphic to the boundary of
N〈|〉 (〈|〉 is the trivial presentation). It can be shown that NP is isotopic
to N〈|〉 if P represents a trivial group. Putting all of this together we have
that the completion of NP which we write as N̂P is symplectomorphic to the
Stein manifold N̂〈|〉 if and only if P gives us a trivial group. Similarly the
boundary of NP is contactomorphic to the boundary of N〈|〉 if and only if P
represents a trivial group. Because there is no algorithm telling us whether
P gives us a trivial group we get that there is no algorithm telling us if N̂P
is symplectomorphic to N̂〈|〉 or not and similarly if ∂NP is contactomorphic
to ∂N〈|〉 or not.
We need to show that N̂P is not symplectomorphic to Cn and ∂NP is not
contactomorphic to the standard contact structure on S2n−1. Because Cn is
constructed entirely using subcritical handles we have that its growth rate
is −∞ but it turns out that the growth rate of NP is greater than or equal
to 0. Hence N̂P is not symplectomorphic to Cn. If the boundary of NP was
contactomorphic to S2n−1 with its standard contact structure then basically
by [Sei08, Corollary 6.5] we have that its growth rate vanishes which is a
contradiction. This proves Theorems 1.1 and 1.2.
The results about growth rates might be of independent interest. For
instance if we have growth rate greater than 0 then the contact boundary
must have at least one Reeb orbit. In fact if the growth rate is greater than
1 then the boundary of our Stein domain has infinitely many Reeb orbits
even if the contact form has degenerate orbits. This is the subject of future
work [McL]. A similar result using contact homology will be proven in [HM].
There are other useful facts about growth rates that are consequences of this
paper. For instance if we have some symplectomorphism φ of a Liouville
domain F which is the identity on the boundary then we can assign to it a
Floer homology group HF ∗(φ). If M is a Liouville domain whose boundary
has an open book with page F and monodromy φ then the growth rate of
M has an upper bound given by looking at how fast the rank of HF ∗(φk)
grows as k gets large. This is true by combining Theorem 6.2, Lemma
9.1, [McL10a, Theorem 1.2] and [McL10a, Theorem 1.3] (we can only use
coefficients in a field of characteristic 0). It should be possible to put an open
book on the boundary of any algebraic Stein domain M with monodromy
φ such that the rank of HF ∗(φk) is bounded above by some polynomial of
degree at most dimC(M) + 1. We do not prove this directly here but it can
be proven by showing an inequality of the form
sup{|i| |HF i(φk) 6= 0} ≤ Ck
for some constant C combined with Theorem 6.9, [McL10a, Theorem 1.2]
and [McL10a, Theorem 1.3]. This open book is constructed using algebraic
Lefschetz fibrations (defined in Section 6.3).
The paper is organized as follows: In section 2 we state the main defini-
tions, construct our Stein domains NP , state the properties of growth rates
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precisely (without proving them), and prove the main theorems stated in
this introduction. We spend the remaining sections defining growth rates
precisely, and proving that growth rates satisfy the properties that we stated
earlier.
Acknowledgements: I would like to thank Paul Seidel and Ivan Smith
for useful comments concerning this paper. The author was partially sup-
ported by NSF grant DMS-1005365.
2. The main argument
2.1. Liouville domains and handle attaching. A Liouville domain is a
compact manifold N with boundary and a 1-form θN satisfying:
(1) ωN := dθN is a symplectic form.
(2) The ωN -dual of θN is transverse to ∂N and pointing outwards.
We will write XθN for the ωN -dual of θN (i.e. so that ι(XθN )ωN = θN ).
We say that two Liouville domains N1 and N2 are Liouville deformation
equivalent if there is a diffeomorphism Φ : N1 → N2 and a smooth family of
Liouville domain structures (N1, θ
t
N1
) so that θ0N1 = θN1 and θ
1
N1
= Φ∗θN2 .
Sometimes we have manifolds with corners with 1-forms θN satisfying the
same properties as above. We view these as Liouville domains by smooth-
ing the corners slightly. By flowing ∂N backwards along XθN we have a
collar neighbourhood of ∂N diffeomorphic to (0, 1]× ∂N with θN = rNαN .
Here rN parametrizes (0, 1] and αN is the contact form on the boundary
given by θN |∂N . The completion N̂ is obtained by gluing [1,∞) × ∂N to
this collar neighbourhood and extending θN by rNαN . By abuse of no-
tation we will write θN for this 1-form on N̂ . Two Liouville domains are
said to be deformation equivalent if there is a smooth family of Liouville
domains joining them. If we have two Liouville domains that are defor-
mation equivalent then their completions are exact symplectomorphic. An
exact symplectomorphism is a symplectomorphism Φ between two symplec-
tic manifolds (M1, dθ1),(M2, dθ2) such that Φ
∗θ2 = θ1 + df for some smooth
function f : M1 → R.
We will now describe handle attaching. Weinstein handles were origi-
nally described in [Wei91]. An isotropic sphere inside ∂N is a sphere whose
tangent space lies inside the kernel of the contact form αN . Such a sphere
is called a framed isotropic sphere if it has some additional framing data
which we will describe in Section 9.2. Given such a sphere, we can attach
a handle along it and extend the Liouville domain structure over this han-
dle in a particular way. Such a handle is called a Weinstein handle. The
dimension of this handle has to be less than or equal to half the dimension
of N because any isotropic sphere must have dimension less than half the
dimension of N . If the dimension of the Weinstein handle is less than half
the dimension of N then we call such a handle a subcritical handle. Instead
of using isotropic spheres to attach Weinstein handles, we will use handle
attaching triples (HAT’s). This is a triple (f, β, γ) where f : Sk−1 → ∂N
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is a smooth embedding where k is less than or equal to half the dimension
of N . Also β is a normal framing for f inside ∂N (i.e. a bundle isomor-
phism β : Sk−1 × R2n−k → νf where νf is the normal bundle to f). Here
γ : Sk−1 × Cn → f∗TN is a symplectic bundle isomorphism where we give
Cn the standard symplectic structure. There is an injective bundle homo-
morphism df : TSk−1 ↪→ f∗TN . Let R be the trivial R bundle over Sk−1.
We also have a bundle morphism Df : TSk−1⊕R ↪→ f∗TN given by df +L
where L sends the positive unit vector in R to an inward pointing vector.
The bundle TSk−1 ⊕ R has a natural trivialization τ where we view Sk−1
as the unit sphere in Rk and R as the inward pointing vector field. We say
that (f, β, γ) is a handle attaching triple or HAT if the map γ is isotopic
to (Df ◦ τ)⊕ β through real bundle trivializations of f∗TN . An isotopy of
HAT’s is a smooth family of HAT’s (ft, βt, γt). For any HAT (f, β, γ), there
is a framed isotropic sphere ι : Sk−1 ↪→ ∂N isotopic to the map f and such
that ι is C0 close to f (this is due to an h-principle, see [Eli90, Sections 2.1,
2.2, 2.3]). So if we wish to attach a Weinstein handle along a sphere and we
wish that sphere to be in a particular homotopy class of spheres then all we
need to do is find a HAT (f, β, γ) such that f is in this homotopy class.
An important class of Liouville domains are called Stein domains. These
are constructed as follows: Suppose we have some complex manifold A with
complex structure J . Let φ : A → R be an exhausting (i.e. proper and
bounded from below) function such that −ddcφ(X, JX) > 0 for all non-zero
vectors X. Here dcφ(X) := dφ(JX). Such a function is called an exhausting
plurisubharmonic function. If a complex manifold admits such a function
then it is called a Stein manifold. Let c be a regular value of φ. Then
the compact manifold φ−1(−∞, c] with 1-form −dcφ has the structure of
a Liouville domain. We call such a Liouville domain a Stein domain. All
such Liouville domains can be constructed using Weinstein handle attaching.
This implies that they are homotopic to a cell complex of dimension ≤ n
where n is the complex dimension. Also we have that any Liouville domain
constructed using Weinstein handles is deformation equivalent to a Stein
domain (see [Eli90]). Any smooth affine variety A has the structure of a
Stein manifold. If ι : A ↪→ CN is a natural embedding coming from its
defining polynomials then ι∗
∑N
i=1 |zi|2 is our plurisubharmonic function.
This means that the natural symplectic structure on A is the one induced
by the standard one in CN . This symplectic structure is unique up to
biholomorphism (see [EG91]). From [McL10b, Lemma 2.1] we have that A
is symplectomorphic to the completion of some Stein domain A obtained by
intersecting A with a very large closed ball in CN . Such a Stein domain is
called an algebraic Stein domain. We have that if A1 and A2 are isomorphic
smooth affine varieties then A1 and A2 are Liouville deformation equivalent.
2.2. Brief description of growth rates and its properties. Let M be a
Liouville domain. We choose an almost complex structure J on M compati-
ble with the symplectic form and a trivialization τ of the top exterior power
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of the J complex bundle TM . We also choose a class b ∈ H2(M,Z/2Z).
From this data we can define the growth rate Γ(M, τ, b) which is an invariant
of M̂ up to symplectomorphisms preserving the class b and our trivialization
τ (up to homotopy). We will suppress the notation b and τ and just write
Γ(M) when the context is clear.
Growth rates satisfy a few important properties which we will now state.
If we have some Riemannian manifold Q then we can define its unit disk
bundle D∗Q. This is the manifold of covectors whose length is less than or
equal to 1. It is a Liouville domain with Liouville form
∑
i qidpi where the qi
are position coordinates and pi are the momentum coordinates. In fact it is
a Stein domain (see [CE]). This has a trivialization of the canonical bundle
induced by the natural Lagrangian fibration structure of D∗Q. We choose
our class b to be the second Stiefel Whitney class of Q which we pull back
to D∗Q under the projection to Q. For any finitely generated group G we
can define the following growth rate Γcong(G): Choose generators g1, · · · , gk
of G. Let f(x) the number of conjugacy classes [g] of elements g such that g
can be expressed as a product of at most x generators g1, · · · , gk. We define
Γcong(G) to be limx
log f(x)
log x .
Theorem 2.1. [McL10b, Lemma 4.15] Γ(D∗Q) ≥ Γcong(pi1(Q)).
We now need a theorem relating growth rates to products. Suppose we
have two Liouville domains N and N ′. Then we have the product N̂ × N̂ ′.
This has N×N ′ as a submanifold with corners. We can smooth these corners
slightly to create a new Liouville subdomain N ′′ whose completion N̂ ′′ is
symplectomorphic to N̂×N̂ ′. Hence we can define Γ(N̂×N̂ ′, (τ, b)) for some
choice of trivialization τ of the canonical bundle and b ∈ H2(N̂× N̂ ′,Z/2Z).
Choose trivializations τ, τ ′ of the canonical bundles of N̂ , N̂ ′ and also classes
b ∈ H2(N̂ ,Z/2Z), b′ ∈ H2(N̂ ,Z/2Z).
Theorem 2.2. We have
Γ(N̂ × N̂ ′, (τ ⊕ τ ′, b⊗ b′)) = Γ(N̂ , (τ, b)) + Γ(N̂ ′, (τ ′, b′))
We will prove this in Section 4. This is basically a growth rate version of
the main result in [Oan06]. We need to know what the growth rate is for
Liouville domains whose boundary is contactomorphic to the boundary of a
smooth affine variety with subcritical handles attached.
Theorem 2.3. Suppose that we attach a series of subcritical handles to
an algebraic Stein domain A to create a Liouville domain N ′ and that
H2(N ′,Z/2Z) → H2(∂N ′,Z/2Z) is surjective. Let N ′′ be any Liouville
domain whose boundary is contactomorphic to ∂N ′. If M is a Liouville
domain such that M̂ is symplectomorphic to N̂ ′′ then Γ(M) ≤ dimCA.
We will prove this in Section 7. The surjectivity assumption is not needed
if our coefficient field K is of characteristic 2. This theorem is true for any
choice of (τ, b) on M .
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Theorem 2.4. Let M be a Liouville domain whose boundary supports an
open book whose pages are homotopic to CW -complexes of dimension less
than half the dimension of M and let M ′ be a Liouville domain with a
subcritical handle attached. Then Γ(M) = Γ(M ′).
We will prove this in Section 8. We will not define an open book here (they
are defined in Section 9.1). From [Gir02, Theorem 10] we have that every
contact manifold admits an open book supporting the contact structure
whose pages are homotopic to an n − 1-dimensional CW complex. Note
that if a Liouville domain is constructed entirely using subcritical handles
then its growth rate is −∞. This is because it is the empty Liouville domain
with subcritical handles attached and we define the growth rate of the empty
Liouville domain to be −∞.
2.3. Construction of our Liouville domains. Our Liouville domains
will be constructed using cotangent bundles, smooth affine varieties and
subcritical Weinstein handle attaching. We need some preliminary lemmas
first.
Lemma 2.5. Suppose that V1 and V2 are two trivial vector bundles on S
2
and V2 is a subbundle of V1 of codimension > 2. Then V1/V2 is also trivial
and if we choose any trivializations
τ1 : Rn1 → V1,
τ2 : Rn2 → V1,
then there is a trivialization
τ3 : Rn1−n2 → V1/V2
so that τ2 ⊕ τ3 is isotopic through trivializations to τ1.
Proof. of Lemma 2.5. We will first show that V1/V2 is trivial. Because S
2
is the union of two disks along their boundary S1 we have that V1/V2 is
determined by an element q of pi1(O(n1 − n2)) ∼= Z/2Z as n1 − n2 > 2.
Because V1 is isomorphic to V2⊕ (V1/V2) and V1, V2 are trivial we have that
the image of q under the natural map:
pi1(O(n1 − n2)) ↪→
pi1(O(n1 − n2))× pi1(O(n2)) ∼= pi1(O(n1 − n2)×O(n2))→ pi1(O(n1))
is zero. This natural map is an injection which means that q must be trivial
and hence V1/V2 is trivial.
We now need to find a trivialization τ3 for V1/V2. Choose any trivializa-
tion τ3 of V1/V2. We have a bundle isomorphism ι from V2 ⊕ (V1/V2) to V1.
We have that τ−11 ◦ ι ◦ (τ2 ⊕ τ3) is a section of the trivial bundle Aut(Rn1)
which we view as some map κ from S2 to O(n1). After possibly conjugating
τ3 by a reflection we can assume that S
2 maps to the connected component
of O(n1) containing the identity element. By looking at the natural fibration
O(k − 1) ↪→ O(k)  Sk−1
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coming from the action of O(k) on Sk−1 we see that pi2(O(k)) = 0 for k > 2.
Hence the map κ is isotopic to the constant map which implies that (τ2⊕τ3)
is isotopic through trivializations to τ1. 
Lemma 2.6. Let M be any Liouville domain whose first Chern class is
trivial and such that M has dimension greater than 4. Let f : S2 → M
be any map of the two sphere into ∂M . Then there exists β and γ so that
(f, β, γ) is a HAT.
Proof. of Lemma 2.6. Because c1(TM) = 0, we have that f
∗TM can be
trivialized as a complex vector bundle by a trivialization γ. Let X be the
oriented real line bundle spanned by the inward pointing vector field along
∂M . Let νf be the normal bundle to f inside ∂M . This is a real vector
bundle of dimension greater than 2. Because X is a trivial vector bundle,
we have a trivialization τ of TS2⊕f∗X where we view S2 as the unit sphere
in R3 and f∗X as the inward pointing vector field along this sphere. Here
TS2 ⊕ f∗X is a subbundle of f∗TM and νf is the normal bundle to this
subbundle. By Lemma 2.5 we have a trivialization β of νf such that τ ⊕β is
isotopic to γ through real bundle trivializations. This means that (f, β, γ)
is a HAT. 
Let M be a Liouville domain. A trivially framed sphere is a sphere ι :
Sk ↪→M along with a chosen symplectic bundle isomorphism γ : Sk×Cn →
TM and a trivialization of the normal bundle of Sk given by β. We write R
for the trivial R line bundle over Sk. Recall from Section 2.1 that we have
a canonical trivialization τ of TSk ⊕R. We require that τ ⊕ β is isotopic to
the trivialization γ ⊕−R through real bundle trivializations.
Lemma 2.7. Let (f ′, β′, γ′) be a trivially framed sphere and let f : Sk →
M be any smooth map which is isotopic through such smooth maps to f ′.
Then there exists a trivially framed sphere (f, β, γ) which is isotopic through
trivially framed spheres to (f ′, β′, γ′).
Proof. of Lemma 2.7. Our isotopy can be represented by a map from [0, 1]×
Sk to M . Because [0, 1] × Sk deformation retracts onto {0} × Sk we can
extend our trivializations β′ and γ′ over the whole of this map to β˜ and γ˜
respectively. Hence we define β and γ to be β˜ and γ˜ restricted to {1} ×
Sk. 
Lemma 2.8. Let M be a Liouville domain. We write αM for the contact
form θM |∂M on the boundary. Let W be a codimension 1 submanifold of
∂M such that dαM |W is a symplectic form. Suppose that f : Sk ↪→ W is a
trivially framed sphere in W then there is a HAT (f, β, γ) inside M .
Proof. of Lemma 2.8. Because dαM |W is non-degenerate we have that the
Reeb vector field R is transverse to W . Also every hyperplane in ∂M trans-
verse to R has the property that dαM is non-degenerate. Hence the vector
subbundle TW of T∂M |W is isotopic to the contact plane distribution ξ
through hyperplane bundles where dαM is non-degenerate. The sphere f is
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trivially framed in W so there is an associated trivialization β′ of its nor-
mal bundle and a trivialization γ′ of the symplectic bundle TW such that
TW ⊕−R is isotopic through real bundles to τ ⊕ β′. Here τ is the natural
trivialization of TSk ⊕ R where we view this bundle as TRk+1 restricted to
the unit sphere. All of this means that we have a trivialization of the sym-
plectic bundle f∗ξ given by γ′′ such that γ′′ ⊕ −R is isotopic through real
bundles to τ⊕β′. Let R be the real line bundle spanned by R. We define VM
to be the symplectic bundle spanned by XθM and R. This has a canonical
symplectic trivialization ν induced by XθM and R. We define β to be β
′⊕R
and γ to be γ′′⊕ ν. Our HAT is (f, β, γ). The reason why the trivialization
τ ⊕ β is isotopic to γ is because γ splits up as γ′′ ⊕ XθN ⊕ R where XθM
is the real bundle spanned by XθM . So we identify R with −XθM , then use
the isotopy from γ′′ ⊕−R to τ ⊕ β′ to give us an isotopy from γ′′ ⊕−R⊕R
to τ ⊕ β′ ⊕R. This is the isotopy we want because γ is exactly the same as
the trivialization γ′′ ⊕−R⊕R and β is the trivialization β′ ⊕R. 
Lemma 2.9. Let M be a Stein domain of dimension 2n > 4. The map
pi1(∂M) → pi1(M) is an isomorphism and so is Hi(∂M) → Hi(M) for
i < n− 1.
Proof. of Lemma 2.9. The Stein domain M admits a plurisubharmonic
Morse function ρ where ∂M is a regular level set. The index of all its
critical points is ≤ n. This means that M is homotopic to ∂M with cells of
dimension ≥ n attached. Attaching a cell of dimension ≥ n > 2 does not
change pi1 or Hi for i < n− 1. This gives us our result. 
Construction:
From now on all of our manifolds are assumed to be oriented unless stated
otherwise. If we have some finite group presentation
P := 〈g1, · · · , gk|r1, · · · , rl〉
were gi are generators and ri are relations then we write GP for the as-
sociated group. We write 〈|〉 for the empty presentation. We will let
n ≥ 8. Novikov in the appendix of [VKF74] (see also [NW99, Chapter
2] and [Nab95]) constructed for each group presentation P with H1(P ) =
H2(P ) = 0 an n− 1 dimensional compact manifold with boundary MP such
that:
(1) MP is acyclic.
(2) pi1(MP ) = GP .
(3) The inclusion map ∂MP ↪→ MP induces a fundamental group iso-
morphism.
(4) ∂MP is a homology sphere.
These manifolds are constructed explicitly using handle attaching. We can
also explicitly find loops in ∂MP corresponding to the generators g1, · · · , gk
of P . By the h-cobordism theorem we have that if GP is trivial then MP is
diffeomorphic to a closed ball. We choose some metric on ∂MP .
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Lemma 2.10. We can add Weinstein 2 and 3 handles to D∗∂MP giving
us a Liouville domain which we will call N2P such that Hi(N
2
P ) = 0 for all
i 6= 0 or n− 2 and pi1(N2P ) = 0. We also have H0(N2P ) = Hn−2(N2P ) = Z.
Proof. of Lemma 2.10. We first attach 2-handles to kill pi1. Choose a loop g˜i
in the unit cotangent bundle S∗∂MP which is isotopic to the loop represent-
ing gi in ∂MP ⊂ D∗∂MP . Because all oriented bundles on one dimensional
spheres are trivial we have HAT’s corresponding to the loops g˜i. This means
we can attach Weinstein 2-handles along each loop g˜i. We can also choose
the framing of these handles so that the Chern class of the resulting Liouville
domain is trivial. This is because each loop g˜i has a canonical trivialization
of T∂M (as it is uniquely determined by the trivialization of the canonical
bundle of D∗∂M) and so we want our HAT trivialization γ to coincide with
this trivialization. We define N1P to be the resulting Liouville domain.
Because we have attached 2-handles to all these generators we have that
N1P is simply connected so its boundary is also simply connected by Lemma
2.9. Hence by Hurewicz we have that the natural map pi2(∂N
1
P )→ H2(∂N1P )
is an isomorphism. We have that pi2(∂N
1
P ) = H2(∂N
1
P ) is a free abelian
group generated by k generators. Choose k embeddings of the 2-sphere
fi : S
2 ↪→ ∂MP representing each of these chosen generators. By Lemma
2.6 we give these maps fi the structure of a HAT and then attach Weinstein
handles along these HATs creating a new Liouville domain N2P . This Liou-
ville domain has trivial homology groups in all degrees except 0 and n − 2
and in these degrees it is isomorphic to Z. 
By [McL08, Theorem 3.1] we can find a contractible smooth affine variety
T of complex dimension 2 which has non-zero symplectic homology. This
smooth affine variety is called the tom-Dieck Petrie surface. Let T be the
associated algebraic Stein domain whose completion is T . Let N3P be the
Liouville domain obtained by smoothing the corners of T ×N2P slightly.
Lemma 2.11. We can attach a Weinstein n − 1 handle to N3P creating a
new Stein domain N4P which is diffeomorphic to the unit ball.
Proof. of Lemma 2.11. Consider the manifold AP := [0, 1]×∂MP . This can
be viewed as a collar neighbourhood of ∂MP where we identify ∂MP with
{1} × ∂MP . If we give AP the product metric then we have that D∗AP is
naturally a submanifold of D∗[0, 1] × D∗∂MP which in turn is naturally a
submanifold of D∗[0, 1]×N2P . Hence we can create a new manifold XP with
corners which is the union of D∗MP and D∗[0, 1] × N2P along the common
submanifold D∗AP . We have that XP is contractible because it is acyclic
with trivial fundamental group. The point is that N2P is homotopic to ∂MP
with 2 and 3 cells attached killing the fundamental group and so when we
attach these cells to the boundary of MP we get something which is acyclic
and homotopic to XP . Also the fundamental group and all the homology
groups of N2P are trivial except in degrees 0 and n − 2 where they are Z.
Hence by Hurewicz, we can find an n− 2 dimensional sphere representing a
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generator of Hn−2(N2P ). We view this as a sphere f : S
n−2 → D∗[0, 1]×N2P
inside D∗[0, 1]×N2P . Inside XP we also have a trivially framed n− 2 sphere
constructed as follows: choose a very small chart around some point in
MP and let fS : S
n−2 → MP ⊂ XP be a small sphere around this point.
The coordinates q1, · · · , qn−1 (respecting the orientation of MP ) around this
point give us a framing γS for the symplectic bundle T (D
∗MP ) over this
sphere using the coordinates q1, p1, q2, p2, · · · , qn−1, pn−1 where pi are the
respective momentum coordinates. We also have a trivialization T for the
outward pointing vector field along this sphere inside MP and a trivialization
T ′ of the normal bundle of MP inside XP given by p1, · · · , pn−1 hence we get
some trivialization βS of the normal bundle of this sphere given by the sum of
these trivializations T and T ′. After possibly composing βS with a reflection
we have that (fS , βS , γS) is our standard trivially framed sphere. Because
XP is contractible we then get that that our n−2 sphere f is isotopic inside
XP to our trivially framed isotropic n− 2 sphere fS . Hence by Lemma 2.7
we have a trivially framed sphere (f, βf , γf ) inside D
∗[0, 1] × N2P . Because
D∗[0, 1] is a small contractible subset of C we have that our sphere f is
contained inside D×N2P where D is a small disk inside C.
Choose a small codimension 1 submanifold D of ∂T such that dαT is
a symplectic form on D where αT is the contact form on ∂T . We can
assume that D is symplectomorphic to a small symplectic disk inside C.
The boundary of N3P is a smoothing of
∂N2P × T ∪N2P × ∂T .
Hence the boundary of N3P has a codimension 1 submanifold with symplectic
form dαN3P
symplectomorphic to the product N2P × D (we might need to
shrink N2P very slightly but this does not matter). Here αN3P
is the natural
contact form on the boundary of N3P . Because T is contractible we have that
N3P is homotopic to N
2
P and hence is simply connected with trivial homology
groups in all degrees except 0 and n − 2. By Lemma 2.8 there is a HAT
(f ′, β, γ) representing the generator of Hn−2(N3P ). Hence we can attach a
Weinstein n − 1 handle along this HAT to create a new Stein domain N4P
which is simply connected and acyclic. Hence it must be contractible. This
Liouville domain is diffeomorphic to a 2n dimensional ball (See [CD94, Page
174], [Ram71] and [Zai98, Proposition 3.2] or [McL07, Corollary 2.30]). 
If we have two group presentations P1 :=
〈
g11, · · · , g1k1 |r11, · · · , r1l1
〉
, P2 :=〈
g21, · · · , g2k2 |r21, · · · , r2l2
〉
then we can form their free product P1 ∗ P2 as fol-
lows: 〈
g11, · · · , g1k1 , g21, · · · , g2k2 |r11, · · · , r1l1 , r21, · · · , r2l2
〉
.
Our Stein domains NP are defined to be equal to N
4
P∗P∗P .
2.4. Proof of our computability results using growth rates. The
aim of this section is to prove Theorems 1.3 and 1.4. We will prove several
lemmas first. Throughout this section we will be mentioning growth rates
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of Liouville domains. We will use coefficients in Z/2Z. This means that
the growth rate of a Liouville domain M is independent of the choice of our
class b ∈ H2(M,Z/2Z). But it does depend on the choice of trivialization
of the canonical bundle. We will be calculating the growth rate of our
Liouville domains NP . These are contractible so there is only one choice
of trivialization. We will also be calculating the growth rate of cotangent
bundles D∗MP and in this case our trivialization is the natural one induced
by the Lagrangian fibration structure (i.e. we choose an almost complex
structure making the fibers totally real and then use some volume form on
these fibers).
We will use exactly the same notation as in Section 2.3.
Lemma 2.12. NP is Liouville deformation equivalent to N〈|〉 if GP is a
trivial group.
Proof. of lemma 2.12. Throughout this proof, GP is trivial. From the
last section we showed that NP is constructed in 3 main stages. First we
attach 2 and 3 handles to D∗∂MP to create N2P . Then we cross with a
contractible Stein domain T¯ and attach an n−1 handle to create N4P . Then
NP = NP∗P∗P . Similarly N〈|〉 is created in 3 main stages giving us two
Liouville domains N2〈|〉 and N
4
〈|〉. We will prove this Lemma in 2 steps. In
the first step we will show that N2P is Liouville deformation equivalent to
N2〈|〉. In fact they are both Liouville deformation equivalent to D
∗Sn−2. In
the second step we will show that N4P is Liouville deformation equivalent to
N4〈|〉 which implies our result.
Step 1: By the h-cobordism theorem we have that our manifold ∂MP
is diffeomorphic to the n − 2 sphere. The Liouville domain N2P is Liouville
deformation equivalent toD∗∂MP for the following reason: We are attaching
Weinstein 2-handles along k disjoint contractible loops creating N1P . Our
manifold N1P is then homotopic to an n− 2 sphere wedged with k copies of
the 2-sphere. We then choose some basis for the free abelian group pi2(N
1
P )
and attach 3-handles along spheres corresponding to this basis to create
N2P . By handle sliding we can ensure that these 3-handles are cancelling
handles for our 2-handles. Note that we can handle slide through Weinstein
handles basically because this is equivalent to handle sliding through HAT’s
(by using a 1-parameter version of ideas from [Eli90, Sections 2.1, 2.2, 2.3]).
By [Eli97, Lemma 3.6 b] we then get that this Liouville domain is in fact
deformation equivalent to D∗Sn−2 = D∗∂MP . Similar reasoning ensures
that N2〈|〉 is Liouville deformation equivalent to D
∗∂MP which implies that
N2P is Liouville deformation equivalent to N
2
〈|〉. This Liouville deformation
fixes ∂MP ∼= ∂M〈|〉.
Step 2: To create N4P , we cross D
∗∂MP by T , smooth out the corners and
then we attach an n−1 handle. The Liouville domain obtained by smoothing
the corners of D∗∂MP ×T is called N3P . We have a similar Liouville domain
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N3〈|〉. We have that N
3
P is Liouville deformation equivalent to N
3
〈|〉 because
N2P is Liouville deformation equivalent to N
2
〈|〉.
In the proof of Lemma 2.11 we created a manifold with corners XP which
was the union of D∗MP and D∗[0, 1] × N2P . We then created a trivially
framed sphere S1 inside D
∗[0, 1] × N2P ⊂ XP which was isotopic to some
standard sphere denoted by (fS , βS , γS) inside MP ⊂ D∗MP . Because MP
is diffeomorphic to a ball, we can actually assume that (fS , βS , γS) is equal
to the sphere ∂MP with standard framings induced by coordinates param-
eterizing our ball MP and the interval [0, 1]. Also we can assume that S1
is isotopic inside D∗[0, 1] × N2P to this sphere, so in fact we may as well
assume that S1 is equal to (fS , βS , γS). We also have a similar trivially
framed sphere S2 inside D
∗[0, 1] × N2〈|〉 which we can assume is the sphere
∂M〈|〉 ⊂ D∗[0, 1]×N2〈|〉. Recall that D∗[0, 1]×N2P is naturally a submanifold
of the boundary of ∂N3P where the symplectic form is dαN3P
restricted to
this submanifold. Similarly D∗[0, 1] × N2〈|〉 is a submanifold of ∂N3〈|〉. We
have that N3P and N
3
〈|〉 are Liouville deformation equivalent to each other
and we can ensure that this deformation restricted to the submanifold
D∗[0, 1]×N2P ⊂ ∂N3P
is equal to a product deformation from D∗[0, 1]×N2P to D∗[0, 1]×N2〈|〉 (i.e.
the symplectic structure on D∗[0, 1] remains fixed and we have the Liouville
deformation from N2P to N
2
〈|〉 on the other factor). If Bt is this product
deformation and Qt is the Liouville deformatioin from N
3
P to N
3
〈|〉 then we
have a smooth family of trivially framed spheres Lt in Bt joining S1 and
S2 and hence by Lemma 2.8 this gives us a smooth family of HATs At on
Qt. If we attach a Weinstein handle along A0 in Q0 = N
3
P then we get
N4P and similarly we get N
4
〈|〉 by attaching a Weinstein handle along A1.
Hence we get that N4P is Liouville deformation equivalent to N
4
〈|〉. Hence
NP = N
4
P∗P∗P is Liouville deformation equivalent to N〈|〉 = N
4
〈|〉∗〈|〉∗〈|〉. 
Lemma 2.13. D∗Sn−1 is Liouville deformation equivalent to an algebraic
Stein domain.
Proof. of Lemma 2.13. Consider the smooth affine variety V given by{
n−2∑
i=0
z2i = 1 ⊂ Cn
}
.
We let (xj + iyj)
n
j=0 be coordinates for Cn. The equation for our complex
hypersurface then becomes:
n∑
j=1
(x2j − y2j ) = 1,
n∑
j=1
xjyj = 0.
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We write x for the vector (xj) and y for the vector (yj). We will show that
the Liouville domain obtained by intersecting this complex hypersurface
with a large ball is Liouville deformation equivalent to D∗Sn−1. Consider
the symplectic manifold Rn × Rn with coordinates u = (uj)nj=1,v = (vj)nj=1
and symplectic form
∑n
j=1 duj ∧ dvj . We will view T ∗Sn−1 as a symplectic
submanifold of Rn × Rn by the equations
|v| = 1, u.v = 0
where . is the standard inner product with respect to these coordinates and
|.| is the standard Euclidean norm. There is a symplectomorphism Φ from
V (with the standard symplectic form) to T ∗Sn−1 ⊂ Rn × Rn given by
v = x/|x| and u = −y|x| (see the proof of [Sei03, Lemma 1.10] or [MS98,
Exercise 6.20(i)]).
We have D∗Sn−1 is Liouville deformation equivalent to the Liouville do-
main obtained by intersecting T ∗Sn−1 inside Rn × Rn = T ∗Rn with the set
|u| ≤ C for any C ≥ 0 and by using the Liouville form ∑nj=1 ujdvj . Another
way of thinking about this set is as the subset of T ∗Rn given by covectors
of length ≤ C on Sn−1 ⊂ Rn which vanish on the normal vectors to Sn−1
and where we restrict the standard Liouville form to this subset.
The fibers of T ∗Sn−1 inside the complex hypersurface turn out to be
where this variety V intersects the region where x/|x| is constant where x
is the vector (xj) and |.| is the standard Euclidean norm. If we intersect
these fibers with a sphere |x|2 + |y|2 = C where C ≥ 1 then they are
diffeomorphic to an n − 1 dimensional linear hypersurface in Rn (spanned
by the y coordinates) intersected with a ball of radius
√
1
2(C − 1). Each
of these spheres intersects our variety V transversely if C > 1. Hence each
fiber intersected with |x|2 + |y|2 ≤ C is diffeomorphic to a ball. The set
V ∩ {|x|2 + |y|2 = C} (C ≥ 1) is sent under our symplectomorphism Φ to
the set
|u|2 = 1
4
(C + 1)(C − 1).
Hence the set V ∩ {|x|2 + |y|2 ≤ C} (C ≥ 1) is sent to the set
|u|2 ≤ 1
4
(C + 1)(C − 1)
which is in fact Liouville domain deformation equivalent to D∗Sn−1. We
have that for C large enough that V ∩ {|x|2 + |y|2 ≤ C} is a Liouville
domain with Liouville form θV :=
∑n
j=1
1
2r
2
jdϑj where (rj , ϑj) are polar
coordinates for the j’th C factor of Cn (see [McL10b, Lemma 2.1]). This is
our algebraic Stein domain. If we look at θV restricted to the Lagrangian
y = 0, we have that it is an exact 1-form because the Lagrangian y = 0
inside Cn is contractible and hence θV restricted to {y = 0} ∩ V must also
be exact. This implies that our symplectomorphism Φ is exact. Putting all
of this together we get that Φ is an exact symplectomorphism sending the
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Liouville domain V ∩ {|x|2 + |y|2} ≤ C} to the Liouville domain
|u|2 = 1
4
(C + 1)(C − 1).
This implies that these Liouville domains are Liouville deformation equiva-
lent because we can just use a linear homotopy between Φ∗
∑n
j=1 ujdvj and∑n
j=1
1
2r
2
jdϑj . Hence because
|u|2 ≤ 1
4
(C + 1)(C − 1)
is Liouville deformation equivalent to D∗Sn−1 we also get that the algebraic
Stein domain V ∩ {|x|2 + |y|2} ≤ C} is Liouville deformation equivalent to
D∗Sn−1. Hence D∗Sn−1 is Liouville deformation equivalent to an algebraic
Stein domain. 
Lemma 2.14. Let A,B be two algebraic Stein domains. Then the Liouville
domain obtained by smoothing the corners of A×B is Liouville deformation
equivalent to an algebraic Stein domain.
Proof. of Lemma 2.14. The Liouville domains A and B are obtained by
intersecting smooth affine varieties A ⊂ Cn and B ⊂ Cm with large balls.
We will assume (see [McL10b, Lemma 2.1]) that there is a C ≥ 0 such that
for every ball of radius ≥ C inside Cn centered at 0 intersects A transversally
and similarly with B ⊂ Cm. We will also assume that all balls of radius ≥
C inside Cn × Cm also must intersect A× B inside Cn × Cm transversally.
We can also assume that the ωA dual of
∑n
j=1
1
2r
2
jdϑj |A is transverse to the
boundary of these balls of radius ≥ C and pointing outwards and similarly
for B and A×B ⊂ Cn × Cm.
Now consider Cn × Cm. We define (rj , ϑj) to be polar coordinates for
the j’th C factor of this product. So (rj , ϑj) are polar coordinates in the
Cm factor if j > n. We define θA×B to be equal to
∑n+m
j=1
1
2r
2
jdϑj restricted
to A × B. This is equal to θA + θB on the product A × B. Let XθA×B
be the dθA×B-dual of θA×B. Hence XθA×B = XθA + XθB . We have that
f =
∑n+m
j=1 r
2
j (viewed as a function on A × B) satisfies df(XθA×B ) > 0 for
f ≥ C2. Let fA :=
∑n
j=1 r
2
j and fB :=
∑n+m
j=n+1 r
2
j . We have XθA×B is
transverse to the boundary of {fA ≤ c2}∩{fB ≤ c2} and pointing outwards
for all c ≥ C. Hence {fA ≤ c2} ∩ {fB ≤ c2} is a Liouville domain if we
smooth its corners. Let V be this smoothed Liouville domain. We have
that V is a codimension 0 exact symplectic submanifold of the Liouville
domain {f ≤ C ′} for some large C ′. Also the Liouville form on V and
{f ≤ C ′} is θA×B and the associated Liouville vector field XθA×B satisfies
f(XθA×B ) > 0 on the closure of {f ≤ C ′} \ V . This means we can deform
V through Liouville domains to {f ≤ C ′} because we can smoothly deform
the boundary of V while keeping it transverse to XθA×B until it becomes
{f = C ′} (this can be done if we flow it along gXθA×B where g > 0 is some
function such that any point in ∂V gets flowed along gXθA×B for time 1
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to {f = C ′}). Hence V is Liouville deformation equivalent to an algebraic
Stein domain {f ≤ C ′}. 
Lemma 2.15. Let GP be a trivial group. Then NP is Liouville deformation
equivalent to an algebraic Stein domain with subcritical Weinstein handles
attached.
Proof. of Lemma 2.15. First of all we know that NP is Liouville deformation
equivalent to N〈|〉 by Lemma 2.12 so we will now assume that P = 〈|〉. If we
have some isotopy of Liouville domains Mt (t ∈ [0, 1]) and some sequence of
subcritical handles attached to M0 (creating M˜0) then basically by Gray’s
stability theorem we can attach a smooth family of Weinstein handles to Mt
starting with the original subcritical handles on M0. This means that we
can attach subcritical handles to M1 creating a Liouville domain M˜1 which
is Liouville deformation equivalent to M˜0. So if M1 is an algebraic Stein
domain then M˜0 is isotopic to an algebraic Stein domain with subcritical
handles attached.
We have that NP is equal to a smoothing of D
∗Sn−2 × T with an n − 1
dimensional Weinstein handle attached and hence a subcritical handle at-
tached (by looking at the proof of Lemma 2.12). This smoothing is Liouville
deformation equivalent to an algebraic Stein domain by Lemmas 2.13 and
2.14. Hence by the previous discussion we have that NP is Liouville defor-
mation equivalent to an algebraic Stein domain with subcritical Weinstein
handles attached. 
Lemma 2.16.
Γ(N̂P ) ≥ 0
for all P and
Γ(N̂P ) <∞
if and only if GP is the trivial group.
Proof. of Theorem 2.16. We will first show that Γ(N̂P ) ≥ 0. Again we
use the notation from Section 2.3. We have that every contact manifold
admits an open book by [Gir02, Theorem 10]. Hence by Lemma 2.4 we
have that Γ(D∗∂MP ) = Γ(N2P ). This is because N
2
P is equal to D
∗∂MP
with subcritical Weinstein handles attached. We have Γ(D∗∂MP ) ≥ 0 by
Theorem 2.1. By [McL08, Theorem 3.1] we know that SH∗(T ) 6= 0 and
hence Γ(T ) ≥ 0. This means by Theorem 2.2 we have that Γ(N3P ) ≥ 0
because it is a smoothing of the product N2P × T and so
Γ(N3P ) = Γ(D
∗MP ) + Γ(T ).
Finally N4P is equal to N
3
P with a subcritical handle attached and also N
3
P is
a Stein domain which means that Γ(N4P ) = Γ(N
3
P ) ≥ 0 by [Gir02, Theorem
10] and Lemma 2.4. Hence Γ(NP ) ≥ 0 because NP = N4P∗P∗P .
Suppose now that GP is non-trivial. In the previous paragraph we showed
that Γ(NP ) is equal to Γ(D
∗MP∗P∗P ) + Γ(T ). Because the fundamental
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group of MP∗P∗P is the free product of three non-trivial groups we get
Γ(D∗MP∗P∗P ) = ∞ by Theorem 2.1 and [McL10b, Lemma 4.16]. Hence
Γ(NP ) =∞.
Suppose now that GP is trivial. Then NP is Liouville deformation equiv-
alent to an algebraic Stein domain with subcritical handles attached by
Lemma 2.15. This means that Γ(N̂P ) < ∞ by Theorem 2.3 because the
boundary of NP is contactomorphic to the boundary of an algebraic Stein
domain with subcritical handles attached. 
Theorem 2.17. The boundary of NP is not contactomorphic to the bound-
ary of N〈|〉 if GP is not trivial.
Proof. of Theorem 2.17. Let P be the presentation of any group GP with
H1(GP ) = H2(GP ) = 0. Suppose that ∂NP is contactomorphic to N〈|〉. By
Lemma 2.15, N〈|〉 is Liouville deformation equivalent to an algebraic Stein
domain with subcritical handles attached. This means that Γ(N̂P ) <∞ by
Theorem 2.3. From Lemma 2.16 we have that GP is trivial if and only if
Γ(N̂P ) <∞. This implies that GP must be trivial in our case. Another way
of saying this is as follows: If GP is non-trivial then the boundary of NP is
not contactomorphic to the boundary of N〈|〉. 
Here is a statement of Theorem 1.3. Let n ≥ 8 and Q a smooth affine
variety of dimension n with trivial first Chern class. For each group pre-
sentation P there is a finite type Stein manifold Q̂P explicitly constructed
using smooth affine varieties and Weinstein handle attaching which is dif-
feomorphic to Q such that Q̂P is symplectomorphic to Q̂〈|〉 if and only if
Q̂P is trivial. In particular there is no algorithm to tell us when Q̂P is
symplectomorphic to Q̂〈|〉 or not. None of these symplectic manifolds are
symplectomorphic to Cn.
Proof. of Theorem 1.3. Because Q is an algebraic Stein manifold with sub-
critical handles attached, we let Q be the associated Stein domain. By
the results in [VKF74, Appendix] (see also [Nab95]), for every group pre-
sentation P we can explicitly construct (in an algorithmic way) a group
presentation P ′ with H1(P ′) = H2(P ′) = 0 and such that GP is trivial if
and only if GP ′ is trivial. We define the end connected sum of A#B of two
Liouville domains to be the disjoint union of A and B with a Weinstein
1-handle joining A and B. We define QP to be the completion of the end
connect sum of Q and NP ′ .
Because the growth rate of a disjoint union of Liouville domains is the
maximum of the growth rates of each Liouville domain, we have that Γ(QP )
is equal to max(Γ(Q),Γ(NP ′)) by Theorem 2.4. We have by Theorem 2.3
that Γ(Q) <∞. Hence by Lemma 2.16 we have that Γ(QP ) is finite if and
only if GP is trivial. Combining this with Lemma 2.15 we have that Q̂P
is symplectomorphic to Q̂〈|〉 if and only if GP is trivial. Here we used the
fact that if A and B are Liouville domains with connected boundary such
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that B is Liouville deformation equivalent to B′ then the end connect sum
A#B is Liouville deformation equivalent to A#B′. Hence there cannot be
an algorithm telling us if Q̂P is symplectomorphic to Q̂〈|〉 or not.
We also need to show that Q̂P is not symplectomorphic to Cn. Because
Cn is constructed entirely using subcritical handles (i.e. the zero dimen-
sional subcritical handle) we have that Γ(Cn) = −∞. But for any group
presentation P we have that Γ(Q̂P ) ≥ 0 which means that Q̂P cannot be
symplectomorphic to Cn which is R2n with the standard symplectic struc-
ture. 
The following Lemma is really due to Ivan smith:
Lemma 2.18. Let M be a Liouville domain which is diffeomorphic to a
ball B then there is a diffeomorphism Φ from ∂M to the sphere such that
the push forward via Φ of the contact distribution is isotopic through hyper-
plane subvector bundles of T∂B to the standard contact distribution on the
boundary of the ball.
Proof. of Lemma 2.18. Choose an almost complex structure J on M com-
patible with the symplectic form making the contact plane distribution on
∂M holomorphic. Let R be a vector field on M . We assume that J and R
satisfy the following properties:
(1) R has one singularity on the interior of M
(2) R is gradient like (this can be done because M is diffeomorphic to a
ball).
(3) The plane distribution ψ spanned by R and JR is symplectically
orthogonal to the contact plane distribution ξ on ∂M . This means
that ψ⊥ (the symplectic orthogonal plane distribution) is equal to ξ
on ∂M .
(4) On a small neighbourhood around the zero point of R, R is a Li-
ouville vector field which is transverse to some small codimension 1
sphere S and pointing outwards. The contact distribution on S is
the standard one.
(5) ψ⊥ restricted to S is the contact structure on S.
There is a smooth family of spheres joining this contact sphere S with ∂M
transverse to R. By looking at how ψ⊥ behaves as we move these spheres
we get that the contact distribution is isotopic to the standard one under
the diffeomorphism Φ induced by our smooth family of spheres. 
Here is a statement of Theorem 1.4. Let Q′ be a 2n− 1 dimensional con-
tact manifold fillable by an algebraic Stein domain with subcritical handles
attached which also has trivial first Chern class. For each group presentation
P there is a contact structure ξP on Q
′ constructed explicitly using smooth
affine varieties and Weinstein handle attaching such that ξP is contacto-
morphic to ξ〈|〉 if and only if GP is trivial. All these contact structures are
homotopic as hyperplane subbundles of TQ′ to the original contact structure
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on Q′. None of the contact structures are contactomorphic to the standard
contact 2n− 1 dimensional sphere.
Proof. of Theorem 1.4. By the results in [VKF74, Appendix] (see also
[Nab95]), for every group presentation P we can explicitly construct (in
an algorithmic way) a group presentation P ′ with H1(P ′) = H2(P ′) = 0
and such that GP is trivial if and only if GP ′ is trivial. We have that Q
′ is
fillable by some algebraic Stein domain A˜ with subcritical handles attached.
For each group presentation P we define A˜P to be equal to the end connect
sum (defined in the proof of Theorem 1.3) of A˜ and NP ′ . By Lemma 2.15
and the fact that the disjoint union of two algebraic Stein domains is an
algebraic Stein domain (because the disjoint union of smooth affine varieties
is a smooth affine variety), we have that A˜〈|〉 is Liouville deformation equiv-
alent to an algebraic Stein domain with subcritical handles attached. Hence
by Theorem 2.3 we have that the boundary of A˜P is contactomorphic to
the boundary of A˜〈|〉 if and only if Γ(A˜P ) <∞. Basically by the discussion
in the proof of Theorem 1.3 we have that Γ(A˜P ) < ∞ if and only if GP is
trivial. Hence the boundary of A˜P is contactomorphic to the boundary of
A˜〈|〉 if and only if GP is trivial. This means that there is no algorithm telling
us whether ∂A˜P is contactomorphic to the boundary of ∂A˜〈|〉 or not. Basi-
cally by Lemma 2.18 we have an (explicit) diffeomorphism ΦP from ∂A˜P to
Q′ such that the pushforward via ΦP of the contact distribution is isotopic
through hyperplanes inside TQ′ to the original contact distribution on Q′.
Here we used that fact that connect summing a contact manifold A with
a contact manifold diffeomorphic to the sphere whose contact structure is
isotopic through hyperplanes to the standard one gives us a new contact
structure on A isotopic through hyperplanes to the old one. By pushing
forward our contact structure via ΦP we get a contact structure ξP on Q
′
isotopic through hyperplanes to the original contact structure on Q′ and
such that there is no algorithm telling us if ξP is contactomorphic to ξ〈|〉 or
not.
We now need to show that ∂A˜P is not contactomorphic to S
2n−1 with the
standard contact structure. We need an additional fact about growth rates
which was not mentioned in Section 2.2. This fact is that if M is a Liouville
domain and ∂M is contactomorphic to S2n−1 with the standard contact
structure then Γ(M) = −∞. This follows directly from [Sei08, Corollary
6.5]. This corollary tells us that an invariant called symplectic homology
vanishes but this immediately implies from the definition of growth rates
that Γ(M) = −∞. So for a contradiction suppose that ∂A˜P is contacto-
morphic to S2n−1 then the above statement says that Γ(A˜P ) = −∞. But
Γ(A˜P ) ≥ 0 because Γ(NP ′) ≥ 0 by Lemma 2.16 which is a contradiction.
Hence ∂A˜P is not contactomorphic to S
2n−1 for all group presentations
P . 
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3. Growth rate definition
3.1. Symplectic homology. Let N be a Liouville domain with c1 = 0.
We make some additional choices η := (τ, b) for N . The element τ is a
choice of trivialization of the canonical bundle of N up to homotopy and b
is an element of H2(N,Z/2Z). Let H : N̂ → R be a Hamiltonian. Let J be
an almost complex structure on N̂ which is compatible with the symplectic
structure. Let (S, j) be a complex surface possibly with boundary and with
a 1-form γ satisfying dγ ≥ 0. A map u : S → N̂ satisfies the perturbed
Cauchy-Riemann equations with respect to (H,J) if (du−XH ⊗ γ)0,1 = 0.
Here du−XH ⊗γ is a 1-form on S with values in the complex vector bundle
Hom(TS, u∗TN̂) where the complex structure at a point s ∈ S is induced
from j and J . The equation (du−XH ⊗ γ)0,1 = 0 is written explicitly as
(1) du−XH ⊗ γ + J ◦ (du−XH ⊗ γ) ◦ j = 0.
Here is a particular example: Let S = R× S1 = C/Z. We let γ = dt where
t parameterizes S1 = R/Z. Then the perturbed Cauchy-Riemann equations
become
∂su+ J∂tu = JXH
which is just the Floer equation. A 1-periodic orbit of H is a smooth map o
from S1 = R/Z to N̂ such that do(t)dt = XH . To each orbit we can associate
a real number called its action (which we will define soon). The pair (H,J)
on N̂ is said to satisfy a maximum principle with respect to an open set UH
if:
• UH contains all the 1-periodic orbits of H of action greater than
some negative constant.
• There is a compact set K ′ ⊂ N̂ containing UH such that for any
compact complex surface (S, j) with 1-form γ (dγ ≥ 0) and map
u : S → N̂ , satisfying:
(1) u satisfies the perturbed Cauchy-Riemann equations.
(2) u(∂S) ⊂ UH
we have u(S) ⊂ K ′.
For any pair (H,J) satisfying the maximum principle with respect to
some UH and pair η := (τ, b) we will define a group SH#∗ (H,J, η). When
the context is clear we will suppress the η term and write SH#∗ (H,J).
A 1-periodic orbit o : S1 → N̂ is non-degenerate if DΦ1XHt : TxN̂ → TxN̂
has no eigenvalue equal to 1 (Φ1XHt
is the time 1 flow of our vector field
XHt). We can perturb H to Ht so that all the orbits are non-degenerate
and so that Ht = H outside a closed subset of U
H (see [McL10b, Lemma
2.2]). We can subtract a small constant from Ht so that Ht < H. Let Jt be
an almost complex structure so that Jt = J outside a closed subset of U
H .
We can also perturb Jt so that it is regular and Jt = J outside some closed
subset of UH . Being regular is a technical condition which will enable us to
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define symplectic homology. We will call the pair (Ht, Jt) an approximating
pair for (H,J) if it satisfies the properties stated above. We will now define
SH
[c,d]
∗ (Ht, Jt) first.
Because we have a trivialization τ of the canonical bundle of N̂ , this gives
us a canonical trivialization of the symplectic bundle TN̂ restricted to an
orbit o of Ht. Using this trivialization, we can define an index of o called the
Robbin-Salamon index (This is equal to the Conley-Zehnder index taken
with negative sign). We will write i(o) for the index of this orbit o. For a
1-periodic orbit o of Ht we define the action AHt(o):
AHt(o) := −
∫ 1
0
Ht(o(t))dt−
∫
o
θN .
Choose a coefficient field K. Let
CF dk (Ht, Jt, η) :=
⊕
o
K〈o〉
where we sum over 1-periodic orbits o of Ht satisfying AHt(o) ≤ d whose
Robbin-Salamon index is k. We write
CF
(c,d]
k (Ht, Jt, η) := CF
d
k (Ht, Jt, η)/CF
c
k(Ht, Jt, η).
We need to define a differential for the chain complex CF dk (Ht, Jt, η) such
that the natural inclusion maps CF ck(Ht, Jt, η) ↪→ CF dk (Ht, Jt, η) for c < d
are chain maps. This makes CF
(c,d]
k (Ht, Jt, η) into a chain complex as well.
This differential is only well defined for generic Jt.
We will now describe the differential
∂ : CF dk (Ht, Jt, η)→ CF dk−1(Ht, Jt, η).
We consider curves u : R × S1 −→ N̂ satisfying the perturbed Cauchy-
Riemann equations:
∂su+ Jt(u(s, t))∂tu = ∇gtHt
where ∇gt is the gradient associated to the S1 family of metrics gt :=
ω(·, Jt(·)). For two 1 periodic orbits o−, o+ let U˜(o−, o+) denote the set of
all curves u satisfying the Cauchy-Riemann equations such that u(s, ·) con-
verges to o± as s→ ±∞. This has a natural R action given by translation in
the s coordinate. Let U(o−, o+) be equal to U˜(o−, o+)/R. For a C∞ generic
admissible complex structure we have that U(o−, o+) is an i(o−)− i(o+)− 1
dimensional oriented manifold (see [FHS95]). Because (H,J) satisfies the
maximum principle with respect to UH , (Ht, Jt) = (H−, J) for small  > 0
outside a closed subset of UH and the closure of UH is compact, we have
that all elements of U(o−, o+) stay inside a compact set K. Hence we can
use a compactness theorem (see for instance [BEH+03]) which ensures that
if i(o−) − i(o+) = 1, then U(o−, o+) is a compact zero dimensional mani-
fold. The maximum principle for (H,J) is crucial here as it ensures that
U(o−, o+) is compact. The class b ∈ H2(N,Z/2Z) enables us to orient this
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manifold (see [Abo10, Section 3.1]). Let #U(o−, o+) denote the number
of positively oriented points of U(o−, o+) minus the number of negatively
oriented points. Then we have a differential:
∂ : CF dk (Ht, Jt, η) −→ CF dk−1(Ht, J, η)
∂〈o−〉 :=
∑
i(o−)−i(o+)=1
#U(o−, o+)〈o+〉
By analyzing the structure of 1-dimensional moduli spaces, one shows ∂2 = 0
and defines SH∗(Ht, Jt, η) as the homology of the above chain complex. As
a K vector space CF dk (Ht, Jt, η) is independent of Jt and b, but its bound-
ary operator does depend on Jt and b. We define SH
(c,d]
∗ (Ht, Jt, η) as the
homology of the chain complex CF d∗ (Ht, Jt, η)/CF c∗ (Ht, Jt, η).
Suppose we have two approximating pairs (H1t , J
1
t ), (H
2
t , J
2
t ) of (H,J)
such that H1t < H
2
t for all t. Then there is a natural map:
SH
(c,d]
∗ (H1t , J
1
t , η) −→ SH(c,d]∗ (H2t , J2t , η)
This map is called a continuation map. This map is defined from a map
C on the chain level as follows:
C : CF dk (H
1
t , J
1
t , η) −→ CF dk (H2t , J2t , η)
∂〈o−〉 :=
∑
i(o−)=i(o−)
#P (o−, o+)〈o+〉
where P (o−, o+) is a compact oriented zero dimensional manifold of solutions
of the following equations: Let (Kst , Y
s
t ) (s, t) ∈ R× S1 be a smooth family
of pairs such that
(1) (Kst , Y
s
t ) = (H
1
t , J
1
t ) for s 0.
(2) (Kst , Y
s
t ) = (H
2
t , J
2
t ) for s 0.
(3) (Kst , Y
s
t ) = (H−s, J) outside some closed subset of UH where s > 0
is a smooth family of constants.
(4) Kst is non-decreasing with respect to s.
The set P (o−, o+) is the set of solutions to the parameterized Floer equations
∂su+ Y
s
t (u(s, t))∂tu = ∇gtKst
such that u(s, ·) converges to o± as s → ±∞. For a C∞ generic family
(Kst , Y
s
t ) this is a compact zero dimensional manifold (if o−, o+ have the
same index). Again the the class b ∈ H2(N,Z/2Z) enables us to orient this
manifold. If we have another family of pairs joining (H1t , J
1
t ) and (H
2
t , J
2
t )
then the continuation map induced by this second family is the same as the
map induced by (Kst , Y
s
t ). The composition of two continuation maps is a
continuation map. This means that we can define SH#∗ (H,J) as the direct
limit of SH
[0,∞)
∗ (Ht, Jt) over all approximating pairs (Ht, Jt) with respect
to the ordering <.
Suppose that we have another pair (H ′, J ′) satisfying the maximum prin-
ciple with respect to an open set UH
′
such that
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(1) UH ⊂ UH′ .
(2) H ′ ≥ H.
(3) (H ′, J ′) = (λH+κ, J) outside a closed subset of UH′ for some λ ≥ 1,
κ ∈ R.
then we have a natural map
SH#∗ (H,J)→ SH#∗ (H ′, J ′).
The reason why we have such a map is that if (Ht, Jt) is an approximating
pair for (H,J) then we can choose a non-decreasing family (Hst , J
s
t ) which
is equal to λsH + κs outside a closed subset of U
H′ such that (Hst , J
s
t ) is
equal to the approximating pair (Ht, Jt) for s 0 and some approximating
pair (H ′t, J ′t) of (H ′, J ′) for s 0. This gives us a morphism
SH#∗ (Ht, Jt)→ SH#∗ (H ′t, J ′t).
Because this morphism is induced by a continuation map, it induces a mor-
phism of directed systems defining SH#∗ (H,J) and SH
#
∗ (H ′, J ′) respec-
tively. Hence it induces a morphism
SH#∗ (H,J)→ SH#∗ (H ′, J ′).
If we use orbits of all actions we can define the group SH
(−∞,∞)
∗ (H,J).
We will write SH∗ instead of SH
(−∞,∞)
∗ . If all of the 1-periodic orbits of
(H,J) have non-negative action then SH#∗ (H,J) = SH∗(H,J). If we wish
to stress which coefficient field we are using, we will write SH#∗ (H,J,K) if
the field is K for instance.
3.2. Growth rates. In order to define growth rates, we will need some
linear algebra first. Let (Vx)x∈[1,∞) be a family of vector spaces indexed by
[1,∞). For each x1 ≤ x2 we will assume that there is a homomorphism φx1,x2
from Vx1 to Vx2 with the property that for all x1 ≤ x2 ≤ x3, φx2,x3 ◦φx1,x2 =
φx1,x3 and φx1,x1 = id. We call such a family of vector spaces a filtered
directed system. Because these vector spaces form a directed system, we can
take the direct limit V := lim−→x Vx. From now on we will assume that the
dimension of Vx is finite dimensional. For each x ∈ [1,∞) there is a natural
map:
qx : Vx → lim−→
x
Vx.
Let a : [1,∞)→ [0,∞) be a function such that a(x) is the rank of the image
of the above map qx. We define the growth rate as:
Γ((Vx)) := lim
x
log a(x)
log x
∈ {−∞} ∪ [0,∞].
If a(x) is 0 then we just define log a(x) as −∞. If a(x) was some polynomial
of degree n with positive leading coefficient, then the growth rate would
be equal to n. If a(x) was an exponential function with positive exponent,
then the growth rate is ∞. The good thing about growth rates is that if
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we had some additional vector spaces (V ′x)x∈[1,∞) such that the associated
function a′(x) := rank(V ′x → lim−→x V
′
x) satisfies a
′(x) = Aa(Bx) for some
constants A,B > 0 then Γ(V ′x) = Γ(Vx). The notation we use for filtered
directed systems is usually of the form (Vx) or (V∗), and we will usually
write Vx without brackets if we mean the vector space indexed by x. There
is a notion of isomorphism of filtered directed systems. We do not need to
know the exact definition in this section (it is defined in Section 5). The
only property we need to know is that if two filtered directed systems are
isomorphic then they have the same growth rate by [McL10b, Lemma 3.1].
Let N be a Liouville domain and N̂ its completion. Let θN be the respec-
tive Liouville form. An SH∗ admissible pair (H,J) on N̂ is a pair satisfying:
(1) For all λ ≥ 1 outside some discrete subset AH , (λH, J) satisfies the
maximum principle with respect to an open set UHλ .
(2) UHλ1 ⊂ UHλ2 for λ1 ≤ λ2.
A growth rate admissible pair (H,J) is an SH∗ admissible pair such that:
(1) (bounded below property)
The Hamiltonian H is greater than or equal to zero, and there
exists a compact set K and a constant δH > 0 such that: H > δH
outside K.
(2) (Liouville vector field property)
There exists an exhausting function fH , and 1-form θH such that:
(a) θN − θH is exact.
(b) There exists a small H > 0 such that dH(XθH ) > 0 in the
region H−1(0, H ] where XθH is the ωN -dual of θH .
(c) There is a constant C such that dfH(XθH ) > 0 in the region
f−1H [C,∞) and f−1H (−∞, C] is non-empty and is contained in
the interior of H−1(0).
(3) (action bound property)
There is a constant CH such that the function −θ(XH) − H is
bounded above by CH where XH is the Hamiltonian vector field
associated to H. Here θ is some 1-form such that θ − θN is exact.
So for all λ /∈ AH we can define SH#∗ (H,J) as in the previous section.
Also for λ1 ≤ λ2 we have a natural map (induced by continuation maps)
from SH#∗ (λ1H,J) to SH
#
∗ (λ2H,J). If λ ∈ AH then we define SH#∗ (λH, J)
as the direct limit of SH#∗ (λ′H,J) over all λ′ < λ and not in AH . If λ1 = λ2
then the respective continuation map is an isomorphism. Hence we have a
filtered directed system (SH#∗ (λH, J)).
From [McL10b, Corollary 4.3], we have the following theorem:
Theorem 3.1. Suppose that N̂ is symplectomorphic to N̂ ′ and (H,J) is
growth rate admissible on N̂ and (H ′, J ′) is growth rate admissible on N̂ ′.
This symplectomorphism must preserve our choice of trivialization of the
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canonical bundle and also our choice of b ∈ H2(N̂ ,Z/2Z). Then the filtered
directed system (SH#∗ (λH, J)) is isomorphic to (SH
#
∗ (λH ′, J ′)).
Hence we have an isomorphism class of filtered directed systems which
is an invariant of N̂ up to symplectomorphism (preserving our choice of
trivialization of the canonical bundle and b). We will write (SH∗(N̂ , dθN , λ))
for any filtered directed system in this isomorphism class. If the context is
clear we will just write (SH∗(N̂ , λ)).
Definition 3.2. We define the growth rate Γ(N̂ , dθN ) as:
Γ(N̂ , dθN ) := Γ(SH∗(N̂ , dθN , λ)).
Again we suppress dθN from the notation if the context is clear. Theorem
3.1 combined with the fact that growth rate is an invariant of filtered directed
systems up to isomorphism tells us that Γ(N̂ , dθN ) is an invariant up to
symplectomorphism preserving our choice of trivialization of the canonical
bundle and also our choice of b ∈ H2(N̂ ,Z/2Z).
3.3. A Floer homology group for symplectomorphisms. We will use
coefficients in a field K. Here we define the Floer cohomology groups
HF∗(φ, k) for each k ∈ N, where φ : F̂ → F̂ is a compactly supported
symplectomorphism and where F̂ is the completion of a Liouville domain
(F, θF ). We write ωF := dθF . The boundary ∂F has a natural contact form
αF := θF |∂F and θF = rFαF on the cylindrical end [1,∞) × ∂F where rF
parameterizes [1,∞). For simplicity we assume that the first Chern class
of the symplectic manifold F is trivial. We will assume that φ is an exact
symplectomorphism. An exact symplectomorphism is a map that satisfies
φ∗θF = θF + df for some function f : F̂ → R. Any compactly supported
symplectomorphism is isotopic through compactly supported symplectomor-
phisms to an exact symplectomorphism anyway so this does not really put
any constraint on φ (see the proof of [BEE, Lemma 1.1]).
By enlarging F we may as well assume that the support of φ is contained
in F . From [McL10a, Section 2.1] we have that the mapping torus Mφ has
a natural contact form αφ satisfying:
(1) dαφ restricted to each fiber is a symplectic form. This means we
have a connection on this fibration coming from the line field that is
dαφ orthogonal to the fibers.
(2) The monodromy map going positively around S1 is Hamiltonian
isotopic to φ. This means that it is equal to φ composed with a
compactly supported Hamiltonian symplectomorphism.
(3) Near infinity, the fibration is equal to the product fibration
[R,∞)× ∂F × S1  S1
where α = dθ + θF . Here θ is the angle coordinate. We can enlarge
F so that R = 1.
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The contact plane distribution has a natural symplectic form. We make
this hyperplane distribution into a complex bundle by putting a compatible
almost complex structure on it. Choose a trivialization τ of the highest
exterior power of this complex bundle and a class b ∈ H2(F̂ ,Z/2Z) which
is invariant under the symplectomorphism. This class b can be viewed as
a class b˜ ∈ H2(Mφ,Z/2Z) which restricts to b on any particular fiber. The
group HF∗(φ, k) depends on these choices but we suppress them from the
notation when the context is clear.
This group is defined in [McL10a]. Let S be the surface (0,∞) × S1
parameterized by (rS , t). Here we identify t ∈ R/Z = S1. From [McL10a,
Section 2.3], there exists a fibration piφ : Wφ = (0,∞)×Mφ → (0,∞)× S1
such that:
(1) piφ splits up as a product id× pφ where pφ : Mφ  S1 is a fibration
whose fiber is F̂ .
(2) Its Liouville form θφ is equal to rSpi
∗
φdt + αφ where αφ is a contact
form on Mφ.
(3) The monodromy map of Mφ is the symplectomorphism φ.
Near infinity (in the fiberwise direction), Wφ looks like [1,∞) × ∂F × S1
where piφ is the projection map to S
1 and αφ = (rS + 1)dt + rFαF . The
coordinate rS can be viewed as a coordinate on Wφ by pulling it back via
piφ. The cylindrical coordinate rF of F̂ can be viewed as a well defined
coordinate in the region [1,∞)× ∂F × S1 inside Wφ parameterizing [1,∞).
We will write this region as {rF ≥ 1}. Let  > 0 be a constant smaller than
the smallest Reeb orbit of ∂F . We can put a trivialization τ˜ of the canonical
bundle of Wφ using the trivialization τ and the fact that the base S has a
canonical trivialization.
Let h : [1,∞) → R be a function with h(x) = 0 near x = 1 and h = rF
near infinity. We can view h(rF ) as a function on Wφ by extending it by zero
in the region where rF is ill defined as a function. We say that a Hamiltonian
H : S1×Wφ → R is admissible in this context if it is equal to g(rS) + h(rF )
outside a large compact set where g : (0,∞)→ R is a function satisfying:
(1) g′, g′′ ≥ 0.
(2) g′(s) is constant for s near 0 or near ∞.
(3) 0 < g′(s) < 1 for s near 0.
The value of g′ near infinity is called the slope of H. Let j be the complex
structure on S where we identify S with H/Z where H is the upper half
plane in C and the Z action is translation. We also choose an S1 family of
almost complex structures J on Wφ making piφ (J, j) holomorphic and such
that in the region ([1,∞)× ∂F )× S it splits up as a product JF + j where
JF is convex on the cylindrical end [1,∞) × ∂F . Here convex means that
drF ◦ JF = −θF . Then it turns out by maximum principles [AS07, Lemma
7.2] and [McL07, Lemma 5.2] that SH∗(H,J) is well defined for generic
such (H,J). If we have some subset A of H1(Wφ) then we can consider
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only those 1-periodic orbits whose H1 class lies inside A. This is a subgroup
SHA∗ (H,J) of SH∗(H,J). Again this group depends on b˜ and τ˜ but we
suppress this from the notation. Let βk be the subset of H
1 represented by
loops in Wφ that wrap around the S
1 factor of (0,∞) × S1 k times after
projecting the loop down by piφ. We define HF∗(φ, k) as the direct limit over
all admissible pairs (H,J) with H|{pi∗φs<1} < 0 of SH
βk∗ (H,J). Note that this
Floer homology group depends on τ˜ and b˜. The ordering of this direct limit
is the ordering where (H1, J1) is less than (H2, J2) if and only if H1 < H2.
This turns out to be a finite dimensional group as a consequence of [McL10a,
Lemma 2.9]. If we have two such exact symplectomorphisms φ1 and φ2
that can be joined together by a smooth family of compactly supported
exact symplectomorphisms then HF∗(φ1, k) = HF∗(φ2, k) hence this is an
invariant up to isotopy. Sometimes we just have a symplectomorphism φ :
F → F which fixes the boundary ∂F . This has a Floer homology group
HF∗(φ, k) as well as we extend φ by the identity map giving us a C1 function
which we smooth to a map φ̂ : F̂ → F̂ and we define HF∗(φ, k) as HF∗(φ̂, k).
4. Products
The goal of this section is to prove Theorem 2.2. Let N and N ′ be
Liouville domains. We have that N ×N ′ is not a Liouville domain, but we
can smooth the corners slightly so that it becomes a Liouville domain whose
completion is symplectomorphic to N̂ × N̂ ′. The statement of this theorem
is:
Γ(N̂ × N̂ ′, (τ ⊗ τ ′, b⊗ b′)) = Γ(N̂ , (τ, b)) + Γ(N̂ ′, (τ ′, b′)).
From now on we will suppress our choice of τ, τ ′, b, b′ from the notation unless
it is unclear which choices to make. Theorem 2.2 is a consequence of the
following Theorem: Suppose that (Vλ), (V
′
λ) are filtered directed systems.
Then we can form a new filtered directed system (Vλ ⊗ V ′λ). The growth
rate of (Vλ ⊗ V ′λ) is equal to the sum of the growth rates of (Vλ) and (V ′λ).
Theorem 4.1. The filtered directed system (SH∗(N̂ ⊗ N̂ ′, θN + θN ′ , λ)) is
isomorphic to the tensor product: (SH∗(N̂ , θN , λ)⊗ SH∗(N̂ ′, θN ′ , λ)).
This proves Theorem 2.2.
Proof. of Theorem 4.1. Let (H,J) (resp. (H ′, J ′)) be growth rate admissible
for N̂ (resp. N̂ ′). We will now show that the pair (H+H ′, J⊕J ′) is growth
rate admissible.
(H + H ′, J ⊕ J ′) is SH∗ admissible: Let AH (resp. AH′) be a discrete
subset of (0,∞) such that λH (resp. λH ′) has all of its 1-periodic orbits
inside the relatively compact open set UHλ (resp. U
H′
λ ) where λ ∈ (0,∞)\AH
(resp. (0,∞) \ AH′). This implies that λ(H + H ′) has all of its 1-periodic
orbits inside UHλ × UH
′
λ for λ ∈ (0,∞) \ (AH ∪ AH′). We also have that
(H + H ′, J + J ′) is SH∗-admissible as any solution u : S → N̂ × N̂ ′ of the
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perturbed Cauchy-Riemann equations whose boundary maps into UHλ ×UH
′
λ
must be contained in a compact set of the form K × K ′. This is because
u projects to a solution of the perturbed Cauchy-Riemann equations for
the pair (H,J) or (H ′, J ′) under the projection to N̂ or N̂ ′ whose boundary
maps to UHλ or U
H′
λ and hence by the maximum principle must be contained
in a compact set K ⊂ N̂ or K ′ ⊂ N̂ ′.
(H+H ′, J⊕J ′) satisfies the bounded below property and the action bound
property because H and H ′ satisfies the bounded below property and the
action bound property.
(H + H ′, J ⊕ J ′) satisfies the Liouville vector field property: Let VH , fH
(resp. VH′ , fH′) be the respective Liouville vector field and function as stated
in the Liouville vector field property for H (resp H ′). We also have a con-
stant C so that NC := f
−1
H (−∞, C] is contained in the interior of H−1(0)
and VH(fH) > 0 for fH ≥ C. We have a similar constant C ′ for fH′ . Write
N ′C′ := f
−1
N ′ (−∞, C]. We have that NC ×N ′C′ is contained in the interior of
(H+H ′)−1(0) and d(fH +fH′)(VH +VH′) > 0 on ∂
(
NC ×N ′C′
)
and outside
NC ×N ′C′ . Smooth the corners of NC ×N ′C′ slightly to give a new manifold
A with boundary so that
(1) VH + VH′ is transverse to ∂A and pointing outwards.
(2) d(fH + fH′)(VH + VH′) > 0 on ∂A and outside A.
(3) A ⊂ NC×N ′C′ . Hence A is contained in the interior of (H+H ′)−1(0).
Choose some positive function g : N̂ × N̂ ′ → (0,∞) which is small so that
g.(VH + VH′) is an integrable vector field. Flow ∂A along g.(VH + VH′) for
all time so that we get a diffeomorphism from (N̂ × N̂ ′) \Ao to [1,∞)× ∂A
such that g.(VH + VH′) maps to
∂
∂r where r parameterizes [1,∞). We can
extend this to (0,∞) × ∂A by flowing ∂A backwards along g.(VH + VH′).
So g.(VH + VH′) still maps to
∂
∂r and ∂A is identified with {1} × ∂A. Let
h : (0,∞)→ R be a function with
(1) h′(x) ≥ 0, h(x) = 0 for x ≤ 12
(2) h′(x) > 0,h > 1 for x ≥ 34
(3) h(x) tends to infinity as x tends to infinity.
We define fH+H′ : N̂ × N̂ ′ → R as h(r) when r is well defined and 0
elsewhere. This is exhausting and f−1H+H′(∞, 1] is contained in the interior
of (H+H ′)−1(0). Also dfH+H′(VH+VH′) > 0 for fH+H′ ≥ 1. Also for  small
enough we have that d(H+H ′)(VH+VH′) > 0 in the region (H+H ′)−1(0, ).
This is because if H+H ′ is small and positive then H and H ′ are small and
at least one of them is positive and because H and H ′ satisfy:
(1) dH(VH) ≥ 0 for H small.
(2) dH(VH) > 0 if and only if H > 0 for H small.
(3) the same properties are true for H ′.
Hence H + H ′ satisfies the Liouville vector field property and so is growth
rate admissible.
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The directed system (SH∗(λ(H+H ′), J ⊕J ′)) is equal to (SH∗(λH, J)⊗
SH∗(λH ′, J ′)). This is because we can choose approximating pairs for
(λ(H +H ′), J ⊕ J ′) which respect the product structure. 
5. Growth rate linear algebra
Recall that a filtered directed system is a family of vector spaces (Vx)
parameterized by [1,∞) forming a category where for x1 ≤ x2 there is a
unique homomorphism from Vx1 to Vx2 and no homomorphism when x1 >
x2. A morphism of filtered directed systems φ : (Vx) → (V ′x) consists of
some constant Cφ ≥ 1 and a sequence of maps
ax : Vx → V ′Cφx
so that we have the following commutative diagram:
Vx1 V
′
Cφx1
Vx2 V
′
Cφx2
//
//
 
ax1
ax2
for all x1 ≤ x2 where the vertical arrows come from the filtered directed
systems.
Let ψx1,x2 be the natural map from Vx1 to Vx2 in this filtered directed
system for x1 ≤ x2. For each constant C ≥ 0, we have an automorphism
CV from (Vx) to (Vx) given by the map ψx,Cx. We say that (Vx) and (V
′
x)
are isomorphic if there is a morphism φ from (Vx) to (V
′
x) and another
morphism φ′ from (V ′x) to (Vx) such that φ′ ◦φ = CV and φ◦φ′ = C ′V ′ where
C,C ′ ≥ 0 are constants and CV : (Vx) → (Vx), C ′V ′ : (V ′x) → (V ′x) are the
automorphisms described above. From [McL10b, Lemma 3.1] we have that if
(Vx), (V
′
x) are two isomorphic filtered directed systems, then Γ(Vx) = Γ(V
′
x).
Lemma 5.1. Suppose (Vx), (V
′
x), (V
′′
x ) are filtered directed systems such that
for all x1 ≤ x2, we have the following commutative diagram where the hori-
zontal arrows are long exact sequences between Vx, V
′
x and V
′′
x and the vertical
arrows are the natural directed system maps:
Vx1 V
′
x1 V
′′
x1
Vx2 V
′
x2 V
′′
x2
// // // //
// // // //
  
Suppose also that (V ′′x ) is isomorphic to the filtered directed system (0) (i.e.
all the vector spaces are 0). Then (Vx) is filtered isomorphic to (V
′
x).
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Proof. of Lemma 5.1. Because (V ′′x ) is isomorphic to (0), there is a constant
C > 0 such that the directed system map V ′′x → V ′′Cx is 0. We look at the
following commutative diagram:
Vx V
′
x V
′′
x
VCx V
′
Cx V
′′
Cx
VC2x V
′
C2x V
′′
C2x
// // // //
// // // //
// // // //
  
  
ax31 a
x
12 a
x
23 a
x
31
aCx31 a
Cx
12 a
Cx
23 a
Cx
31
aC
2x
31 a
C2x
12 a
C2x
23 a
C2x
31
ψx,Cx ψ
′
x,Cx 0
ψCx,C2x ψ
′
Cx,C2x 0
We have a map φx := a
x
12 from Vx to V
′
x which induces a morphism of filtered
directed systems. We now wish to create an inverse morphism φ′ so that
φ ◦ φ′ and φ′ ◦ φ are directed system maps respectively (defined earlier in
this section). Here is how we construct φ′: We will construct it so that φ′x
is a map from V ′x to VC2x. Let q ∈ V ′x. We have that aCx23 ◦ ψ′x,Cx(q) = 0
by the commutativity of the diagram. This implies that ψ′x,Cx(q) = a
Cx
12 (w)
for some w ∈ VCx by the fact that we have a long exact sequence. Let
w′ ∈ VCx be another element such that ψ′x,Cx(q) = aCx12 (w′). Then by the
long exact sequence property we have that w − w′ = aCx31 (u) for u ∈ V ′′Cx.
Commutativity implies that ψCx,C2x(w − w′) = 0. Hence ψCx,C2x(w) is
independent of the choice of w. We define φ′x(q) := ψCx,C2x(w).
We have that φ′ ◦ φ = ψCx,C2x ◦ ψx,Cx by commutativity of the diagram.
Similarly φ ◦ φ′ = ψ′Cx,C2x ◦ ψ′x,Cx. Hence φ and φ′ give us our isomorphism
between (Vx) and (V
′
x). 
Lemma 5.2. Let (Vx), (V
′
x) be isomorphic filtered directed systems. For any
constant C sufficiently large, there exists maps φ : Vx → V ′Cx and φ′ : V ′x →
VCx such that φ ◦ φ′ and φ′ ◦ φ are directed system maps.
Proof. of Lemma 5.2. Let p : Vx → VCpx, p′ : V ′x → VCp′x be the iso-
morphisms. We choose any C greater than both Cp and Cp′ . We define
φ := ψCpx,Cx ◦ p and φ′ := ψCp′x,Cx ◦ p′. Because p and p′ are morphisms of
filtered directed systems, they commute with the directed system maps and
hence because p◦p′ and p′ ◦p are equal to directed system maps then so are
φ ◦ φ′ and φ′ ◦ φ. 
We need a criterion that is invariant under isomorphism that tells us when
the growth rate of one filtered directed system is greater than or equal to
another one. Let (Vx), (V
′
x) be filtered directed systems. Let ψx1,x2 , ψ
′
x1,x2
be the respective directed system maps.
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Definition 5.3. We say that (Vx) is bigger than (V
′
x) if there exists constants
A,B,C ≥ 1 with C ≥ B such that for all x ≥ 1, y ≥ 1,
rank im(ψBx,Cyx) ≥ rank im(ψ′x,Ayx)
Lemma 5.4. Suppose that (Vx) is bigger than V
′
x, and suppose that (V˜x)
(resp. (V˜ ′x)) is isomorphic to (Vx) (resp. V ′x), then (V˜x) is bigger than (V˜ ′x).
Proof. of Lemma 5.4. Choose A,B,C as in Definition 5.3. Also let φx :
Vx → V˜Cφx, φ˜x : (V˜x)→ VCφ˜x be the maps giving the isomorphism between
(Vx) and (V˜x). Similarly let
φ′x : V
′
x → V˜ ′Cφ′x
and
φ˜′x : V˜
′
x → V ′Cφ˜′x
be the isomorphisms between (V ′x) and (V˜ ′x). By Lemma 5.2, we can assume
that
κ = Cφ = Cφ˜ = Cφ′ = Cφ˜′ > 1.
Choose any y > 1. We have that
ψκBx,Cκ3yx = φ˜κ2Cyx ◦ ψ˜κ2Bx,κ2Cyx ◦ φκBx.
Hence the rank of the image of ψκBx,Cκ3yx is less than or equal to the rank
of the image of ψ˜κ2Bx,κ2Cyx. We also have:
ψ˜′x,κ4Ayx = φ
′
κ3yAx ◦ ψ′κx,κ3yAx ◦ φ˜′x.
Hence
rank im(ψ˜′x,κ4Ayx) ≤ rank im(ψ′κx,κ3yAx).
Because (Vx) is bigger than (V
′
x) we get
rank im(ψ′κx,κ3yAx) ≤ rank im(ψκBx,Cκ3yx).
This implies using the other inequalities that
rank im(ψ˜′x,κ4Ayx) ≤ rank im(ψ˜κ2Bx,κ2Cyx).
This implies that (V˜x) is bigger than (V˜
′
x) where our constants A,B,C (as
described in definition 5.3) are replaced with constants κ4A, κ2B, κ2C. 
Lemma 5.5. If (Vx) is bigger than (V
′
x) then Γ(Vx) ≥ Γ(V ′x).
Proof. of Lemma 5.5. Let A,B,C ≥ 1 be the constants so that for all
x, y ≥ 1,
rank im(ψBx,Cyx) ≥ rank im(ψ′x,Ayx)
where ψ,ψ′ are the directed system maps for (Vx) and (V ′x) respectively. Let
f(x) (resp. g(x)) be the rank of the image of the natural map a(x) : Vx →
lim−→y Vy (resp. b(x) : V
′
x → lim−→y V
′
y). We have that f(Bx) ≥ g(x) by using
the above inequality for large enough y. The point is that because the rank
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of Vx (resp. V
′
x) is finite, we have for large enough y that f(Bx) (resp. g(x))
is the rank of the image of ψBx,Cyx (resp. ψ
′
x,Ayx) for large enough y. So,
lim
x
log f(x)
log x
= lim
x
log f(Bx)
logBx
=
lim
x
log f(Bx)
log x
≥ lim
x
log g(x)
log x
.
Hence Γ(Vx) ≥ Γ(V ′x). 
Lemma 5.6. Suppose that (Vx), (V
′
x) are filtered directed systems such that
(Vx) is bigger than (V
′
x). Then (V
′
x) is isomorphic to a filtered directed system
(V˜ ′x) such that |V˜ ′x| ≤ |Vx| for all x ∈ [1,∞).
Proof. of Lemma 5.6. Let A,B,C ≥ 1 be the constants so that for all
x, y ≥ 1,
rank im(ψBx,Cyx) ≥ rank im(ψ′x,Ayx)
where ψ,ψ′ are the directed system maps for (Vx) and (V ′x) respectively. We
have that (im(ψ′x,Ax)) is a filtered directed system where the directed system
maps are the ones induced by ψ′. This is because ψ′x,Ax is a morphism of
filtered directed systems and so its image is also a filtered directed system.
It is filtered isomorphic to (V ′x) because we have maps: φ : Vx → im(ψ′x,Ax)
given by φ = ψ′x,Ax and φ
′ : im(ψ′x,Ax)→ VAx given by the natural inclusion.
So φ ◦ φ′ and φ′ ◦ φ are the natural directed system maps. Hence we have
an isomorphism. We define V˜ ′x := im(ψ′x/B,(A/B)x). If x < B then we define
V˜ ′x := 0. This is a filtered directed system which (by using directed system
maps) is filtered isomorphic to (im(ψ′x,Ax)). We have
|V˜ ′x| ≤ rank im(ψ′x/B,(A/B)x) ≤ rank im(ψx,(C/B)x) ≤ |Vx|.
This proves the Lemma. 
We will now state a technical lemma which will be used to give an upper
bound for growth rates in terms of open books (see Section 6.2). Let (Cλ)
be a filtered directed system and let aλ1,λ2 : Cλ1 → Cλ2 be the filtered
directed system maps. Let ∂λ be a differential on Cλ so that the filtered
directed system maps are chain maps. Let F λ0 ⊂ F λ1 ⊂ · · · be a filtration
on Cλ whose union is Cλ so that: ∂λ(F
λ
i ) ⊂ F λi and aλ1,λ2(F λ1i ) ⊂ F λ2i . We
define F λ−1 = 0. We have two filtered directed systems: (H∗(Cλ, ∂λ)) and
(
⊕∞
i=0H∗(F
λ
i /F
λ
i−1, ∂λ)). Let
a¯ix,y : H∗(F
x
i /F
x
i−1, ∂x)→ H∗(F yi /F yi−1, ∂y)
be the induced directed system maps. Let
H(ax,y) : H∗(Cx, ∂x)→ H∗(Cy, ∂y)
be the other induced directed system maps.
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Lemma 5.7. Suppose that there is a constant M > 1 such that a¯ix,y are
isomorphisms for all y > x ≥ Mi. Suppose also that there is a constant
N > 1 such that F λi = F
λ
j for all j ≥ i ≥ bNλc. Then the filtered directed
system (
⊕∞
i=0H∗(F
λ
i /F
λ
i−1, ∂λ)) is bigger than (H∗(Cλ, ∂λ)).
Proof. of Lemma 5.7. We build a new filtered directed system C ′λ with
differential ∂′λ as follows: We define C
′
λ to be equal to F
λ
i in the region Mi ≤
λ < M(i+ 1). A morphism from C ′λ1 to C
′
λ2
where Mi1 ≤ λ1 < M(i1 + 1)
and Mi2 ≤ λ2 < M(i2 + 1) (i1 ≤ i2) is the natural morphism from F λ1i1
to F λ2i1 composed with the inclusion into F
λ2
i2
. We also define ∂′λ to be the
induced differential. This is isomorphic to the filtered directed system Cλ,
where the isomorphism is built as follows: We have a map φ : Cλ → C ′MNλ
given by the filtered directed system map aλ,MNλ because this map respects
the filtration structure and Cλ ⊂ F λbNλc. Also we have a map φ′ : C ′λ → Cλ
given by inclusion as C ′λ is a subcomplex. We have that φ ◦ φ′ and φ′ ◦ φ
are directed system maps. We also have an induced filtration structure
F ′λi := F λi ∩ C ′λ.
This isomorphism also commutes with the differentials and respects the
filtration structure hence it induces filtered directed system isomorphisms
(H∗(Cλ, ∂λ)) ∼= (H∗(C ′λ, ∂′λ)) and( ∞⊕
i=0
H∗(F λi /F
λ
i−1, ∂λ)
)
∼=
( ∞⊕
i=0
H∗(F ′
λ
i /F
′λ
i−1, ∂
′
λ)
)
.
All the filtered directed system maps in
(⊕∞
i=0H∗(F
′λ
i /F
′λ
i−1, ∂′λ)
)
are in-
jections because H∗(F ′λi /F ′
λ
i−1, ∂′λ)) is non-trivial only when Mi ≤ λ. Let
a¯′x,y be the respective filtered directed system maps. Let H(a′)x,y be the di-
rected system maps for (H∗(C ′λ, ∂
′
λ)). We have that the rank of (H∗(C
′
λ, ∂
′
λ))
is less than or equal to the rank of
(⊕∞
i=0H∗(F
′λ
i /F
′λ
i−1, ∂′λ)
)
by a spectral
sequence argument. Also for all y ≥ 1, the rank of the image of a¯′λ,yλ is
equal to the rank of (
⊕∞
i=0H∗(F
′λ
i /F
′λ
i−1, ∂′λ)) as the filtered directed sys-
tem maps are injective. The rank of the image of H(a′)λ,yλ is less than or
equal to the rank of H∗(C ′λ, ∂
′
λ) hence we get that
rank im(a¯′λ,yλ) ≥ rank im(H(a′)λ,yλ).
This implies that (
⊕∞
i=0H∗(F
′λ
i /F
′λ
i−1, ∂′λ)) is bigger than (H∗(C
′
λ, ∂
′
λ)).
Hence by Lemma 5.4, (
⊕∞
i=0H∗(F
λ
i /F
λ
i−1, ∂λ)) is bigger than (H∗(Cλ, ∂λ)).

The following technical lemma will be used in Section 6.3 so that we have
a bound on the growth rate. Let (Qλ) be a filtered directed system and let
qλ1,λ2 be the respective filtered directed system maps. Suppose as a vector
space Qλ = Aλ⊕Bλ. The filtered directed system maps qλ1,λ2 can be viewed
COMPUTABILITY AND THE GROWTH RATE OF SYMPLECTIC HOMOLOGY 37
as a matrix (
aλ1,λ2 b
a
λ1,λ2
abλ1,λ2 bλ1,λ2
)
where aλ1,λ2 is a map from A to A, bλ1,λ2 is a map from B to B, b
a
λ1,λ2
is a
map from B to A and abλ1,λ2 is a map from A to B. Suppose that we also
have a differential ∂q on Qλ again of the form(
∂a ∂ba
∂ab ∂b
)
which commutes with the filtered directed system maps qλ1,λ2 . We will
assume that Bλ is a filtered directed system with filtered directed system
maps bλ1,λ2 . We will also assume that the map ∂b is a differential on Bλ
that commutes with the filtered directed system maps bλ1,λ2 .
Lemma 5.8. Suppose that the rank of Aλ is bounded above by some function
P (λ) and that the filtered directed system (H∗(Qλ, ∂q)) is isomorphic to some
filtered directed system (Vλ) satisfying |Vλ| ≤ R(λ). Then (H∗(Bλ, ∂b)) is
isomorphic as a filtered directed system to (Wλ) satisfying |Wλ| ≤ 6P (λ) +
R(C ′λ) for some constant C ′ > 1.
Proof. of Lemma 5.8. Because (H∗(Qλ, ∂q)) is isomorphic to (Vλ), there
are constants C,C ′ > 1 such that the map H∗(qλ,Cλ) factors through VC′λ′
for all λ. We define (B′λ) to be the filtered directed system im(bλ,Cλ). We
have a differential ∂′b on B
′
λ induced by ∂b because it commutes with the
filtered directed system maps. We have that (H∗(Bλ, ∂b)) and (H∗(B′λ, ∂
′
b))
are isomorphic as filtered directed systems where the isomorphism is induced
by the map bλ,Cλ and the inclusion map of B
′
λ into Bλ.
We have that the rank of H∗(B′λ, ∂
′
b) is equal by the first isomorphism
theorem to
|B′λ| − 2|im∂′b|.
Let Q′λ be equal to the image of qλ,Cλ. Let ∂
′
q be the differential on Q
′
λ. We
will view ∂a as a map from Aλ ⊕ Bλ to Aλ ⊕ Bλ by first projecting to Aλ
and then composing with ∂a and including the result into Aλ⊕Bλ. We will
also view the maps ∂b , ∂ab and ∂ba in a similar way. This means
∂q = ∂a + ∂b + ∂ab + ∂ba .
The rank of the image of ∂′q is equal to the rank of the image of qλ,Cλ ◦ ∂q
and the rank of the image of ∂′b is also equal to the rank of the image of
qλ,Cλ ◦ ∂b. We have
|im(∂′b)| = |im(qλ,Cλ ◦ ∂b)| ≥ |im(qλ,Cλ ◦ ∂q)| − |im(qλ,Cλ ◦ ∂a)|
−|im(qλ,Cλ ◦ ∂ab)| − |im(qλ,Cλ ◦ ∂ba)| ≥ |im(∂′q)| − 3|Aλ|.
Hence
|H∗(B′, ∂′b)| ≤ |B′λ| − 2(|im(∂′q)| − 3|Aλ|) ≤ |Q′λ| − 2|im(∂′q)|+ 6|Aλ|
= |H∗(Q′λ, ∂′q)|+ 6|Aλ|
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We have that |Aλ| ≤ P (λ) and because H∗(qλ,Cλ) factors through VC′λ we
have that |H∗(Q′λ, ∂′q)| ≤ R(C ′λ). Hence
|H∗(B′, ∂′b)| ≤ R(C ′λ) + 6P (λ).
Hence we have proven our lemma with Wλ = H∗(B′, ∂′b). 
6. Lefschetz fibrations
6.1. Partial Lefschetz fibrations. Instead of dealing directly with open
books, we will deal with something which is basically equivalent to an open
book called a partial Lefschetz fibration.
We will now define partial Lefschetz fibrations. A partial Lefschetz fi-
bration pi : E \K → S is defined as follows: The manifold S is a compact
surface with boundary, and E is a manifold with boundary and corners. The
manifold E consists of two codimension 1-boundary components ∂hE and
∂vE meeting in a codimension 2 component. The set K is a compact subset
of the interior of E. There is a 1-form θE on E making E into a Liouville
domain after smoothing the corners. The map pi must satisfy the following
properties:
(1) A neighbourhood of ∂hE is diffeomorphic to S × (1 − , 1] × ∂F
where F is some Liouville domain called the fiber of pi. Here θE =
θS + rFαF where θS is a Liouville form on S and rF parameterizes
the interval. The 1-form αF is the contact form on ∂F . The map pi
is the projection map to S here.
(2) θE restricted to the fibers of pi is non-degenerate away from the
singularities of pi.
(3) We have that pi|∂vE is a fibration whose fibers are exact symplecto-
morphic to F and such the fibers of pi are either disjoint or entirely
contained in ∂vE.
(4) There are only finitely many singularities of pi and they are all dis-
joint from the boundary ∂E. They are modelled on non-degenerate
holomorphic singularities.
The Liouville domain F is called the fiber of this partial Lefschetz fibration.
For the purposes of this paper it does not matter too much what the sin-
gularities of pi are. In fact by enlarging the set K, we can assume that pi
has no singularities. We call ∂hE the horizontal boundary and ∂vE the ver-
tical boundary. Near the boundary ∂vE, we have a connection given by the
ωE-orthogonal plane field to the fibers. Because the fibration is a product
near ∂hE, the parallel transport maps associated to this connection are well
defined and are compactly supported if we transport around a loop. We call
the symplectomorphism φ : F → F given by parallel transporting around
a loop on ∂S the monodromy symplectomorphism around this boundary
component. If S has a single boundary component then φ is called the
monodromy symplectomorphism of pi.
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We define α∂ to be θE |∂vE . This is a contact form on ∂vE. In the region
Eh = S × (1− , 1]× ∂F , we have that α∂ = rFαF + αS where αS is θS |∂S
pulled back to ∂vE via pi. A partial Lefschetz fibration pi is said to be in
standard form if there is a neighbourhood (1 − S , 1] × ∂vE of ∂vE where
θE = (rS − 1)αS + α∂ where rS parameterizes the interval. Also there is a
neighbourhood (1 − S , 1] × ∂S of ∂S where pi is the map (id, pi|∂vE). The
good thing about partial Lefschetz fibrations in standard form is that we
can form their completion
pi : Ê → Ŝ
as follows: we first glue on S × [1,∞)× ∂F to the horizontal boundary and
extend pi as the projection map to S. We also extend θE as θS + rFαF over
this region. Let p˜i : E˜ \ K → S be the resulting map. The region ∂E˜ =
p˜i−1(∂S) is a contact manifold with contact form α∂ := θE˜ |∂E˜ . This is in
fact a union of mapping tori (as described in [McL10a]). Let pi∂ : ∂E˜  ∂S
be equal to p˜i|∂E˜ . We call E˜ a vertically completed partial Lefschetz fibration.
Because E is in standard form, a neighbourhood of ∂E˜ is diffeomorphic to
(1−S ]×∂E˜ with θE = (rS−1)αS +α∂ . Here by abuse of notation we write
αS as the pullback of αS via pi∂ to ∂E˜. Hence we can glue on [1,∞) × ∂E˜
to ∂E˜ and extend θE by (rS − 1)αS + α∂ . We also extend pi to
(id, pi∂) : [1,∞)× ∂E˜ → [1,∞)× ∂S
in this region where [1,∞) × ∂S is the cylindrical end of Ŝ. We write Ê
as the resulting manifold. By abuse of notation we write pi, θE for the
associated projection map and 1-form on this manifold. Here Ê is called the
completion. If we smooth the boundary of E slightly to create a manifold
E′ ⊂ E then (E′, θE) can be made into a Liouville domain and Ê is in fact
exact symplectomorphic to the completion Ê′.
The problem is that not every partial Lefschetz fibration is in standard
form. A deformation of partial Lefschetz fibrations is a smooth family of
1-forms θt on E making E into a Lefschetz fibration. We require that the
trivialization S × (1− , 1]× ∂F and pi are fixed.
Lemma 6.1. Let pi : E → S be a partial Lefschetz fibration. Then this par-
tial Lefschetz fibration is deformation equivalent to one which is in standard
form.
Proof. of Lemma 6.1. We have a natural connection on E given by the
planes that are ωE orthogonal to the fibers (away from the singularities
and the region K). Let XθS be the ωS-dual of θS . Let X˜θS be its lift.
We have −X˜θS is integrable near ∂vE because X˜θS = XθS in the region
Eh := S × (1− , 1]× ∂F . We first flow back ∂vE along X˜θS so that we get
a region diffeomorphic to
(−′, 0]× ∂vE
with
θE = α∂ + ρ+ dg
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where g is a function which vanishes inside Eh, ρ is a 1-form which vanishes
when restricted to the fibers. Here ′ > 0 is a small constant. Let t param-
eterize the interval (−′, 0]. Because XθS is the Liouville flow of θS we get
that rS = e
t. Hence ρ = (rS−1)αS in the region Eh as X˜θS = XθS inside Eh.
So we get that a neighbourhood of ∂vE is diffeomorphic to (1− ′S , 1]× ∂vE
with θE = α∂ + ρ + dg where g = 0 and ρ = (rS − 1)αS inside Eh. Here
′S = 1− e−
′
.
We have a non-decreasing bump function ν : (1 − ′S , 1] → [0, 1] which is
1 near 1 and 0 near 1− ′S . Note that for  small we can define a new bump
function µ(x) = ν(x+ ) when x ≤ 1−  and µ = 1 otherwise.
1− S
ν
µ
1
1
1− 
Let Ct ≥ 0 be a smooth family of constants with C0 = 0 such that
θtE := (1− tν(rS))θE + tν(rS)((rS − 1)αS + α∂) + Ctµ(rS)rSαS
makes E into a Lefschetz fibration for all t (basically by [McL07, Theorem
2.15]). This is a deformation of Lefschetz fibrations.
For some small enough ′′ > 0 we get that
θ1E = (rS − 1)αS + α∂ + C1rSαS
inside the region {rS > 1− ′′}. We define α1∂ := θ1E |∂vE ,
θ1S := θS + C1µ(rS)rSαS
and α1S := θ
1
S |∂S . We have that (S, θ1S) is a Liouville domain. For S > 0
small enough we get that:
θ1E = (rS − 1)α1S + α1∂
in the region {rS > 1 − S}. Hence (E, θ1E) is a partial Lefschetz fibration
which is in standard form. 
If we have some partial Lefschetz fibration E then we define its completion
Ê as follows: We first deform E so that it is in standard form and then we
complete it as before. From now on we will assume that all partial Lefschetz
fibrations are in standard form unless stated otherwise. A Lefschetz fibration
is defined as a partial Lefschetz fibration pi : E → S which is well defined
everywhere (i.e. the set K is empty).
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6.2. An upper bound for growth rate. Let (E, pi) be a partial Lefschetz
fibration whose fiber is F and whose base is some disk D in C. Let φ : F →
F be the monodromy map around ∂D. We have Floer homology groups
HF∗(φ, k). These groups have finite rank, so we can define the following
function:
b(x) := 1 + rank
⊕
k≤x
HF∗(φ, k).
This has an associated growth rate: Γ(φ) := limx
log b(x)
log x . The aim of this
section is prove the following theorem
Theorem 6.2. Γ(Ê) ≤ Γ(φ).
The reason why we want to do this is because it is a crucial ingredient for
proving Theorem 2.3. This theorem might be interesting in its own right.
For instance if we combine it with Lemma 9.1 we get an upper bound for
Γ(Ê) in terms of HF∗(ψ, k) where ψ is now the monodromy of any open
book supporting the contact structure on a smoothing of ∂E.
The growth rate of Ê depends on a choice of trivialization τ˜ of the canon-
ical bundle on Ê and a choice of some class b˜ ∈ H2(Ê,Z/2Z). The growth
rate of φ also depends on a family of trivializations of the canonical bundle on
F̂ and a class b ∈ H2(F,Z/2Z) which is fixed by the symplectomorphism.
The family of trivializations comes from the trivialization τ˜ restricted to
pi−1(∂D) as follows: Because we have a canonical trivialization of TD and
a trivialization τ˜ of the canonical bundle of E, we get a trivialization τ∂
of the top exterior power of the vertical bundle of pi restricted to pi−1(∂D).
Because pi−1(∂D) = F × [0, 1]/ ∼ where ∼ identifies (0, f) with (1, φ(f)), we
can lift this trivialization τ∂ to F × [0, 1]. This can be viewed as a family of
trivializations τs of the canonical bundle of F parameterized by [0, 1] such
that φ∗τ1 = τ0. The choice of our class b ∈ (F,Z/2Z) is just b˜ restricted
to the fiber F of pi. From now all these Floer homology groups are defined
with respect to these choices.
We will prove Theorem 6.2 by proving a stronger Theorem: We have a
filtered directed system as follows: we define
V φx := H
n−∗(E)⊕
bxc⊕
i=1
HF∗(φ, k).
The morphism between V φx and V
φ
y for x ≤ y is the natural inclusion map.
Theorem 6.3. We have that (V φx ) is bigger than the filtered directed system
(SH+∗ (Ê, θE , λ)).
This Theorem combined with Lemma 5.5 implies Theorem 6.2. Here we
also used the fact that the growth rate of a strictly positive function does
not change if we add any non-negative constant. Hence all we need to do is
prove Theorem 6.3.
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We will now construct a pair (Hpi, Jpi) for Ê such that (SH∗(λHpi, Jpi))
is isomorphic to (SH+∗ (Ê, θE , λ)). This pair can be defined for partial Lef-
schetz fibrations whose base is any surface we like although we are usually
interested in the disk. Later on we will define families that only work when
the base is a disk.
The base surface S is a Liouville domain, and its completion Ŝ has a
cylindrical end [1,∞) × ∂S. Let rS be the cylindrical coordinate for this
cylindrical end. Let pi : Ê  Ŝ be the completion of the Lefschetz fibration
above. We will write rS for pi
∗rS . Also the set {rS ≤ C} really means
pi−1(S)∪{rS ≤ C}. Similarly we have the coordinate rF which parameterizes
the interval in the region
Êh := Ŝ × [1,∞)× ∂F.
In this region pi is the natural projection to Ŝ and θE = θS + rFαF . In the
region {rS ≥ 1} we have that θE = (rS − 1)αS + α∂ where α∂ = θE |pi−1(∂S).
An almost complex structure J is called Lefschetz admissible if there ex-
ists a constant C ≥ 1 such that in the region {rF ≥ C} ⊂ Êh, J = JS
⊕
JF
where JS (resp. JF ) is an almost complex structure on Ŝ (resp. F̂ ) compati-
ble with the symplectic form which is cylindrical at infinity. We also require
that pi is (J, JS) holomorphic in the region {rS ≥ C}. Let h : [1,∞)→ R be
a function such that h(x) = 0 for x near 1, h′(x), h′′(x) ≥ 0 and h′(x) = 1
near infinity. We write h(rF ) (resp. h(rS)) as a function on Ê which we
extend by 0 over the region where rF (resp. rS) is ill defined. We define
Hpi := h(rF ) + h(rS) and Jpi to be any Lefschetz admissible almost complex
structure. After perturbing E very slightly we may assume that the period
spectrum of ∂F (where F is the fiber) is discrete.
Lemma 6.4. The pair (Hpi, Jpi) is growth rate admissible. Also AH :=
−θE(XHpi)−Hpi ≥ 0.
Instead of proving this lemma, we will prove a more general lemma which
will be used later on in this paper. Let (HF , JF ) be a growth rate admissible
pair on F̂ where F is a subset of the interior of H−1F (0). We let h : [1,∞)→
[0,∞) be a function equal to 0 near 1 with h′(r) = 1 for r ≥ 2. We also
assume that h′, h′′ ≥ 0. We write h(rS) for the function Ê which is equal to
h(rS) when the coordinate rS is well defined and zero elsewhere. Let JE be
an almost complex structure on Ê making pi (JE , jS) holomorphic where jS
is a complex structure compatible with the symplectic form on Ŝ which is
cylindrical on its cylindrical end. We also assume that JE = jS ⊕ JF in the
region
Êh := Ŝ × [1,∞)× ∂F ⊂ Ê.
Let pi2 be the natural projection from Êh to [1,∞)× ∂F ⊂ F̂ . By abuse of
notation we write pi∗2HF as the Hamiltonian on Ê defined by pi∗2HF inside
Êh and 0 elsewhere.
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Lemma 6.5. The pair (HE := pi
∗
2HF +h(rS), JE) is growth rate admissible.
If −θF (XθHF )−HF ≥ 0 then AH := −θE(XθHE )−HE ≥ 0 (Here θHF and
θHE are the 1-forms enabling HF and HE to satisfy the Liouville vector field
property).
This lemma proves Lemma 6.4 when HF = h(rF ) and JF is cylindrical
at infinity. This is because such a pair is growth rate admissible (see the
second example in [McL10b, Section 4]). Also because h′′(rF ) ≥ 0 we get
that −θF (XHF )−HF ≥ 0 which implies that AH ≥ 0.
Proof. of Lemma 6.5.
(HE , JE) is SH∗ admissible: Let PS the period spectrum of the contact
boundary ∂S. The Hamiltonian vector field Xh(rS) is equal to the horizontal
lift of the Hamiltonian vector field associated to h(rS) on the base S. This
means that for λ not in PS we have that all the 1-periodic orbits of λh(rS) are
contained in the region where rS < 2. Outside Êh we have that HE = h(rS)
which means that for λ not in PS , the orbits of λHE outside Êh are contained
inside a fixed compact subset.
In the region Êh we have that HE splits up as a product. Because
(HF , JF ) is growth rate admissible there is a discrete subset AHF of (0,∞)
and a sequence of relatively open compact subsets UHFλ of F̂ satisfying
(1) UHFλ1 ⊂ U
HF
λ2
for λ1 ≤ λ2
(2) All the 1-periodic orbits of λHF are contained in some closed subset
of UHFλ .
This means that for λ not in AHF or AS we have that all the 1-periodic orbits
of HE that are contained in Êh are also contained in {rS < 2}×UHFλ ⊂ Êh.
So we define UHEλ to be equal to {rS < 2} × UHFλ inside Êh and equal to
{rS < 2} outside Êh.
Suppose we have a map u : S → Ê satisfying the perturbed Cauchy-
Riemann equations whose boundary is contained in UHEλ . Let S¯ ⊂ S be a
subsurface with boundary such that u(S¯) is contained in Êh. We can assume
that pi2∂S¯ ⊂ UHFλ . We have that pi2 ◦ u|S¯ satisfies the perturbed Cauchy-
Riemann equations with respect to (HF , JF ). The maximum principle for
(HF , JF ) ensures that u(S¯) ⊂ UHFλ . Now let S˜ ⊂ S be a subsurface of S
mapped by u to the region {rS > 1} we can assume that the boundary is
mapped to a subset of {rS ≤ 2}. Lemma 11.1 ensures that S˜ is mapped
to the region {rS ≤ 2}. Hence u(S) is contained in UHEλ . Hence (HE , JE)
satisfies the maximum principle.
HE satisfies the bounded below property because h(r) ≥ 0 and is greater
than 1 for r sufficiently large and because HF satisfies the bounded below
property.
HE satisfies the Liouville vector field property: We add an exact 1-form
dψ to θF so that it is equal to θHF where θHF is the 1-form enabling the
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pair (HF , JF ) to satisfy the Liouville vector field property. We assume that
ψ = 0 inside F which is a closed subset of the interior of H−1F (0). Hence
we can define gF to be equal to ψ ◦ pi2 in Êh and 0 elsewhere. We let
θHE := θE + dgF . The ωE-dual of θHE in Êh ∩ {rS ≥ 1} is XθHF + rS ∂∂rS .
We have
dHE(XθE+dgF )−HE = dHF (XθHF +dgF )−HF + rSh
′(rS)− h(rS)
inside Êh ∩ {rS ≥ 1}. In the region Êh ∩ {rS ≤ 1}, h(rF ) = 0 so:
dHE(XθE+dgF )−HE = dHF (XθHF +dgF )−HF .
Using the above action calculations and the fact that HF , h, h
′ and h′′
are non-negative, we get the inequality dHE(XθE+dgF ) − HE > 0 inside
Êh ∩ {H−1E (0, HF )}. Because α∂
(
∂
∂rS
)
= 0 and α∂
(
∂˜
∂ϑ
)
> 0 where ∂˜∂ϑ is
the horizontal lift of ∂∂ϑ we get that the ωE-dual of α∂ is X + ν
∂
∂rS
where
ν > 0 is a function on pi−1(∂S) which is constant near infinity and X is
tangent to the fibers of pi. Hence the ωE-dual of θE is
(rS − 1) ∂
∂rS
+X + ν
∂
∂rS
in the region {rS ≥ 1}. Because dh(rS) is trivial when restricted to the
fibers, we have that inside {rS ≥ 1} \ Êh,
dHE(XθE+dgF )−HE = (rS − 1)h′(rS) + νh′(rS)− h(rS)
=
∫ rS
1
(t− 1)h′′(t)dt+ νh′(rS)
which is greater than 0 when h(rS) > 0. Hence dHE(XθE+dgF )−HE > 0 in
the region {H−1E (0, HF )}.
Let fF : F̂ → R be an exhausting function such that dfF (XθHF ) > 0
outside some closed subset of H−1F (0). We can ensure that pi
∗
2fF is zero near
∂F and we can extend it by zero outside Êh. Let h1 = h(1 +
rS−1
2 ). Then
(d(pi∗2fF ) + dh1(rS))(XθE+dgF ) > 0 outside a closed subset of H
−1
E (0). All
of this means that (HE , JE) satisfies the Liouville vector field property.
HE satisfies the action bound property: The function ν above is bounded
because α∂ = αS + rFαF in the region rF ≥ 1 and ν is invariant under
translations in the rS coordinate. Hence (rS − 1)h′(rS) + νh′(rS)− h(rS) is
bounded as h is linear near infinity. Because HF satisfies the action bound
property, we can add an exact 1-form d(qF ◦ pi2) to θE which we define to
be zero outside Êh so that d(HF ◦ pi2)(XθE+dqE )−HF ◦ pi2 is bounded. So
AH = (rS − 1)h′(rS) + ν(rS)h′(rS)−h(rS) +d(HF ◦pi2)(XθE+dqE )−HF ◦pi2
is bounded inside Êh and
AH = (rS − 1)h′(rS) + ν(rS)h′(rS)− h(rS)
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away from Êh. Hence dHE(XθE+dqE ) is bounded. This means that (HE , JE)
satisfies the action bound property. Hence (HE , JE) is growth rate admissi-
ble.
AH ≥ 0 : Suppose that −θF (XHF )−HF ≥ 0. Outside the region Êh we
have that
AH = (rS−1)h′(rS)+ν(rS)h′(rS)−h(rS) = νh′(rS)+
∫ rS
1
(t−1)h′′(t)dt ≥ 0.
We have that AH is equal to:
(rS − 1)h′(rS) + νh′(rS)− h(rS)− θF (XHF )−HF ≥ 0
inside Êh. Hence AH ≥ 0 everywhere. 
Fix some F > 0 smaller than the length of the smallest Reeb orbit
of ∂F . Let (Hλ, Jλ) be smooth family of Hamiltonians such that Hλ =
Fh(rF ) + λκ1h(rS) + κ2 where κ1 > 0, κ2 are constants and Jλ is Lefschetz
admissible. We say that (Hλ, Jλ) is a smooth family of half Lefschetz admis-
sible Hamiltonians of slope λ. If we just have a family of Hamiltonians Hpiλ
then we say that they are Lefschetz admissible too. The following Lemma
is a technical Lemma. It will be used in this section and in section 6.3.
Lemma 6.6. Suppose that the base surface S is connected and not con-
tractible and let AS be a boundary component. Let α ⊂ H1(E) be represented
by loops which project to loops which wrap around AS a non-zero number
of times and let φ be the associated monodromy map around AS. We also
suppose that 0 /∈ α. The filtered directed system (SH#,α∗ (Hλ, Jλ)) is isomor-
phic to
(⊕bλc
i=1(HF∗(φ, i))
)
where the directed system maps are the natural
inclusion maps.
Proof. of Lemma 6.6. We have that the component of the Lefschetz cylin-
drical end corresponding to AS is equal to [1,∞) ×Mφ where Mφ is the
mapping torus of φ. This mapping torus has a natural contact form αφ and
θE = (rS − 1)αS +αφ inside this cylindrical end where rS parameterizes the
interval and αS is the contact form on ∂S which we pull back via pi.
In order to calculate SH#,α∗ (Hλ, Jλ) we need to perturb Hλ slightly (to
create an approximating pair). We have for some small h > 0 that h(x) = 0
for x ∈ [1, 1 + h). We perturb (Hλ, Jλ) to an approximating pair (H ′λ, J ′λ)
so that near {rS = 1} it is equal to l(rS) + h(rF ) where l′(1) < 0. We also
assume that near {rS = 1 + h}, H ′λ is equal to g(rS) + h(rF ) where g′ > 0
is very small. By Lemma 11.1, all 1-periodic orbits representing some class
in α and all the Floer trajectories connecting them stay inside [1,∞)×Mφ.
This is where our cohomological condition 0 /∈ α is used so that we can
construct our closed 1-form β as stated in Lemma 11.1. The point is that
α contains a non-torsion class so represents a non-trivial class in H1(E,R),
hence by the universal coefficient theorem we get a non-trivial closed 1-form
β extending pi∗αφ. Also because these periodic orbits representing classes
in α are actually contained in the region {rS > 1 + h} we have by the
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maximum principle [McL07, Lemma 5.2] that Floer trajectories connecting
them are in fact contained in {rS > 1 + h}.
We define Wφ := {rS > 1} with θφ := θE |Wφ . We define piφ := pi.
Let ϑ be the angle coordinate on AS , then there is some constant κφ > 0
such that αS = κφdϑ. We let rφ := κφ(rS − 1). So Wφ = (0,∞) ×Mφ
with θφ = rφdϑ + α∂ . We define an almost complex structure Jφ on Wφ
making piφ (Jφ, j)-holomorphic with respect to a natural complex structure
on AS × (0,∞) ∼= H/Z (H is the upper half plane) and such that it is equal
to Jλ inside the region rS ≥ 1+ h2 . Here we might have to adjust Jλ so that
this (Jφ, j) holomorphic condition is satisfied.
We define H˜φλ to be equal to H
′
λ in the region {rS ≥ 1 + h} and outside
this region we define it to be equal to some function pi∗φh˜(rφ) + hF (rF )
where h˜ : (0,∞) → R is some function with small positive derivative so
that it is equal to g(rS) near {rS = 1 + h}. All the orbits of H˜φλ and
H ′λ are identical inside Wφ. Also by [McL07, Lemma 5.2] we have that
their Floer trajectories are identical as well as they must be contained in
{r ≥ 1 + h}. Hence (SH#,α∗ (Hλ, Jλ)) and (SH#∗ (H˜φλ , Jφ)) are isomorphic
as filtered directed systems. Let αk ⊂ H1(Wφ) be the subset of H1 classes
represented by loops which project to loops wrapping k-times around the
base (0,∞)×AS .
By [McL10a, Lemma 2.9] we have an isomorphism SH#,αk∗ (H˜
φ
λ , Jφ)
∼=
HF∗(φ, k) for λ ≥ 2κφpik. Also the natural filtered directed system maps
SH#,αk∗ (H˜
φ
λ1
, Jφ)→ SH#,αk∗ (H˜φλ2 , Jφ)
commute with this isomorphism for 2κφpik ≤ λ1 ≤ λ2. Let βk := ∪ki=1αi. We
have the following isomorphism (which commutes with the filtered directed
system maps):
SH
#,βbλc
∗ (H˜
φ
2κφpiλ
, Jφ) ∼=
bλc⊕
k=1
HF∗(φ, k)
where bxc is the largest integer ≤ x. This means there is a natural morphism
Φ of filtered directed systems from
(⊕bλc
k=1HF∗(φ, k)
)
to (SH#∗ (H˜
φ
λ , Jφ))
induced by the above isomorphism to the subgroup SH
#,βbλc
∗ (H˜
φ
2κpiλ, Jφ).
We also have a constant K > 0 such that all orbits of SH#∗ (H˜
φ
λ , Jφ) wrap
around the base at most bKλc times. This means that we have a natural
map from: SH#∗ (H˜
φ
λ , Jφ) into SH
#,βbKλc
∗ (H˜
φ
2κφpiKλ
, Jφ) which is isomorphic
to
⊕bKλc
k=1 HF∗(φ, k).
This induces the following morphism Φ′ of filtered directed systems:
(SH#∗ (H˜
φ
λ , Jφ))→
 bλc⊕
k=1
HF∗(φ, k)
 .
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Because these morphisms are compositions of continuation maps and inclu-
sion maps induced by classes in H1(Wφ) we have that Φ ◦ Φ′ and Φ′ ◦ Φ
are filtered directed system maps. Hence we have our isomorphism from
(SH#,α∗ (Hλ, Jλ)) to
(⊕bλc
k=1HF∗(φ, k)
)
. 
If we have Hamiltonians Hpiλ = λ(κ
′
1h(rF )+κ
′
2h(rS))+κ
′
3 where κ
′
1, κ
′
2 > 0
and κ′3 are constants then a smooth family of pairs (Kλ, Yλ) is Lefschetz
admissible if Kλ = H
pi
λ near infinity and Yλ is a Lefschetz admissible almost
complex structure.
Lemma 6.7. Suppose the base S is the disk D and (Hλ, Jλ) are half Lefschetz
admissible Hamiltonians of slope λ then we have that the filtered directed
system (SH∗(Hλ, Jλ)) is isomorphic to (SH∗(Ê, θE , λ)).
Proof. of Lemma 6.7. First of all if we have another choice (H ′λ, J
′
λ) with
the same properties as stated above for (Hλ, Jλ) then (SH∗(Hλ, Jλ)) is iso-
morphic to (SH∗(H ′λ, J
′
λ)). In fact H
′
λ can be of the form λg(rS) + Fh(rF )
near infinity for any function g where g′ is constant for rS large. Suppose
also we have any smooth family of pairs (Kλ, Yλ) that are Lefschetz admis-
sible. Then by Lemmas 6.4 and [McL10b, Lemma 4.7] we have that the
filtered directed system (SH∗(Kλ, Yλ)) is isomorphic to (SH∗(Ê, θE , λ)). So
in order to prove our Lemma, we need to construct two families (H ′λ, J
′
λ),
(Kλ, Yλ) as described above so that (SH∗(H ′λ, J
′
λ)) = (SH∗(Kλ, Yλ)). We
will construct a long exact sequence and then use Lemma 5.1 to give us our
isomorphism. The proof is similar to the proof of [McL07, Theorem 2.24].
We will first deform the partial Lefschetz fibration pi : Ê  C = D̂ inside a
compact set. This does not affect our result. We have a small neighbourhood
of pi−1(∂D) diffeomorphic to (1− S , 1+ S)×pi−1(∂D) where {1}×pi−1(∂D)
is identified with pi−1(∂D). The map pi here is the map (id, pi|pi−1(∂D)) to
(1 − S , 1 + S) × ∂D. Here rS parameterizes the interval (1 − S , 1 + S).
Let p ∈ {rS = 1 − S2 } ⊂ S. The fibration pi is well defined in this region,
so let U be a small neighbourhood of p in D ⊂ D̂ diffeomorphic to a disk.
Let (r, ϑ) be polar coordinates for this disk U such that {r ≤ l} = U and
dr2 ∧ dθ = dθS . Basically by [McL10a, Lemma 3.1] we can deform pi to
a new partial Lefschetz fibration so that pi is a trivial Lefschetz fibration
U × F̂  U around U with θE = θS + θF . Here θS is the Liouville form on
the base C. We can add an exact 1-form to θS so that θS = rdθ in U , which
means that θE = rdϑ+ θF in U × F̂ . This trivialization also extends to the
trivialization (1− F , 1]× ∂F × S near ∂hE.
We will now construct a family of Lefschetz admissible Hamiltonians pa-
rameterized by three variables m,  and λ. Because the base S is C and
U is disjoint from the cylindrical end of D̂, we can extend r and ϑ so that
dr2 ∧ dϑ = dθS everywhere, dϑ = καS inside the cylindrical end of S where
κ > 0 is a constant. We can also ensure that r = f(rS) for some func-
tion f inside the cylindrical end of S. Because the integral of r2dϑ around
{rS = C} is equal to the integral of rSαS around this same curve for every
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C ≥ 1 we get that f(rS) =
√
rS
κ . We write (by abuse of notation) r for the
pullback of r via pi. We define Hamiltonians Bλ smoothly parameterized by
λ such that in the region {rS ≥ 2} ∪ {rF ≥ 1} they are equal to λr2. In the
region {rS ≤ 2} ∩ {rF ≤ 1}, the Hamiltonian Bλ can be anything we like.
Let hm,λ, : [1,∞) → R be a function such that hm,λ,(t) is equal to
zero near t = 1 and equal to (t − 1) for 2 ≤ t ≤ m. For t ≥ m + 1
we require hm,λ,(t) := λ(t − m). We also require h′m,λ,, h′′m,λ, ≥ 0 (this
works as long as  is small enough with respect to m). We also require
that hm,λ,(t) < 1 in the region 2 ≤ t ≤ m and that in the region where
hm,λ,(t) ≥ 1, hm,λ,(t) = λ(t−m). Here is a graph of this function:
2 m m + 1
Slope .
Slope λ
1
The function hm,λ,(rF ) can be viewed as a function on the whole of Ê by
defining it to be zero over the region {rF ≤ 1}. We define Bm,λ, := Bλ +
hm,λ,(rF ). We let J be a Lefschetz admissible almost complex structure.
Then (Bm,λ,, J) is a Lefschetz admissible family. Here we should view λ as
any number ≥ 1, m as large with respect to λ and  as small with respect
to 1m . If λ is not a multiple of 2pi then all the 1-periodic orbits in the
region {rF ≥ 1} come in pairs (o1, o2) where o1 is the orbit corresponding
to the minimum of λr2 at p and o2 is any orbit of hm,λ,(rF ) in the region
{rF ≥ m}. There are no orbits in the region 2 ≤ rF ≤ m because  is small.
The action of the orbit (o1, o2) described above is equal to the action of o2
in F̂ . The action of the orbit o2 is equal to rFh
′
m,λ,(rF )− hm,λ,. The orbit
lies in the region {m ≤ rF ≤ m + 1} (for λ not in the action spectrum),
and the length of the smallest Reeb orbit is greater than some µ > 0 so the
action is greater than mµ− 1. Choose two functions ξ1, ξ2 : (0,∞) → R so
that ξ1(t) is large and ξ2(t) is large with respect to ξ1(t). The point here is
that we want m = ξ1(λ) and  =
1
ξ2(λ)
, and so for bm,λ, to be well defined
we need ξ1, ξ2 to be sufficiently large. We define H
′
λ := Bξ1(λ),λ, 1ξ2(λ)
. We
have a short exact sequence of chain complexes:
0→ CF≤mµ−1∗ (H ′λ, J)→ CF∗(H ′λ, J)→
CF∗(H ′λ, J)
CF≤mµ−1∗ (H ′λ, J)
→ 0.
We choose m (and hence the function ξ1) large enough with respect to λ so
that −θE(XH′λ) −H ′λ ≤ mµ − 1 in the region {rF ≤ 1}. This can be done
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because Bm,λ, does not depend on m in the region {rF ≤ 1}. This means
that any orbit of H ′λ inside {rF ≤ 1} has action less than mµ − 1. We can
ensure that in the region {rF ≤ 1} that ∂H
′
λ
∂λ ≥ 0 but we cannot guarantee
this in the region {rF ≥ 1}. We wish that the continuation map joining
H ′λ1 to H
′
λ2
for λ1 ≤ λ2 through the family H ′λ preserves the subcomplex
CF≤mµ−1∗ (H ′λ, J). All the orbits of this subcomplex are contained in {rF ≤
1} (after possibly C1 perturbing the function H ′λ slightly) and the maximum
principle [AS07, Lemma 7.2] ensures that Floer trajectories connecting these
orbits stay inside this region. Also
∂H′λ
∂λ ≥ 0 in this region which ensures that
the continuation map sends orbits of action ≤ mµ − 1 to orbits of action
≤ mµ− 1. Hence the continuation map induces a morphism of short exact
sequences:
0 CF
≤ξ1(λ1)µ−1∗ (H ′λ1 , J) CF∗(H
′
λ1
, J)
CF∗(H′λ1 ,J)
CF
≤ξ1(λ1)µ−1∗ (H′λ2 ,J)
0
0 CF
≤ξ1(λ2)µ−1∗ (H ′λ2 , J) CF∗(H
′
λ2
, J)
CF∗(H′λ2 ,J)
CF
≤ξ1(λ2)µ−1∗ (H′λ2 ,J)
0
// // // //
// // // //
 

We also have another Hamiltonian Kλ which is equal to H
′
λ in the re-
gion {rF ≤ m} and equal to (rF − 1) + Bλ outside this region where
m = ξ1(λ) and  =
1
ξ2(λ)
as before. The maximum principle [AS07, Lemma
7.2] ensures that any Floer trajectory connecting orbits inside {rF ≤ 1}
stays inside this region (as long as we choose an appropriate J). Any
orbit of Kλ also has action less than mµ − 1. Hence there is a chain
isomorphism CF
≤ξ1(λ)µ−1∗ (H ′λ, J) ∼= CF∗(Kλ, J). The continuation maps
between CF∗(Kλ1 , J) and CF∗(Kλ2 , J) are the same as the ones between
CF
≤ξ1(λ1)µ−1∗ (H ′λ1 , J) and CF
≤ξ1(λ2)µ−1∗ (H ′λ2 , J) under this isomorphism.
Hence the filtered directed system (SH
≤ξ1(λ)µ−1∗ (H ′λ, Jpi)) is isomorphic to
(SH∗(Kλ, Jpi)). So in order to show that (SH∗(H ′λ, Jpi)) is isomorphic to
(SH∗(Kλ, Jpi)) we need to show that
(
H∗
(
CF∗(H′λ,J)
CF≤mµ−1∗ (H′λ,J)
))
is isomorphic
to the trivial filtered directed system (0) by Lemma 5.1.
This is done as follows: We will show that for |λ1 − λ2| > 2pi, the contin-
uation map
CF∗(H ′λ1 , J)
CF
≤ξ1(λ1)µ−1∗ (H ′λ1 , J)
→ CF∗(H
′
λ2
, J)
CF
≤ξ1(λ2)µ−1∗ (H ′λ2 , J)
is trivial. The vector space
CF∗(H′λ,J)
CF≤mµ−1∗ (H′λ,J)
has a basis given by orbits in the
region {rF ≥ m}. All these orbits are contained in the region pi−1(U) =
U × F̂ described earlier in this proof. We can choose J so that it splits
as j ⊕ JF in U × F̂ where F̂ ∼= pi−1(p). A maximum principle ensures
that any Floer trajectory or continuation map trajectory joining orbits in
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this region must stay inside this region. If the partial Lefschetz fibration
was in fact a Lefschetz fibration (i.e. pi is well defined everywhere) then
the maximum principle needed to achieve this would be [McL07, Lemma
5.2]. In general, we use Lemma 11.1. Because the almost complex structure
splits as a product as well as the Hamiltonian inside U × F̂ , we have that
CF∗(H′λ,J)
CF≤mµ−1∗ (H′λ,J)
is isomorphic to a tensor product:
CF∗(λr2, j)⊗
CF∗(H ′λ|pi−1(p), JF )
CF
≤ξ1(λ)µ−1∗ (H ′λ|pi−1(p), JF )
.
We have that the chain map CF∗(λ1r2, j) → CF∗(λ2r2, j) is 0 for |λ1 −
λ2| > 2pi for index reasons (see [Oan04, Section 3.2]). This implies that the
continuation map
CF∗(H ′λ1 , J)
CF
≤ξ1(λ1)µ−1∗ (H ′λ1 , J)
→ CF∗(H
′
λ2
, J)
CF
≤ξ1(λ2)µ−1∗ (H ′λ2 , J)
is zero.
Hence we have shown (SH∗(Hλ, Jλ)) is isomorphic to (SH∗(Ê, θE , λ)). 
From now on the base of our partial Lefschetz fibration is the disk D so
the base of Ê is C = D̂. Let p be a point on C \ D. This is a regular value
of pi. We will now put a filtration on the Floer chain complex of some half
Lefschetz admissible pairs. By Lemma 3.1 of [McL10a] we can deform E
so that there is a point p ∈ C and a small disk neighbourhood U such that
pi−1(U) = F̂ × U with θE = r2dϑ+ θF in this region. Here (r, dϑ) are polar
coordinates. Let (Hλ, Jλ) be a smooth family of Lefschetz admissible pairs
where Hλ is of slope λ such that: Hλ = Hh(rF ) + r
2 in the region F̂ × U
( > 0 is some constant). When we calculate SH∗(Hλ, Jλ) we perturb Hλ
so that it is non-degenerate and of the form H ′F + r
2 on pi−1(U) where H ′F
is also non-degenerate. Also we split Jλ up as a product in this region so
that pi−1(p) is a holomorphic hypersurface. We have a natural filtration on
the chain complex for SH∗(Hλ, Jλ). It is described as follows:
Choose a closed 1-form β on Ê \ pi−1(p) which is equal to 12pidϑ inside
(U \ p) × pi−1(p). This 1-form exists because we can choose such a closed
1-form inside pi−1(C \ ({p} ∪ {D})) so that it is exact on a small neighbour-
hood of pi−1(∂D). Hence we can extend it to the whole of Ê \ pi−1(p). We
have a filtration F λ0 ⊂ F λ1 ⊂ · · · on the chain complex CF∗(Hλ, J) where F0
is generated by orbits which either project to p or such that the integral of
β over the orbit is zero or positive. The group Fi for i > 0 is generated by
orbits γ where
∫
γ β ≥ −i and by elements of F0. Any Floer trajectory of Hλ
or continuation map Floer trajectory associated to a family of Hλ’s must in-
tersect the fiber pi−1(p) positively or must be contained inside the fiber. This
means that the differential respects the filtration structure. Also the contin-
uation maps between CF∗(Hλ1 , J) → CF∗(Hλ2 , J) for λ1 ≤ λ2 respect this
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filtration structure (i.e send elements of F λ1i to elements of F
λ2
i ). We define
F λ−1 := 0. Hence we have a filtered directed system
⊕∞
i=0H∗(F
λ
i /F
λ
i−1).
Lemma 6.8. The filtered directed systems (V φλ ) and
⊕∞
i=0H∗(F
λ
i /F
λ
i−1) are
isomorphic.
Proof. of Lemma 6.8. The groups H∗(F λi /F
λ
i−1) along with the continuation
maps between them do not change if we choose another pair (Hλ, Jλ) as
described above. Hence we will define Hλ as follows: Let h : [1,∞) → R
be a function such that h(x) = 0 near x = 1 and h, h′, h′′ ≥ 0 and near
infinity h′ is constant and less than the length of the smallest Reeb orbit of
∂F . We set Hλ = h(rF ) + λh(rS) where rS is the cylindrical coordinate on
the base D̂ and we choose h so that H−1λ (0) contains pi
−1(U). We have that
H∗(F λ0 /F λ−1) is isomorphic to Hn−∗(E) because this complex is generated by
the constant orbits of Hλ (all non-trivial orbits wrap around pi
−1(p) a non-
zero number of times). If we look atH∗(F λi /F
λ
i−1) for i > 1 we see that all the
generators for this chain complex lie in the region rS ≥ 1. The closed 1-form
β constructed in the paragraph before this lemma satisfies β = καS inside
the region {rS ≥ 1} and β = 12pidϑ inside U where κ > 0 is some constant.
Let f : (0, 1)→ (0,∞) be a function equal to 1 outside a neighbourhood of
0 and which tends to infinity as we reach 0. We write f(r) for the function
equal to f(r) inside U × pi−1(p) and equal to 1 outside this region and we
define f so that this function is smooth. We also assume that f ′ < 0 near
zero and f ′ ≤ 0 everywhere. We can adjust U and add some small positive
multiple τf(r)β to θE so that (Ê \ pi−1(p), θE + f(r)β) is the completion
of a Lefschetz fibration whose base is the annulus. Here the new Lefschetz
fibration map is pi|
Ê\pi−1(p), and we have a new cylindrical coordinate r
′
S
where r′S =
1
C rS in the region rS ≥ 1C where C ≥ 1 is a constant so that{rS ≤ C} contains U . In this region θE = (r′S − 1)(Cαs) + CαS + τβ + α∂
(α∂ = θE |∂vE). Also r′S = (f(r) + 2pir2) in the region U . We can define H ′λ
so that it is half Lefschetz admissible for (Ê \ pi−1(p), θE + f(r)β) and so
that H ′λ = Hλ outside U ×pi−1(p). Let α ⊂ H1(Ê \pi−1(p)) be the set of H1
classes represented by loops which wrap a strictly negative number of times
around p when we project to the base D̂ \ p. We can ensure all orbits of
H ′λ representing classes in α are contained in the region {rS ≥ 1}. Because
H∗(F λi /F
λ
i−1) does not change for i > 1 if we change θE inside a closed
subset of the region U × pi−1(p) (assuming pi still can be made holomorphic
in this region), we have that:
H∗(F λi /F
λ
i−1) = SH
#,α
∗ (H
′
λ, J
′)
where J ′ is some Lefschetz admissible almost complex structure. Also the
associated continuation maps induced by increasing λ commute with this
isomorphism. By Lemma 6.6, (SH#,α∗ (H ′λ, J
′)) is isomorphic to the filtered
directed system
(⊕bλc
i=0(HF∗(φ, i))
)
where the directed system maps are
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the natural inclusion maps. Summing the above discussion up we have the
following isomorphism of filtered directed systems:( ∞⊕
i=1
H∗(F λi /F
λ
i−1)
)
∼=
 bλc⊕
i=1
(HF∗(φ, i))

which in turn implies that:
(⊕∞
i=0H∗(F
λ
i /F
λ
i−1)
)
is isomorphic to
(V φλ ) := (H
n−1(E)⊕
∞⊕
i=1
H∗(F λi /F
λ
i−1)).

We now have enough ingredients to prove Theorem 6.3
Proof. of Theorem 6.3. By the proof of [McL10a, Lemma 2.9], we have a
constant R such that the filtered directed system maps H∗(F λ1i /F
λ1
i−1) →
H∗(F λ2i /F
λ2
i−1) are isomorphisms for all λ2 ≥ λ1 ≥ Ri. There is also a
constant ν > 0 so that any 1-periodic orbit of Hλ wraps around pi
−1(p) at
most νλ times (for an appropriate choice of Hλ). Hence we have by Lemma
5.7, (
Hn−∗(E)⊕
∞⊕
i=1
H∗(F λi /F
λ
i−1)
)
is bigger than (SH∗(Hλ, J)). Hence by Lemmas 5.4 and 6.8, we have that
(V φλ ) is bigger than (SH∗(Hλ, J)).
By Lemmas 6.7 and 5.4 we get that (V φλ ) is bigger than (SH∗(Ê, θE , λ)).
This proves the Theorem. 
6.3. Growth rates of fillings and algebraic Lefschetz fibrations. The
aim of this section is to prove the following Theorem:
Theorem 6.9. . Any smooth affine variety A is exact symplectomorphic
to some Lefschetz fibration pi : Ê  C with monodromy map φ such that
Γ(φ) ≤ dimCA.
This theorem is in fact true if we replace A by M̂ where ∂M is contac-
tomorphic to ∂A and where we replace ‘Lefschetz fibration’ with ‘partial
Lefschetz fibration’. The proof is basically the same but we will deal with A
for simplicity. The choice of trivialization of the canonical bundle and of our
class b is the same as in section 6.2. It turns out (using similar geometrical
ideas from the proof of Lemma 9.1) that if we have a partial Lefschetz fibra-
tion over the disk with monodromy ψ then we also have an open book on
the contact boundary ∂A whose monodromy is ψ. Hence the above theorem
tells us that ∂A admits an open book whose monodromy map φ satisfies
Γ(φ) ≤ dimCA. We will prove the following stronger theorem:
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Theorem 6.10. Any smooth affine variety A is exact symplectomorphic to
some Lefschetz fibration pi : Ê  C with monodromy map φ such that there
exists a polynomial R of degree n := dimCA such that |R(x)| ≥ |V φx | for all
x.
Here V φx is the filtered directed system associated to φ as described in
Section 6.2. Before we prove Theorem 6.10 we need to know about convex
symplectic manifolds and algebraic Lefschetz fibrations and also prove some
preliminary Lemmas. A convex symplectic manifold is a manifold M with a
1-form θM such that
(1) ωM := dθM is a symplectic form.
(2) There is an exhausting function fM : M → R and a sequence c1 <
c2 < · · · tending to infinity such that (f−1M (−∞, ci], θM ) is a Liouville
domain for each i.
We say that M is of finite type if there is a C ∈ R such that (f−1M (−∞, c], θM )
is a Liouville domain for all c ≥ C. A convex symplectic manifold is said to
be complete if the ωM -dual of θM is an integrable vector field.
Let (M, θtM ) be a smooth family of convex symplectic manifolds param-
eterized by t ∈ [0, 1]. This is said to be a convex deformation if for every
t ∈ [0, 1] there is a δt > 0 and an exhausting function f tM and a sequence of
constants ct1 < c
t
2 < · · · tending to infinity such that ((f tM )−1(−∞, cti], θsM )
is a Liouville domain for each s ∈ [t−δt, t+δt] and each i. We do not require
that f tM ,c
t
i,δt smoothly varies with t. In fact it can vary in a discontinuous
way with t.
Lemma 6.11. If we have two finite type convex symplectic manifolds B,B′
such that
(1) B is a codimension 0 exact symplectic submanifold of B′.
(2) dfB′(XθB′ ) > 0 outside some closed subset of B.
Then B is convex deformation equivalent to B′. Here fB′ is an exhausting
function and XθB′ is the dθB′-dual of θB′.
Proof. of Lemma 6.11. Let P ′ be the regular hypersurface f−1B′ (C) for some
C where (f−1B′ (−∞, c], θB′) is a Liouville domain for all c ≥ C. Flow P ′
backwards along XθB′ to a new hypersurface P contained in B. Let ft :
B′ → [0,∞), t ∈ [0, 1] be a smooth family of functions with the following
properties:
(1) f0 > 0 inside B and f0 = 0 outside B.
(2) f1 > 0 everywhere.
(3) ftXθB′ is integrable for all t
(4) ft = f0 on a neighbourhood of P .
We can construct a smooth family of embeddings ιt : B → B′ as follows:
First ιt is the identity map on the compact submanifold Q whose boundary
is P . We define ιt(x) for x outside Q as follows: we first flow x via −f0XθB′
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for some time tx until it hits P . Then we flow x forward via ftXθB′ for time
tx. The result of this flow is our definition of ιt(x).
The vector field ftXθB′ restricted to the image ιt(B) is complete. We
can flow P along this vector field so that the closure of the complement
of Q is diffeomorphic to [1,∞) × P with XθB′ equal to 1ft ∂∂rt where rt pa-
rameterizes [1,∞). We define an exhausting function gt : ιt(B) → R to
be equal to our coordinate rt near infinity and anything we like elsewhere.
Hence dgt(XθB′ ) > 0 outside a compact subset of ιtB. This means that
(ιt(B), θB′) is a smooth family of finite type convex symplectic manifolds
such that ι0(B) is exact symplectomorphic to B and ι1(B) is exact sym-
plectomorphic to B′. Hence (B, θB′) is convex deformation equivalent to
(B′, θB′). Also (B, θB) is exact symplectomorphic to (B, θB′) and hence by
applying [McL07, Lemma 8.3] we get that (B, θB) is convex deformation
equivalent to (B, θB′). Hence (B, θB) is convex deformation equivalent to
(B′, θB′). 
From Section 2.1 we know that a smooth affine variety A has a natural
symplectic structure induced by some embedding into CN . Because A is
the completion of some natural Liouville domain A we have that A has the
structure of a finite type convex symplectic manifold. Let X be a compact-
ification of A by a smooth normal crossing divisor D and let t be a section
of L such that t−1(0) is smooth, reduced and transverse to all the strata of
D. Then p : A → C, p := t/s is called an algebraic Lefschetz fibration if all
the singularities of p are non-degenerate and on distinct fibers. The map p
is an algebraic Lefschetz fibration for a generic section t.
Let pi : Ê → Ŝ be a partial Lefschetz fibration. The region pi−1({rS ≥
1}) is called the Lefschetz cylindrical end of Ê. Here rS is the cylindrical
coordinate of Ŝ. This region is diffeomorphic to [1,∞) × (pi−1(∂S)) and pi
maps this region to [1,∞)× ∂S via the map (id, pi|pi−1(∂S)). The 1-form θE
is equal to (rS − 1)αS + α∂ where α∂ = θE |pi−1(∂S), αS = θS |∂S . If we have
some connected component ∂′S of ∂S then the subset pi−1([1,∞)× ∂′S) is
called a component of the Lefschetz cylindrical end. We also have a region
in Ê diffeomorphic to
Êh := Ŝ × [1,∞)× ∂F
where θE = θS + rFαF . Here rF parameterizes [1,∞), αF is the natural
contact form on the boundary of F and pi is the projection map to Ŝ.
Let pi1 : Ê1 → Ŝ1, pi2 : Ê2 → Ŝ2 be two partial Lefschetz fibrations. Let
∂′S1 be a connected component of ∂S1 and ∂′S2 a connected component
of ∂S2. We say that Ê1 and Ê2 have two identical Lefschetz cylindrical
end components if there exist ∂′S1 and ∂′S2 as above and a diffeomorphism
Φ from pi−11 (∂
′S1 × [1,∞)) to pi−12 (∂′S2 × [1,∞)) which is also a map of
fibrations from pi1 to pi2 covering an orientation preserving diffeomorphism
from ∂′S1 × [1,∞) to ∂′S2 × [1,∞). This diffeomorphism Φ must pull back
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θE1 to θE2 + pi
∗
E2
β where β is a 1-form on the base Ŝ2. This means that
these regions have identical parallel transport maps.
Theorem 6.12. For every algebraic Lefschetz fibration p : A → C, where
q ∈ C is a regular value, there is a Lefschetz fibration pi : Ê → C such that
A is convex deformation equivalent to Ê and A \ p−1(q) is convex deforma-
tion equivalent to a Lefschetz fibration pi′ : Ê′ → C∗ such that pi, pi′ have
two identical Lefschetz cylindrical end components. Also the fiber pi−1(q) is
convex deformation equivalent to p−1(q).
We will prove this Theorem in Section 10. We recall the definition of
P -bounded from [McL10b, Section 6]. Suppose we have a Hamiltonian H :
W → R, a function P : R→ R and a small open neighbourhood N of H−1(0)
such that:
(1) H satisfies the Liouville vector field property.
(2) For every λ ∈ (0,∞) outside some discrete subset, there is a C2
small perturbation Hλ of λH such that all the 1-periodic orbits of
Hλ inside N are non-degenerate and the number of such orbits is
bounded above by P (λ).
If H,P satisfy these properties then we say that H is P -bounded.
We have the following Lemma:
Lemma 6.13. Suppose that H is P bounded. Also we assume −XH(θH)−
H ≥ 0 such that this function is greater than some constant δH > 0 outside
some compact set. Here θH is a 1-form such that θH − θM is exact. Let N′
be a small neighbourhood of H−1(0). Then there exists a constant ∆H > 0
such that: For every λ ≥ 1 outside some discrete subset, there is a C2 small
perturbation of Hλ of λH such that Hλ = H outside N
′ and the number of
1-periodic orbits of Hλ of action in [0,∆Hλ] is ≤ P (λ). Also all these orbits
are non-degenerate.
We will omit the proof of this Lemma as the proof is contained inside the
proof of [McL10b, Lemma 6.6].
Lemma 6.14. Suppose that H is P bounded. Then for every compact set K,
there exists a Hamiltonian HK which is P bounded with H
−1
K (0) containing
K.
Proof. of Lemma 6.14. We assume that H is a Hamiltonian on N̂ for some
Liouville domain N . Let θH be the 1-form on N̂ ensuring that H satisfies
the Liouville vector field property. This means that dθH = ωN and there is
an exhausting function fH with dfH(XθH ) > 0 outside a closed subset of the
interior of H−1(0). Here XθH is the ωN -dual of θH . If XθH was integrable
then we could use the flow of this vector field to make the zero set of H as
large as we like and then we would have proven this Lemma. The problem
is that it may not be integrable. We will modify H and θH so that θH
becomes integrable. Let C > 1 such that the interior of N ′ := f−1H (−∞, C]
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contains H−1(0). We have that (N ′, θH) is a Liouville domain. Also the
interior (N ′)0 of N ′ with 1-form θH has the structure of a convex symplectic
manifold as follows: we have a collar neighbourhood (1 − , 1] × ∂N ′ with
θH = rαN ′ where αN ′ := θH |∂N ′ given by flowing ∂N ′ backwards along
XθH . Let g : (1− , 1) be a function equal to 0 near 1−  and which tends to
infinity as we approach 1. We also require that its derivative is positive near
1. We define f(N ′)0 to be equal to g(r) on this collar neighbourhood and
zero elsewhere. Then ((N ′)0, θH) has the structure of a finite type convex
symplectic manifold with exhausting function f(N ′)0 .
Both N̂ and N̂ ′ are convex deformation equivalent to ((N ′)0, θH) by
Lemma 6.11. Hence N̂ and N̂ ′ are convex deformation equivalent and hence
by [McL10b, Corollary 8.6] they are exact symplectomorphic. Let Φ be this
exact symplectomorphism.
Extend H|(N ′)0 to any positive Hamiltonian H ′ on N̂ ′ which is bounded
below by some positive constant near infinity. We write θN ′ for the natural
1-form on N̂ ′ so that θN ′ = θH on N ′. There is a function fN ′ such that
dfN ′(XθN′ ) > 0 outside a closed subset of the interior of (H
′)−1(0). Hence
because H = H ′ and θH = θN ′ on a small neighbourhood of H−1(0) =
(H ′)−1(0) we have that H ′ must satisfy the Liouville vector field property
and be P bounded.
Let φs be the flow of the vector field XθN′ . We define H
′
s := H
′ ◦ φ−s.
This still satisfies the Liouville vector field property. Also the flow of any
perturbation K ′ of H ′ is the same as the flow of esK ′ ◦ φ−s pushed forward
by φ−s. This means that H ′ ◦ φ−s is P bounded. For s large enough we
have that (H ′s)−1(0) contains Φ−1(K).
Because the property of being P -bounded is invariant under exact sym-
plectomorphisms we have that HK := H
′
s ◦ Φ is also P bounded on N̂ and
its zero set contains K. 
Let pi : Ê  Ŝ be a partial Lefschetz fibration with fiber F̂ and base Ŝ.
Lemma 6.15. Let P,Q be functions from [1,∞) to R such that
(1) HF is a Hamiltonian on F̂ which is P bounded.
(2) (SH#∗ (Ê)) is isomorphic to (Wλ) with |Wλ| ≤ Q(λ).
Let φ be the monodromy map around one of the components AS of ∂S. If
α ⊂ H1(E) is the set of H1 classes represented by loops which wrap around
AS non-trivially after projecting by pi then we assume that 0 /∈ α and we
also assume that the base S is non-contractible. Then there are constants
C, κ1, κ2 ≥ 1 such that |V φλ | ≤ CλP (κ1λ) +Q(κ2λ).
Proof. of Lemma 6.15. Our Lefschetz fibration is pi : Ê → Ŝ and our
monodromy map is φ and our fiber is F̂ . We will prove this lemma by using
Lemma 5.8 with the chain complex associated to a Hamiltonian roughly of
the form h(rS)+HF . The statement of Lemma 5.8 has a chain complex of the
form Aλ⊕Bλ where in our case Aλ correponds to orbits of this Hamiltonian
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inside Êh and Bλ corresponds to orbits away from this region. We will prove
this Lemma in 2 steps. In Step 1 we will construct the Hamiltonian and also
construct explicit perturbations of it and in Step 2 we will apply Lemma 5.8
to this Hamiltonian.
Step 1: Let supp(φ) ⊂ F̂ be the relatively compact set where φ is not the
identity map. By enlarging F we can assume that it contains supp(φ). By
Lemma 6.14 we can assume that H−1F (0) contains F . By [McL10b, Lemma
4.2] there is a growth rate admissible pair (HpF , JF ) such that:
(1) HpF = HF on a small neighbourhood of H
−1
F (0) and (H
p
F )
−1(0) =
H−1F (0).
(2) −θF (XHpF )−H
p
F ≥ 0 everywhere and this function is positive when
HpF is positive.
(3) There is a constant δpH > 0 such that −θF (XHpF )−H
p
F > δ
p
H outside
a small neighbourhood of H−1F (0).
By these properties we basically get that HpF is P bounded because HF is
P bounded. So from now on instead of writing HpF we will assume that
HF = H
p
F . Let pi2 : Êh → [1,∞) × ∂F be the natural projection map.
We view pi∗2HF as a function on Ê by defining it to be zero away from Êh.
We let h(x) be a function equal to 0 near x = 1 and equal to x − 1 for
x ≥ 2 with h, h′, h′′ ≥ 0. We define HE := pi∗h(rS) + pi∗2HF . Let JS be a
complex structure on the base Ŝ so that it is admissible. We let JE be an
almost complex structure on Ê compatible with the symplectic form so that
JE = JF +JS inside Êh and so that pi is (JE , JS) holomorphic outside some
compact set. This pair is growth rate admissible by Lemma 6.5. We will
now construct an explicit perturbation of (λHE , JE).
Let ∆HF be the constant from Lemma 6.13 so that there is a small per-
turbation HλF of λHF such that all the orbits of action in [0,∆HF λ] are non-
degenerate and the number of them is bounded above by P (λ). Let δλ > 0
be a small constant such that lHF has no orbits in the region H
−1
F (0, δλ)
for all 0 < l ≤ λ. By the bounded below property we can assume that
this region is relatively compact for small enough δλ. Let νλ : R → R be a
bump function with non-negative derivative such that νλ(x) = 0 near x = 0
and νλ(x) = 1 for x ≥ δλ. For a small enough perturbation HλF we have
that all the orbits of ν(HF )H
λ
F whose action is in [0, λ∆HF ] and that are
disjoint from ν(HF )
−1(0) are non-degenerate. The point is that if there
were any orbits intersecting the region where d(ν(HF )) 6= 0 then a com-
pactness argument would imply that lHF would have an orbit in this region
for 0 ≤ l ≤ λ which is impossible. Let θHF be the 1-form enabling HF to
satisfy the Liouville vector field property. Let H−1F (c) (c > 0) be a small
regular level set of HF contained in ν(HF )
−1(0). This is transverse to the
Liouville vector field XθHF , so it has a small neighbourhood diffeomorphic to
(1− , 1+ )×H−1F (c) where θHF = rHF θHF |H−1F (c) where rHF parameterizes
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the interval (1− , 1+ ). We can modify JF to JλF so that it is cylindrical in
the region (1− , 1 + )×H−1F (c) and so that (λHF , JλF ) is still growth rate
admissible (i.e. still satisfies the maximum principle). We also assume that
JλF = JF inside F and also outside a small neighbourhood of H
−1
F (−∞, δλ].
We assume that h has the additional property that there is some con-
stant Ch > 0 so that h
′′(x) > 0 if and only if h(x) > 0 and x < Ch.
This ensures that the 1-periodic orbits of λh(rS) on the base S come in S
1
families which are Morse-Bott non-degenerate for all λ outside the period
spectrum of ∂S. Hence by [CFHW96] we can perturb these families into two
orbits. This means that there is a time dependent perturbation of λh(rS)
into hλS : S
1 × S → R where the number of 1-periodic orbits is bounded
above by CSλ where CS is some constant. Let K := pi
∗hλS + pi
∗
2H
λ
F . All the
orbits of K in the region pi∗2
(
ν(HF )
−1(0,∞)) are non-degenerate because
the Hamiltonian splits up as a product there and HλF is non-degenerate in
this region. The only degenerate orbits of K inside Êh are in the region
K−1(0), We can perturb HλF slightly again so that it is a very small increas-
ing function of rHF near H
−1
F (c) and so that it has no additional orbits (i.e.
this perturbation only removed orbits in the region where ν(HF ) = 0). The
reason why we need to do this is that we wish to use a maximum principle
later. We also assume that all of its orbits are non-degenerate in the region
H−1F (c,∞). We can also ensure that the only constant orbits are in the re-
gion {HλF = 0} as well. We now perturb K outside the region pi∗2H−1F (c,∞)
to a Hamiltonian HλE which only has non-degenerate orbits (see [McL10b,
Lemma 2.2]). We define JλE to be equal to some Lefschetz admissible almost
complex structure JE away from Êh and equal to J
λ
F⊕JS inside Êh. By using
the maximum principle [AS07, Lemma 7.2] we have that any Floer trajec-
tory connecting 1-periodic orbits of HλE away from pi
∗
2H
−1
F (c,∞) must stay
away from pi∗2H
−1
F (c,∞). Because h, h′, h′′ ≥ 0 and −θHF (XHF ) −HF ≥ 0
the perturbation HλE can be made so that all of its orbits have action ≥ 0
(we can do this by subtracting a small constant).
Step 2: Let B′ be the K vector space generated by 1-periodic orbits of HλE
away from pi∗2H
−1
F (c,∞) and A′ the vector space generated by orbits inside
pi∗2H
−1
F (c,∞) all of action inside [0, λ∆HF ]. The rank of A′ is bounded above
by (CSλ)P (λ). The chain complex for H
λ
E as a vector space is A
′ ⊕B′ and
the differential is a matrix (
∂′a ∂′ba
∂′
ab
∂′b
)
We have that ∂2b = 0 as a maximum principle ensures that all Floer trajecto-
ries connecting orbits away from pi∗2H
−1
F (c,∞) stay away from pi∗2H−1F (c,∞)
so (B, ∂b) is a chain complex. Note that SH
[0,λ∆Hf ]∗ (λHE , JE) has the struc-
ture of a filtered directed system where the filtered directed system maps
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are induced by continuation maps and natural inclusion maps (see the dis-
cussion before [McL10b, Lemma 6.5]). By taking the direct limit over all
approximating pairs (HλE , J
λ
E) we get that SH
[0,λ∆Hf ]∗ (λHE , JE) is generated
by a chain complex A⊕B with differential(
∂a ∂ba
∂ab ∂b
)
such that the rank of A is bounded above by (CSλ)P (λ) and such that
∂2b = 0. The filtered directed system maps of (SH
[0,λ∆Hf ]∗ (λHE , JE)) are of
the form (
aλ1,λ2 b
a
λ1,λ2
abλ1,λ2 bλ1,λ2
)
.
Similar reasoning and the maximum principle [AS07, Lemma 7.2] tells us
that bλ1,λ2 commutes with ∂b.
Because (HE , JE) is growth rate admissible we have by [McL10b, Lemma
6.5] that (SH
[0,λ∆Hf ]∗ (λHE , JE)) is isomorphic as a filtered directed system
to (Wλ) with |Wλ| ≤ Q(λ). Also (H∗(B, ∂b)) is a filtered directed system
with filtered directed system maps bλ1,λ2 . Hence by Lemma 5.8, we have
that (H∗(B, ∂b)) is isomorphic to some filtered directed system W ′λ with
|W ′λ| ≤ 6(CSλ)P (λ) +Q(C ′λ) where C ′ ≥ 1 is some constant.
Let b(rF ) be a function which is equal to 0 near rF = 1 and away from
Êh and has very small slope when b(rF ) > 0 so that it has no 1-periodic
orbits in this region. Because HE = h(rS) away from Êh we can use sim-
ilar reasoning and the maximum principle [AS07, Lemma 7.2] to ensure
that H∗(B, ∂b) is equal to SH
[0,λ∆Hf ]∗ (λh(rS) + b(rF ), JE) (we can perturb
(λh(rS)+b(rF ), JE) and (HE , JE) so that their chain complexes are identical
away from pi∗2H
−1
F (c,∞)). Similarly the continuation maps of the respective
directed systems are identical (again only when considering Floer continu-
ation map trajectories away from pi∗2H
−1
F (c,∞)). Hence (H∗(B, ∂b)) is iso-
morphic as a filtered directed system to (SH
[0,λ∆Hf ]∗ (λh(rS) + b(rF ), JE)).
Basically by [McL10b, Lemma 6.5] this is in turn isomorphic as a filtered di-
rected system to (SH#∗ (λh(rS) + b(rF ), JE)). Technically [McL10b, Lemma
6.5] states that our Hamiltonians must be of the form λH but ours are of
the form λh(rS) + b(rF ) but this does not matter as the same proof holds.
By Lemma 6.6 we can ensure that (SH#,α∗ (λh(rS) + b(rF ), JE)) is iso-
morphic to (V λφ ) as filtered directed systems where α is the subset of H1(Ê)
represented by loops which project under pi to loops wrapping around our
chosen component of ∂S. Here SH#,α∗ means we restrict to orbits which
represent classes contained in α. Hence by Lemma 5.4 we have that (W ′λ)
is bigger than V λφ . This means that V
λ
φ is isomorphic to a filtered directed
system (Wλ) with |Wλ| ≤ |W ′λ| by Lemma 5.6. Because all the filtered di-
rected system maps of V λφ are injective, we have that |V λφ | ≤ |W ′CWλ| for
60 MARK MCLEAN
some constant CW . This implies that
|V λφ | ≤ 6(CSCWλ)P (CWλ) +Q(C ′CWλ)
This proves the Lemma where our constants satisfy C = 6CSCW , κ1 = CW
and κ2 = C
′CW . 
Proof. of Theorem 6.10. Let p : A→ C be an algebraic Lefschetz fibration.
By Theorem 6.12, there are Lefschetz fibrations pi : Ê → C and pi′ : Ê′ → C∗
such that:
(1) Ê is convex deformation equivalent to A.
(2) Ê′ is convex deformation equivalent to A\p−1(0) where 0 is without
loss of generality as regular value of p.
(3) These Lefschetz fibrations have identical cylindrical ends and hence
their fibers are exact symplectomorphic to each other. Let φ be the
monodromy map around these cylindrical ends.
(4) Any regular fiber F̂ of pi and pi′ is exact symplectomorphic to a
smooth affine variety.
By [McL10b, Theorem 6.3] there is a polynomial Q of degree n := dimCA
and a filtered directed system (Wλ) such that (SH
#
∗ (Ê′, λ)) is isomorphic
to (Wλ) and |Wλ| ≤ Q(λ). Also by the proof of [McL10b, Theorem 6.3] we
have a polynomial P of degree n − 1 and a Hamiltonian HF on F̂ which
is P -bounded. By Lemma 6.15 we have that |V φλ | is bounded above by a
polynomial of degree n in λ. This proves the Theorem. 
7. Smooth affine varieties with subcritical handles attached
The aim of this section is to prove Theorem 2.3. Here is the statement
of this theorem: Suppose that we attach a series of subcritical handles to
an algebraic Stein domain A to create a Liouville domain N ′. Let N ′′ be
any Liouville domain whose boundary is contactomorphic to ∂N ′. If M is
a Liouville domain with M̂ symplectomorphic to N̂ ′′ then Γ(M) ≤ dimCA.
We will assume that A is the algebraic Stein domain obtained from a
smooth affine variety A and some embedding of it into CN . Let F ′ be a
Liouville domain and F a Liouville subdomain. Let φ′ : F ′ → F ′ be an
exact symplectomorphism which is the identity on the closure of F ′ \F . We
define φ : F → F to be equal to φ′|F .
Lemma 7.1. There exists a constant κ so that for all k ∈ N,∣∣rank(HF∗(φ, k))− rank(HF∗(φ′, k))∣∣ ≤ κ.
Proof. of Lemma 7.1. Note that we can complete F inside F̂ ′ by [SS05,
Lemma 3], hence we have a natural exact symplectic embedding of F̂ inside
F̂ ′ extending the embedding of F into F̂ ′.
We let 0 < δ < 1 be smaller than the length of the smallest Reeb orbit of
∂F and ∂F ′. We let rF and rF ′ be the cylindrical coordinates for F̂ and F̂ ′
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respectively. We view rF as a function on a subset of F̂
′ corresponding to the
cylindrical end of F̂ . Let fδ : [0,∞)→ [0,∞) be a smooth function satisfying
f ′δ, f
′′
δ ≥ 0. We also assume that fδ(x) = 0 for x ≤ 1 and fδ(x) = δ(x−1) for
x ≥ 2. Let gb : F̂ ′ → R be a smooth family of functions parameterized by
b ∈ (0,∞) such that: gb = 0 inside F , g = fδ(rF ) in the region {1 ≤ rF ≤ b},
and gb = δrF ′+δb for rF ′ large enough. We assume that the derivatives of gb
are so small everywhere else that the only 1-periodic orbits are critical points
of gb. Note that gb has no 1-periodic orbits in the region {1 < rF ≤ b}. We
also assume that the number of critical points of gb in the region F̂
′ \ F is
bounded above by 12κ where κ is some constant independent of b and all of
these critical points are non-degenerate. We also assume that gb ≥ δ(b− 1)
outside F ∪ {1 < rF ≤ b} and gb = 0 inside F .
Let Mφ and Mφ′ be the mapping tori for φ and φ
′. Let α and α′ be their
respective contact forms. We also have Lefschetz fibrations (0,∞)×Mφ and
(0,∞)×Mφ′ with associated Liouville forms rφdϑ+α and rφ′dϑ+α′ where
rφ and rφ′ parameterizes (0,∞). Here ϑ by abuse of notation is the pullback
of the angle coordinate of S1 by pi or pi′. The fibration (0,∞) × Mφ is
naturally a subfibration of (0,∞)×Mφ′ because φ′ restricted to F is φ. Let
pλ : (0,∞)→ R be defined as follows: The derivative p′λ is small and positive
near zero, and constant and equal to λ near infinity. Also we assume that
p′λ, p
′′
λ ≥ 0. If 0 < p′λ < λ then we need p′′λ > 0. This condition is useful later
to ensure that certain periodic orbits are Morse Bott non-degenerate. We
can pull back pλ to (0,∞)×Mφ′ via the natural projection map to (0,∞).
By abuse of notation we will call this new function pλ. The Liouville form
αφ′ on the region (0,∞)× S1 × (F̂ ′ \ F ) is a product rφ′dϑ + θF ′ . Also we
define gb as a function on this product (by pulling it back via the projection
map to (F̂ ′ \ F )) and then we extend it by 0 to the whole of (0,∞)×Mφ′ .
We define Kbλ : (0,∞) ×Mφ′ → R by pλ + gb. The action spectrum of pλ
forms a relatively compact subset of R. Hence there exists a function a(λ)
such that all 1-periodic orbits of pλ have action greater than or equal to
a(λ). We choose b > |a(λ)/δ|+ 1. This ensures that all the 1-periodic orbits
of Kbλ whose action is less than a(λ) lie inside (0,∞)× S1 × (F̂ ′ \ F ). The
Hamiltonian Kbλ splits as a sum pλ+gb, so the 1-periodic orbits in this region
are pairs (o1, o2) where o1 is an orbit of pλ : (0,∞) × S1 → R and o2 is an
orbit of gb|F̂ ′\F . All the orbits of gb|F̂ ′\F are critical points of this function.
We have a natural map q : (0,∞) ×Mφ′  S1 defined as the projection
to Mφ′ composed with pi
′. Let βk ⊂ H1((0,∞) × Mφ′) be subset repre-
sented by loops which project under q to loops which wrap around S1 k
times. The Hamiltonian pλ : (0,∞) × S1 → R (after perturbing it us-
ing work from [CFHW96]) has exactly two orbits which wrap around k
times for λ large enough. Hence the number of 1-periodic orbits of action
less than a(λ) representing the class βk is κ. We have that SH
βk∗ (Kbλ, J)
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and SH
(a(λ),∞),βk∗ (Kbλ, J) are independent of b for b < a(λ). The rea-
son why this is true is because SHβk∗ (Kbλ, J) only depends on the slope
λ and not on b. Also all the orbits of the Hamiltonian Kbλ of action greater
than a(λ) sit inside (0,∞) × Mφ and this Hamiltonian only varies with
respect to b outside (0,∞) × Mφ. A maximum principle (for an appro-
priate J) then ensures that no Floer trajectories leave (0,∞) ×Mφ which
means that SH
(a(λ),∞),βk∗ (Kbλ, J) does not depend on b. There is a long
exact sequence between the groups SHβk∗ (Kbλ, J), SH
(a(λ),∞),βk∗ (Kbλ, J) and
SH
(−∞,a(λ)],βk∗ (Kbλ, J). This ensures that SH
(−∞,a(λ)],βk∗ (Kbλ, J) does not
depend on b. The rank of SH
(−∞,a(λ)],βk∗ (Kbλ, J) is less than or equal to κ
because it is generated by orbits in the region (0,∞)×S1× (F̂ ′ \F ). Hence
using the above long exact sequence we have
|rank(SHβk∗ (Kbλ, J))− rank(SH(a(λ),∞),βk∗ (Kbλ, J))| ≤ κ.
Any Floer trajectory connecting orbits of action greater than a(λ) is con-
tained in (0,∞) ×Mφ ⊂ (0,∞) ×Mφ′ . Using this fact and a similar one
for continuation maps we have HF∗(φ, k) = lim−→λ SH
(a(λ),∞),βk∗ (Kbλ, J)). We
also have HF∗(φ′, k) = lim−→λ SH
βk∗ (Kbλ, J)). Hence∣∣rank(HF∗(φ, k))− rank(HF∗(φ′, k))∣∣ ≤ κ.

In Section 6, we defined a filtered directed system (V φx ). We recall the
definition here: we define V φx := Hn−∗(E)⊕
⊕bxc
i=1HF∗(φ, k). The morphism
between V φx and V
φ
y for x ≤ y is the natural inclusion map. Similarly we have
a filtered directed system (V φ
′
x ). The previous Lemma tells us that Γ(V φ
′
) ≤
max(Γ(V φx ), 1). We also have the inequality Γ(V φ) ≤ max(Γ(V φ
′
x ), 1) so
these growth rates are equal if they are both greater than or equal to 1.
Proof. of Theorem 2.3. By Lemma 9.4 and Theorem 6.9 there exists partial
Lefschetz fibrations pi : E → C and pi′ : E′ → C with fibers F and F ′
respectively with the following properties:
(1) Ê (resp. Ê′) is symplectomorphic to Â (resp. N̂ ′).
(2) There is an exact symplectic embedding of E into E′ so that pi′|E =
pi. Hence F is an exact submanifold of F ′ as well.
(3) There is a neighbourhood N of the closure of E′ \ E diffeomorphic
to nhd(F ′ \F )×C where pi′ is the natural projection map to C. The
Liouville form θE is a product θF ′ + r
2dϑ in N.
(4) Γ(V φx ) ≤ dimCA where φ is the monodromy map of the partial Lef-
schetz fibration pi.
Let φ′ : F̂ → F̂ be the monodromy map for pi′. We have that φ′ is the identity
outside F and is equal to φ when restricted to F . By the statement after
Lemma 7.1, we have that Γ(V φ
′
) ≤ max(Γ(V φx ), 1). Hence Γ(V φ′) ≤ dimCA.
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The completion M̂ admits a partial Lefschetz fibration with monodromy φ′.
The reason for this is because N̂ ′ admits such a partial Lefschetz fibration
and there exists relatively compact open subsets K1 ⊂ M̂ , K2 ⊂ N̂ ′ such
that N̂ ′ \ K2 is symplectomorphic to N̂ \ K1. We also have by Theorem
6.2, that Γ(φ′) ≥ Γ(M). This implies that Γ(M) ≤ dimCA. There is a
subtlety which is that Γ(M) depends on the choice of b ∈ H2(M,Z/2Z).
This naturally induces a choice b′ ∈ H2(F̂ ′) for φ′ as stated near the start of
Section 6.2. A choice of b′′ ∈ H2(N ′,Z/2Z) also induces a possibly different
choice of b′ for φ′ which in theory could give a different growth rate for φ′.
But actually there is a choice of b′′ which ensures the two possible values
for b′ are the same because H2(N ′,Z/2Z)→ H2(∂N ′,Z/2Z) is surjective by
assumption. Hence Γ(V φ
′
) ≤ dimCA for any choice of b′ ∈ H2(F̂ ′) invariant
under H2(φ′). 
8. Attaching subcritical handles
We will prove Theorem 2.4. Here is a Statement: Let M be a Liouville
domain whose boundary supports an open book whose pages are homotopic
to CW -complexes of dimension less than half the dimension of M and let
M ′ be a Liouville domain with a subcritical handle attached. Then Γ(M) =
Γ(M ′).
This is a consequence of this following Theorem combined with [McL10b,
Lemma 3.1]:
Theorem 8.1. Let M , M ′ be Liouville domains as in the statement of The-
orem 2.4 above, then (SH#∗ (M, θM , λ)) is isomorphic to (SH
#
∗ (M ′, θM ′ , λ))
as a filtered directed system.
Proof. of Theorem 8.1. By Lemma 9.4 and Lemma 9.1 there exists partial
Lefschetz fibrations pi : E → C and pi′ : E′ → C with fiber F and F ′
respectively with the following properties:
(1) Ê (resp. Ê′) is symplectomorphic to M̂ (resp. M̂ ′).
(2) There is an exact symplectic embedding of E into E′ so that pi′|E =
pi. Hence F is an exact submanifold of F ′ as well.
(3) There is a neighbourhood N of the closure of E′ \ E diffeomorphic
to C×nhd(F ′ \F ) where pi′ is the natural projection map to C. The
Liouville form θE is a product r
2dϑ+ θF ′ in this region.
We can also assume without loss of generality that 0 is a regular value of
pi and pi′ and that if bad(pi′) is the region where pi′ is ill defined then there is
a small neighbourhood N of it so that 0 and z can be connected by a path
inside
C \ pi′ (N \ bad(pi′))
for any z with |z| sufficiently large. The reason why we need this condition
is that we wish that dϑ can be extended to a closed 1-form on Ê′ \ pi′−1(0)
so that we can use a maximum principle (Lemma 11.1).
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By [McL10a, Lemma 3.1], we can assume that after deforming θE′ slightly
that we have a trivialization D× pi′−1(0) of pi around 0 such that θE′ splits
as a product r2dϑ + θF ′ where (r, ϑ) are polar coordinates on the base C.
Here D is a small disk of radius  inside C. This trivialization matches the
trivialization C × nhd(F ′ \ F ) mentioned above in the regions where they
overlap. By [SS05, Lemma 3], we have an exact embedding of F̂ into F̂ ′ ex-
tending the embedding of F into F ′. Hence we can embed C× [1,∞)× ∂F
into C × F̂ ′ \ F which in turn gives us an embedding of Ê into Ê′. This
embedding has the property that pi′|
Ê
= pi. We view the cylindrical coordi-
nate rF of F̂ as a function defined on C× [1,∞)× ∂F ⊂ Ê′ parameterizing
[1,∞). We also have a function rF ′ defined on C× [1,∞)× ∂F ′ ⊂ Ê′. Let
δ > 0 be smaller than the length of the smallest Reeb orbits of both ∂F
and ∂F ′. Let fb : Ê′ → R be a function such that: fb = 0 inside E, and
f = δrF in the region {2 ≤ rF ≤ b}, and fb = δrF ′+δb for rF ′ large enough.
We assume that the derivatives of fb are so small everywhere else that the
only 1-periodic orbits are critical points of fb. We also assume that fb has
only finitely many non-degenerate fixed points outside E ⊂ Ê′, and that the
value of fb in this region is greater than or equal to δb. We define Kλ to
be equal to (λr2) ◦ pi′ in the region where pi′ is well defined and anything
else away from it. We also need that Kλ is smoothly parameterized by λ.
We define Hbλ := Kλ + fb. Let a : (0,∞) → R be a function such that
a(λ) is smaller than the action of all the 1-periodic orbits of of Kλ (this
exists because Kλ is Lefschetz admissible). We will assume that b is greater
than a(λ)/δ. These functions can be defined so that
∂Hbλ
∂b ≥ 0 and
∂Hbλ
∂λ ≥ 0.
Let J be an almost complex structure compatible with the partial Lefschetz
fibration Ê′ such that in the region {1 ≤ rF ≤ b} it splits up as a product
j ⊕ JF where j is the complex structure on C and JF is an almost complex
structure on [1,∞)× ∂F which is cylindrical. We define H¯λ : Ê → R to be
equal to Hbλ in the region {rF ≤ 3}. We then extend H¯λ by the function
δrF . We can define H
b
λ so that in the region {rF ≤ 3}, it does not change
when we change b. This means that H¯λ is independent of b. We define J¯ to
be equal J in the region rF ≤ b and then extend it over the whole of Ê so
that it is compatible with this partial Lefschetz fibration. We have a long
exact sequence:
→ SH(−∞,a(λ)]∗ (Hbλ, J)→ SH∗(Hbλ, J)→ SH(a(λ),∞)∗ (Hbλ, J)→ .
All the orbits of action greater than or equal to a(λ) are inside the re-
gion {rF ≤ b}. Hence the maximum principle [AS07, Lemma 7.2], tells
us that SH
(a(λ),∞)
∗ (Hbλ, J) is equal to SH∗(H¯λ, J¯). This also implies that
SH
(a(λ),∞)
∗ (Hbλ, J) is independent of b and so we can view it as a filtered
directed system only depending on λ. This isomorphism commutes with the
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continuation maps
SH
(a(λ1),∞)∗ (Hbλ1 , J)→ SH
(a(λ2),∞)∗ (Hbλ2 , J)
and
SH∗(H¯λ1 , J¯)→ SH∗(H¯λ2 , J¯).
We also have that SH∗(Hbλ, J) is independent of b because symplectic ho-
mology of these Hamiltonians only depends on the slope (by using continu-
ation maps and the maximum principle mentioned above). The five lemma
then tells us that SH
(−∞,a(λ)]
∗ (Hbλ, J) is independent of b and hence is a
filtered directed system only depending on λ. The transfer maps between
these groups are also independent of b. All the 1-periodic orbits gener-
ating SH
(−∞,a(λ)]
∗ (Hbλ, J) lie inside the region D × pi′−1(0). We can also
assume that Hbλ is a product λr
2 + fb|pi′−1(0) in this region and that the
almost complex structure J is a product j + JF where j is the standard
complex structure on D ⊂ C and JF is some almost complex structure
on pi′−1(0). This ensures by a maximum principle (Lemma 11.1 applied to
the closure of the complement of D × F̂ ′) that any Floer trajectory con-
necting these orbits stays inside this region. Hence the filtered directed
system (SH
(−∞,a(λ)]
∗ (Hbλ, J)) is equal to (SH∗(λr
2, j)⊗SH(−∞,a(λ)]∗ (fb, JF ))
and the directed system maps are induced by the ones in (SH∗(λr2)) and
(SH
(−∞,a(λ)]
∗ (fb, JF )). Hence the map:
SH
(−∞,a(λ1)]∗ (Hbλ1 , J)→ SH
(−∞,a(λ2)]∗ (Hbλ2 , J)
is zero for |λ2 − λ1| > 2pi. This implies that the above filtered directed
system is isomorphic to the trivial one 0. Hence by Lemma 5.1, we get that
(SH∗(Hbλ, J)) is isomorphic to (SH
(a(λ),∞)
∗ (Hbλ, J)). This is in turn isomor-
phic to (SH∗(H¯λ, J¯)). Finally by Lemma 6.7, the filtered directed system
(SH∗(Hbλ, J)) (resp. (SH∗(H¯λ, J¯))) is isomorphic to (SH
#
∗ (M, θM , λ)) (resp.
(SH#∗ (M ′, θM ′ , λ))). Hence (SH
#
∗ (M, θM , λ)) and (SH
#
∗ (M ′, θM ′ , λ)) are
isomorphic as filtered directed systems. 
9. Appendix A: Partial Lefschetz fibrations
9.1. Relationship with open books. Let N be a Liouville domain. In
this section we will prove the following Lemma:
Lemma 9.1. Suppose ∂N admits an open book supporting the contact struc-
ture such that each page is homotopic to an n− 1 dimensional CW -complex
where n = 12dim(N). Then N̂ is exact symplectomorphic to the completion
of a partial Lefschetz fibration. Also the monodromy map of the open book is
the same as the monodromy map of the associated partial Lefschetz fibration
up to isotopy through symplectomorphisms fixing the boundary of the fiber.
From [Gir02, Theorem 10] we have that every contact manifold admits an
open book supporting the contact structure whose pages are homotopic to
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an n−1-dimensional CW complex. We will now give a definition of an open
book. Let F be a manifold with boundary and φ : F → F a diffeomorphism
which is the identity near ∂F . From this we can construct a manifold as
follows: Let Mφ be the mapping torus of φ. The boundary of Mφ is ∂F×S1.
Let A be a manifold obtained by gluing ∂F × D2 to Mφ by identifying the
boundary ∂F × ∂D2 with ∂Mφ.
Definition 9.2. Such a manifold A is said to have an open book structure
with page F . The submanifold ∂F × {0} ⊂ ∂F × D2 is called the binding
B. There is a natural fibration pi : A \ B  S1 with fiber diffeomorphic to
the interior of F . The fibers of pi are called the fibers of the open book. An
open book on A is said to support a contact structure given by the kernel
of a 1-form α if α is a contact form on the binding, and dα restricted to
each fiber is a symplectic manifold. We also assume that the orientation of
B induced by the contact from α|B is the same orientation as the boundary
of the symplectic fiber F (note that the closure of a fiber in A is a manifold
with boundary diffeomorphic to F ).
Lemma 9.3. Let α be a contact form supported by an open book pi : A\B 
S1 as above. Then we can deform α so it is of the form f(r)α|B + r2dθ on
the neighbourhood B×D2 of B where (r, θ) are polar coordinates on D2 and
f is a positive function with derivative 0 at 0 and strictly negative derivative
elsewhere.
Proof. of Lemma 9.3. The map pi restricted to B×(D2\{0}) is the projection
map from B × (D2 \ {0})  ∂D2 = S1. Let α′ := f(r)α|B + r2dθ. This is
a contact form if f(r) has sufficiently small derivative. The contact form α
agrees with α′ when restricted to B×{0} hence the orientations on B×{x}
induced by α and α′ match for x near 0. Also the contact forms α and α′
induce the same orientations because they induce the same orientations on
the fibers θ = constant and both Reeb vector fields point in the direction
where θ increases. Using both these orientation conditions we get that the
orientation of dα and dα′ agree on {b} ×D2 for every b ∈ B. We shrink the
disk D2 so that for every t ∈ [0, 1], we have that tα′ + (1 − t)α|B×{x} is a
contact form on B × {x} for all x ∈ D2.
Let PD : B × D2  D2 be the natural projection map. Let ρ : D2 → R
be a bump function equal to 0 near the boundary and 1 near 0. We view
ρ now as the function P ∗Dρ. If I have any 1-form β on B × D2 such that
β|B×{x} is a contact form for all x ∈ D2, then pulling back a 1-form whose
exterior derivative is a sufficiently large volume form on D2 and adding it to
β gives us a contact form. Also adding any pullback of a 1-form to α whose
exterior derivative is a non-negative function multiplied by the volume form
on D2 gives us a contact form. This means that there is a family of 1-forms
νt equal to κdϑ (κ > 0) near ∂D2, and also equal to zero near t = 0 such
that
P ∗Dνt + t(ρα
′ + (1− ρ)α) + (1− t)α
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is a contact form for all t ∈ [0, 1].
These contact forms are equal to α + κdϑ near B × ∂D2 hence we can
extend them by α + κdϑ over the whole of our contact manifold A. For νt
large enough (in the region where ρ 6= 0), we get that P ∗Dνt + ρα′+ (1− ρ)α
supports the open book decomposition. If we choose ν1 appropriately then
we get a contact form equal to f(r)α|B + g(r)dθ near zero for some function
g such that g′(r) > 0 for r > 0. We can deform g near 0 so that it is equal
to r2 near 0 and we can ensure that this is a deformation through contact
forms. Hence our new contact form has all the properties we need. This
proves the Lemma. 
We will now prove Lemma 9.1.
Proof. Let pi : ∂N \B  S1 be an open book with binding B supporting a
contact form α on ∂N whose kernel is ker(θN |∂N ) where θN is the Liouville
form on N . We assume α has the same coorientation as θN |∂N . We will use
the same notation as in the proof of Lemma 9.3. We also assume that the
pages are homotopic to n− 1 dimensional CW -complexes and that near the
binding, α has the form as described in the above lemma. After a Liouville
deformation (which doesn’t change the symplectomorphism type of N̂), we
can ensure that θN |∂N = α. When we complete N , we extend θN so that
is equal to rNα on the cylindrical end ∂N × [1,∞). A neighbourhood of
the binding is diffeomorphic to B ×D2 with a contact form f(r)α|B + r2dθ
where (r, ϑ) are polar coordinates for D2. The part of the cylindrical end
covering this neighbourhood is diffeomorphic to [1,∞)× B × D2 and θN =
rN (f(r)α|B + r2dϑ).
Let b : [1,∞)×B × D2 → R be a function with the following properties:
(1) b is a function of r and rN only.
(2) b = rN in the region r ≥ 34 .
(3) b = r
√
rN in the region r ≤ 12 .
(4) ∂b∂r ≥ 0 and ∂b∂rN > 0 in the region r > 0.
Because the function b is equal to rN near [1,∞)×B×∂D2, we can extend b
to a function on [1,∞)×∂N by defining it to be rN outside [1,∞)×B×D2.
The function b has no singular points. Define a map [1,∞) × ∂N → C
by (b, ϑ) where these are polar coordinates in C. First of all, outside the
region [1,∞) × B × D2, we have that the fibers of b are symplectic. In the
region [1,∞)× B × D2, we have that a fiber of (b, ϑ) is the set {b(rN , r) =
const} ∩ {ϑ = const}. The Liouville form on this fiber is rNf(r)α|B. The
exterior derivative of this 1-form is symplectic because ∂b∂r and
∂b
∂rN
are never
negative and at least one of these derivatives is non-zero. The point is that
if we contract d(rNf(r)α|B) by the vector (tangent to the fiber)
− ∂b
∂rN
∂
∂r
+
∂b
∂r
∂
∂rN
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we get a positive multiple of α|B inside [1,∞) × B × D2 which means that
d(rNf(r)α|B) restricted to each fiber is symplectic. We have that the ωN -
dual XϑN of ϑN is
∂
∂rN
. Because the rN derivative of b(rN , r) is greater than
zero we have that it is transverse to the level sets of b(rN , r) and pointing
in the direction where b increases. Let a = rNf(r) be a new function. For c
large enough we have that
E := (b−1([0, 2]) ∩ (a−1(−∞, c]) ∪N
has the structure of a partial Lefschetz fibration with map (b, ϑ) and the
vector field ∂∂rN points outwards along its boundary. The corner of the
Lefschetz fibration is the region where b = a. The reason why this partial
Lefschetz fibration is trivial near the horizontal boundary a−1(c) is because
in the region a−1(c − , c] for some small  > 0, we have that the Liouville
form is aα|B + b2dϑ and so it is trivial at infinity. Also the fibers of the
completion of this partial Lefschetz fibration are identical to the fibers of
the open book (up to rescaling the symplectic form) which means that they
have identical monodromy maps. Finally because ∂∂rN points outwards along
the boundary of the partial Lefschetz fibration and rN (
∂
∂rN
) > 0 outside a
closed subset of the interior of E, we have that the completion Ê is exact
symplectomorphic to N̂ by Lemmas 6.11 and [McL10b, Corollary 8.6]. 
9.2. Attaching subcritical handles to partial Lefschetz fibrations.
We will show how partial Lefschetz fibrations change when we add subcritical
handles. We will first describe handle attaching. Let 1 ≤ k ≤ n. We will
describe a Weinstein k-handle. Let (R2n, ωstd) be the standard symplectic
manifold. We also assume that zj = pj + iqj are the standard complex
coordinates form Cn. We have a Liouville vector field
Vk :=
1
2
n−k∑
i=1
(
qi
∂
∂qi
+ pi
∂
∂pi
)
+
n∑
i=n+1−k
(
2qi
∂
∂qi
− pi ∂
∂pi
)
.
This has exactly one singularity. We define
φ :=
1
4
n−k∑
i=1
(
q2i + p
2
i
)
+
n∑
i=n+1−k
(
q2i −
1
2
p2i
)
.
Let F˜+, F˜− be two embedded hypersurfaces inside Cn such that:
(1) outside a compact set they coincide with φ−1(1).
(2) Vk is transverse to F±.
(3) For every point x ∈ F+, ΦtVk(x) tends to infinity.
(4) For every point x ∈ F−, Φ−tVk(x) tends to infinity.
(5) The complement of F+∪F− consists of three connected regions. The
only relatively compact region is the one containing 0.
Let H be the closure of relatively compact region. This is a k-handle. If we
have two different choices of F±, then the associated k-handles are isotopic
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to each other through k-handles. Such handles exist by work from [Wei91].
We say that F− ∩ H is the negative boundary of the handle and F+ ∩
H the positive boundary. The Liouville vector field is transverse to both
boundaries and it points inwards on the negative one and outwards on the
positive one. We write ∂±H for H ∩ F±. The region ∂−H is called the
attaching region. It is contactomorphic to the closure of some open subset
of the contact manifold J 1
(
Sk−1 × Rn−k) which contains Sk−1 ×{0}. Here
J1
(
Sk−1 × Rn−k
)
= T ∗
(
Sk−1 × Rn−k
)
× R
is the first jet bundle of Sk−1. A framed isotropic k−1 sphere on ∂M consists
of an open set U ⊂ J 1 (Sk−1 × Rn−k) containing the Sk−1 × {0} and a
contactomorphism from U to an open subset of ∂M . This contactomorphism
has to respect the coorientation of the contact structures given by the 1-form
defining them. We say that two framed isotropic k−1 spheres a0 : U0 → ∂W ,
a1 : U1 → ∂M are isotopic if there exists an open U ⊂ U0∩U1 containing the
Sk−1×{0} and a family of framed isotropic spheres of the form bt : U → ∂M
such that a0|U = b0 and a1|U = b1.
Let M be a Liouville domain and let a : U → ∂M be an framed isotropic
sphere of dimension k− 1. Then we find a k handle whose attaching region
as a contact form is identical to the one on the closure of U (possibly after
shrinking U) and we can attach this handle along this region. This gives
us a new Liouville domain M ′. If two framed isotropic spheres are isotopic
then the new Liouville domains obtained by attaching handles along them
are isotopic through Liouville domains.
We will define what a handle attaching triple or a HAT is for a Liouville
domain M . This is a triple (f, β, γ) where f : Sk−1 → ∂M is a smooth em-
bedding where k is smaller than half the dimension of M . Also β is a normal
framing for f inside ∂M (i.e. a bundle isomorphism β : Sk−1 ×R2n−k → νf
where νf is the normal bundle to f). Here γ : S
k−1×Cn → f∗TM is a sym-
plectic bundle isomorphism where we give Cn the standard symplectic struc-
ture. There is an injective bundle homomorphism df : TSk−1 ↪→ f∗TM .
Let R be the trivial R bundle over Sk−1. We also have a bundle morphism
Df : TSk−1 ⊕ R ↪→ f∗TM given by df + L where L sends the positive unit
vector in R to an inward pointing vector along ∂M . We say that (f, β, γ) is a
handle attaching triple or HAT if the map γ is isotopic toDf⊕β through real
bundle isomorphisms. Here we view Df⊕β as a bundle map from the trivial
bundle Sk−1 × R2n to f∗TM where we trivialize (TSk−1 ⊕ R) × R2n−k by
viewing it as TR2n|Sk−1 where Sk−1 is the unit sphere in Rk ⊂ R2n. An iso-
topy of HAT’s is a smooth family of HAT’s (ft, βt, γt). If we have a framed
isotropic sphere a : U → ∂M , then we have a HAT (f, β, γ) as follows:
the map f is given by a|Sk−1×{0}. We have a canonical isomorphism from
Sk−1×Rk to the normal bundle of Sk−1 inside J1 (Sk−1 × Rn−k) because we
identify the bundle T ∗Sk−1⊕R×Rn−k with R2n from the embedding of the
unit sphere Sk−1 into Rk ⊂ Rk ×Rn−k. Hence we have a canonical framing
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of the normal bundle of Sk−1 inside J1
(
Sk−1 × Rn−k). By pushing forward
this framing via the map a we get our framing β. A similar argument gives
us our framing γ if we embed our sphere in Rk ⊂ Cn. By an h-principle
(see [EM02],[Eli90]), any HAT is isotopic through HAT’s to the HAT associ-
ated to a framed isotropic sphere (as long as k < n). This same h-principle
also ensures that if two framed isotropic spheres are isotopic through HAT’s
then they are isotopic through framed isotropic spheres for k < n. Any
HAT gives us a unique Liouville domain M ′ up to isotopy by attaching a
k-handle along some framed isotropic sphere which is isotopic to this HAT.
From now on we will assume that k < n. Let (E, pi) be a partial Lefschetz
fibration. The manifold E is a manifold with corners. We can smooth these
corners so we have a Liouville subdomain M ⊂ Ê such that M̂ is exact
symplectomorphic to Ê. We start with a HAT (f, β, γ) modelling a k handle
on the contact boundary of M . Let M ′ be obtained from M by attaching a
Weinstein handle along this HAT.
Let F be a smooth fiber of E. Near the horizontal boundary of E, we
have that the fibration looks like a product fibration nhd(∂F )×D D. Let
(f ′, β′, γ′) be a HAT on F modelling a k handle. We create a new partial
Lefschetz fibration by attaching a handle to F along this HAT creating F ′
and then extending the fibration E by gluing F ′ \ F × D to nhd(∂F )× D.
Lemma 9.4. Given a HAT (f, β, γ) on M as above, we can find a cor-
responding HAT (f ′, β′, γ′) on F such that M ′ is isotopic to E′ through
Liouville domains (after smoothing the corners of E′). Hence M̂ ′ is exact
symplectomorphic to Ê′.
This theorem will be proven in almost exactly the same way as in [Cie02b].
The only difference is that in our case, we have a partial Lefschetz fibration,
whereas [Cie02b] has a product Lefschetz fibration. We will now prove some
preliminary Lemmas.
Lemma 9.5. Let B be a manifold of dimension m and let f : B → R be an
exhausting Morse function all of whose critical points have index less than
m−k−1 and such that it only has finitely many critical points. Let B′ be the
union of all the stable manifolds of all the critical points of f , then the map
pik(B\B′)→ pik(B) is an isomorphism and the map pik+1(B\B′)→ pik+1(B)
is surjective.
Proof. First of all because there are only finitely many critical points, B
is homotopic to BC := f
−1(−∞, C] for some C  0. The function −f
has critical points of index greater than k + 1 hence BC is homotopic to
f−1(C) with cells of dimension greater than k + 1 attached. Attaching a
cell of dimension greater than k + 1 does not change pik. We have that B
′
is homotopic to BC , hence pik(B \ B′) → pik(B) is an isomorphism. Also
attaching these cells can only add relations to pik+1 which means that the
map pik+1(B \B′)→ pik+1(B) is surjective. 
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Now we prove a preliminary Lemma which is very similar to [Cie02a,
Lemma 2.1]. The boundary of M is a smoothing of the boundary of E
inside Ê. We can choose this smoothing so that ∂M = ∂E outside a small
neighbourhood of the corners of E. In particular, we can assume that D 1
2
×
∂F ⊂ ∂M ∩ ∂hE (Here D 1
2
is the disc of radius 12).
Lemma 9.6. There exists an embedding
f0 : S
k−1 → {0} × ∂F ⊂ D 1
2
× ∂F ⊂ ∂M
which is homotopic within ∂M to f .
Proof. We assume the dimension of E is 2n > 2. The boundary of E can
written as the union of two manifolds with boundary, one is the horizontal
boundary ∂hE = D × ∂F and the other is the vertical boundary ∂vE =
pi−1(∂D). Here k is less than n. Even though ∂E is a manifold with corners,
it is still homeomorphic to ∂M . All we need to show is that given a k − 1
sphere in ∂E, we can homotope it to a sphere in {0} × ∂F ⊂ ∂hE. This is
equivalent to showing that any k−1 sphere is homotopic to a k−1 sphere in
∂hE. If we can show that the relative homotopy group pij(∂vE, ∂hE∩∂vE) is
zero for all j ≤ k−1 then we are done. The reason for this is that if we have
a map g : Sk−1 → ∂E then after generically perturbing g, g−1(∂vE) is a
codimension 0 submanifold Q with boundary and so (Q, ∂Q) is homotopic to
a (k− 1, k− 2) dimensional cell complex. Hence g : (Q, ∂Q)→ (∂vE, ∂vE ∩
∂hE) is homotopic through maps (Q, ∂Q) → (∂vE, ∂hE ∩ ∂vE) to a map
(Q, ∂Q) → (∂hE ∩ ∂vE, ∂hE ∩ ∂vE). This implies that g is homotopic to
a map into ∂hE. We can show pij(∂vE, ∂hE ∩ ∂vE) = 0 for j ≤ k − 1 by
proving that pij(∂hE ∩∂vE)→ pij(∂vE) is an isomorphism for j < n−2 and
a surjection for j = n− 2 by a long exact sequence argument. Because ∂vE
is a fibration with fiber F we have the following commutative diagram:
pij(∂F ) pij(∂vE ∩ ∂hE) pij(∂S) pij−1(∂F ) pij−1(∂vE ∩ ∂hE)
pij(F ) pij(∂vE) pij(∂S) pij−1(F ) pij−1(∂vE).
// // // //
// // // //
    
∼=
The horizontal arrows form long exact sequences coming from the fibration
and the vertical arrows are induced by the natural inclusion maps. The
morphism pij(∂F ) → pij(F ) is an isomorphism for all j < n − 2 and a
surjection for j = n− 2 by Lemma 9.5. Hence by a repeated application of
the five lemma we have that pij(∂hE ∩ ∂vE) → pij(∂vE) is an isomorphism
for j < n− 2 and surjective for j = n− 2. This implies that f is homotopic
to some
f0 : S
k−1 → {0} × ∂F ⊂ D 1
2
× ∂F ⊂ ∂M.

Proof. of Lemma 9.4. By Lemma 9.6, we can isotope f to f̂ whose image is
contained in
{0} × ∂F ⊂ D 1
2
× ∂F ⊂ ∂M.
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By using parallel transport techniques, we then have an isotopy of HAT’s
joining (f, β, γ) to (f̂ , β′, γ′) for some β′, γ′. By looking at the proof of
[Cie02b, Lemma 2.3], we can isotope β′, γ′ to β̂, γ̂ with the following prop-
erty: there exists a HAT (f0, β0, γ0) on ∂F so that f0 is the same as f̂ where
we identify ∂F with {0} × ∂F , β̂ = idC × β0 and γ̂ = idC × γ0. This is on
the region D 1
2
× ∂F ⊂ ∂M .
Let F ′ be obtained from F by attaching a handle along (f0, β0, γ0). Then
we can glue D × F ′ \ F to E along ∂hE = D × ∂F to obtain a new partial
Lefschetz fibration E′. Here the gluing map is id×q where q is the map gluing
the handle along (f0, β0, γ0). We have that E
′ is a Liouville domain (after
smoothing the corners slightly) that is equal to E with a handle attached to
(f̂ , β̂, γ̂). Let M ′ be obtained from M by attaching a handle along (f, β, γ).
Because (f, β, γ) is isotopic to (f̂ , β̂, γ̂) we get that E′ is isotopic through
Liouville domains to M ′. Hence Ê′ is exact symplectomorphic to M̂ ′ by
[SS05, Lemma 5]. This completes the Lemma. 
10. Appendix B : Algebraic and symplectic Lefschetz fibrations
The aim of this section is to prove Theorem 6.12. Here is a statement
of this theorem: For every algebraic Lefschetz fibration p : A → C, where
q ∈ C is a regular value, there is a Lefschetz fibration pi : Ê → C such that
A is convex deformation equivalent to Ê and A \ p−1(q) is convex deforma-
tion equivalent to a Lefschetz fibration pi′ : Ê′ → C∗ such that pi, pi′ have
two identical Lefschetz cylindrical end components. Also the fiber pi−1(q) is
convex deformation equivalent to p−1(q).
Before we prove this theorem, we need some preliminary definitions and
lemmas.
Definition 10.1. A partially trivialized fibration is a manifold M , a 1-form
θM and a smooth map pM : M → S satisfying the following properties:
(1) dθM is a symplectic form.
(2) pM has finitely many singularities and away from these singulari-
ties we have that dθM restricted to the fibers is symplectic. These
singularities are also modelled on Lefschetz singularities and are on
distinct fibers.
(3) All smooth fibers are exact symplectomorphic to some finite type con-
vex symplectic manifold (F, θF ).
(4) We have well defined parallel transport maps between any two fibers
(i.e. the horizontal lift of any integrable vector field on S is still
integrable away from the singularities).
A deformation of partially trivialized fibrations is defined to be a smooth
family (M, θtM , pM ) of such fibrations such that we have the following addi-
tional properties:
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(1) Let Ht be the plane distribution which is dθ
t
M orthogonal to the
fibers of pM (away from the singularities). If we take the fibration
p˜ : M × [0, 1]→ S × [0, 1]
where p˜(x, t) = (pM (x), t) and where the connection is given by the
horizontal plane distribution Ht ⊕ R. ∂∂t , then we require that this
connection has well defined parallel transport maps as well.
(2) There is an open subset Mh and a smooth family of functions κt
such that for all q ∈ S, p−1M (q) ∩ (M \Mh) is compact and
θ0M |p−1M (q)∩Mh =
(
θtM − dκt
) |p−1M (q)∩Mh .
Also M \Mh contains all the singularities of pM .
We say that pM is trivial at infinity if there is an open subset Mh ⊂ M
such that
(1) the fibers of pM |M\Mh are compact
(2) There is a trivialization S×Q of pM |Mh such that θM |Mh = θF |Q+θS
where θS is a 1-form on S. Here θF = θM |p−1M (q) and Q is an open
subset of p−1M (q) whose complement is compact.
The fiber p−1M (q) has an exhausting function fF : p
−1
M (q) → R such that
dfF (XθF ) > 0 for fF sufficiently large. We view fF as a function on M by
pulling it back to the trivialization S×Q and then extending it any way we
like inside M . We say that fF is the vertical cylindrical coordinate.
Lemma 10.2. Suppose that our base S is contractible. Then (pM , θM ) is
deformation equivalent to a new partially trivialized fibration (p′M , θ
′
M ) which
is trivial at infinity.
Proof. of Lemma 10.2. We assume that M is connected. Because S is con-
tractible we have a smooth family of maps ιt : S ↪→ S (t ∈ [0, 1]) satisfying
(1) ι0 is the identity map.
(2) ιt is an embedding for all t ∈ [0, 1).
(3) The image of ι1 is contained in a point a ∈ S.
(4) ιt(a) = a for all t.
(5) For any open set containing a there is a T < 1 such that ιt(S) is
contained in this subset for t > T .
Let Q ⊂ p−1M (a) be an open subset such that its complement is compact and
so that if we parallel transport along the path ι1−t(x) starting at a point in
Q then it does not hit any singular point of pM . Let
P tx : p
−1
M (ι1(x)) ∩Q→ p−1M (ι1−t(x))
be the associated parallel transport maps along the path ι1−t(x). For x ∈ S
we define Qx to be the image of P
1
x and Q˜ to be the union ∪x∈SQx. We have
a natural map piQ : Q˜→ Q sending a point q ∈ Qx to (P 1x )−1(q). Hence we
have a diffeomorphism
(piQ, pM ) : Q˜→ Q× S.
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The map pM is now the natural projection from Q× S to S. The surface S
has a natural volume form V so that if we look at the natural volume form
on the horizontal plane distribution then it is a positive multiple of pi∗V .
We have a smooth family of maps at : Q× S → Q× S given by
at(x, y) = (x, ιt(y)).
We write νt to be the pullback of θM via this map. The problem with
νt is that dνt may not be a symplectic form for t = 1 because ιt is not a
diffeomorphism onto its image in this case. Because ν1 splits up as a product
in Q× S, there is a 1-form θ′S on the base such that the exterior derivative
of ν ′t := νt + tp∗Mθ
′
S is a symplectic form for all t. Note that dθ
′
S has the
same orientation as V . Because at is a fiberwise exact symplectomorphism,
we have that ν ′t = θF + βt + dRt where θF = θM |p−1(q), βt is a family of
1-forms that vanish in the fibers and Rt is a smooth family of functions. We
also have
θM = ν
′
0 = θF + β0 + dR0
inside Q × S. Let B : p−1M (q) → R be a bump function which is 0 outside
Q and on a neighbourhood of ∂Q and equal to 1 outside some compact set.
We view B as a function on M defining it to be the pullback of B on Q×S
and zero outside Q× S. We define ν ′′t to be equal to
θF +Bβt + (1−B)β0 + d(BRt + (1−B)R0)
inside Q × S and θM outside Q × S. The problem is that in the region
where dB 6= 0, we could have that dν ′′t is not a symplectic form. But it is
a symplectic form when restricted to the fibers. This means we can find a
1-form θ′′S such that dθ
′′
S is a large volume form with the same orientation
as V and such that θtM := ν
′′
t + tθ
′′
S is a symplectic form for all t.
If we view θtM as a 1-form on [0, 1]×M where t parameterizes [0, 1] then
we wish to show that the associated horizontal plane distribution H spanned
by the horizontal plane distribution of dθtM inside {t} ×M and ∂∂t has well
defined parallel transport maps. The base of the fibration is [0, 1] × S and
the fibration map is (id, pM ). We only need to show that this condition
works inside Q × S (i.e. no paths in this region tangent to H can escape
to infinity if the projection of this path to S is relatively compact). Let
p(t) = (f(t), w(t)) ∈ [0, 1] × S be some path in the base [0, 1] × S and
(f(0), q, w(0)) a point in
[0, 1]×Q× S.
We define (q˜(t), ιf(t)(w(t))) to be the lift of the path ιf(t)(w(t)) to Q × S
where we use the horizontal plane distribution associated to θM (we will
assume that this lift does not exit this region) for all s ∈ [0, 1]. We define p˜
to be the path (f(t), q˜(t), w(t)). This is tangent to H and a lift of the path
(f(t), w(t)) in [0, 1]× S. The reason why this is true is because(
d
dt
q˜(t),
d
dt
(
ιf(t)w(t)
))
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is a lift of the vector f ′(t)( ddt(ιt))+(ιf(t))∗
d
dt(w(t)). But the horizontal lift of
f ′(t)( ddt(ιt)) is (0, f
′(t)( ddt(ιt)) because of the way we trivialized Q×S hence
( ddt q˜(t),
d
dtw(t)) is a lift with respect to θ
f(t)
M of
d
dt(w(t)) which ensures that p˜
is tangent to H. Hence parallel transport maps for H are well defined. This
implies that (M, θtM , pM ) is a deformation of partially trivialized fibrations.
Also θ1M is a product inside Q× S and so is trivial at infinity. 
We say that that M is an extremely convex fibration if it is a partially
trivialized fibration and it satisfies the following property: there is a 1-form
θS such that
(1) (S, θS) is a convex symplectic manifold and so is (M, θM ).
(2) There exists an exhausting function f > 0 such that for every func-
tion g with g > 0 and g′ ≥ 0 we have that θM + p∗M (g ◦ f)θS has the
structure of a convex symplectic manifold which is convex deforma-
tion equivalent to (M, θM ).
(3) There is an almost complex structure on M compatible with dθM
and also one on S compatible with dθS making pM holomorphic.
Lemma 10.3. Suppose that we have a partially trivialized fibration
pM : M → S
that is trivial at infinity. Let θS be a 1-form making S into a finite type
convex symplectic manifold and let fS be an exhausting function such that
dfS(XθS ) > 0 outside some compact set. Then there is a 1-form θ
′ on the
base S making S into a convex symplectic manifold such that (M, θM +
p∗Mθ
′, pM ) is an extremely convex fibration and such that dθ′ is a positive
multiple of dθS.
If fF is the vertical cylindrical coordinate coordinate of this fibration that
is trivial at infinity then for c sufficiently large we have that fF
−1(−∞, c] ∩
fS
−1(−∞, c] is a Lefschetz fibration whose completion is convex deformation
equivalent to (M, θM + p
∗
Mθ
′, pM ).
Proof. of Lemma 10.3. Let C be a constant so that dfS(XθS ) > 0 in the
region f−1S [C,∞). Note that all of the level sets of fS in f−1S [C,∞) are
regular. Let ρ : R→ R be a function such that ρ(x) = 1 for x < C + 1 and
ρ′(x) > 0 for x > C + 1. Let R be a vector field tangent to the level sets
of fS in f
−1
S [C,∞) such that θS(R) > 0. Then (dθS)(XθS , R) > 0 in this
region. Hence if we have some function g : R → (0,∞) such that g′ ≥ 0
and g′(x) = 0 inside f−1S (−∞, C) then (g ◦ fS)θS is still a convex symplectic
structure on S. This is because
(d(g ◦ fS)θS) (XθS , R) = (d(g ◦ fS) ∧ θS)(XθS , R) + (g ◦ fS)dθS(XθS , R)
= ((g′ ◦ fS)dfS(XθS ))θS(R) + (g ◦ fS)dθS(XθS , R) > 0
which implies that d((g ◦ ρ ◦ fS)θS) is still a symplectic form.
Let q be a regular value of pM . We write F as p
−1
M (q) and θF as θM |F .
Because pM is trivial at infinity we have an open set Q ⊂ p−1M (q) whose
complement is compact and such that we have a region Mh ⊂M where
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(1) it is diffeomorphic to Q× S.
(2) p−1M (s) ∩ (M \Mh) is relatively compact for all s ∈ S.
(3) θM = ψS + θF in Q× S where ψS is a 1-form on the base.
Because (F, θF ) has the structure of a finite type convex symplectic manifold,
we have that dfF (XθF ) > 0 in the region f
−1
F [D,∞) for some D ≥ 0. We
have (by abuse of notation) that fF is a function on M such that it is the
pullback of fF to Q × S via the natural projection to Q. We can assume
that it is less than D outside Q× S.
We define Mc to be the intersection
(p∗MfS)
−1(−∞, c] ∩ f−1F (−∞, c]
for c ≥ max(C,D). Basically by [McL07, Theorem 2.15] we have a function
G : R → (0,∞) with G′ ≥ 0 such that for all functions g with g′ > 0 and
for all c ≥ max(C,D), (Mc, θM + p∗M ((G ◦ ρ ◦ fS)θS + (g ◦ ρ ◦ fS)θS)) is
a Liouville domain after smoothing the codimension 2 corner. Note that
[McL07, Theorem 2.15] really requires G ◦ ρ ◦ fS + g ◦ ρ ◦ fS to be a large
constant but we can adjust it so that we only need G′, g′ ≥ 0. So if we
choose f = ρ ◦ fS and θ′ := (G ◦ ρ ◦ fS)θS then (M, θM + p∗Mθ′) has the
structure of an extremely convex fibration.
We have that Mc has the structure of a Lefschetz fibration for c ≥
max(C,D). Also d(fF + p
∗
MfS)(XθM+p∗M (θ′)) > 0 on the boundary ∂Mc
and outside Mc. Hence by [McL10b, Corollary 8.3] we get that the com-
pletion of the Lefschetz fibration Mc is convex deformation equivalent to
M . 
Lemma 10.4. Suppose we have some surface S and two 1-forms θ1, θ2 on
S so that dθ1 and dθ2 are volume forms with the same orientation. Suppose
that both volume forms give S infinite volume. Let F be any exhausting
function on S. Then there is a third 1-form α and constants c1 < c2 · · ·
tending to infinity so that
(1) dα is a volume form with the same orientation as dθ1.
(2) α = θ1 in the region F
−1[c4k, c4k+1]
(3) α = θ2 in the region F
−1[c4k+2, c4k+3] for all k ∈ N.
Proof. of Lemma 10.4. Let A(c) be the maximum of the integrals of dθ0f
and dθ1f over F
−1(−∞, c]. And let A(c) be the minimum of these inte-
grals. Because these functions are increasing and tend to infinity we have
for each c a new number which we denote by B(c) so that A(B(c)) > A(c).
We define inductively c1 := 1, ck+1 := max(ck + 2,B(ck) + 1)). We con-
struct a volume form µ on S as follows: In the region F−1[c4k, c4k+1] we
have µ = dθ0f and µ = dθ
1
f in the region F
−1[c4k+2, c4k+3]. We construct
µ in the other regions inductively. Suppose (inductively) we have chosen
µ in the region F−1(−∞, c4k+3] so that the integrals of µ and dθ0 over
F−1(−∞, c4j+1] are equal for all j ≤ k and similarly the integrals of µ and
dθ1 over F−1(−∞, c4j+3] are equal for all j ≤ k. We will now construct
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µ in the region F−1[c4k+3, c4(k+1)]. The integral of µ over F−1(−∞, c4k+3]
is strictly less than the integral of dθ0f over F
−1(−∞, c4(k+1)]. This means
we can choose µ in the region F−1[c4k+3, c4(k+1)] so that it is a volume
form in this region and its integral over F−1(−∞, c4(k+1)] is the same as
the integral of dθ0f over this region. Similarly we can choose µ in the re-
gion F−1[c4(k+1)+1, c4(k+1)+2] to ensure that the integrals of µ and dθ1f over
F−1(−∞, c4k+3] coincide. Hence we have constructed µ on the whole of S.
Because S is not a compact surface, we have that its second homology
group vanishes so µ = dα for some α. Because the integrals of µ and dθ0f
over F−1(−∞, c4k+1] coincide we have that α and θ0f differ by an exact 1-
form in the region F−1[c4k, c4k+1], so we may as well assume that α = θ0f
in this region for all k. Similarly we can assume that α = θ1f in the region
F−1[c4k+2, c4k+3] for all k. 
Lemma 10.5. Suppose that two extremely convex fibrations (M, θ0M , pM ),
(M, θ1M , pM ) are deformation equivalent as partially trivialized fibrations.
These extremely convex fibrations have associated 1-forms θiS on the base S.
We assume that they induce the same orientation on this base. Then they
are convex deformation equivalent.
Proof. of Lemma 10.5. Let (M, θtM , pM ), t ∈ [0, 1] be this deformation. By
the definition of extremely convex fibration there is a function fi such that
for all functions g > 0 with g′ ≥ 0 we have that (M, θiM + (g ◦ fi)θiS) is a an
extremely convex fibration convex deformation equivalent to (M, θiM ). So
all we need to do is find a convex deformation from (M, θ0M +(g ◦f0)θ0S , pM )
to (M, θ1M + (g ◦ f1)θ1S , pM ) for some g. We will show that for some g they
are in fact exact symplectomorphic and hence by Theorem [McL07, Lemma
8.3] they are convex deformation equivalent.
We will construct this exact symplectomorphism in two stages. In the
first stage we will show that (M, θ0M + (g ◦f0)θ0S) is exact symplectomorphic
to (M, θ1M + (g ◦ f0)θ0S) for some sufficiently large g. Then we will show that
(M, θ1M + (g ◦ f0)θ0S) is exact symplectomorphic to (M, θ1M + (g ◦ f1)θ1S).
Step 1: In this step we will construct the first exact symplectomorphism.
By definition of deformation we have that there is a region Mh and a smooth
family of functions κt such that p
−1
M (q) ∩ (M \Mh) is compact and
at :=
d
dt
(
θtM − dκt
)
restricted to p−1(q) ∩Mh is zero for all regular values q of pM . Hence we
have that its d(θtM + (g ◦ f0)θ0S)-dual Xgat is tangent to the horizontal plane
distribution Ht associated to θ
t
M in the region Mh. In order to construct
our exact symplectomorphism we need to show that the vector field Xgat is
integrable for some g.
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We have that Xgat is tangent to the horizontal plane distribution in the
region Mh and the horizontal plane distribution gives us an integrable con-
nection. This means that points cannot flow to infinity in the vertical di-
rection (i.e. inside p−1M (K) where K is some compact set). In order to show
that they don’t flow to infinity in the horizontal direction we will put cer-
tain bounds on the function df0(X
g
at) for g sufficiently large. Let γ be an
exhausting function on M . We will define:
Mγc := γ
−1(−∞, c],
Mf0c := p
−1
M f
−1
0 (−∞, c],
Sf0c := f
−1
0 (−∞, c].
Suppose inductively we have found a function gi : R → R such that the
time t flow with respect to Xgit of the compact set M
γ
i for 0 ≤ t ≤ 1
is contained in the region Mf0ci for some ci. We assume that ci is large
enough so that MfSci−1 contains all the singular values of pM . Changing the
function gi outside (−∞, ci] does not change the above property. Hence we
will define gi+1 to be equal to gi in the region (−∞, ci] and something else
outside this region. There is a family of functions Gt : M → (0,∞) (defined
away from the singularities of pM ) such that dθ
t
M |Ht = Gt.(pM )∗dθS |Ht .
The reason why Gt is positive is because pM is holomorphic with respect to
some compatible almost complex structure. Choose ci+1 > ci + 1 so that
Mf0ci+1−2 contains M
γ
i+1. We define Xat to be the dθ
t
M -dual of at. We define
ĝ : (−∞, ci+1)→ R to be equal to gi inside (−∞, ci] and so that ĝ tends to
infinity as we reach ci+1. We can choose ĝ so that
1
ĝ extends to a smooth
function on the whole of R. This implies that 1ĝ◦f0 extends to a smooth
function on the whole of S. We have
X ĝat =
Gt
ĝ◦f0
Gt
ĝ◦f0 + 1
Xat
also extends to a smooth family of smooth vector fields Ξt on the whole of
M . Because Ξt is zero on the boundary of M
f0
ci+1 we have that no flowline
can pass through this boundary hence Ξt inside M
f0
ci+1 must be integrable as
it is tangent to the horizontal plane distribution Ht. Let K be the union over
all t ∈ [0, 1] of the time t flow of Mγi+1 under Ξt. We define gi+1 : S → R to
be equal to ĝ inside (−∞, ci]∪ f0(pM (K)) and anything else we like outside
this region. Hence the time t flow of Mγi+1 under X
gi+1
at is contained in M
f0
ci+1
for all t ∈ [0, 1]. We now define g˜ to be equal to gi in the region (ci−1, ci] for
all i. Because M = ∪iMγi and the time 1 flow along X g˜at of Mγj exists for
all j, we get that the vector field X g˜at is integrable. This gives us an exact
symplectomorphism from (M, θ0M +p
∗
M (g˜◦f0)θ0S) to (M, θ1M +p∗M (g˜◦f0)θ0S).
We can perform the above construction so that (g˜ ◦ f0)dθ0S and (g˜ ◦ f1)dθ1S
gives S infinite volume
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Step 2: We will define θ′′i to be equal to (g˜ ◦ fi)θiS . In this step we will
show that (M, θ1M + θ
′′
0) is exact symplectomorphic to (M, θ
1
M + θ
′′
1) as long
as the integral of θ′′i over S is infinite. Let F be an exhausting function on S.
By Lemma 10.4, there is a third 1-form α and constants c1 < c2 · · · tending
to infinity so that
(1) dα is a volume form with the same orientation as dθ1.
(2) α = θ′′0 in the region F−1[c4k, c4k+1]
(3) α = θ′′1 in the region F−1[c4k+2, c4k+3] for all k ∈ N.
Let ψt := (1 − t)θ′′0 + tα. Let βt := ddt (p∗Mψt), and let Xβt be the
d(θ1M + p
∗
Mψt)-dual of βt. We have that βt = 0 in the region F
−1[c4k, c4k+1]
and Xβt is tangent to the horizontal plane distribution. This means that
Xβt must be integrable as any flowline cannot pass through the region
F−1[c4k, c4k+1] and it cannot travel to infinity in the fiber direction because
the horizontal plane distribution has well defined parallel transport maps.
This means that (M, θ1M + p
∗
Mθ
′′
0) and (M, θ
1
M + p
∗
Mα) are exact symplecto-
morphic. Similar reasoning ensures that (M, θ1M+p
∗
Mθ
′′
1) and (M, θ
1
M+p
∗
Mα)
are exact symplectomorphic. Hence (M, θ1M + p
∗
Mθ
′′
0) and (M, θ
1
M + p
∗
Mθ
′′
1)
are exact symplectomorphic.
In Step 1 we already established that (M, θ0M+p
∗
M (g˜◦f0)θ0S) and (M, θ1M+
p∗M (g˜ ◦f0)θ0S) are exact symplectomorphic for some g˜ so that (S, (g˜ ◦fi)dθiS)
has infinite volume for i = 0, 1. This means that (M, θ0M + p
∗
M (g˜ ◦ f0)θ0S)
and (M, θ1M + p
∗
M (g˜ ◦ f1)θ1S) are exact symplectomorphic. Hence (M, θ0M ) is
convex deformation equivalent to (M, θ1M ). 
We will put a new symplectic structure on our affine variety A making it
into a finite type convex symplectic manifold which is convex deformation
equivalent to the standard one coming from its embedding in CN . Let X
be a compactification of A by a smooth normal crossing divisor D. Let s
be a section of some ample line bundle L such that s−1(0) = D. Choose
some metric ‖.‖ on L such that its curvature form F has the property that
iF is a positive (1, 1) form. The 1-form θA := −dc log ‖s‖ makes A into
a convex symplectic manifold. Also by [Sei08, Section 4b] we have that
if we make other choices of ample line bundle L, section s and curvature
form then we get another convex symplectic manifold convex deformation
equivalent to (A, θA). By looking at the proof of [McL10b, Lemma 2.1] we
have that (A, θA) is convex deformation equivalent to (A, θ
′
A) where θ
′
A is
equal to
∑
i r
2
i dϑi restricted to A ⊂ CN . Here (ri, ϑi) are polar coordinates
for the i’th C factor in CN . From now on we will use the convex symplectic
structure θA unless stated otherwise.
Proof. of Theorem 6.12. We will first show that p : A → C and hence
p|A\p−1(q) has the structure of a partially trivialized fibration. These fibra-
tions have finitely many singularities and the fibers are holomorphic away
from these singularities. Because the complex structure on A is compati-
ble with the symplectic form this implies that dθA restricted to these fibers
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is a symplectic form (away from the singularities of p). By the results in
[FSS07, Section 2] we have that parallel transport maps are well defined.
Because the base C is connected this implies that all the smooth fibers are
exact symplectomorphic to the fiber p−1(q) which has the structure of a
finite type convex symplectic manifold because p−1(q) has the structure of
a smooth affine variety. Hence both p : A → C and hence p|A\p−1(q) have
the structure of a partially trivialized fibration.
We also need to show that they have the structure of an extremely convex
fibration. Let φA be the exhausting plurisubharmonic function on A such
that −dcφA = θA. Choose some exhausting plurisubharmonic function on
the base C then pull it back to A and call it ψ. For any function g with
g′ > 0 and g′′ ≥ 0 we have that g(ψ) is also an exhausting plurisubharmonic
function. Hence φA + g(ψ) is an exhausting plurisubharmonic function and
so (A,−dc(φA + gψ)) has the structure of a convex symplectic manifold.
It is convex deformation equivalent to A by work from [EG91] (see the
proof of Theorem 1.4.A). This implies that (A, θA, p) has the structure of an
extremely convex fibration. Similar reasoning ensures that (A \ p−1(q)) has
the structure of an extremely convex fibration as we only use the fact that
p is holomorphic and that A \ p−1(q) is a Stein manifold.
Because the base is contractible we have that p is deformation equivalent
to a partially trivialized fibration which is trivial at infinity by Lemma 10.2.
By restricting this deformation to A \ p−1(q) we then get that A \ p−1(q)
is also deformation equivalent to a partially trivialized fibration at infinity.
Let (W˜ , P˜ ) and (W˜ ′, P˜ ′) be these fibrations. We have that W˜ ′ = W˜ \P˜−1(q)
and P˜ ′ = P˜ |
W˜ ′ . By Lemma 10.3, we can ensure that both of these fibrations
that are trivial at infinity are deformation equivalent to a partially trivialized
fibration that is extremely convex and trivial at infinity. Let (W,P ) and
(W ′, P ′) be these fibrations respectively. These are the same as the fibrations
(W˜ , P˜ ) and (W˜ ′, P˜ ′) respectively except that their 1-forms are obtained by
adding a pullback of some 1-form on the base. This means that their parallel
transport maps are identical. In particular the parallel transport maps of
(W ′, P ′) are the same as those from (W,P ) restricted to W ′. By Lemma
10.5 we get that A is convex deformation equivalent to W and A \ p−1(q) is
convex deformation equivalent to W ′.
Let (r, ϑ) be polar coordinates on C. We have that (C, θC := r2dϑ) gives C
a finite type convex symplectic structure so that d(r2)(Xr2dϑ) > 0 for r
2 > 0.
We also have a finite type convex symplectic structure on C∗ with 1-form
θC∗ := (r
2−1)dϑ and function a(r) := r2+ 1
r2
such that da(XθC∗ ) > 0 for r 6=
1. Because (W ′, P ′) is a subfibration of (W,P ) such that their trivializations
at infinity coincide, we can assume that their respective vertical cylindrical
coordinates fF are identical (i.e. the vertical cylindrical coordinate on W
′
is the restriction of the vertical cylindrical coordinate of W to W ′). This
means by Lemma 10.3 that (for c > 1 large enough)
{fF ≤ c} ∩ {P ∗r2 ≤ c}
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is a Lefschetz fibration with 1-form θW whose completion is convex defor-
mation equivalent to W and
{fF ≤ c} ∩ {a(r) ≤ c+ 1
c
} = {fF ≤ c} ∩ {P ′∗r2 ≤ c} ∩ {P ′∗ 1
r2
≤ c}
is a Lefschetz fibration with 1-form θW ′ for c sufficiently large. The com-
pletions Ŵc and Ŵ ′c have identical Lefschetz cylindrical end components
because θW and θW ′ differ by a 1-form that is the pullback of a 1-form from
the base C∗. 
11. Appendix C: A maximum principle
Let φ : F̂ → F̂ be a compactly supported exact symplectomorphism, and
let piφ : Mφ  S1 be its mapping torus. Let αφ be its contact form. Let
(Q, dθQ) be a symplectic manifold whose boundary is Mφ such that:
(1) there exists a closed 1-form β on Q such that β|Mφ = pi∗φdϑ where ϑ
is the angle coordinate for S1.
(2) there is a neighbourhood [1, 1 + )×Mφ of Mφ with dθQ = dr∧dϑ+
dαφ where r parameterizes the interval [1, 1 + ) and we write dϑ by
abuse of notation as the pullback of dϑ via the natural map to S1.
(3) θQ − αφ restricted to each fiber of Mφ is exact.
Let J be an almost complex structure on Q compatible with the symplectic
form dθQ such that near Mφ, the natural map
(id, piφ) : [1, 1 + )×Mφ  [1, 1 + )× S1
is (J, j) holomorphic where j is the standard complex structure on the an-
nulus [1, 1 + ) × S1 ⊂ C/2piZ. The region inside the mapping torus near
infinity is diffeomorphic to
[1,∞)× ∂F × S1
with αφ = dϑ+ rFdαF where rF parameterizes [1,∞) and αF is the contact
form on the boundary of F . Hence near this region inside Q we have that
dθQ = dr ∧ dϑ + d(rFαF ). Let g : R → R be a function which is 0 near 1.
We define g(rF ) to be a function defined near Mφ which is equal to g(rF )
when rF is well defined and 0 elsewhere. Let H be a Hamiltonian such that
H = r + g(rF ) on a neighbourhood of Mφ and H > 0.
Lemma 11.1. Let S be an oriented surface with boundary and γ a 1-form
with dγ ≥ 0. Suppose we have map from S into Q such that ∂S maps to
Mφ. If u satisfies:
(du−XH ⊗ γ)0,1 = 0
near Mφ then S is contained in Mφ.
Actually we can prove a more general version of this Lemma where the
Hamiltonian H can vary with respect to S (i.e. be a function H : S×Q→ R)
as long as it is equal to r+g(rF ) near Mφ. This is useful if we are considering
various continuation map equations.
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Proof. of Lemma 11.1. The proof is very similar to the one in [AS07, Lemma
7.2]. We suppose for a contradiction that S is not contained in Mφ. We
shift Mφ slightly maybe to a level set {r = 1 + δ} so that it intersects S
transversally and so that Mφ ∩ S is still non-zero. This gives us a new
symplectic manifold with boundary and function r, which we will now write
as Q and r by abuse of notation. This change also means we need to add
some constant to H so that H = r+g(rF ) on a neighbourhood of Mφ again.
So from now on we assume that S intersects ∂Q = Mφ transversally. By
adding some multiple of β to θQ and some exact 1-form we can assume that
θQ = rdϑ+ αφ near Mφ.
Because dγ ≥ 0 we know that∫
∂S
γ ≥ 0.
Stokes’ theorem ensures that
∫
∂S u
∗dϑ =
∫
∂S β = 0. Near Mφ, XH is equal
to the horizontal lift − ∂˜∂ϑ of − ∂∂ϑ plus some vector field X tangent to the
fibers of our mapping torus. This means we have∫
∂S
γ =
∫
∂S
u∗dϑ− (−dϑ
(
∂˜
∂ϑ
+X
)
)γ
=
∫
∂S
dϑ ◦ (du−XH ⊗ γ)
=
∫
∂S
dϑ ◦ J ◦ (du−XH ⊗ γ) ◦ (−j).
Now dϑ ◦ J = dr which means that dϑ(JXH) = 0. Hence∫
∂S
γ = −
∫
∂S
(dr ◦ du ◦ j).
If ξ is a vector tangent to the boundary of S which is positively oriented
then jξ points inwards along S. Because S is transverse to ∂Q we have
−(dr ◦ du ◦ j)(ξ) < 0. But this means that∫
∂S
γ < 0
which is a contradiction. Hence S must be contained in Mφ. 
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