Abstract. In the previous papen in this series we proposed and discussed a method, based on a singular-system analysis of the low-numerical-aperture limit for improving the resolution of a confocal scanning microscope. In this paper we show that this method can k implemented by the use of a special optical mask which can be computed by this analysis. We discuss one-dimensional and two-dimensional problems both in the coherent and in thc incoherent case. Some exact results obtained for one-dimensional problems are used to understand the numerical results obtained for two-dimensional problems. For the two-dimensional incoherent problem we also extend the investigation to the case of lenses with high numerical aperture.
Intmduction
In a recent series of papers 11-31 we have developed the theory of a novel confocal microscope which is similar to a confocal scanning microscope but which uses, in place of a single pinhole and detector, an array of detectors in the image plane. At each step of the scanning procedure the signals from the detectors are processed by means of singular-system analysis in order to invert the integral relationship between the object and the image. In such a way the object is calculated at the confocal point on axis and a complete image is provided by scanning. This image is super-resolved in the sense that the resolving power of the new microscope is considerably better than that of the conventional confocal one.
The theory was developed for one-dimensional (1D) coherent [l] and incoherent [Z] objects as well as for the case of two-dimensional (ZD) circular pupils [3] . In all cases the analysis was done by assuming that the lenses had a small numerical aperture where the equations are simpler and some analytic results are possible. Corrections for higher numerical apertures will be considered in this paper.
The integral relationship between the object .f and the image g, for a given scanning position, can be written as follows where S, is the PSF (point-spread function) of, the illuminating lens and S, that of the imaging lens. In general 2 and y are ZD variables, respectively, in the image and The number of terms, I<, in the summation is controlled by the noise affecting the data [l-31. In (1.4) the tcrm ( g , v k ) is the scalar product of g and vk, i.e. Thus it is seen that the implementation of singular-system processing involves the mathematically simple operation of multiplying the image g(z) by a known function M ( I ), followed by spatial integration of the result. As multiplication and spatial integration are both operations which may he implemented optically this enables the processing to he carried out prior to detection. On the basis of this idea two novel microscopes, one coherent and one incoherent, have been proposed [4]. Here we will not discuss the optical arrangements of these microscopes hut only remark that, for the coherent microscope, the new idea obviates the need for difticult phase measurements, which would otherwise be necessary to implement equation (1.4).
The function M ( z ) will be called the optical mask for data inversion and this paper is devoted to the investigation of the properties of M ( z ) which is defined by equation (1.7). Thus the optical mask depends on li and one can investigate the behaviour of M ( z ) when IC -a. In fact when equation (1.6) is implemented optically, g(z) is not measured and therefore, at least in principle, the numerical instability due to measurement errors in g(z) is not present, although it may be reflected in the accuracy of the implementation of the mask.
One can also consider the design of a mask M ( z ) which is not given exactly by equation (L7), for example, one which might be easier to fabricate or one which might have an equivalent effect. The problem is then to estimate the resolution achievable by means of this approximate mask This can be done by calculating the instrumental impulse response function associated with such an M ( z ) . If we notice that equation (1.6) is just the scalar product in L2 of M and g and that g = A f , where A is the integral operator defined in equation (1,2), then we have The function T is just the impulse response function of the instrumental system consisting of the microscope and of the optical processor since, if we take into account the effect of scanning, from equation (1.9) we see that the complete image is given by f = T * f .
!
If we write equation (1.10) explicitly we find that
and, by taking the Fourier transform of both sides of this equation, we get the equation for the transfer function P(w)
where n = 1 for ID problems and n = 1 for 2D problems.
The function T ( y ) is band-limited with exactly the same band as the confocal microscope. The improvement in resolution can be investigated by determining the behaviour of ? ( U ) over this band together with the form of the noise spectrum.
In section 2 we consider the ID coherent case which is a good theoretical laboratory because it is possible to find analytic solutions of this problem [5, 6] . In fact we find a very simple analytic expression for the mask M ( z ) corresponding to IC = 00.
Then it is possible to investigate several questions such as the characterization of the class of equivalent masks, the effect of mask truncation compared with the effect of truncated singular function expansions, comparison between the cases IC = CO and IC finite, and so on. In section 3 we consider the 1D incoherent case. In this case an analytic expression of the singular system is not known but it is possible by techniques of functional analysis to find a very simple expression for the transfer function corresponding to IC = CO [2] The singular system of this operator is known and has avery simple analytic expression
151.
Fur a given g(rj ihe inicgrai cquaiiun (2.1) does noi iiave a unique soiiitioii. ' Ib proceed, one normally introduces, therefore, the 'generalized' solution, i.e. the solution of minimal norm f + ( y ) . It turns out that f + ( y ) is band-limited [l] with band-width Z T , which is just twice the band-width of the lenses. As mentioned in the Introduction we only need to know the value of f + ( y ) at the confocal point, i.e.
f+(O).
In the case of noise-free data f+(O) is given by (see equation (1.4))
This series in general does not converge when data are affected by noise or ex@-mental errors.
The exact mask
We will prove now that f t ( 0 ) , as defined by equation (2.3), is also given by i.e. that we have found the limit of the mask (1.7) when k i W. We must point out, however, that the relation (2.8) holds true only in a weak sense, namely the M Ber1ero e1 BI right-hand sides of equation (2.3) and (2.4) coincide for any function g in the range of the integral operator (2.1). In fact we will give evidence, in a moment, that the relation (2.8) does not hold pointwise.
It is also interesting to have an interpretation of equation ( 
we find that ?(U) = 1, 0 < w < 2n (notice that y(0) = 2). This is just the transfer function corresponding to the case of noise-free data when all the singular functions are used for data inversion. 
A class

11).
A very simple and interesting example of a mask function satisfying conditions (i), (ii) above is given by
The mask function can thus be simply realized by means of a phase grating.
The mncated cosine nicrsk
In the previous sections we have found a mask which is equivalent to an inversion based on the use of all the singular values. This mask is simply a cosine function, or has a projection on the band which is a cosine function, hJ(z) = 4cos(?rz), and it extends from -CO to +w. In practice a mask has always a finite extent and therefore we wish to investigate the effect of this spatial truncation on the inversion. The rather surprising result we obtain is that this spatial truncation is essentially equivalent to truncation of a singular function expansion.
If we write This is given by (2.1s)
which is just an approximation of two delta functions, one concentrated at ?r and the other one at -T. The function P a ( w ) can be easily computed for various values of a and, for a specific series of values of this parameter, one finds that the behaviour of pa (w) is quite similar to that of the transfer function corresponding to truncated singularfunction expansions [7] . More precisely, if we consider the mask corresponding to a truncated singularfunction expansion, then from equation (1.7) we have I<-1 . and the corresponding impulse response and transfer functions are given by
(2.21)
We have found numerically that Fa(w), given by equations (2.10) and (2.18), practically coincides with f l K ) ( u ) given by equation (2.21), when a = IC/2 (notice that IC is always odd in equation (2.19) since for the singular functions with k odd we have ~~ ( 0 ) = 0). In figure 1 we give a numerical result corresponding to li = 13 and a = 6.5. Similar results have been obtained for higher values of IC = 2a. In figure 2 we give the corresponding mask.
From figure 1 we see that both FKK/z(w) and f'(IC)(w) exhibit similar oscillations a.nd a sim.l!ar Gibhs phenorcenon at w = 0. In appendix R this is explained for the case of Tm(w). However, we have not yet explained theoretically the similarity between FI<,?(w) and f'i'cK)(w) for general values of IC.
From figure 2 we see that the two masks M,,(z) and M ( K ) ( z ) are quite different.
In particular, by increasing A., we find that M ( " ) ( z ) seems to converge pointwise to 2cos(7rz), in agreement with the inversion formula (A.l) and in disagreement with equation (2.8). This apparent contradiction is due to the fact that equation (2.8) holds true only in the weak sense we have specified. Similar rcsults arc obtaincd i n the casc of a square-wave truncated mask, i.e. 3 mask which is given by equation (2.16) for n = 0 , i l , ..., * N and zero elsewhere. 
The i n incoherent case
In the ID incoherent case the integral equation (1.1) takes the following form (21 +a,
with sinc(z) defined as in equation (2.2).
We do not know analytically the singular system of this integral operator, although some results for the K = 00 case are given in [2] . A numerical method, based on the sampling theorem, for the computation of this system is also given in [2] . An alternative method can be obtained by writing equation (3.1) in Fourier space In this case we have an equation over bounded domains and due to the triangular shape of the kernel, a simple trapezoidal rule can be used to discretize the integral.
With both of these two methods one can obtain some hundreds of singular values and the differences are smaller than 1% for most of them. The method based on equation (3.2) is superior in reproducing the characteristic 'double-triangle' shape of the exact super-resolving transfer function (21.
M Bertero er al
The singular functions can he used for computing masks as defined in equation (1.7). In figure 4 we give an example of such a mask. The most striking feature of these numerical results is that the maximum value of the mask grows steadily as the number of singular functions increases.
An analysis of the Fourier transforms of masks obtained by means of computations based on equation (3.2) has suggested that we consider masks whose Fourier transforms are linear combinations of eight delta functions. This observation has led to an interesting theoretical result.
First of all let us remark that equation (1.12) takes now the following form The solution of the ID coherent problem, however, suggests that . f l ( w ' ) can be a distribution, in particular a linear combination of delta functions. However, when & ( U ' ) is a delta function, the right-hand side of equation (3.3) is again a continuous function and therefore no linear combination of delta functions can be a solution of equation (3.3).
In particular, if we consider a mask anaiogous to the 1D coherent mask
we have ?(U) = 0 or also
for any function g in the range of the integral operator (3.2). However we will show that, by means of linear combinations of dclta functions, it is possible to find a sequence of masks f i , ( w ' ) such that, when E -0, the corresponding transfer functions i; ( U ) converge a.e. to the transfer function (3.4).
In fact, let us consider the following mask
where
~~( w ' ) = a , 6 ( w ' -~j -u~6 ( w ' -2~j -b~6 ( w ' -Z x + 2~) +~, 6 ( w ' -2~+~) .
(3.8)
By means of elementary but tedious computations (some detail is given in appendix C ) it is possible to show that, if the coefficients a L , b,, cE satisfy the following conditions 
M Bertero et ai
The mask function M , ( z ) , whose Fourier transform is given by equation (3.7) , is a linear combination of four cosine functions. Moreover, since both the mask and the transfer function have circular symmeby, angular integration can be performed also in the case of equation (1.12) and the result is
S ( P , P ' ) = [ P J , (~P ) J , ( T P ' ) -P ' J , (~" (~p ) I
This equation is just the transpose of equation (4.7).
The singular system of the problem can also he computed using equation ( The results derived in section 2 suggest that we consider the case of a mask whose Fourier transform is a &function
(4.10) (4.9) i.e. a mask given by Then, from equations (4.8a), (4.8b) we deduce that the corresponding transfer function is given by Both transfer functions are plotted in figure 7 , illustrating that the response for higher spatial frequencies is improved by the use of the mask (4.10).
The transfer function (4.11) coincides with the transfer function of a confocal microscope with one circular and one annular pupil (see [9], p 51). This is in fact a consequence of a general property for two-dimensional coherent imaging: in the case of coherent illumination, the use of a mask M ( p ) in the image plane is equivalent to the use of a mask &J(u) in the pupil plane [4] . This property can be simply derived by inserting equation (1.1) into equation (1.6) and by exchanging the integration order. Then one finds that where and therefore S 2 ( y ) is the inverse Fourier transform of the product of the pupil function times M ( w ) . The mask (1.7) can be computed by discretizing equation (4.2), using the method described in IS], or by discretizing equation (4.7). In the second case one obtains directly the Fourier transform of the mask, i.e. the mask in the pupil plane. Then the mask in the h a l e plane can be computed by means of inverse Fourier transformation.
In figure 8 we give masks computed using the singular system derived from (4.2) with 140 sampling points in the image space and 280 sampling points in the object space (see [3] ). The values of Ii are respectively 5, 10, 15, 20. The mask seems to have a limit for Ii -00 as in the ID coherent case (remember, however, the discussion of the limit given in section 2). The mask corresponding to IC = 140 is plotted in figure 9 .
It is interesting to notice that the zeros of the mask are obtained from the zeros of Jo (?rp) by an approximately constant shift. The results are given in table 1.
This result is confirmed by the computations based on the discretization of equation (4.7). As already remarked, in this way one obtains the Fourier transforms of the singular functions and therefore the Fourier transform of the mask (1.7). In figure  10 we give the result obtained using 200 singular functions. The structure of &i'(u) seems rather simple: it consists of a &function concentrated at w = 7r plus a monotonic function which is singular at w = n (with a singularity which probably is not integrable). Therefore the mask contains a term . l o ( 7rp) plus a term corresponding to the singular function. This term produces the shift of the zeros of the mask. In fact the mask obtained from the function plotted in figure 10 by an inverse Fourier transformation practically coincides with the mask plotted in figure 9 .
Finally, in figure 11 we give the transfer function corresponding to the mask whose Fourier transform is given in figure 10 . This result confirms the behaviour of the transfer function derived in [3] in the case of small values of K . In particular l'bie 1. Comparison between the zerm of the mask and rhe Zeros of J o ( P~) . we see that the transfer function is negative for small spatial frequencies. The zero is approximately given by w = 0.33. We also notice that the value of the transfer function at w = 0 is positive (approximately equal to 4). This is likely to be the result of a Gibbs phenomenon analogous to that discussed in the case of the 1D problem.
M(P)
The 2D incoherent pmblem with circular pupils
In this section we consider the incoherent problem both in the case of lenses of small numerical aperture and in the case of lenses with high numerical aperture. The second case is important for applications to confocal fluorescence microscopy [lo].
SmaN numerical aperture
If we assume aberration-free lenses with small numerical aperture, then in equation i.e. the incoherent point spread function is just the square of the coherent one.
As in the coherent case, section 4, we can project equation ( This integral must be computed by means of some quadrature formula since it cannot be expressed in terms of Bessel functions as in the coherent case.
The singular system can be computed by means of the method used in [3] and then the mask is obtained from equation (1.7). As for the 1D incoherent problem the maximum value of the mask grows steadily as ZL' increases. Therefore we conclude that also in this case no mask exists in the limit I< = CO.
In figure 12 we give the masks corresponding to moderate values of IC while in figure 13 we give the mask corresponding to li = 200. The zeros of this mask are compared in table 2 with the zeros of J0(2rrp).
As we see the difference between the zeros of the two function is on the third digit. It is not clear whether this is an effect of the numerical approximations or it is an effect intrinsic to the problem. 
( p )
Jo ( 
High numerical Rperture
If the exciting light is circularly polarized and if we assume that the fluorescent radiation is completely incoherent and randomly polarized, then in the case of weakly absorbing objects and of aberration-free lenses the basic equation is again (1.2) with S,(z) = S,(z) = S(z) and [ll] S(Z) = II,(P)12 + 211,(P)l2 + I12 ( As a conclusion of our computations we can state that results do not Strongly depend on the geometrical aperture 01. For example, in figure 14, we compare the singular value spectra for various values of a with the singular value spectrum corresponding to a = 0. The main differences appear in the transfer functions, as shown by figure 15.
We do not give a plot of the masks since the behaviour is quite similar to that of the masks in the case a = 0.
Appendix A In this appendix we rederive equation (2.4) in order to show its connection with the inversion formula obtained in [6] . If g(z) is noise-free and hence band-limited with band-width T , then . f + ( O ) can be easily and directly derived from the sampling values of g ( z ) as follows For this purpose we derive a few properties of a function g ( z) which is in the range of the integral operator (2.1).
By taking the Fourier transform of both sides of (2.1), with f(y) replaced by f + ( y ) , we get ('4.2) g(w) = -2rr 7.it(w') dw' IwI < T .
w -* Therefore, if .ft(w') is a function in L z ( -2 n , 2 n ) , the corresponding image j ( w ) has the following properties:
(ii) g(w) is absolutely continuous (and, therefore, 
03.9)
Equations (B.5) and (B.9) explain the peak at w = 0 in figure 1 and also the fact that, when a -+ CO, the width of the peak decreases but its height does not tend to 1 (in fact it tends to 2).
Appendix C
In this appendix we give formulae useful for computing, according to equation (3.3), the transfer function associated with a mask whose Fourier transform is a linear combination of delta functions.
Let us consider first the case of two delta functions concentrated at the points i l l , with 0 < q < ir:
&(U') = a[6(w' -q ) + 6(w' + q ) ] .
(C.1)
We see that both delta functions contribute to p(u) when 0 < U < 211 -q while for w > 7. 11 -q we have a contribution only from the delta function concentrated at W' = q. If we take into account that q < 211 -q we have the following result: In tigurc 16 we plot P(w) for the case a = ir, 11 = (2?r)/lO.
Assume now that we have a pair of delta functions concentrated at the point.?
i ( 2 i r -7 1 ) , with 0 < 71 < 11. Both delta functions contribute to ? ( U ) only when Therefore this pair of delta functions contribute to f ' ( w ) in the interval [0,4n -01. Again the corresponding T ( w ) is continuous and it is plotted in figure 17 for the case b = l o r , 17 = 2n/10.
Equations (C.7)-(C.10) can be used for computing the contributions of the delta functions concentrated at f ( 2 n -E ) , *(271 -Z E ) , which appear in equation (3.6).
