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We show that which-way interference within unit-cells enhances the propagation along linear
arrays made upon these basic units. As a working example, we address the exciton transfer through
linear aggregates of ring-like unit cells, the latter resembling the circular structure of the Light-
Harvesting complexes of purple bacteria. After providing an analytic approximate solution of the
eigenvalue problem for such aggregates, we show that the population transferred across the array
is not a monotonic function of the coupling between nearest-neighbor rings, contrary to what is
found from situations where this intra-unit cell interference is not displayed. The non-monotonicity
depends on an interesting trade off between the exciton transfer speed and the amount of energy
transferred, which is associated with the rupture of symmetry among paths within the ring-like cells,
due to the inter-ring coupling strength.
I. INTRODUCTION
Recently, the exact nature of the excitonic transfer
within the primary steps of photosynthesis has been un-
der close scrutiny [1–3]. Numerous experiments have re-
vealed the presence of persistent oscillatory signals in the
spectral response of different natural light harvesting an-
tennas [4–10], including the LH2 complex of photosyn-
thetic purple bacteria [11–13]. This triggered a large
amount of theoretical reasearch aimed to understand the
processes that may underpin the observed long-lasting
coherences [14–20]. Even though the biological environ-
ments may hinder the relevance of coherent dynamics
for functionality [21, 22], the experiments on these com-
plexes have prompted a renewed interest on the advan-
tages for energy/information transfer provided by quan-
tum dynamics [23–36].
Following this strategy, we undertake the study of ex-
citonic energy transfer (EET) in arrays of structures in-
spired by the geometry of purple bacteria. The LH2
complex is a circular aggregate composed of eight or
nine units, each with three bacteriochlorophyll (BChl)
molecules, altogether arranged in two concentric rings.
Two of these BChl are responsible for absorption at
about 850 nm, and one at about 800 nm, hence re-
ferred to as B850 and B800 pigments, respectively. The
biomimetic units we are going to consider in this work
will have a simpler geometry and are based on the struc-
ture of the B850 ring only. The symmetry of the re-
sulting configuration has been recently shown to exhibit
which-way path interference [37]. Namely, if a specific
pigment is selectively excited, the subsequent propaga-
tion along the two available semicircular paths results in
a large population in the opposite end of the ring due
to the constructive interference of the propagating wave-
packets. In this work, we study the potential use of this
interference, aiming to understand which possible ring
configurations may benefit from this type of coherent ex-
citation transfer. Our results show that linear arrays of
circular structures without the disorder proper of phys-
iological environments can, indeed, profit from such in-
terference phenomena for efficient energy transfer.
In more detail, we investigate and characterize EET
along linear aggregates of N -cycle graphs, or rings, in-
spired by the actual structure of the LH2 B850 ring,
whose spectral properties are explained in detail in Sec-
tion II. In Section III, we provide an approximate ana-
lytical solution of the eigenvalue problem regarding the
linear aggregates of biomimetic rings. There, we study
the dependence of the excitonic transfer rate and the effi-
ciency on the coupling strength between nearest-neighbor
LH2-like rings. We identify, in particular, the optimal
values of such coupling that maximize the transfer ef-
ficiency between the end-points of the linear aggregate.
Section IV is devoted to a discussion of the results, before
drawing our conclusions and perspectives.
II. RING-LIKE BIOMIMETIC UNIT CELLS
The schematics of the biomimetic CN symmetry struc-
ture, with N = 8 cycles is illustrated in Fig.1. Each point
represents a BChl pigment, that we model as a two level
system, organized in ND dimers (BChl)2.
We number the dimers with the index n ∈ ZND =
{0, 1, . . . , ND−1}, and the intra-dimer pigments with s ∈
{1, 2}. We concentrate on the single excitation manifold
spanned by the states
|r, n, s〉 = |0〉 ⊗ . . .⊗ |1〉
(r,n,s)
⊗ . . .⊗ |0〉,
representing an excitation in the pigment s ∈ {1, 2}
within the dimer n ∈ {1, . . . , ND} at ring r ∈
{1, . . . , NR}. The biomimetic unit Hamiltonian
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2H =
NR∑
r=1
|r〉〈r|Hr +
NR∑
r=1
(|r〉〈r + 1|Hr,r+1 + h.c.) (1)
is split into the interaction between pigments within a
single ring
Hr =
ND−1∑
n=0
2∑
s=1
En,s|n, s〉〈n, s|+ (2)
ND−1∑
n=0
J1 (|n, 1〉〈n, 2|+ |n, 2〉〈n, 1|)
+ J2 (|n+ 1, 1〉〈n, 2|+ |n, 2〉〈n+ 1, 1|) ,
where we consider only the interaction between next-
neighbor pigments regarding the same (J1) or different
(J2) dimers as shown in figure 1(a). Using the rota-
tional invariance of the ring Hamiltonian Hr for identical
pigments En,s = E, solutions for eigenenergies k,σ and
eigenvectors |k, σ〉 of Hr are available [38]
k,σ = E + (−1)σ
√
J21 + J
2
2 + 2J1J2 cos
(
2pik
ND
)
(3)
|k, σ〉 = 1√
2
[
(−1)σeiηk(β)|k, 1〉+ |k, 2〉]. (4)
where ηk(β) = − arctan
(
sin
(
2pi
ND
k
)
β+cos
(
2pi
ND
k
)). Here, β =
J1/J2 > 1 indicates the degree of dimerization of the
biomimetic ring and sets a low (σ = 1) and a high (σ = 2)
energy manifold. The energies present a pairwise degen-
eracy for states | ± k, σ〉 except for k = 0 and, if ND is
even, for k = ND/2. This spectrum, as will be shown
here, remains robust for quite large values of the interac-
tion energies Wr,n,s,r+1,n′,s′ .
We are interested, however, on the excitation dynamics
across a linear array of NR rings, which is described by
the interaction between pigments of different rings
Hr,r+1 =
∑
n,s,n′,s′
Wr,n,s,r+1,n′,s′ |n, s〉〈n′, s′|. (5)
Following a similar procedure to the one used for the
solutions of (3) and (4), which is based on rotational in-
variance of Hr, now we make use of the translational
invariance associated with identical rings in order to
introduce the states |ρ〉 = 1√
M
∑
r∈ZM e
i 2piM ρr|r〉, with
M = 2NR + 2 and ρ ∈
[−NR2 , NR2 ) ∩ Z. Notice that
the antisymmetric combination
|ρ−〉 = 1√
2
(|ρ〉 − | − ρ〉) (6)
J1
J2
J1
J2
J1
J2
(a)
W W
(1,0,1)
(2,4,1)
(b)
FIG. 1. (a) Geometry of the B850-mimetic ring. (b) A linear
aggregate model with NR = 3 and ND = 8. The pigment-
to-pigment coupling between nearest-neighbor rings is repre-
sented by a solid curly line. The figure exemplifies the site-
numbering adopted in the paper.
for ρ ∈ {1, . . . , M2 −1} = {1, . . . , NR}, together with |ρ =
0〉 and |ρ = M2 〉 are eigenstates of
∑
r(|r〉〈r+1|+|r+1〉〈r|),
satisfying a vanishing amplitude on the auxiliary rings
r = 0 and r = M2 , as required for the physical aggregate
[39].
In our model, presented schematically in figure 1(b),
we assume that only the nearest pigments between adja-
cent rings are coupled, with an energy W , hence
Hr,r+1 =
{
W |0, 1〉〈ND2 , 1| if ND is even;
W |0, 1〉〈ND−12 , 2| if ND is odd.
(7)
This leads, for identical rings Hr = H0, to a Hamiltonian
that can be written as H =
⊕M
2 −1
ρ=1 hρ in terms of blocks
hρ = H0 +W cos
(
2piρ
M
)
Vˆ , (8)
with Vˆ = (Hr,r+1 + Hr+1,r)/W . We will not try to
find the exact eigenstates of the system, but we will
rather treat the interaction between the rings V =
W cos
(
2piρ
M
)
Vˆ /J2 = ξρVˆ , where ξρ becomes the pertur-
bation on the single ring Hamiltonian H0/J2. Project-
ing V onto the degenerate subspace {±k, σ}, we obtain
(−1)k
ND
ξρ
(
1 e−2iηk(β)
e2iηk(β) 1
)
and calculate the first order
31 16
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0
2
(a)
1 64
−0.2
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(b)
FIG. 2. A comparison between the numerical diagonalization
and approximate eigenvalues (a) and lowest energy state co-
efficients (b) for a linear aggregate of NR = 4 rings of ND = 8
dimers for different values of the inter-ring coupling strength
ξ = W/J2. Each ring is parametrized as in figure 1.
correction to the rescaled eigenvalues
∆
(1)
ρ,k,σ,ν (9)
=
(−1)
k 2
ND
δν,2ξρ , ND even
(−1)σ+k
ND
[
cos
(
pik
ND
+ ηk(β)
)
+ (−1)ν
]
ξρ , ND odd
with ν ∈ {1, 2}. The corresponding eigenstates, for k ∈
{1, . . . , ND2 − 1} and ND even, are
|ρ, k, σ, ν〉 = |ρ〉 ⊗ 1√
2
[
(−1)νe−2iηk(β)|k, σ〉+ | − k, σ〉],
(10)
while, for k ∈ {1, . . . , ND−12 } and ND odd, they read
|ρ, k, σ, ν〉 = |ρ〉 ⊗ 1√
2
[
(−1)νei pikND−iηk(β)|k, σ〉+ | − k, σ〉].
(11)
To settle down an analysis with the prospect of future
implementations, we use the couplings obtained from op-
tical measurements in the B850 ring [40] J1 = 320 cm
−1,
J2 = 255 cm
−1. As shown in figure 2(a), referring to the
manifold ρ = 1, for small ξ the structure of degenerate
doublets ordered in a high and a low energy submani-
fold given by (3) remains, and the result of numerical
diagonalization is pretty close to that of the perturbed
analysis. Although the structure of low and high energy
submanifolds remains, the pairwise degeneracy is lifted
for a few pairs when ξ = 1 and, interestingly enough,
even for this value the perturbative analysis results in
a maximum relative error of about 10%. Hence, con-
cerning the eigenvalues, the approximation obtained by
the perturbative analysis is very good, but it results in a
worse agreement with the numerically exact eigenstates,
as shown for the amplitudes of the lowest energy state in
figure 2(b). However, since the perturbation is propor-
tional to cos
(
2piρ
M
)
, it acquires its maximum value for the
manifold of lowest energy ρ = 1, hence, with an approx-
imation to the numerical diagonalization that represents
the worst case scenario among all manifolds. Since other
manifolds will present even smaller corrections we can
safely address the indexes (k, σ) as good quantum num-
bers for single ring states, even when we consider all the
interactions of the Hamiltonian H.
III. CHARACTERIZATION OF THE
EXCITATION TRANSFER PROCESS
We will now use a collective index {µ} =
{(ρ, k, σ, ν)} = {1, · · · , 2NDNR} to ease the notation la-
beling the eigenstates of H, |eµ〉, which are indexed in
the ascending order of their respective energies µ.
With these eigenstates and eigenvalues, we can ap-
proach the study of the evolution in time of the exci-
tation as it is transferred along the chain from a given
initial state |ψ(t = 0)〉 = |ψ0〉, after a time t, |ψ(t)〉 =
exp(−iHt)|ψ0〉.
The probability that the excitation is found in the r-th
ring after t is
Pr(t) =
∑
n∈ND,s
|〈r, n, s| exp(−iHt)|ψ0〉|2
=
∑
µ,µ′
ei(µ′−µ)t〈eµ′ |pir|eµ〉〈eµ|ψ0〉〈ψ0|eµ′〉 (12)
where pir = |r〉〈r| ⊗
∑
n∈ND,s |n, s〉〈n, s|. Due to the
identification of |k, σ〉 as appropriate quantum numbers
for the rings in the chain, this projector can also be
written as pir = |r〉〈r| ⊗
∑
k′′,σ′′ |k′′, σ′′〉〈k′′, σ′′| and the
approximation 〈eµ′ |pir|eµ〉 ≈ δk′,kδσ′,σδν′,ν〈ρ′|r〉〈r|ρ〉 fol-
lows. This results in
Pr(t) ≈
∑
ρ,ρ′,k,σ,ν
ei(ρ′,k,σ,ν−ρ,k,σ,ν)t〈ρ′|r〉〈r|ρ〉
× 〈ρ, k, σ, ν|ψ0〉〈ψ0|ρ′, k, σ, ν〉 (13)
which together with the solutions (9-10), represents the
perturbative solution for the dynamics of ring popula-
tions.
In figure 3 we present the time evolution of the pop-
ulations in a linear aggregate of four rings, for different
values of ξ and using the same parameters we chose for
the eigenvalues and eigenstates of figure 2. First, no-
tice that the solution from numerical diagonalization for
ξ equal to 116 or
1
4 presented in panels (a) and (b), is
very similar to the perturbative solution which is shown
in panel (d) for ξ = 116 . Second, note that in panels (a-c)
care has been taken to adjust the range of the time axis
in a way that it is inversely proportional to the value
of ξ, which is made explicit in the presentation of the
perturbative solution, with the scaled time tξ. Observe
that equation (13) depends on time solely through the
argument t(ρ,k,σ,ν − ρ′,k,σ,ν), which can be finite if the
translational invariance across the aggregate of rings is
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FIG. 3. Time evolution of populations in an aggregate of 4
rings, when initially the excitation is localized on the leftmost
site of the first ring (|ψ(0)〉 = |1, 4, 1〉) for different values of
the inter-ring coupling ξ. Panel (d) shows the result of the
perturbative analysis presented as a function of the rescaled
time ξt.
lifted, accomplished by the coupling W between them.
Following the solution to first order perturbation on ξ
addressing the degenerate manifold {| ± k, σ〉}, we find
that PNR(t) ≈ P(1)NR(t) = f(αξt) where α = 2/ND and
f is a non-negative smooth function (see Appendix for
details). It follows then, that as long as ξ remains small,
the time-scale of transfer is given by ' 1/ξ as obtained in
figure 3. In this regime, therefore, the details of the ring
Hamiltonian, e.g. the dimerization degree β = J1/J2, are
not important to determine the properties of the transfer
along the aggregate.
Notice in figure 3(c) and in more detail in figure 4(a),
that the height of the first peak in the fourth ring be-
comes smaller for greater values of ξ. In order to ex-
plain this, we need to take into account also second or-
der corrections in ξ. As will be shown next, while at
first order the perturbation only lifts the degeneracies
within the manifolds {| ± k, σ〉}, higher order contribu-
tions mix states from non-degenerate manifolds, intro-
ducing in (12) an additional dependence on ξ through
the amplitudes of the perturbative eigenstates |eµ〉. Us-
ing definition (6), we can write the probability to find the
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FIG. 4. Top panels: the transfer efficiency as a function of
time for different values of the rescaled inter-ring coupling ξ =
W/J2. The rings are parametrized as in the previous figures.
(a) localized initial condition |ψ(0)〉 = |1, 4, 1〉; (b) delocalized
initial condition |ψ(0)〉 = |r = 1, k = 1, σ = 1〉. (c) the effect
of dephasing: the same quantity plotted in panels (a) and (b)
for the same dephasing rate Γ = 0.05J2 and different values
of the inter-ring coupling W (in units of J2).
excitation in the last ring, in general, as
PNR(t) =
∑
ρ,ρ′
(−1)ρ+ρ′ |〈1|ρ〉|2|〈1|ρ′〉|2
×
∑
κ,κ′
ei(ρκ−ρ′κ′ )t〈φ|κρ〉〈κρ|κ′ρ′〉〈κ′ρ′ |φ〉, (14)
where |φ〉 is the initial state of the first ring, and we
denote by κ the ρ-independent part of the generalized
index µ = (ρ, κ) introduced in (12). The states |κρ〉 are
eigenstates of (8) with eigenvalues ρκ. The subscript ρ
indicates that the amplitudes may depend explicitly on
the perturbation ξρ, and therefore 〈κρ|κ′ρ′〉 = δκ,κ′ only
when ρ = ρ′ or when the amplitudes do not depend on
ρ, as happens at first order in ξ. We can explicitly see
this additional ξ-dependence by considering the effect of
the inter-ring coupling on two non-degenerate subspaces
{| ± k1, σ〉} and {| ± k2, σ〉} such that 〈k1, σ|Vˆ |k2, σ〉 6= 0
and solving the dynamics in this 4-dimensional subspace
only. For this reduced subspace, we obtain the following
expression
PNR(t) ≈ α
(
f(αξt) +
α2ξ2
2δ2
f ′′(αξt)
)
(15)
valid to lowest non-zero order in ξ, where δ = (k1,σ −
5k2,σ)/J2 (see Appendix for details). To first order in ξ,
PNR reaches a maximum when the first derivative of f is
zero and the second derivative f ′′ is negative. From (15)
we see that the inter-ring coupling has two effects: on the
one hand it compresses the transfer time-scale through
the argument αξt of f , while on the other, it reduces
the amplitude of PNR by an amount proportional to f
′′.
Notice that the difference in energy δ depends on the de-
tails of the ring, as provided by equation (3), so it follows
that the amplitude of the transfer can be devised upon
the details of the ring interactions. It turns out then, that
the speed (depending on the coupling strength between
rings) and amplitude (depending on the geometrical de-
tails and couplings within each ring) of the transferred
population maximize to a “sweet spot”, as expected from
concurrent quantities.
To better resolve this optimal value, figure 4(a) shows
that the amplitude of the transferred population starts
to decrease appreciably when ξ is between 0.4 and 0.5,
while the time required to reach the maximum popu-
lation in the fourth ring decreases from about 4 to 3
ps. A further increase to ξ = 0.7 reduces this time to
2 ps at the expense of reducing about 15% the ampli-
tude of the last ring population. Changes of the ring ge-
ometry/interactions may suppress this reduction, but a
specific parameter set can be better implemented if addi-
tional dissipation processes that may avoid the successful
transfer to the end of the chain are incorporated.
In order to shed light on the phenomenon engaged in
the variable amount of population transferred to the last
ring, in figure 4 we compare the population transferred to
the last ring when the first ring is initialized on a single
pigment (a), or delocalised over the full ring (b). As it
can be observed, the former initialization leads to a much
higher transfer efficiency than the latter. Based on (14),
the population in the last ring for a localized initial state
PlocNR(t) doubles that resulting from a delocalized initial
state PdelNR(t), associated with the localized |φ〉 = |ND2 , 1〉
and delocalized |φ〉 = |k = 1, σ = 1〉 states, respectively.
The relation PlocNR(t) = 2P
del
NR(t) holds only if the initial
state is localized either at the coupling site |n = 0, s = 1〉
or at its diametrically opposite pigment |n = ND2 , s = 1〉.
This result provides a physical picture where the local-
ized initial state propagates in two wavefronts along the
branches of the ring, which interfere constructively at the
site coupled to the neighboring ring, maximizing popu-
lation transfer. Notice that the choice of a localized ini-
tial condition from any other pigments than those lying
across the linear aggregate axis, leads to a transfer prob-
ability equal to PlocNR(t)/2, which is reduced because such
initial condition disrupts this quantum interference at the
coupling site in the first ring.
However, notice that the effect shall be attributed to
both the “which-way” propagation within each ring-like
unit-cell, and the particular form of the inter-ring cou-
pling specified in (7). This latter allows initialization of
intermediate rings at pigments along the linear aggre-
gate axis, which enable the constructive interference to
happen in these intermediate stages, even though a delo-
calized initial conidtion is chosen. Thereby, the reduction
PdelNR(t) =
1
2P
loc
NR(t) can be attributed to the internal dy-
namics of the first ring, while an additional reduction
should arise if the interference in the intermediate rings
is somehow hindered.
To illustrate this point, we calculate the dynamics
of the linear aggregate with dephasing between pig-
ments. In short, we evolve the density operator ρ ac-
cording to ∂tρ = −i[H, ρ] − Γ
∑
r,n,s(ρ|r, n, s〉〈r, n, s| +
|r, n, s〉〈r, n, s|ρ− 2|r, n, s〉〈r, n, s|ρ|r, n, s〉〈r, n, s|), where
Γ describes the dephasing rate between the ground and
the excited state of pigment r, n, s. The results in figure
4(c), show that for ξ = 1 and 2piW > Γ, the oscillatory
dynamics results in a maximum population at the last
ring (≈ 0.35) which is considerably smaller than the ana-
logue quantity in the fully coherent case (≈ 0.6, see figure
4(a)). Thereby, decoherence within pigments decreases
the peak population in the last ring, which underlines
the importance of constructive interference within each
ring to accomplish efficient transfer.
IV. CONCLUSION AND OUTLOOK
Motivated by the apparent symmetry of natural har-
vesting structures, we investigated the effect of short
range interactions and dynamics within ring-like unit
cells, on the long-range propagation of excitations in
linear aggregated of these basic units. Under the as-
sumption that we can define these unit cells, hence, in a
scenario where intra-ring interactions are stronger than
inter-ring couplings, we studied the situation in which
only the closest pigments of nearest-neighbor rings in
the aggregate interact with each other. We obtained
analytic approximate solution of the eigenvalue problem
for the system Hamiltonian by means of a perturbative
approach on the inter-ring coupling strength, which en-
abled us to illustrate that inter-ring coupling is the only
quantity that sets the time-scale for coherent population
exchange between rings, while the geometry of the unit
cells may result in a beneficial constructive interference of
wavepackets in the regions where the interaction among
unit-cells is strongest.
Although the magnitude of disorder and the non-local
nature of inter-LH2 coupling in biological relevant mem-
branes will hinder these effects from having a functional
relevance in photosynthesys, implementations in syn-
thetic systems, such as carbon-linked porphyrin nanor-
ings [41, 42], could be more promising. These fully pi-
conjugated complexes have recently been shown to sup-
port robust quantum interference and a high degree of
exciton delocalization [43–46], which are prerequisites for
implementation of technologies that utilize the effects
that we address in this work.
Even though the specific conditions to observe the advan-
tages of constructive interference in unit-cells might be
6challenging at present, with this work, it is also our de-
sire to motivate the investigation of quantum mechanical
dynamics within unit-cells for optimization of transfer at
larger scales, as expressed with the Multichromophoric
Fo¨rster Theory formalized some years ago by Silbey and
coworkers [47].
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APPENDIX
A. Perturbative expression of the transfer
probability
The starting point for the calculation of the transfer
probability PNR(t) is (14). The orthogonality condition
〈κρ|κ′ρ′〉 = δκ,κ′ valid for ρ = ρ′ or for ρ-independent
amplitudes (as it occurs at first order in ξ) renders the
calculation straightforward for the first term in 15 and
yields the result PNR(t) ≈ f(αξt), with
f(x) =
∣∣∣∣∣∑
ρ
(−1)ρ|〈1|ρ〉|2eix cos( 2piρM )
∣∣∣∣∣
2
. (16)
The calculation can be repeated considering an initially
localized state on the first ring
PlocNR(t) =
∣∣∣∣∣∑
ρ
(−1)ρ|〈1|ρ〉|2ei 2ND ξρt
∣∣∣∣∣
2
(17)
(18)
or delocalized in a single ring eigenstate |k, σ〉, which
results in the relation
PdelNR(t) =
1
2
PlocNR(t) (19)
The calculations are more involved when we consider
second order mixing between non degenerate manifolds.
In this case we compute the dynamics only within a 4-
dimensional subspace given by two degenerate manifolds
{| ± k1, σ〉} and {| ± k2, σ〉}. Projecting (8) on this sub-
space, one sees that only two of the four first order eigen-
states couple, namely {|i〉 = 〈ρ|ρ, ki, σ, 2〉}i=1,2 (cfr.(10)
(11) in main text). These result in the κρ-states
|+ρ〉 = ei(ηk1−ηk2 ) cos θρ|1〉+ sin θρ|2〉 (20)
|−ρ〉 = −ei(ηk1−ηk2 ) sin θρ|1〉+ cos θρ|2〉 (21)
with eigenvalues ρ,± = αξρ ± 12
√
δ2 + 4α2ξ2ρ, where the
mixing angle is given by θρ =
1
2 arctan
(
2αξρ
δ
)
. Plug-
ging (20) and (21) into (14) gives rise to some terms
oscillating at a frequency O(δ), which is larger than the
end to end transfer frequency O(ξ). Therefore we per-
form a rotating wave approximation by retaining only
the terms that oscillate with a frequency of order ξ. At
this point, expanding the mixing angles to second order
in ξ, one obtains the final expression (15), showing the
explicit dependence of the probability on the last ring on
the perturbative parameter.
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