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We propose and study a model of a quantum memory that features self-correcting properties and
a lifetime growing arbitrarily with system size at non-zero temperature. This is achieved by locally
coupling a 2D L × L toric code to a 3D bath of bosons hopping on a cubic lattice. When the
stabilizer operators of the toric code are coupled to the displacement operator of the bosons, we
solve the model exactly via a polaron transformation and show that the energy penalty to create
anyons grows linearly with L. When the stabilizer operators of the toric code are coupled to the
bosonic density operator, we use perturbation theory to show that the energy penalty for anyons
scales with ln(L). For a given error model, these energy penalties lead to a lifetime of the stored
quantum information growing respectively exponentially and polynomially with L. Furthermore,
we show how to choose an appropriate coupling scheme in order to hinder the hopping of anyons
(and not only their creation) with energy barriers that are of the same order as the anyon creation
gaps. We argue that a toric code coupled to a 3D Heisenberg ferromagnet realizes our model in its
low-energy sector. Finally, we discuss the delicate issue of the stability of topological order in the
presence of perturbations. While we do not derive a rigorous proof of topological order, we present
heuristic arguments suggesting that topological order remains intact when perturbative operators
acting on the toric code spins are coupled to the bosonic environment.
PACS numbers: 03.67.Pp, 03.67.Lx, 05.30.Pr,75.10.Jm
I. INTRODUCTION
Topologically ordered phases of matter like Kitaev’s
toric code promise the possibility to store and process
quantum information in a manner which is resilient to
local imperfections [1–4]. However, a finite gap for the
creation of topological defects (called anyons in the case
of the toric code) is not enough to ensure stability against
thermal fluctuations [5–8]. If anyons can be created at a
constant energy cost and propagate without any further
energy penalty, they will at any non-zero temperature T
destroy the stored quantum information in a time which
does not increase with the size of the memory. Indeed,
it was shown that not only the toric code but a large
class of 1-, 2-, and 3-dimensional Hamiltonians suffer
from the aforementioned thermal instability of quantum
information [9–12]. This is in contrast to the classical
case, where magnetic devices allow the construction of
self-correcting hard drives that are stable against both
local perturbations and thermal excitations. Proposals
for three-dimensional spin Hamiltonians with local few-
spin interactions that do not fall victim to the aforemen-
tioned no-go results exist [13–16]. None of these models
is expected to allow for a storage time increasing arbi-
trarily with system size, while the scaling of the lifetime
with temperature may be more favorable than in the bare
toric code [1]. A 2D system with a similar behavior has
recently been proposed in Ref. [17].
Following a different approach, it has been shown that
repulsive long-range interactions between anyons lead to
storage times that grow polynomially in L [18–21]. When
the stabilizer operators of the toric code (stabilizers) are
resonantly coupled to cavity modes, even a lifetime grow-
ing exponentially with L can be achieved [19, 21]. Fur-
thermore, the suppression of anyon diffusion by means of
attractive interactions between them has been proposed
in Ref. [2] and studied in Ref. [22]. Refs. [23, 24] studied
disorder as a means to hinder quantum propagation of
anyons.
In this work, we propose a three-dimensional (3D)
model with purely local interactions of bounded strength
that presents self-correcting properties. In contrast to
the spin-lattice Hamiltonians discussed in Refs. [1, 3, 9,
11, 13–16] and similar to Ref. [22], our Hamiltonian in-
volves unbounded bosonic operators. However, in con-
trast to Ref. [22] the interaction strengths in our Hamil-
tonian are bounded while the obtained life-time scalings
are more favorable. We consider a toric code embedded
in a 3D reservoir of hopping bosons on a cubic lattice.
When the stabilizers are coupled to the bosonic displace-
ment operator, the model is exactly solvable via a po-
laron transformation. The coupling to the bosons leads
to an energy penalty for the anyons that grows linearly
with L. This is very favorbale since it can lead to a
lifetime of the memory that increases exponentially with
L. This scaling of the lifetime coincides with the four-
dimensional toric code [2, 25], which constitutes so far
the only known example of a truly self-correcting quan-
tum memory. We also consider the case when the stabi-
lizers are coupled to the density operator of the bosons,
in which case the model is solved with a perturbative
second-order Schrieffer-Wolff transformation. We show
that the energy penalty for the creation of anyons scales
as ln(L). This scaling of the anyons’ gap is in principle
sufficient to stabilize the memory and leads to a lifetime
increasing polynomially with L.
We present a coupling scheme between stabilizers and
bosons that allows to hinder the hopping of anyons, and
not only their creation, by energy barriers that are of
the same order as the anyon creation gaps, i.e., O(L) or
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2O(ln L). This is useful since imperfections in the initial-
ization process might lead to a finite initial density of
anyons.
Furthermore, we argue that a toric code coupled to a
3D Heisenberg ferromagnet in a broken-symmetry state
provides a way to realize the proposed Hamiltonian as an
effective low-energy theory of a spin-lattice model with
bounded operators only.
Finally, we discuss the delicate issue of the stability of
topological order in our model. While we do not derive
a rigorous proof of topological order, we present heuris-
tic arguments suggesting that topological order remains
intact when perturbative operators acting on the toric
code spins are coupled to the bosonic environment.
The paper is organized as follows. In Sec. II we in-
troduce our model for a toric code embedded in a three-
dimensional cubic lattice of hopping bosons. The sta-
bilizer operators are locally coupled to the displacement
operator of the bosonic field. In Sec. II A we state that
the energetics of the anyon system is accurately described
by a Hamiltonian HW with long-range attractive interac-
tions between the stabilizers. This is valid as long as the
bosons are in thermal equilibrium with the state of the
anyons. We then derive the main result of our work: the
energy penalty to slowly create an anyon grows linearly
with L. We rigorously prove in Sec. II B that the energet-
ics of the anyons is indeed described by HW . In Sec. II C
we consider the fast creation of anyons. We show that
the enegy to create an anyon fast is higher than the en-
ergy to create it slowly; the energy penalty to create a
defect grows in any case linearly with L. In Sec. III we
consider a slightly different model where the stabilizers
are locally coupled to the bosonic density operator. This
model cannot be treated exactly and we solve it with a
perturbative Schrieffer-Wolff transformation. We show
that the energy penalty to create an anyon scales as lnL
in this case. In Secs. IV A and IV B we show that an
energy penalty for the anyons scaling with L and lnL
leads to a lifetime of the toric growing respectively expo-
nentially with L and polynomially with L. In Section VI
we mention a possible implementation of our model in a
Heisenberg ferromagnet. Section VII contains our final
remarks and in particular a discussion of the stability of
topological order. Appendix A contains a short review of
the Schrieffer-Wolff transformation. In Appendix B we
calculate all the higher moments (n ≥ 2) of the distri-
bution of energy costs to create an anyon and show that
they are all independent of L. In Appendix C we show
that the the continuum approximation used in the main
text is just a calculational tool that has no influence on
the validity of our results.
II. COUPLING TO THE BOSONIC
DISPLACEMENT OPERATOR
We present here a model that involves only local in-
teractions of bounded strength in three dimensions. We
consider a toric code embedded in a 3D cubic lattice of
hopping bosons, see Fig. 1. The stabilizer operators of
the toric code are locally coupled to the creation and an-
nihilation operators of the bosons and the total Hamil-
tonian reads
H = Hb +A
∑
p
Wp(ap + a
†
p) , (1)
where the sum runs over the toric code. We denote the
linear size of the cubic lattice by Λ. Here, the plaquette
(stabilizer) operatorWp = I
z
p,1I
y
p,2I
z
p,3I
y
p,4 is the poduct of
spins around the square plaquette centered at Rp, which
are defined on a square lattice of linear size L with peri-
odic boundary conditions (we set the lattice constant to
unity). To avoid boundary effects we assume Λ > L. The
3D vector Rp points towards the center of a plaquette,
see Fig. 1. Note that this definition of Wp ensures that
the blue and white plaquettes are equivalent to the usual
toric code star and plaquette operators [1]. The anyon
operator np is defined through Wp = 1 − 2np. In other
words, when Wp = +1, the plaquette p carries no anyon
and when Wp = −1, the plaquette p carries an anyon.
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FIG. 1. (Color online.) A 2D toric code (blue (dark) area in
xy-plane) of size L×L is centered inside a cubic lattice of size
Λ3 with Λ > L. The stabilizers Wp of the toric code locally
couple to a system of hopping bosons on a cubic lattice. A
long-range attraction between the stabilizers is mediated by
the low-energy collective excitations of the bosons.
The Hamiltonian for the bosons
Hb = 0
∑
i
a†iai − t
∑
〈i,j〉
a†iaj , (2)
describes bosons hopping on a cubic lattice with hopping
amplitude t and on-site chemical potential 0 = 6t. Here,
3a†i creates a boson at site i, while ai destroys a boson at
site i of the cubic lattice.
Although Hamiltonian (1) is three-dimensional, we
point out, for the sake of clarity, that quantum informa-
tion is stored in the two-dimensional toric code only. As
we show below, the presence of the 3D system is necessary
to mediate long-range interactions between the stabiliz-
ers.
A. Energy of anyon configurations with bosons in
thermal equilibrium
Here we are interested in the energy penalty to create
an anyon. We consider a state with some fixed anyon
configuration |α〉 (i.e., an eigenstate of all operators Wp)
and with the bosons in thermal equilibrium with respect
to that anyon state. In other words, the bosons are in
the Gibbs state ρα = e
−βHα/Zα with Zα = Tr(e−βHα),
β = 1/T , and the bosonic Hamiltonian Hα = 〈α|H|α〉
with H defined in Eq. (1).
In Section II B, we prove that the energetics of the
anyon system is fully described by the diagonal Hamil-
tonian HW , if the bosons are at each moment in thermal
equilibrium ρα with respect to the current state |α〉 of the
anyons. We have
HW =
∑
p 6=p′
Jp,p′WpWp′ , (3)
where Jp,p′ is a gravitation-like potential between stabi-
lizers, i.e.,
Jp,p′ = − A
2
4pit|Rp −Rp′ | . (4)
More precisely, in the next subsection we derive the re-
lation (see Eq. (21) below)
Tr (|α〉〈α| ⊗ ραH) = 〈α|HW |α〉+ Ub(β) , (5)
where Ub(β) depends on the temperature T of the
bosonic bath but not on the anyon configuration |α〉.
Since only the first summand depends on |α〉 and is inde-
pendent of the temperature of the bosons, the dynamics
of the anyon system is described by HW , if the boson
system remains in thermal equilibrium with respect to
the state of the anyons. The energy difference between
an anyon state |α〉 and another anyon state |γ〉 is defined
by
∆E = Tr(H|α〉〈α| ⊗ ρα)− Tr(H|γ〉〈γ| ⊗ ργ) . (6)
From Eq. (5) it directly follows that
∆E = 〈α|HW |α〉 − 〈γ|HW |γ〉 . (7)
In particular, the energy cost ∆E0→1 to create a single
anyon above the anyon-free state |0〉 is
∆E0→1 = 〈1|HW |1〉 − 〈0|HW |0〉 . (8)
Note that in the case of periodic boundary conditions,
anyons can only be created in pairs. Therefore ∆E0→1
represents a lower bound for the energy gap above the
anyonic vacuum, irrespective of the boundary conditions.
In the remaining part of this subsection, we thus study
HW and derive how the energy cost ∆E0→1 scales with
L. This is justified since, as we will show in Sec. II C, the
energy cost to create an anyon fast enough, such that the
thermalization process of the bosons cannot keep pace
with the anyon creation, is in fact higher than the energy
cost ∆E0→1. The Hamiltonian HW provides thus lower
bounds on the energy costs for the creation of an anyon.
WritingHW in terms of anyon operators, Wp = 1−2np,
we obtain
HW = µ(L)
∑
p
np + 4
∑
p 6=p′
Jp,p′npnp′ + const. (9)
The first summand describes a chemical potential for cre-
ating an anyon at plaquette p, i.e.
∆E0→1 = µ(L) , (10)
defined by
µ(L) = 4
∑
p′
(1− δp,p′)|Jp,p′ | . (11)
This chemical potential can be evaluated explicitly as
µ(L) =
A2
pi t
∑
p′
1− δp,p′
|Rp′ | ≈
A2
pi t
∫
DL/2
dR
1
|R| =
2A2
t
L ,
(12)
where we have approximated the square lattice of the
toric code by a disk of radius L/2 and put the plaquette
p and the origin of the coordinate system at the center of
the toric code. Note that the continuum approximation
used to derive Eq. (12) is a calculational tool to esti-
mate the corresponding sum. Furthermore, in this limit
we also let the lattice constant of the surface code go
to zero such that a single stabilizer remains coupled to
bosonic creation and annihilation operators only at the
corresponding site. This approximation is not necessary
to obtain the desired behavior since a direct numerical
evaluation of the sum shows that it indeed grows linearly
with L, see Fig. 3 in Appendix C. Equation (12) is a
central result of this work; the chemical potential to cre-
ate an anyon scales linearly with L. In Appendix B we
also calculate the standard deviation and all higher mo-
ments of the distribution of energy costs ∆E0→1 [33]. We
show that they are independent of L but increase with
temperature T , as expected. This implies that for any
fixed temperature T we can find a size L of the memory
such that the distribution of the energy costs is negligible
compared to the expected energy cost µ(L).
We point out that bosonic operators are not bounded
and therefore it is not surprising that the energy cost to
create an anyon can increase with the size of the sys-
tem. Qualitatively, our results can be understood as fol-
lows. The long-wavelength, low-energy excitations of the
4bosons mediate a long-range attractive interaction be-
tween the stabilizer operators, as as can be seen explicitly
in HW . Therefore a plaquette feels the presence of all the
other plaquettes. In the anyonic vacuum state (Wp = +1,
∀ p) one needs to overcome the attraction from L2 − 1
plaquettes in order to create an anyon. Since the inter-
action between stabilizers decreases with distance, the
energy penalty associated to the creation of the anyon
scales with L and not with L2.
The second summand in Eq. (9) describes a
gravitation-like interaction between anyons. Since this
term helps to keep newly created anyon pairs attached
to each other (for temperatures below the interaction
strength ∝ A2/t), it will have a further beneficial effect
on the memory lifetime. On the other hand, this anyon-
anyon attraction effectively reduces the anyon chemical
potential. However, this reduction is negligible since the
anyon density is exponentially suppressed by the first
term, see Section IV.
B. Proof of Eq. (5)
The aim of this subsection is to derive Eq. (5). Let us
rewrite Hamiltonian (1) in Fourier space,
H =
∑
q
qa
†
qaq +
A√
N
∑
p,q
Wp(e
iq·Rpaq + h.c.) , (13)
where aq =
1√
N
∑
i e
−iq·Riai with N = Λ3 the num-
ber of lattice sites and q = 0 − tq with tq =
1
N
∑
〈ij〉 te
iq·(Ri−Rj). Choosing the on-site potential such
that 0 = t0 = 6t, we obtain the dispersion q =
2t (3− (cos(qx) + cos(qy) + cos(qz)). This Hamiltonian
is similar to the independent boson model [29] and thus
exactly diagonalizable via the unitary polaron transfor-
mation
S = − A√
N
∑
p
Wp
∑
k
1
k
(ake
ik·Rp − h.c.) . (14)
We have
a˜i = e
Saie−S = ai − A
N
∑
p,q
Wp
1
q
eiq·(Ri−Rp) , (15)
a˜k = ak − A√
N
1
k
∑
p
Wpe
−ik·Rp . (16)
We thus obtain
H˜ = eSHe−S
=
∑
q
qa
†
qaq −
A2
N
∑
p,p′
WpWp′
∑
q
e−iq·(Rp−Rp′ )
q
=
∑
q
qa
†
qaq +
∑
p,p′
Jp,p′WpWp′ . (17)
In order to calculate Jp,p′ , we note that the dominant
contributions to Jp,p′ come from small values of |q| (see
the integral below) and thus employ a low-q approxima-
tion q ≈ tq2. We find
Jp,p′ = −A
2
N
∑
k
1
k
eik·(Rp−Rp′ )
= − A
2
(2pi)3
∫
dk
1
k
eik·(Rp−Rp′ )
≈ − A
2
4pit|Rp −Rp′ | . (18)
Note that formally Jp,p′ appears to be divergent for short
distances. This, however, is an artefact of the low-
q approximation, which is accurate only for distances
|Rp − Rp′ | sufficiently larger than one lattice constant.
We have calculated the integral above for p = p′ nu-
merically and obtained Jp,p ≈ −0.253A2/t. Since the
p = p′-terms in H˜ are irrelevant, we can simply write
H˜ = Hb +
∑
p 6=p′
Jp,p′WpWp′ +
∑
p=p′
Jp,p′WpWp′
= Hb +HW + C , (19)
where we used the fact that W 2p = +1, leading to the
irrelevant constant C.
Let us define the operator Sα = 〈α|S|α〉. We now
calculate the energy of the state |α〉〈α| ⊗ ρα, where |α〉
is an eigenstate of all Wi operators. Using Eq. (19) and
eSαe−βHαe−Sα ∝ e−βHb (20)
we find
Tr(H|α〉〈α| ⊗ ρα)
= Tr(H˜eS |α〉〈α| ⊗ ραe−S)
= Tr(Hbe
Sαραe−Sα) + Tr(HW |α〉〈α|) + C
= Tr(Hbe
−βHb)/Tr(e−βHb) + 〈α|HW |α〉+ C
= Ub(β) + 〈α|HW |α〉+ C , (21)
where Ub(β) depends only on the temperature of the
bosonic bath but is independent of α. The constant C
can be included in Ub(β). This completes the proof of
Eq. (5).
C. Fast creation of an anyon
In this section, we are interested in the fast creation of
an anyon starting from the anyonic vacuum |0〉, i.e., the
state of the toric code with Wp = +1 for all p. We assume
that the bosons do not have time to adapt to the creation
of an anyon and they remain in their initial equilibrium
state ρ0 = e
−βH0,b/Z0 with Z0 = Tr(e−βH0,b) and
H0,b = 〈0|H|0〉 = Hb +A
∑
p
(ap + a
†
p) . (22)
5In this case, the chemical potential for an anyon is
∆E0→1,fast = −2A〈ap + a†p〉0 , (23)
where 〈O〉0 = Tr(O e−βH0,b)/Z0. Defining the operator
S0 = 〈0|S|0〉, we have
a˜p = e
S0ape−S0
= ap +
1
A
∑
p′
Jp,p′
= ap − µ(L)
4A
− |Jp,p|
A
. (24)
We point out again that |Jp,p| is finite, see remarks after
Eq. (18). We thus have
∆E0→1,fast = −2A〈ap + a†p〉0
= −2A
Z0
Tr(eS0e−βH0,be−S0eS0(ap + a†p)e
−S0)
= −2A
Z0
Tr(e−βH˜0,b(a˜p + a˜†p))
= −2A
Z0
Tr(e−βH˜0,b(ap + a†p)) + µ(L) + 4|Jp,p|
= µ(L) + 4|Jp,p| > µ(L) , (25)
where we used the fact that Tr(e−βH˜0,b(ap + a†p)) = 0
since H˜0,b = e
S0H0,be−S0 = Hb + const.
From this calculation we conclude that the energy for
the fast creation of an anyon also grows linearly with L.
In fact, it costs more energy to create an anyon fast rather
than slowly; this is expected since the bosons do not have
time to relax to the new equilibrium configuration.
As noted in Sec. II A, the origin of the favorable behav-
ior (25) resides in the long-range interactions mediated
by the low-energy, long-wave length excitations of the
bosonic bath. Let us assume that all Wp = +1. Due to
the coupling A 6= 0 in Eq. (1), the hopping bosons feel the
presence of the plaquettes and the bosonic equilibrium
state is populated with bosons such that 〈ap + a†p〉0 6= 0.
When the size of the toric code increases, more plaque-
ttes are introduced in the system and the population
of bosons in the equilibrium state increases, too, i.e.,
〈ap + a†p〉0 ∼ L.
III. COUPLING TO THE BOSONIC DENSITY
In this section we want to investigate a slightly differ-
ent model where the stabilizers are locally coupled to the
bosonic density a†iai,
H = H0 + V = H0 +A
∑
p
Wp a
†
pap . (26)
The main part H0 is the Hamiltonian of the hopping
bosons, i.e., H0 = Hb and the perturbation V =
A
∑
pWpa
†
pap. In Fourier space the perturbative part
in Eq. (26) reads
V =
A
N
∑
p
Wp
∑
q,q′
eiRp·(q−q
′)a†qaq′ . (27)
It is now straightforward to distinguish between the di-
agonal part Vd and the off-diagonal part Vod of the per-
turbation, namely
Vd =
A
N
∑
p
Wp
∑
q
a†qaq , (28)
Vod =
A
N
∑
p
Wp
∑
q6=q′
eiRp·(q−q
′)a†qaq′ . (29)
Absorbing Vd into the main part of the Hamiltonian, we
rewrite
H = H ′0 + Vod , (30)
with
H ′0 =
∑
q
qnq +
A
Λ3
L2
∑
q
nq , (31)
where we assumed that the toric code is free of anyons,
i.e., Wp = +1 for all p, and we used N = Λ
3.
Performing a second-order Schrieffer-Wolff transforma-
tion (see App. A) we obtain the following effective Hamil-
tonian
Heff = − i
2
lim
η→0+
∫ +∞
0
dt e−ηt[Vod(t), Vod]
=
A2
2N2
∑
p,p′
WpWp′
×
∑
q6=q′,k 6=k′
eiRp·(q−q
′)+Rp′ ·(k−k′)
q − q′
[
a†qaq′ , a
†
kak′
]
=
A2
2N2
∑
p,p′
WpWp′
∑
q 6=q′
nq − nq′
q − q′ e
i(q−q′)·(Rp−Rp′ )
=
A2
2N2
∑
p,p′
WpWp′
∑
q′,k
nk+q′ − nq′
k+q′ − q′ e
ik·(Rp−Rp′ )
= − A
2
2N2
∑
p,p′
WpWp′
∑
q,k
eβ(k+q−k)
k+q − k nk+q(nk + 1)
×eiq·(Rp−Rp′ )
= − A
2
2N
∑
p,p′
WpWp′
∑
q
χ(q)eiq·(Rp−Rp′ ),
(32)
where we introduced the static ‘susceptibility’ of the
bosons
χ(q) =
1
N
∑
k
eβ(k+q−k)
k+q − k nk+q(nk + 1). (33)
6Following the approach of Ref. [32] assuming that
βq+k, βq, β(k+q − k) 1, we have that
χ(q) =
T
8t2
1
|q| for |q| → 0 . (34)
The effective Hamiltonian then becomes
Heff = −A
2T
16t2
∑
p,p′
WpWp′
1
N
∑
q
1
|q|e
iq·(Rp−Rp′ )
= −A
2T
16t2
∑
p,p′
WpWp′
1
(2pi)3
∫
dq
1
|q|e
iq·(Rp−Rp′ )
= − A
2T
32pi2t2
∑
p,p′
WpWp′
1
|Rp −Rp′ |2 . (35)
The interaction strength between the stabilizers medi-
ated by the bosons decays now with the square of the
inverse distance (1/R2) rather than with the inverse dis-
tance (1/R), as in the previous section. Furthermore, the
coupling strength is proportional to temperature.
The Schrieffer-Wolff transformation we performed is
nothing but a unitary transformation e−S (similar to the
polaron transformation) up to second order in the small
parameter A/t. Therefore, the same line of reasoning
as in Sec. II B applies and the energetics of the anyons
is fully described by Heff. In other words, the energy
difference ∆E between two states |α〉〈α|⊗ρα and |γ〉〈γ|⊗
ργ is
∆E ≈ Tr(Heff|α〉〈α|)− Tr(Heff|γ〉〈γ|) , (36)
where the sign ≈ means that the effective Hamiltonian is
calculated up to second order only.
From Eq. (35), we finally find a chemical potential for
the anyons that grows now logarithmically with L,
µ(L) ∼ A
2T
t2
ln(L/2) , (37)
where we used ∫
DL/2
d2R
1
R2
∼ ln(L/2) . (38)
IV. THERMALLY STABLE QUANTUM
MEMORY
As we have demonstrated in the previous sections, cou-
pling the toric code stabilizers to a 3D bath of hopping
bosons has a very beneficial effect: the energy penalty to
create an anyon grows with L if we couple to the bosonic
displacement operator and with ln(L) if we couple to the
bosonic density. Here we show that a toric code with an
anyon chemical potential growing linearly or logarithmi-
cally with L has respectively a lifetime growing exponen-
tially or polynomially with L. The physical picture be-
hind this is that it takes longer and longer for the anyons
to reach their thermodynamic equilibrium state with in-
creasing values of L [18–21].
A. Anyon chemical potential linear in L
A chemical potential for anyons in the toric code that
grows linearly with L leads to a quantum information
storage time that grows exponentially with L and β,
where β = 1/T is the inverse temperature of a bath
weakly coupled to the memory. This follows from Sec. 8
in Ref. [31]. Assuming that the interaction with the ther-
mal bath can be described by the Davies equation and
that the thermal state is a fixed point of the Lindblad
operators, the authors of [31] proved that the lifetime
of the memory τ scales as τ = O(eβµ/L2), where µ is
the anyons’ chemical potential. Here, we present alter-
native arguments leading to the same conclusion: when
the anyons’ chemical potential is µ(L), the lifetime of
the toric code is at least τ = O(eβµ(L)/L2). In Sec. IV B
we will show that if µ(L) grows slow enough, this lower
bound is no longer tight and the actual lifetime-scaling
is more favorable.
Let us try to understand in more detail the decoherence
process of the memory in contact with a simple model
of a bath. We assume that the bath supports single-
spin processes in which an energy ω is transfered from
the anyon system to the bath with rate γ(ω) and that
γ(0) 6= 0 [35]. Let δ(N) denote the average cost to create
an anyon pair if there are already N pairs present. The
gravitational interaction will lead to δ(N ≥ 1) < δ(0) =
2µ(L) − A2/(4pit). However, below we show that this
reduction will not lead to a finite self-consistent number
of anyon pairs and that in fact we will have δ(N ≥ 1) ≈
δ(0) in the relevant regime.
Since the presence of only two anyons diffusing across
the memory leads to an uncorrectable logical error in
times of order L2/γ(0) [18], we need to show that the
time for the creation of two nearby anyons that are not
directly annihilated increases exponentially with system
size. Whenever a new pair of anyons is created, their
total hopping rate is given by 6γ(0) [36] such that the
probability that one of the two anyons ever moves be-
fore the pair gets annihilated is 6γ(0)/[γ(δ(0)) + 6γ(0)].
Since γ(δ(0)) = exp(βδ(0))γ(−δ(0)) (which follows from
the detailed balance condition) and the code consists of
L2 physical spins, we conclude that the total rate for cre-
ation of anyon pairs that do not directly get annihilated
is given by
L2γ(−δ(0)) 6γ(0)
γ(δ(0)) + 6γ(0)
≤ 6L2e−βδ(0)γ(0) . (39)
The time needed to create such a pair is thus of or-
der exp(βδ(0))/L2γ(0). In conclusion, we found a lower
bound for the quantum memory storage time that in-
creases exponentially with δ(0). Since δ(0) is linear in L,
the lifetime increases exponentially with L.
Assume that there are already N anyon pairs present.
We want to determine the average (averaged over all pos-
sible positions of the existing anyons) energy cost δ(N)
to create a new pair. From the point of view of one of
7the two newly created anyons, we assume that the exist-
ing 2N anyons are uniformly distributed over all L2 − 2
remaining positions. The averaged interaction between
one of the newly created anyons and each existing one is
thus
1
L2 − 2
4∑
p 6=0
|Jp,0|+A2/(4pit)

= − 1
L2 − 2
(
2µ(L)−A2/(4pit)) , (40)
where we have subtracted the energy −A2/(4pit) due to
attraction with the other anyon of the same pair. Indeed,
we are only interested in the attraction energy due to
anyons which are already present before the creation of
the pair. The total energy δ(N) to create the new pair
is thus given by
δ(N) = δ(0)− 4N
L2 − 2
(
2µ(L)−A2/(4pit))
= δ(0)
(
1− 4N
L2 − 2
)
, (41)
where δ(0) = 2µ(L)−A2/(4pit).
The mean-field energy of N anyon pairs is thus
Emf(N) =
N−1∑
i=0
δ(i) = δ(0)N
L2 − 2N
L2 − 2 . (42)
The symmetry N ↔ L2/2−N is reminiscent of the fact
that the energy of HW in Eq. (3) can be minimized by
either all stabilizers having a +1 eigenvalue (no anyons
present) or a −1 eigenvalue (memory full of anyons). The
energetic gap between the sector in which there are al-
most no anyons and the sector in which the memory is
full of anyons is of order δ(0)L2 = O(L3), so transitions
between these two sectors happen on time-scales much
longer than the time before the stored quantum infor-
mation is lost. Consequently, each sector may serve as a
thermally stable quantum memory, but at each moment
in time we can only use one of the two. Without loss of
generality, we consider the case where the sector with (al-
most) no anyons present is used for quantum information
storage.
From Eq. (41) we have that δ(N) = δ(0)(1−2n), where
n denotes the density of anyons. As there can only be
zero or one anyon at each position, we obtain the self-
consistent equation for the mean-field anyon density in
equilibrium
nmf = [exp (βδ(0)(1− 2nmf)) + 1]−1 . (43)
If the left-hand side of this equation is smaller/larger
than the right-hand side, the anyon density will tend to
increase/decrease. If nmf solves this equation, so does
1−nmf . One self-consistent density is nmf = 12 . The sta-
bility of this density depends on the temperature of the
bath. For βδ(0) < 2 we have a unique self-consistent den-
sity nmf =
1
2 and this density is also stable. For βδ(0) > 2
the density 12 becomes unstable and two new stable self-
consistent densities n∗ and 1− n∗ emerge (let n∗ denote
the smaller of the two). The system of gravitationally in-
teracting anyons therefore shows a phase transition and
spontaneous breaking of the anyon anyon-hole symmetry
at a critical temperature δ(0)/2, which is of order A
2
t L.
For the purpose of quantum information storage, we are
clearly interested in temperatures below this critical tem-
perature.
Adding the usual toric code Hamiltonian [1] Htoric =
−∆2
∑
pWp to Eq. (1) explicitly breaks the symmetry
between anyons and anyon holes and will lead to an ad-
ditional summand 2N∆ in Eq. (42). However, the mod-
ification of the self-consistent densities n∗, 1− n∗, and 12
through this new term becomes vanishing for large L, as
∆ does unlike δ(0) not grow with L.
Let us consider the self-consistent solution n∗. We
want to show that n∗ is exponentially suppressed with L
and consequently that the number of anyons itself goes to
zero in the thermodynamic limit. After straightforward
algebra, one can show that n = 2e−βδ(0) < 1/2 with
βδ(0)e−βδ(0) < log(2)4 (note that this condition is readily
satisfied since δ(0) grows linearly with L) satisfies
[exp(βδ(0)(1− 2n)) + 1]−1 < n , (44)
and therefore n > n∗. Since n is by definition exponen-
tially suppressed with L and n∗ < n we finally conclude
that the self-consistent solution n∗ of Eq. (43) goes ex-
ponentially to zero with L. A direct consequence of this
is that the equilibrium number of anyons n∗L2 also van-
ishes exponentially with L and will generally be much
smaller than the minimal positive value 2. Hence the
anyon number will fluctuate between 0 and small even
integers, such that δ(N) ≈ δ(0) from Eq. (41).
B. Anyon chemical potential logarithmic in L
Here we show that a chemical potential growing log-
arithmically with L leads to a lifetime of the memory
growing polynomially with L.
By the same line of reasoning as in Sec. IV A, mod-
ifications to the anyon chemical potential due to inter-
anyonic interactions are negligible. Let us thus study a
simple model in which anyons have a constant energy
cost µ independent of the number of anyons which are
already present. Ref. [31] predicts in this scenario a life-
time that scales at least with exp(2βµ)/L2 [37]. Em-
ploying the same simple bath model as in the previous
paragraph, let us probe the tightness of this bound. As
remarked in Sec. IV A, it takes a time of order t1 =
exp(2βµ)/(L2γ(0)) to create an anyon pair that does not
immediately annihilate but performs at least one hop-
ping. One such separating pair creates an uncorrectable
logical error in times of order ∼ L2/γ(0). We ignore here
dimensionless O(1) factors which depend on the precise
definition of the memory lifetime and on the classical al-
gorithm employed to perform error correction. Thus if
8we are in the regime µ > 2T lnL, the quantum informa-
tion will get destroyed by the first separating pair, which
takes a time of order t1 such that the bound in Ref. [31]
is tight.
However, consider now the opposite regime µ <
2T lnL. In this regime, further anyons will be created be-
fore the two anyons of the first separating pair have time
to diffuse across a distance of order L. The lifetime of
the memory is then given by the time it takes the anyons
to diffuse across the average inter-pair distance, which is
when error correction will inevitably break down. Af-
ter a time t, the density of anyons will be of order
t/(t1L
2) = γ(0)t× exp(−2βµ), taking the possibility for
immediate annihilation into account, and existing anyons
will have diffused across a distance ∼√γ(0)t, as the dif-
fusion constant for anyons is essentially given by γ(0)
[18]. Consequently, after a time ∼ exp(βµ)/γ(0) exist-
ing anyons will have diffused across the current inter-pair
distance, which thus constitutes the lifetime of the mem-
ory. Notably, in this case the bound from Ref. [31] is no
longer tight, as exp(βµ) > exp(2βµ)/L2 in the assumed
regime.
To summarize, if anyons can be created at a constant
energy cost µ and the quantum memory is in contact
with a bath that supports processes which have an energy
cost ω with a rate γ(−ω) and fulfills the detailed balance
condition, error correction will break down after a time
of order
exp(2βµ)/L2γ(0), if µ ≥ 2T lnL
exp(βµ)/γ(0), if µ ≤ 2T lnL
}
= max
{
exp(2βµ)/L2, exp(βµ)
}
/γ(0). (45)
Now let us assume that µ = µ(L) = cT lnL, which
is what we have obtained in Sec. III when coupling the
stabilizers to the boson density. Then we obtain a life-
time scaling as max
{
L2c−2, Lc
}
/γ(0), i.e., polynomially
growing for any c > 0 with a change in the scaling be-
havior, depending on whether c is greater or smaller than
2. However, recall that in our case c ∼ A2/t2  1, such
that the lifetime grows only modestly with L.
We note that for bath models as employed in Refs. [18,
20, 21], we have γ(0) ∝ T , so our estimate for the life-
time contains an implicit temperature-dependence, even
though the explicit temperature dependence stemming
from the Boltzmann factor drops out.
V. HINDERING OF ANYON HOPPING
The lifetime of the memory that we discussed above
does not apply if the initial state of the system has anyons
already present. Suppose that errors occur during prepa-
ration of the initial state, creating a finite density of
anyons. If these errors are sufficiently sparse, it will be
possible for error correction to recover the initial state.
It is the job of the Hamiltonian to preserve this error
correctability until the desired time of readout. The cou-
pling of the quantum memory to the hopping bosons will
energetically favour the annihilation of anyons on neigh-
boring plaquettes, undoing some of the errors. However,
we can expect that a finite density of pairs will have been
non-neighbouring, and so will remain. These only need
to diffuse a constant distance to make correction ambigu-
ous, which leads to a constant lifetime for the memory.
To prevent this we can split the plaquettes into two types.
‘Strongly coupled’ plaquettes are coupled to the hopping
bosons with a strength As. ‘Weakly coupled’ plaquettes
have a strength Aw < As. These are chosen such that
any sequence of single- or local two-spin errors that move
an anyon from one weakly coupled plaquette to another
must move it via a strongly coupled plaquette. Example
patterns are given below. The chemical potential for the
plaquettes will change from the form in Eq. (12), giv-
ing different values µs(L) and µw(L) for the two types
of plaquette. Performing the summation (as described
in the following subsection) shows that the factor A2 in
Eq. (12) becomes AsA¯ for µs(L) and AwA¯ for µw(L)
(A¯ being a weighted average of As and Aw). The energy
barrier required for anyon movement is therefore of order
(1− Aw/As)µs(L), which increases linearly with system
size. The resulting suppression of diffusion leads to a life-
time that increases exponentially with system size, even
when the initial state has a finite density of anyons.
FIG. 2. (Color online.) Two tilings of plaquettes are shown on
which the code may be defined. Spins are located on vertices.
(a) The square tiling, as usually employed for the toric code.
s-plaquettes are shown in dark blue (black), blue (grey), or
light blue (light grey), p-plaquettes are shown in white. (b)
An alternative tiling, with alternating triangular and octag-
onal plaquettes. s-plaquettes are shown in dark blue (black)
and blue (grey), p-plaquettes are shown in white and grey
(light grey).
It may come as a surprise that associating some stabi-
lizers with a lower energy penalty has a beneficial effect
on the memory. However, note that the weakly coupled
plaquettes allow energy to be dissipated from the anyons
to the bath by hopping of an anyon from a strongly to
a weakly coupled plaquette. On the other hand, if the
chemical potential is independent of the anyon position,
as in Eq. 12, this is only possible through annihilation of
anyons.
9A. An example pattern for strongly and weakly
coupled plaquettes
We will now look at the concepts proposed above in
greater detail and find specific examples for patterns of
strongly and weakly coupled plaquettes.
In the toric code model there are two types of anyon,
e and m, which reside on two kinds of plaquette, s and
p, respectively. Note that, when the code is defined with
spins on the edges of the lattices, these correspond to the
stars and plaquettes, respectively.
Consider a spin in the square tiling of Fig. 2 (a), shared
by two s-plaquettes to the top-left and bottom-right and
two p-plaquettes to the top-right and bottom-left. The
application of a Pauli Iz to such a spin will affect the e
anyon occupations of the two s-plaquettes. If both were
initially empty, an anyon pair will be created. If both
initially held an anyon, this pair will be annihilated. If
only one held an anyon, it will be moved to the other
plaquette. The application of a Pauli Iy has the same
effect for the m anyons of the p-plaquettes. For spins
where the positions of s- and p-plaquettes are exchanged,
the roles of Iz and Iy are also exchanged. No operation
exists that can move an anyon from an s-plaquette to a
p-plaquette, or vice-versa.
Creation, movement and annilation of anyons are
therefore achieved by Pauli operations. Using single spin
operations, creation of a pair will always lead to the
anyons occupying neighboring plaquettes (where neighor-
ing means that they share exactly one spin). Similarly,
single spin operations can only move anyons from one pla-
quette to a neigboring one, or annihilate anyons on neigh-
boring plaquettes. Since we assume that the system-bath
coupling supports only single spin errors, it is exactly
these processes that we consider during thermalization.
However, it should be remembered that two-spin pertur-
bations may also be present in the Hamiltonian. Local
two-spin errors should therefore also be considered, which
can create, annihilate and transport anyons on next-to-
neighboring plaquettes.
With this in mind, we wish to split both s- and p-
plaquettes into two groups, one of which will be strongly
to the hopping bosons with a coupling As and the other
of which will be weakly coupled with a strength Aw < As.
This will give the plaquettes of the former a higher chem-
ical potential than those of the latter, with an energy
difference that increases linearly with system size.
The pattern of strongly and weakly coupled plaque-
ttes should be chosen such that anyons become trapped
within the latter, which will occur if two conditions are
satisfied. Firstly, any anyons initially on strongly cou-
pled plaquettes should quickly move into a nearby weakly
coupled plaquette. Secondly, it should not be possible
for anyons to be moved from one weakly coupled pla-
quette (or a small cluster of weakly coupled plaquettes)
to another by a sequence of either single- or two-spin
operations without passing through a strongly coupled
plaquette.
The first condition can be met if anyons on strongly
coupled plaquettes cannot be moved over large distances
by a sequence of either single or two spin operations with-
out either moving through a weakly coupled plaquette,
or through a strongly coupled plaquette that neigbors a
weakly coupled one. The latter is relevant because it will
ensure that the distance an anyon can move before de-
caying into a weakly coupled plaquette is exponentially
suppressed.
Both conditions are satisfied by the pattern shown in
Fig. 2 (a). Here, weakly coupled s-plaquettes are shown
in dark blue. Strongly coupled s-plaquettes that neigh-
bor weakly coupled s-plaquettes are shown in blue, and
those that do not are shown in light blue. Regions of
strongly coupled plaquettes that do not neighbor weakly
coupled plaquettes are separated from each other by a
width of three spins. Sequences of one- and two-spin op-
erations therefore cannot move anyons in one such region
to another without going via strongly coupled plaque-
ttes that do neighbor weakly coupled plaquettes, which
will almost certainly result in the anyon decaying into
the neighboring weakly coupled plaquettes. Similarly, re-
gions of weakly coupled plaquettes are separated by the
same width, preventing movement between them without
going via strongly coupled plaquettes.
The initial movement of anyons on strongly coupled
plaquettes to nearby weakly coupled plaquettes may
cause ambiguity for error correction if the error rate dur-
ing initialization is too high. Even so, for sufficiently
low error rates this movement will have no effect on cor-
rectability. Once the movement is complete, the expo-
nential suppression of diffusion will then ensure that the
correctability of the errors is preserved for a time expo-
nential with the system size, since such an exponentially
long timescale will be required for the anyons to climb
out of the weakly coupled plaquettes.
We will now demonstrate that the difference in chemi-
cal potentials between strongly and weakly coupled pla-
quettes leads to the energy barrier required to suppress
diffusion. To determine the chemical potential of an ar-
bitrary plaquette p (which is either s- or p-type), the
following sum over all plaquettes must be performed
µp(L) =
M2
2piR
Ap
∑
p′
′
Ap′
1
|p− p′| , (46)
where the prime in
∑′
means that p′ 6= p. Here Ap′
denotes the coupling of plaquette p′ which will be As
or Aw depending on whether this plaquette is weakly or
strongly coupled, respectively. By numerically perform-
ing the summation we find that, in the L → ∞ limit, it
takes the form
∑
p′
′
Ap′
1
|Rp −Rp′ | =
3As +Aw
4
cL , (47)
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where c = 4 ln(1 +
√
2) ' 3.53 is defined via∫
[−L/2,L/2]2
dxdy√
x2 + y2
= cL . (48)
The linear combination of As and Aw is a weighted av-
erage A¯ = (3As +Aw)/4, which arises from the fact that
there are three times as many strongly coupled plaque-
ttes as weakly coupled plaquettes. The chemical poten-
tials for weakly and strongly coupled plaquettes are then
µs(L) =
cAsA¯M
2
2piR
· L , µw(L) = cAwA¯M
2
2piR
· L . (49)
Clearly, µs(L) − µw(L) = O(L), giving the required en-
ergy barrier.
B. Alternative tiling with four-body coupling
A pattern of strongly and weakly coupled plaquettes,
stable against single-spin errors, is shown for an alter-
native tiling in Fig. 2 (b). Strongly (weakly) coupled
s-plaquettes are shown in blue (dark blue) and strongly
(weakly) coupled p-plaquettes are shown in white (grey).
For this tiling it is still true that e anyons can only be cre-
ated and moved between neighboring s-plaquettes, and
m anyons between neighboring p-plaquettes. Note that
all strongly coupled plaquettes in this tiling are trian-
gular. The Wp for these will therefore be three-body
operators, making the code-hopping boson coupling only
a four-body term. On the other hand, weakly coupled
plaquettes are octagons with eight-body Wp and nine-
body terms required for the code-hopping boson cou-
pling. Since these many-body terms will most likely be
generated by perturbative methods, with a higher num-
ber of spins in a term generated by higher orders of per-
turbation theory, the difference in coupling strengths will
arise naturally.
Due to the practical difficultly in generating many-
body terms, we can consider not coupling the octagonal
plaquettes to the hopping bosons. Only the four-body
terms required to couple the triangles are then needed,
which should be easier to implement than the five-body
terms required for the square tiling. Despite the fact that
only a fraction of the plaquettes are coupled to hopping
bosons, the memory is still stable against thermal errors.
This is because any single spin error must still create at
least one anyon on, or move anyons through, energeti-
cally penalized triangular plaquettes. The energy barrier
that increases linearly with system size is therefore still
intact, and ensures that anyon creation and diffusion are
exponentially suppressed.
Unfortunately, stability against local Hamiltonian per-
turbations does not remain strong without the coupling
of octagons. Without an energy penalty, two-body per-
turbations are free to create and move anyons between
next-to-neighboring octagonal plaquettes. This avoids
the energy barrier and so leads to uncorrectable errors
in a constant time. However, it is possible to avoid this
by carefully considering what types of perturbation are
present, and then designing theWp such that they are un-
able to perform such hopping processes. For example, let
us use Wp = I
x
p,1I
y
p,2I
z
p,3 for triangular s-plaquettes. Here
spin 1 is that shared with the neighboring triangular s-
plaquette and the numbering proceeds clockwise. Let us
also useWp = I
z
p,1I
y
p,2I
x
p,3 for triangular p-plaquettes with
corresponding numbering. No nearest neighbor isotropic
perturbation of the form Iαi I
α
j , for α ∈ {x, y, z}, com-
mutes with all of these operators. This means such per-
turbations will be suppressed by the energy barrier and
will not be able to move anyons between octagonal pla-
quettes. If only perturbations of this form are present in
the system, the memory will remain stable.
VI. FERROMAGNET AS BOSONIC BATH
In this section, we would like to point out a phys-
ical system where bosonic modes (as discussed in the
previous sections) naturally occur as a lowest order ap-
proximation. Indeed, the Hamiltonians (1) and (26) are
closely related to the Hamiltonians describing a toric
code embedded in a 3D Heisenberg ferromagnet (FM)
in a broken-symmetry state at finite temperature. More
explicitly, let us consider the following Hamiltonian
H ′ = HF +A
√
2/S
∑
p
WpS
x
p , (50)
where
HF = −J
∑
〈i,j〉
Si · Sj + hz
∑
i
Szi (51)
is the Hamiltonian of a 3D Heisenberg ferromagnet (FM)
of linear size Λ  L, where J > 0 is the exchange
coupling constant and the sum is restricted to nearest-
neighbor lattice sites. The FM is assumed to be below
the Curie temperature and the spins ordered along the
z-direction. We can now perform a Holstein-Primakoff
transformation [28]
Szi = −S + nˆi , S−i = a†i
√
2S − nˆi , S+i = (S−i )†, (52)
in the formal limit nˆi  2S, where nˆi = a†iai [28]. It is
then straightforward to show that the low-energy sector
of Hamiltonian (50) is equivalent to Hamiltonian (1). Fol-
lowing the same reasoning, we conclude that the Hamil-
tonian
H ′′ = HF +A
∑
p
WpS
z
p (53)
is in its low-energy sector equivalent to Hamiltonian (26).
However, since all operators in Hamiltonians H ′ and
H ′′ are bounded, it is clear that the energy penalty for
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flipping a toric code spin very fast cannot grow without
bounds as a function of L [33]. Still, it seems reason-
able to expect that for adiabatic noise sources, that drag
the FM along while flipping a spin, the response of the
FM resembles the one of the bosonic bath studied in this
work, since the stabilizers are coupled via the suscepti-
bility of the FM. It is thus reasonable to assume that
the toric code might be protected against such adiabatic
noise sources when embedded in the FM. Note that the
question of how to engineer five-spin interactions, as re-
quired for Hamiltonians H ′ and H ′′, remains open.
VII. CONCLUSIONS AND DISCUSSION
In this paper we have introduced a 3D-model with
purely local, bounded-strength interactions in three di-
mensions that is self-correcting at finite temperatures.
Our model is exactly solvable and consists of a toric code
locally coupled to a system of hopping bosons on a cu-
bic lattice. The stabilizer operators are locally coupled
to the displacement operator of the bosons and a long-
range attractive interaction between stabilizer operators
is mediated by the low-energy collective excitations of
the bosonic system. This leads to a chemical potential
for the anyons growing linearly with L and can be used
to stabilize the quantum memory against thermal fluctu-
ations. For a given error model, a chemical potential of
the anyons that grows linearly with L leads to a lifetime
of the quantum memory increasing exponentially with L.
When the stabilizers are coupled to the bosonic density,
a chemical potential growing only with lnL is derived.
We show that such a chemical potential is enough to sta-
bilize the memory whose lifetime increases polynomially
with L.
If the degeneracy of the highly entangled states which
form the code subspace is not robust against local pertur-
bations, uncontrolled splitting of this degeneracy induced
by local imperfections would lead to dephasing of the log-
ical qubit. It was already argued in Ref. [1] and rigorously
proved in Ref. [3] that for the standard toric code Hamil-
tonian [1], perturbations which are weak enough (com-
pared with the anyon creation gap), time-independent,
and local (or exponentially decaying) lead to a lifting of
the groundstate degeneracy that is exponentially small
in L. Since our Hamiltonian is not gapped and involves
unbounded operators, the result of Ref. [3] do not ap-
ply. While we consider a rigorous treatment of this issue
to be beyond the scope of the present work, which fo-
cuses on stability against thermal errors rather than per-
turbations, we briefly present arguments suggesting that
robustness to local perturbations is valid in our model.
As pointed out in Ref. [34], in any real solid the degrees
of freedom that do not directly constitute the “memory”
(spins of the toric code) represent a gapless environment
to which the memory couples. This situation is not ad-
dressed by studies of perturbations which act entirely
within the Hilbert space of the memory, as is the case
in Ref. [3]. The issue of accidental couplings to gapless
modes is therefore by no means unique to our quantum
memory proposal and will be present in any physical im-
plementation of a quantum memory. In Ref. [34] the
authors discuss topological phases coupled to a gapless
environment, and find that in some cases (“strong quasi-
topological phases”) the topological properties, including
the exponentially suppressed groundstate splitting, sur-
vive this coupling. Such strong quasi-topological phases,
including the toric code coupled to a gapless environment
(such as accoustic phonons or photons), thus constitute
the strongest form of a quantum memory one could hope
for in nature – except for the fact that they are not ther-
mally stable. Our memory is thermally stable and in
the following we present heuristic arguments that in our
system couplings to the gapless modes may not pose a
threat to the topological order either.
Recall that engineered couplings of strength A (see
Hamiltonian (1)) between the stabilizer operators and
the bosonic modes lead to an anyon creation gap of the
order O(A
2
t L). Now consider accidental couplings of
the form εIxi (ai + a
†
i ), where I
x
i is a bit-flip that acts
on a physical qubit of the toric code. In second-order
perturbation theory, the coupling to the bosonic field
leads to terms of the form εAt
∑
i 6=j I
x
i Wj/|Ri −Rj | and
ε2
t
∑
i6=j I
x
i I
x
j /|Ri−Rj |. Summing over all plaquettes the
former terms take the form O( εAt L)I
x
i ; the condition that
these perturbations are sufficiently weak compared to the
anyon creation gap simply translates into the require-
ment that ε is sufficiently small compared to A, i.e., that
the accidental couplings are sufficiently weak compared
to the engineered ones. The second-order terms describ-
ing interactions between bit-flips are weaker and will have
support only on two small regions, which for most pairs
i and j are well-separated. This does not allow anyons
to hop non-locally, as would be required to distinguish
the ground states. Despite their non-local form, these
perturbations are therefore still similar in effect to local
perturbations. We thus believe that our Hamiltonian is
robust against this type of perturbations and splitting
of the ground-state degeneracy is well-suppressed with
L. However, a rigorous proof remains a very interesting
open question.
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Appendix A: Schrieffer-Wolff transformation
For the sake of completeness, we present in this ap-
pendix the derivation of the second order Schrieffer-Wolff
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transformation (for a general discussion see [26]). We
start from
H = H0 + V , (A1)
where we identify H0 as the main part and V as a small
perturbation. We decompose the spectrum σ(H0) of H0
into a high-energy set of eigenvaluesMQ and a low-energy
set of eigenvalues MP such that σ(H0) = MP∪MQ, MP∩
MQ = ∅, and there is a gap separating the eigenvalues
in MP and MQ. We define the operators P and Q =
1− P respectively as the projectors onto the low energy
subspace MP and onto the high-energy subspace MQ
corresponding to set of eigenvalues MP and MQ. The
perturbation V can then be decomposed into a diagonal
part Vd and an off-diagonal part Vod
Vd = PV P +QV Q , (A2)
Vod = PV Q+QV P . (A3)
The effective Hamiltonian is given by a Schrieffer-Wolff
transformation such that the transformed Hamiltonian
Heff = e
SHe−S is block-diagonal, i.e., PHeffQ =
QHeffP = 0. Up to second order in V the effective Hamil-
tonian reads [26, 27]
H
(2)
eff = H0 + Vd + U = H
′
0 + U , (A4)
where we define H ′0 = H0 + Vd and
U = − i
2
lim
η→0+
∫ ∞
0
dt e−ηt [Vod(t), Vod] , (A5)
where Vod(t) = e
iH′0tVode
−iH′0t is given in the Heisenberg
representation.
Appendix B: Standard deviation and higher
moments of the distribution of energy costs
Let us now calculate the standard deviation of the dis-
tribution of the energy costs to create an anyon. For
simplicity, we consider the case of fast changes, where all
relevant thermal expectation values are given by 〈. . .〉0,
which denotes thermal averages with respect to the orig-
inal thermal state of the bosons.
The standard deviation is given by
σfast =
√
〈(2A(ap + a†p))2〉0 − 〈2A(ap + a†p)〉20 . (B1)
We first consider
〈(2A(ap + a†p))2〉0
=
4A2
Z0
Tr(e−βH0,b(ap + a†p)
2)
=
4A2
Z0
Tr(e−Se−βH˜0,b(a˜2p + (a˜
†
p)
2 + 1 + 2a˜†pa˜p)e
S) .
(B2)
We have
a˜2p = a
2
p − 2
µ(L) + 4|Jpp|
4A
ap + ((µ(L) + 4|Jp,p|)/4A)2
(a˜†p)
2 = (a†p)
2 − 2µ(L) + 4|Jp,p|
4A
a†p + ((µ(L) + 4|Jp,p|)/4A)2
a˜†pa˜p = a
†
pap −
µ(L) + 4|Jp,p|
4A
(ap + a
†
p)
+((µ(L) + 4|Jp,p|)/4A)2 . (B3)
By inserting (B3) into (B2), and using the fact that
Tr(e−Se−βH˜0apeS) = Tr(e−Se−βH˜0a†pe
S)
= 0 , (B4)
we obtain
〈(2A(ap + a†p))2〉0 = (µ(L) + 4|Jp,p|)2 + 4A2+
+ 8A2
Tr(e−βHbosa†pap)
Tr(e−βHb)
. (B5)
Furthermore, we have shown in Eq. (25) that
−2A〈ap + a†p〉0 = µ(L) + 4|Jp,p| . (B6)
In conclusion,
σfast = 2A
√
1 + 2
1
N
∑
k
1
eβωk − 1
' 2A
√
1 + 2
4pi
(2pi)3
∫ ∞
0
dk
k2
eβDk2 − 1
= 2A
√
1 +
ζ(3/2)
4(piβD)3/2
. (B7)
We see that the standard deviation is of order A, slowly
increases with temperature, and, crucially, is indepen-
dent of L, such that σfastµ(L) ∼ tAL becomes negligible for
large L.
Let us now calculate the higher moments of the dis-
tribution. In order to simplify our notation, we define
Xp = −2A(ap + a†p), such that the expected energy cost
is ∆E0→1,fast = 〈Xp〉0. We define the n-th moment of
the distribution to be
Cn = 〈(Xp − 〈Xp〉0)n〉1/n0 . (B8)
We find
Cnn =
〈
n∑
k=0
(
n
k
)
Xn−kp (−1)k〈Xp〉k0
〉
0
=
n∑
k=0
(−1)k
(
n
k
)〈
Xn−kp
〉
0
〈Xp〉k0 . (B9)
Now in order to evaluate these averages we write〈
Xmp
〉
0
=
〈
e−SX˜mp e
S
〉
0
=
〈
X˜mp
〉
b
(B10)
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where 〈. . .〉b denotes thermal averages w.r.t. Hb and
X˜p = e
SXpe
−S = Xp + µ(L) + 4|Jp,p|. For the sec-
ond equality in Eq. (B10) we have used the fact that
H˜0 = Hb + const. Then, using Wick’s Theorem and the
fact that 〈(ap + a†p)2k+1〉b = 0,
〈
Xmp
〉
0
=
m∑
k=0
(
m
k
)
(µ(L) + 4|Jp,p|)m−k〈Xkp 〉b
=
bm/2c∑
k=0
(
m
2k
)
(µ(L) + 4|Jp,p|)m−2k〈X2kp 〉b
=
bm/2c∑
k=0
(
m
2k
)
(2k)!
2kk!
(µ(L) + 4|Jp,p|)m−2k〈X2p〉kb .
(B11)
For the last equality, we have used that the number of
possible contractions is (2k−1)×(2k−3) . . . 3×1 = (2k)!
2kk!
.
As simplest case, we have 〈Xp〉0 = µ(L) + 4|Jp,p|. In
conclusion, we find
Cnn =
n∑
k=0
(−1)k
(
n
k
) b(n−k)/2c∑
r=0
(
n− k
2r
)
(2r)!
2rr!
(µ(L) + 4|Jp,p|)n−k−2r〈X2p〉rb(µ(L) + 4|Jp,p|)k
= n!(µ(L) + 4|Jp,p|)n
n∑
k=0
b(n−k)/2c∑
r=0
(−1)k
k!r!(n− k − 2r)!
(
〈X2p〉b
2(µ(L) + 4|Jp,p|)2
)r
. (B12)
This sum can be evaluated by use of the identity
n∑
k=0
b(n−k)/2c∑
r=0
(−1)k
k!r!(n− k − 2r)!ξ
r =
{
ξn/2
(n/2)! , if n is even
0 , if n is odd
.
(B13)
We thus obtain, for n even,
Cn =
(
n!
(n/2)!
)1/n√
〈X2p〉b/2 . (B14)
Furthermore,√
〈X2p〉b = 2A
(
1 + 2
1
N
∑
k
〈a†kak〉b
)
= 2A
√
1 +
ζ(3/2)
4(piβt)3/2
, (B15)
see Eq. (B7).
Our final result is thus
Cn =
√
2A
(
n!
(n/2)!
)1/n√
1 +
ζ(3/2)
4(piβt)3/2
(B16)
for n even, and 0 otherwise. For n = 2 we retrieve (B7)
for the the standard deviation. For larger n, recall that(
n!
(n/2)!
)1/n
≈√2n/e, such that
Cn ≈ 2A
√
n/e
√
1 +
ζ(3/2)
4(piβt)3/2
. (B17)
In conclusion, all the higher moments grow like
O((T/t)3/4) with temperature but are independent of L.
Appendix C: Continuum approximation
Here we numerically evaluate the sum
∑
p
1
|Rp| and
show that the continuum approximation is just a conve-
nient mathematical tool that allows to analytically eval-
uate the behavior of the sum as function of L.
In Fig. (3) we plot the sum
∑
p
1
|Rp| as function of L.
Here we choose a = 1 for the lattice constant. The linear
behavior is in agreement with the continuum approxima-
tion calculation. The other sums appearing in this work
can similarly be evaluated numerically and the results
agree with the continuum approximation. As mentioned
in the main text, we point out again that in the con-
tinuum approximation we let the lattice constant a of
the surface code go formally to zero such that a single
stabilizer remains coupled to a bosonic creation an anni-
hilation operators at the corresponding site.
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FIG. 3. Numerical evaluation of the sum
∑
p
1
|Rp| as function
of L for a lattice constant a = 1. The sum increases linearly
with L, in agreement with the continuum approximation cal-
culation.
[1] A. Kitaev, Ann. Phys. 303, 230, (2003).
[2] E. Dennis, A. Kitaev, A. Landahl, and J. Preskill, J.
Math. Phys. 43, 4452 (2002).
[3] S. Bravyi, M. Hastings, and S. Michalakis, J. Math. Phys.
51 093512 (2010).
[4] Z. Nussinov and J. van den Brink, arXiv:1303.5922
(2013).
[5] Z. Nussinov and G. Ortiz, Phys. Rev. B 77, 064302
(2008).
[6] C. Castelnovo and C. Chamon, Phys. Rev. B 76, 184442
(2007).
[7] R. Alicki, M. Fannes, and M. Horodecki, J. Phys. A:
Math. Theor. 40, 6451 (2007).
[8] R. Alicki, M. Fannes, and M. Horodecki, J. Phys. A:
Math. Theor. 42, 065303 (2009).
[9] S. Bravyi and B. Terhal, New J. Phys. 11, 043029 (2009).
[10] J. Haah and J. Preskill, Phys. Rev. A. 86, 032308 (2012).
[11] B. Yoshida, Ann. Phys. 326, 2566 (2011).
[12] O. Landon-Cardinal and D. Poulin, Phys. Rev. Lett. 110,
090502 (2013).
[13] D. Bacon, Phys. Rev. A 73, 012340 (2006).
[14] J. Haah, Phys. Rev. A 83, 042330 (2011).
[15] S. Bravyi and J. Haah, Phys. Rev. Lett. 107, 150504
(2011).
[16] K. Michnicki, arXiv:1208.3496 (2012).
[17] B. J. Brown, A. Al-Shimary, and J. K. Pachos, arXiv:
1307.6222 (2013).
[18] S. Chesi, B. Ro¨thlisberger, and D. Loss, Phys. Rev. A
82, 022305 (2010).
[19] F. L. Pedrocchi, S. Chesi, and D. Loss, Phys. Rev. B 83,
115415 (2011).
[20] B. Ro¨thlisberger, J. R. Wootton, R. M. Heath, J. K.
Pachos, and D. Loss, Phys. Rev. A 85, 022313 (2012).
[21] A. Hutter, J. R. Wootton, B. Ro¨thlisberger, and D. Loss,
Phys. Rev. A 86, 052340 (2012).
[22] A. Hamma, C. Castelnovo, and C. Chamon, Phys. Rev.
B 79, 245122 (2009).
[23] J. R. Wootton and J. K. Pachos, Phys. Rev. Lett. 107,
030503 (2011).
[24] C. Stark, L. Pollet, A. Imamoglu, and R. Renner, Phys.
Rev. Lett. 107, 030504 (2011).
[25] R. Alicki, M. Horodecki, P. Horodecki, and R. Horodecki,
Open Syst. Inf. Dyn. 17, 1 (2010).
[26] S. Bravyi, D.P. DiVincenzo, and D. Loss, Ann. Phys.
326, 2793 (2011).
[27] P. Simon, B. Braunecker, and D. Loss, Phys. Rev. B 77,
045108 (2008).
[28] W. Nolting and A. Ramakanth, Quantum Theory of Mag-
netism (Springer, Berlin, 2009).
[29] G. D. Mahan, Many-Particle Physics (Plenum 1990).
[30] D. P. DiVincenzo and D. Loss, Phys. Rev. B 71, 035318
(2005).
[31] S. Chesi, D. Loss, S. Bravyi, and B. M. Terhal, New J.
Phys. 12, 025013 (2010).
[32] H. Mori and K. Kawasaki, Prog. Theor. Phys. 27, 529
(1962).
[33] D. Poulin, private communication.
[34] P. Bonderson and C. Nayak, Phys. Rev. B 87, 195451
(2013)
[35] If we had γ(0) = 0, as is the case for super-Ohmic baths,
this would of course have a greatly beneficial influence on
the memory lifetime as it forbids direct hopping processes
of anyons. See [18] for more details about the decoherence
of quantum memories under the influence of super-Ohmic
baths.
[36] Strictly speaking, the energy cost for hopping is greater
than zero since it increases the potential energy in the
gravitational potential. However, we approximate this
energy cost by zero for simplicity, neglecting the bene-
ficial effect of the anyon attraction and obtaining a lower
bound on the actual lifetime.
[37] The factor 2 in the exponent is due to the fact that anyons
can only be created in pairs in a toric code whose bound-
ary conditions are (as its name suggests) periodic. With
15
open boundaries [21], unpaired anyons can be created such that the factor 2 drops out.
