In this paper we are interested in quantified propositional formulas in conjunctive normal form with "clauses" of arbitrary shapes. i.e., consisting of applying arbitrary relations to variables. We study the complexity of the evaluation problem, the model checking problem, the equivalence problem, and the counting problem for such formulas, both with and without a bound on the number of quantifier alternations. For each of these computational goals we get full complexity classifications: We determine the complexity of each of these problems depending on the set of relations allowed in the input formulas. Thus, on the one hand we exhibit syntactic restrictions of the original problems that are still computationally hard, and on the other hand we identify non-trivial subcases that admit efficient algorithms.
Introduction
Different types of satisfiability problems are important in computational complexity theory because most often they constitute the notorious standard complete problems for many important complexity classes. Very well known is of course the problem SAT, the satisfiability problem for propositional formulas, which, by Cook's Theorem [16] (cf. also [29] ), is the first NP-complete problem. In this paper we are interested in quantified propositional formulas. The problem QSAT of deciding whether a closed quantified propositional formula is true, is PSPACE-complete [41] . By restricting the formulas to prenex normal-form with a k quantifier prefix, i.e., with k − 1 quantifier alternations starting with an existential quantifier, we obtain the problem QSAT k , which is complete for the class k P of the polynomial hierarchy, also known as the Meyer-Stockmeyer hierarchy [30] .
Besides the evaluation problem QSAT or QSAT k , further important computational goals for quantified propositional logic, following Kleine Büning and Lettmann [26] , are the problems of satisfiability, model-checking, and equivalence. For the satisfiability problem, we are given a quantified propositional formula that possibly has some free variables, and we ask if we can assign Boolean values to the free variables evaluating the formula to true. The complexity of this problem coincides of course with the evaluation problem for formulas with an additional first block of existential quantifiers. For the model checking problem we are given a quantified formula with free variables and an assignment to these free variables, and we have to decide if this assignment is satisfying. It is not too hard to see that for formulas in prenex normal-form with a k quantifier prefix this problem is again k P-complete. Moreover if we drop the bound on the number of quantifier alternations the problem is PSPACE-complete. For the equivalence problem we are given two quantified formulas with the same set of free variables, and we have to decide if they have the same set of satisfying assignments. This problem is PSPACE-complete for general quantified formulas and k+1 P-complete for formulas in prenex normal-form with a k quantifier prefix [26] .
Completeness of QSAT for PSPACE still holds if we restrict the formulas to 3-CNF (formulas in conjunctive normal form with at most 3 literals per clause) [41] . The problem QSAT k remains complete for k P if we restrict the formulas to 3-CNF for odd values of k, and to 3-DNF (formulas in disjunctive normal form with at most 3 literals per conjunct) for even k, as shown by Wrathall [48] .
Our goal is to make a more general study in considering formulas with "clauses" of arbitrary shapes, i.e., consisting of applying arbitrary relations R ⊆ {0, 1} k to (not necessarily distinct) variables x 1 , . . . , x k . A constraint language S is a finite set of such relations. An S-formula is a conjunction of clauses R(x 1 , . . . , x k ) as above using only relations R from S. This framework of formulas in generalized conjunctive normal form was introduced by Thomas Schaefer [38] . For any constraint language S, the problem of deciding the satisfiability of an S-formula is denoted by CSP(S). Schaefer determined the complexity of CSP(S) for every constraint language S. He showed that every such problem is either NP-complete or polynomial-time decidable. Thus, each member of this infinite family of satisfiability problems avoids the-under the assumption P = NP-infinitely many intermediate complexity degrees. Moreover Schaefer provided a simple algorithm that, given S, determines the complexity of
CSP(S).
In this paper we consider quantified S-formulas and we study the complexity of evaluation, model checking and the equivalence for such formulas. We also examine the associated counting problem, in which typically we want to determine the number of satisfying assignments of a formula. The counting problem for quantified propositional formulas in full generality is FPSPACE(poly)-complete (where FPSPACE(poly) is the class of polynomially length-bounded functions computable in polynomial space [27] ). When restricted to formulas in prenex normal-form with a k quantifier prefix this counting problem is #· k P-hard under parsimonious reductions (we give an introduction to counting problems and the relevant complexity classes and reducibility notions in Sect. 5.1).
For all four computational goals (evaluation, model checking, equivalence, and counting), we obtain full complexity classifications. For every constraint language S we determine the complexity of the problem under consideration when applied to quantified S-formulas. On the one hand we reveal the cases for which evaluation, model checking, equivalence, and counting become tractable. On the other hand we obtain hardness results for different levels of the polynomial hierarchy.
As argued in [18] , the study of the computational complexity of different algorithmic goals for Boolean constraint satisfaction problems provides a "microcosm of computational complexity theory". The study of this particular family of problems allows a "bird's eye view" of complexity theory and the classes it has created. Our paper adds further support to this thesis. Indeed, our work furnishes a list of problems that have a very simple combinatorial structure and that are nevertheless complete for different levels of the polynomial hierarchy. Thus, we can hope that they will constitute a useful basis of hard problems, which will be used to identify new hard problems. Moreover, our classifications provide some insight into the sources of hardness. One particular point that will become clear in the course of the paper and that we will address again in the conclusion is the question of what type of reductions to use for the study of counting problems. Turing reductions, used by Valiant in his celebrated result that the permanent is #P-complete, as well as the later considered stricter counting reductions, turn out to be too coarse, since they cannot distinguish between the levels of the hierarchy of classes #· k P. On the other hand, parsimonious reductions are too strict and arguably not suited for the study of counting problems for restricted classes of propositional formulas. In this paper we advocate that complementive reductions (introduced in [3] ) are suitable.
Constraint satisfaction problems have also been studied over larger (non-Boolean) finite or infinite universes. For an overview of recent research in this very active field, the reader is asked to consult [19] . In this paper we also consider domains of arbitrary finite cardinality. We show that essentially all hardness results we obtain hold in this more general setting. Many results from the literature [9, 12, 13, 15] (cf. also the recent survey [14] ) provide upper bounds for quantified constraints by constructing clever algorithms. Therefore, these results all together yield already quite a detailed picture of the complexity of the studied problems for general constraints.
Organization of the paper A central tool in our development will be a Galois correspondence between the lattice of sets of Boolean relations and the lattice of sets of Boolean functions. We provide all necessary background from universal algebra and introduce the reader to the field of constraint satisfaction problems in Sect. 2. In Sect. 3 we define quantified S-formulas and observe that the aforementioned Galois connection is very useful to classify the complexity of computational problems concerning quantified formulas. In Sects. 4 and 5 we study the complexity of problems for Boolean quantified constraints. We first examine to decision problems (evaluation, model checking, equivalence) for quantified S-formulas in Sects. 4.1 and 4.2. The classification of the evaluation problem has already been obtained in [23] , with a proof that does not make use of universal algebra. We give a very short and simple new proof making use of the Galois connection and Post's lattice. This proof is central for this paper because the line of argumentation for the evaluation problem turns out to also be very helpful for the other problems we study. In Sect. 5 we consider counting problems. After a detailed introduction to the complexity classes and more importantly to the reductions relevant here (Sect. 5.1) we obtain our classification for the Boolean domain in Sect. 5.2. Finally, in Sect. 6 we investigate non-Boolean domains and prove a number of lower bounds. We conclude our paper in Sect. 7 with a short summary and some remaining open questions.
Constraint Satisfaction Problems and Closure Properties
Throughout the paper we use the standard correspondence between predicates and relations. We use the same symbol for a predicate and its corresponding relation, the meaning will always be clear from the context. We say that the predicate represents the relation. Let D be a finite domain of cardinality m ≥ 2,
where R is a logical relation of arity n and x 1 , . . . , x n are (not necessarily distinct) variables. An assignment I of values from D to the variables satisfies the constraint R( Similarly the inequality, = D , is defined by A constraint language S is a finite set of constraint relations defined over D. An Sformula is a finite conjunction of constraint applications using only relations from S. Such a formula ϕ is satisfied by an assignment I if I satisfies all constraints in ϕ simultaneously. We denote by CSP(S) the satisfiability problem for S-formulas. For a relation R, we often write CSP(R) instead of CSP({R}). The acronym "CSP" stands for constraint satisfaction problem.
We now show with two examples how CSPs can be used to express important computational problems in computer science:
-The well-known 3-SAT problem can be seen as the constraint satisfaction problem over the set S 3SAT = {(
}. -The 3-Colorability problem can be seen as the constraint satisfaction problem using only the inequality relation over the three-element domain.
Given a set S of relations, in order to study the complexity of CSP(S) we will be interested in the expressive power of S, which can be measured by the set COQ(S) of all relations that can be represented (or expressed) by formulas of the form
where ψ is an S-formula. Such formulas are also called conjunctive-queries.
With each propositional formula φ we can associate the relation R φ of all satisfying assignments of φ. Throughout the text we refer to different types of Boolean logical relations following Schaefer's terminology [38] . We say that a Boolean relation R is 1-valid if (1, . . . , 1) ∈ R, 0-valid if (0, . . . , 0) ∈ R, Horn (dual Horn, resp.) if R can be represented by a conjunctive normal form (CNF) formula having at most one unnegated (negated, resp.) variable in each clause, bijunctive if it can be represented by a CNF formula having at most two variables in each clause, affine if it can be represented by a conjunction of linear functions, i.e., a CNF formula with ⊕-clauses
A set S of Boolean relations is called 0-valid (1-valid, Horn, dual Horn, affine, bijunctive, complementive) if every relation in S has this property. Finally a Boolean constraint language S is called Schaefer if it is Horn, dual Horn, affine, or bijunctive.
Given a Boolean relation R the following well-known closure properties determine the structure of R (operations are applied coordinate-wise on vectors, maj is the ternary majority function, which yields 1 if and only if at least two of its arguments are 1) [18, 38] . -R is complementive if and only if m ∈ R implies ¬m ∈ R.
The notion of closure properties of a relation has been defined more generally, see for instance [25, 32] . Let f : D k → D be a k-ary function. We say that a relation R of arity n is closed under f , or that f is a polymorphism of R, if for any choice of k vectors m 1 , . . . , m k ∈ R, not necessarily distinct, we have that
i.e., the vector constructed coordinate-wise from m 1 , . . . , m k by means of f belongs to R.
We denote by Pol(R) the set of all polymorphisms of R and by Pol(S) the set of functions that are polymorphisms of every relation in S. It turns out that Pol(S) is a clone for every set of relations S, i.e., Pol(S) contains all projection functions and is closed under superposition (composition of functions), see, e.g., [32] .
A Galois correspondence exists between the sets of functions Pol(S) and the sets of relations COQ(S) (also known in this context as relational clones). An introduction to this correspondence can be found in [32, 33] and a comprehensive study in [28, 34] . It shows that the smaller the set of polymorphisms is, the more expressive the corresponding conjunctive queries are:
This proposition is the cornerstone to get elegant and short proofs for complexity results concerning constraint satisfaction problems, see, e.g., [6, 21, 25] . Indeed, as stated in [25] we have thus the following complexity result.
Theorem 2.4 Let S 1 and S 2 be constraint languages. If the inclusion
This shows that the complexity of CSP(S) only depends on the clone Pol(S). Thus we may obtain full complexity classifications in studying the list of clones described by Emil Post [35, 36] . A number of results on the complexity of CSP have been obtained via this approach (see, e.g., [10, 25] ). In particular, the well-known Schaefer's dichotomy theorem can be proved in this way (see, e.g., [6] ). Theorem 2.5 [38] Let S be a Boolean constraint language. If S is Schaefer, or 0-or 1-valid, then CSP(S) is in P, otherwise CSP(S) is NP-complete.
Post presented a complete list of Boolean clones, the inclusion structure among them, see Fig. 1 , and a finite basis for each of them, see Fig. 2 . Let us recall that if B is such a basis, then the corresponding clone, denoted by [B] , is the smallest set of Boolean functions that contains all functions from B and all projections and is closed under composition of functions. Figure 1 is nowadays known as Post's lattice and is described, e.g., in [5, 32] . For the purpose of this paper it is sufficient to define the clones by simply giving a basis for each of them, see Fig. 2 where the third column of the table gives for each clone its defining basis. One function appearing in the bases that is maybe not so familiar is the threshold function T n k , where
The previously mentioned function maj is just T 3 2 . Further properties of the lattice will be introduced in the development of this paper as needed. We only mention one further concept already, that of duality.
Class description
Base BF All Boolean functions {∧, ¬} R 0 0-reproducing functions {∧, ⊕}
All projections ∅ We say that a Boolean function f is the dual function of g if they both have the same arity n and for all a 1 , . . . , a n ∈ {0, 1} we have f (a 1 , . . . , a n ) = g(a 1 , . . . , a n ). We define dual(f ) to be the dual function of f . For a set of Boolean functions B we let dual(B) = {dual(f ) | f ∈ B}. A function is self-dual if it coincides with its dual. For each clone B, the set dual(B) is again a clone.
By examining the list of bases for Post's classes, the above characterizations of some classes of formulas in terms of Boolean operations (∧, ∨, maj, ⊕) can be stated as follows:
By looking at the inclusion structure of the lattice, we can observe that a relation R is not Schaefer if and only if Pol(R) ⊆ N, where N is the clone generated by the negation function plus the Boolean constants. The set of relations R for which Pol(R) = N consists of all non-Schaefer relations that are at the same time complementive, 0-valid and 1-valid. Observe that 0-valid as well as 1-valid constraint languages lead to a trivial satisfiability problem (all formulas are satisfiable). If we drop the requirements of R being 0-valid or 1-valid, we arrive at set of relations R for which Pol(R) ⊆ N 2 . Therefore, Schaefer's Theorem 2.5 can be reformulated as follows:
is NP-complete, in all other cases CSP(S) ∈ P.
We need to introduce another class of formulas, namely the class of IHSB (for implicative hitting set bounded) formulas. These formulas form a subclass of the class of Horn and dual Horn formulas (for more background the reader is asked to consult [18] ).
A clause is said to be IHSB− if it is of one of the following types:
Dually, a clause is said to be IHSB+ if it is of one of the following types:
Finally, a formula is said to be IHSB− (resp. IHSB+) if all its clauses are IHSB− (resp. IHSB+).
As usual a Boolean relation R is said to be IHSB− (resp. IHSB+) if R can be represented by a CNF formula that is IHSB− (resp. IHSB+). Finally, a constraint language S is said to be IHSB− (resp. IHSB+) if every relation in S is IHSB− (resp. IHSB+).
As for the above introduced classes, IHSB relations can be characterized by their polymorphism, as follows immediately from [7] :
Quantified Constraint Satisfaction Problems
The problem QSAT (sometimes also referred to as QBF) of deciding, whether a given closed quantified Boolean formula is true, is PSPACE-complete [41] . This problem remains PSPACE-complete if we restrict the formulas to 3-CNF [40] . More generally we can define the problem QCSP(S) of satisfiability of quantified S-formulas for any constraint language S defined over the D. An instance of QCSP(S) is a closed formula of the form Q 1 x 1 Q 2 x 2 . . . Q n x n φ, where Q 1 , . . . , Q n are arbitrary quantifiers and ψ is a quantifier-free S-formula. The question is whether the sentence is true. By an exhaustive search algorithm it is easy to prove that QCSP(S) is in PSPACE. The Boolean case still displays a dichotomy for the evaluation of quantified S-formulas. The following theorem was stated by Schaefer only for constraint languages which include the constants, but his proof ideas are sufficient to show the complete classification.
Theorem 3.1 [18, 20, 38] Let S be a Boolean constraint language. If S is Schaefer, then QCSP(S) is in P, otherwise QCSP(S) is PSPACE-complete.
In this paper, we are also interested in quantified constraint satisfaction problems in which the number of quantifier alternations is bounded. These problems are prototypical for the polynomial-time hierarchy (PH for short), which was defined by Meyer and Stockmeyer [30] . Following the notation of [31] , 0 P = 0 P = P and for all i ≥ 0, i+1 P = NP i P and i+1 P = coNP i P . The set QSAT k is the set of all closed, true quantified Boolean formulas with k − 1 quantifier alternations, starting with an ∃-quantifier. For all k ≥ 1, QSAT k is complete for k P. This problem remains k P-complete if we restrict the Boolean formula to be 3-CNF for k odd, and 3-DNF for k even [48] . Note that for formulas starting with a universal quantifier, the evaluation problem for formulas in disjunctive normal form is complete for the levels of the hierarchy. Since disjunctive normal forms cannot be naturally modelled in a constraint satisfaction context, in order to generalize QSAT k to arbitrary set of constraints S and to get complete problems for the levels of the polynomial hierarchy, we consider the unsatisfiability problem for these cases. Thus, we adopt the following definition for QCSP k (S) from [23] . Let k ≥ 1. For k odd a QCSP k (S)-formula is a formula of the form ϕ = ∃X 1 ∀X 2 . . . ∃X k ψ , and for k even a QCSP k (S)-formula is a formula of the form ϕ = ∀X 1 ∃X 2 . . . ∃X k ψ , where the X j , j = 1, . . . , k, are disjoint sets of variables, and ψ is a quantifier-free S-formula defined on j X j ∪ Z for some set Z of free variables, and is called the matrix or the kernel of ϕ, also denoted with
Observe that for all k, the innermost quantifier of a QCSP k (S)-formula is existential. In the following, we will denote such a formula by ϕ = Q k X 1 Q k−1 X 2 . . . ∃X k ψ , where Q i = ∃ for i odd and Q i = ∀ for i even.
If k is even: Is ϕ false?
Note that QCSP k (S) belongs to k P for each k ≥ 1. Moreover, according to Wrathall's result [48] ,
The following proposition states that the Galois connection between sets of relations and their closure properties also helps in studying the complexity of quantified problems with bounded alternations. Proposition 3.2 Let S 1 and S 2 be constraint languages over the same domain, and
Proof Suppose that Pol(S 2 ) ⊆ Pol(S 1 ). Given an QCSP k (S 1 )-formula ϕ, we construct a formula ϕ by replacing every constraint form S 1 by its defining existentially quantified S 2 ∪ {= D }-formula (which exists due to Proposition 2.3). The newly introduced variables will be quantified in the final quantifier block, which is by definition of QCSP k (S)-formulas always existential.
We now remove the equality constraints. We check if there are variables x and y such that y is ∀-quantified after x is quantified with an =-path from x to y. In this case, the formula is false. Otherwise, all =-connected components of variables consist of variables of which at most the first one, x, is universally quantified. We can rename all these variables to x and delete the corresponding existential quantifiers. The complexity of this procedure is dominated by undirected graph accessibility, which is in logspace due to [37] . . However, the reductions obtained from this theorem increase the number of quantifier alternations. Chen [14] , however, found a clever way to avoid the newly introduced quantifiers, i.e., without stating it explicitly he proved that, for all k ≥ 1, if S 1 , S 2 are constraint languages such that all surjective polymorphisms of S 2 are polymorphisms of
This is a stronger result than Proposition 3.2. Using the above result, the proof of Lemma 6.2 can be simplified a lot. However, since we need the explicit construction in the proof of that lemma for our later reductions in the context of counting problems, we present the construction for the decision case.
In Sects. 4 and 5 we study different computational goals for quantified constraints over the Boolean domain. We study domains of higher cardinality in Sect. 6.
Decision Problems for Quantified Boolean CSPs

Evaluation and Model Checking
We first study the complexity of deciding whether a given quantified Boolean formula is true, and consider related decision problems later in this section.
As it turns out, the relation NAE is central for our development. Therefore, we start by considering formulas with this logical relation only.
Lemma 4.1 For
Proof Let I 2 be the clone containing all projections. This is the smallest clone, contained in all other clones. Since Pol(
, introduce the following conjunction of NAE 2 constraints: Since Pol(NAE 2 ) = N 2 (the inclusion from right to left is obvious, since NAE is closed under negation; for the inclusion from left to right we use the bases for all superclasses of N 2 to show that these are not closure properties of NAE), we proved that, if Pol(S) = N 2 , then QCSP k (S) is complete for k P. We now show how this result generalizes to the case where we also have constant polymorphisms, i.e., the entire clone N, and therefore to the "maximal non-Schaefer" case.
Lemma 4.2 There exists a Boolean relation
Proof We define R 0 to be the relation
Observe that every polymorphism of R 0 that is not constant has to be a polymorphism of NAE 2 . Hence, Pol(R 0 ) ⊆ N. Moreover it is easy to see that Pol(R 0 ) contains all the constants as well as negation, thus Pol(R 0 ) = N.
Now we prove that QCSP k (NAE
2 ), which is complete for k P, can be reduced to
be an instance of QCSP k (NAE 2 ). We define
Note that ϕ is true if and only if
is true. Therefore, ϕ is true if and only if ϕ is true. Moreover, the place of the quantifications of u and v in ϕ is such that ϕ has the same quantifier alternations as ϕ, thus concluding the proof of the lemma.
Thus we obtain the following classification of the complexity of QCSP k (S) for k ≥ 2. (Note that the case k = 1 is given in Theorem 2.5.)
Theorem 4.3 Let S be a Boolean constraint language, and let
Proof The polynomial cases follow from Theorem 3.1. According to the closure properties of a non-Schaefer set (see [6] , Sect. 2, and the comments before Corollary 2.6), the case Pol(S) = N remains. Now the theorem follows from Lemma 4.1, Lemma 4.2, and Proposition 3.2. Theorem 4.3 settles the Boolean case completely, thus reproving via the algebraic approach a result first obtained by E. Hemaspaandra [23] . For the present paper, this theorem is just a first technical step to show how the Galois connection can work in the quantified context. The reason for us to present this re-proof of Hemaspaandra's theorem is that we will obtain results that concern the counting complexity of the quantified constraint satisfaction problem with a very similar technique later in Sect. 5.
A slight variant of the evaluation problem QCSP k (S) is the model checking problem (cf. [26] ), where we are given a not necessarily closed quantified formula and an assignment to its free variables, and we ask if this assignment is satisfying.
We generalize the notation φ[x/α] from the above to the simultaneous substitution of several variables, i.e., for a formula ϕ and variables x 1 , . . . , x n , the formula ϕ[x 1 /α 1 , . . . , x n /α n ] is the formula ϕ with every occurrence of x i simultaneously replaced by α i , for 1 ≤ i ≤ n.
As usual, QMC denotes the version with an unbounded number of quantifier alternations.
Though our proofs will actually not depend on it, we note that the Galois connection works as well for model checking:
Proposition 4.4 Let S 1 and S 2 be constraint languages over the same domain such that
Proof In the same way as in the proof of Proposition 3.2, we can transform S 1 -formulas into S 2 -formulas. When identifying two variables x and y by renaming every occurrence of y to x, if x and y are free variables that are given different values by the assignment in the input, we produce a false instance. In this way we ensure that the original assignment is a solution for the original formula if and only if it is one for the new formula.
Since evaluation for any quantified formula with the appropriate quantifier alternation is in the corresponding class of the polynomial hierarchy, the following is obvious:
Proposition 4.5 Let S be a constraint language and k
It is obvious that the model checking problem is closely related to the evaluation problem for quantified formulas. Since for a fully quantified formula, i.e., a formula with no free variables, model checking is the same as evaluation, we immediately get the following: Proposition 4.6 Let S be a constraint language and k ∈ N.
This, combined with the above results for evaluation, leads to the following Corollary-note that the case k = 1 is a direct consequence of Theorem 3.1.
Corollary 4.7 Let S be a Boolean constraint language such that
Now it is easy to see with a look at Post's lattice that for a constraint language S which is Schaefer, the language S = S ∪ {x, x} is Schaefer as well. Since the model checking problem can be solved by replacing the variables with constants, and the evaluation problem for quantified S-formulas is in P if S is Schaefer, we get the following:
. . , z n }) and values α 1 , . . . , α n , we add a clause z i if α i = 1, and a clause z i if α i = 0. We existentially quantify the z i variables in the last ∃-block. This is then an instance of QCSP(S ), which is in P by the above observation.
Therefore, the complete classification of the complexity of the model checking problem for the Boolean case is as follows. 
The Equivalence Problem
We now turn to the considerably more complicated setting where we want to check equivalence of two quantified S-formulas. Equivalence of two formulas, as usual, means that an assignment to the free variables either satisfies or falsifies both formulas. Formally, we say that ϕ ⇒ ψ if every assignment that satisfies ϕ also satisfies ψ , and we write ϕ ≡ ψ if ϕ and ψ have the same variables, and ϕ ⇒ ψ and ψ ⇒ ϕ.
Problem: QEQUIV k (S)
Input: twoQCSP k (S)-formulas ϕ and ψ Question: Is ϕ ≡ ψ ?
As before, when the index is omitted, QEQUIV(S) denotes the problem with an unbounded number of quantifier alternations.
Once more we start with the question of whether the Galois connection holds. However, this time the situation is more complicated than before-we cannot prove directly that the complexity of the equivalence problem depends only on the polymorphisms of the involved constraint language, but only obtain the following weaker result: Proposition 4.10 Let S 1 and S 2 be constraint languages over the same domain D such that Pol(S 2 ) ⊆ Pol(S 1 ). Then
and
Proof Immediate consequence of Proposition 2.3.
As for satisfiability and model checking, we would like to state a version of the above proposition, where we conclude
. Thus we have to get rid of the new equality clauses introduced by applying Proposition 2.3. In Propositions 3.2 and 4.4 we reach this by simply identifying those variables that are connected by a chain of equality clauses. Here, however, we would change the set of satisfying assignments by this, leading to a formula no longer equivalent to the original one, and therefore not obtain the desired reduction. The only way to remove the equality clauses is to express them using relations from S 2 . A formal definition of this idea, which will also be useful for us here, is given in [2] as follows:
A constraint language S can express the relation R( 
Proof Apply Proposition 4.10 and then replace the equality clauses by S 2 -formulas expressing equality. The new variables introduced in this last step will be existentially quantified in the last quantifier block.
In the case of equivalence problems, besides the Galois connection we use a second powerful tool, that of duality.
Lemma 4.12 Let S 1 and S 2 be constraint languages that can express equality such that
Proof For a logical relation R, let R := {m | m ∈ R} where the tuple m is obtained from the tuple m by componentwise complementation. For a constraint language S, let S := {R | R ∈ S}. Then Pol(S) = dual(Pol(S)). Thus, according to Proposition 4.10 and since our languages can express equality, it is sufficient to show
Let ϕ 1 , ϕ 2 be S-formulas. Let ϕ 1 , ϕ 2 be the formulas derived from ϕ 1 and ϕ 2 by exchanging every occurring relation R with the corresponding relation R. We claim that ϕ 1 ≡ ϕ 2 implies ϕ 1 ≡ ϕ 2 (the other direction follows for symmetry reasons). It suffices to show ϕ 1 ⇒ ϕ 2 .
Let a 1 , . . . , a n ∈ {0, 1} such that
. . , x n /a n ] holds, and since ϕ 1 ≡ ϕ 2 , this implies that ϕ 2 [x 1 /a 1 , . . . , x n /a n ] holds as well. Therefore, we conclude that ϕ 2 [x 1 /a 1 , . . . , x n /a n ] holds.
In general, the equivalence problem for quantified Boolean formulas is PSPACEcomplete. More precisely, we have the following upper bounds: Lemma 4.13
For any Boolean constraint language S and k
Proof This follows by making a case distinction whether k is odd or even, and by expressing equivalence under all assignments using an outermost universal quantifier as follows:
The following lemma provides lower bounds: Next we turn to cases with lower complexity, not depending on the quantifier depth. We first identify tractable cases of the equivalence problem. Proof The proof proceeds by constructing, for two given formulas, equivalent ones where quantification does not occur. For affine constraint languages, this first step can be performed in polynomial time mainly in using Gaussian elimination (see [18] for a detailed algorithm).
For the remaining cases, we want to apply quantified resolution to convert the formulas into equivalent ones over the same constraint languages which are quantifierfree. The procedure relies on Theorem 7.4.6 in [26] , which shows the correctness of the transformation we describe. In order to apply this theorem to our case, we need to prove two facts: First, we show that the transformation produces a formula of the same constraint language. Second, we show that the procedure can be computed in polynomial time. Since for quantifier-free formulas over these constraint languages equivalence can be checked in polynomial time due to [4] , this finishes the proof.
We first describe how quantified resolution works. We follow the presentation in Sect. 7.3 of [26] . Let ϕ be a quantified formula whose matrix is in CNF. Let C ϕ be the set of clauses occurring in this matrix. We define a linear order < ϕ on the variables of ϕ: Restricted to the free variables, the order is arbitrary. For a free variable y and a quantified variable x, y < ϕ x always holds. For two quantified variables x 1 and x 2 , x 1 < ϕ x 2 holds if x 1 is quantified before x 2 (which might be in the same quantifier block). We now saturate the set C ϕ with the following rules: The second rule is known as quantified resolution. More precisely we saturate the set C ϕ using the rules 1 and 2 as follows:
We construct now a formula ψ as the conjunction of all clauses from C that contain only free variables. Thus, ψ is an unquantified formula. Due to Theorem 7.4.6 in [26] , ψ is equivalent to ϕ. Therefore it remains to prove the above points.
If S is IHSB−, then as mentioned earlier, S 10 ⊆ Pol(S) holds. Since there is no finite constraint language S with Pol(S) = S 10 , we know that S m 10 ⊆ Pol(S) holds for some natural number m. Let NAND m be the relation defined by NAND m (x 1 , . . . , x m ) = x 1 ∨ · · · ∨ x m . We know that Pol({NAND m , x, x, x ⇒ y, x = y}) is exactly S m 10 (see e. g. [7] ). Therefore, according to Proposition 4.11 we may restrict ourselves to the case that S is just the set {NAND m , x, x, x ⇒ y, x = y}. Note that x = y can be written as (x ⇒ y) ∧ (y ⇒ x), and x ⇒ y can be written as x ∨ y. We now show that applying the above two rules to S-clauses again gives S-clauses. For the first rule it is obvious. When applying the second rule, at least one of the clauses must contain a positive literal. This means that not both of them can be NAND m -clauses. Therefore, we have the following cases to consider: , then α 1 is of the form y ∨ x, and α 2 is of the form y ∨ z. Hence, the generated clause is x ∨ z, and can again be written as an implication. -Let α 1 be an implication, and let α 2 be a literal, such that y appears negatively in α 1 , and positively in α 2 , or vice versa. It is obvious that the resulting clause is a literal. -If α 1 and α 2 are both literals, then the only case where the rule can be applied is if they are contradictory. In this case, we simply generate an unsatisfiable formula, i.e., let ψ = y ∧ y, and finish the algorithm.
The case analysis above shows that the saturation procedure produces only clauses using relations from S. Therefore the formula ψ is indeed an S-formula. It remains to show that this saturation can be performed in polynomial time. Observe that the generated clauses are of length bounded by m. Therefore, there are only polynomially many possible clauses. Moreover, each application of one of the two rules can be performed in polynomial time. This means that the saturation can be performed in polynomial time.
The case IHSB+ (corresponding to S 00 ⊆ Pol(S)) is also solvable in polynomial time, since dual(S 00 ) = S 10 . Hence the result follows from Lemma 4.12. It remains to consider the bijunctive case, i.e., the case Pol(S) ⊇ D 2 .
It can easily be verified that every Boolean relation which is at most binary is invariant under D 2 . Hence, we can assume, without loss of generality, that S consists of all these relations. Note that each of these can be written as a conjunction of clauses which are disjunctions of at most two literals. Now, for these types of clauses it is obvious that an application of one of the above rules again gives a clause of this type. Therefore, the constructed formula ψ is again an S-formula. Since the arity of the produced clauses is bounded by 2, it again follows that the saturation can be performed in polynomial time, thus finishing the proof.
Note that the argument from the above proof fails for Horn clauses: if we consider two Horn clauses (x 1 ∨ x 2 ∨ y) and (y ∨ x 3 ∨ x 4 ), then the resulting clause is (x 1 ∨ x 2 ∨ x 3 ∨ x 4 ). Inductively, we can generate clauses with as many literals as there are variables in the formula, and in particular, we cannot restrict the length of the occurring clauses with a constant. This is the reason why the problem is coNP-complete for Horn formulas, and solvable in polynomial time for the restricted classes covered by Theorem 4.16.
Another result from Kleine Büning and Lettmann [26, Theorem 7.5.4] classifies the complexity for Horn-formulas. Translated into our vocabulary, and using the duality of the clones, this gives us (note that membership in coNP follows from above): Proposition 4.17 Let S be a Boolean constraint language such that Pol(S) ∈ {E 2 , V 2 }. Then QEQUIV 1 (S) is coNP-hard.
We can generalize this to include the constant polymorphisms as well, with a construction similar to the one allowing all essentially unary functions in Lemma 4.2. This gives us:
Theorem 4.18 Let S be a Boolean constraint language such that
Proof We prove the theorem for the case Pol(S) ⊆ E. The dual case Pol(S) ⊆ V then follows from Lemma 4.12, since constraint languages with these sets of polymorphisms can always express equality due to [2] . Let T be a constraint language such that Pol(T ) = E 2 . According to Proposition 4.17, QEQUIV 1 (T ) is coNP-hard. We will construct a constraint language S such that E ⊆ Pol(S ) and for which QEQUIV 1 (T ) ≤ log m QEQUIV 1 (S ). Thus, we will have exhibited a constraint language S for which E ⊆ Pol(S ) and such that QEQUIV 1 (S ), and hence a fortiori QEQUIV k (S ) for all k ≥ 1, is coNP-hard. Finally, since every Boolean constraint language S such that Pol(S) ⊆ E verifies Pol(S) ⊆ Pol(S ) and can express equality (see [2] ), the conclusion will follow from Proposition 4.11.
Let us now show how we construct such a set S . Let R be an n-ary relation in T . We define an n + 2-ary relation R which can be used to express R and which has both constants as polymorphisms:
It is obvious that every R is closed under both constant polymorphisms and under conjunction.
Let S be defined as {R | R ∈ T } ∪ {→}. As mentioned above, we have to prove that E ⊆ Pol(S ) and that QEQUIV 1 (T ) ≤ log m QEQUIV 1 (S ). It is obvious that R as well as the logical implication, →, are closed under both constant polymorphisms and under conjunction. Therefore, Pol(S ) ⊇ E. Now let us prove that QEQUIV 1 (T ) ≤ log m QEQUIV 1 (S ). Let ϕ 1 and ϕ 2 be QCSP 1 (T )-formulas with the same set of free variables, i.e., let 
An analogous claim obviously holds for the formulas ϕ 2 and ψ 2 . We now show that ϕ 1 and ϕ 2 are equivalent if and only if ψ 1 and ψ 2 are.
First, assume that ϕ 1 and ϕ 2 are equivalent, and let I be some assignment to the free variables of ψ 1 such that I |= ψ 1 . We show that I is also a solution for ψ 2 , the equivalence of the formulas then follows by symmetry. Due to the claim above, we have two cases to consider: if I is a constant assignment, then, by the analogous claim for ψ 2 , we know that I is a solution for ψ 2 . Otherwise, due to the claim above, we know that I (a) = 1, I (b) = 0, and I restricted to the variables appearing in ϕ 1 is a solution to the latter formula. Since ϕ 1 and ϕ 2 are equivalent, this implies that the restriction of I is a solution for ϕ 2 as well, and due to the analogous claim for ψ 2 , it follows that I is a solution of ψ 2 . Now assume that ψ 1 and ψ 2 are equivalent, and let I be a solution for ϕ 1 . Again, by symmetry, it suffices to show that I is a solution for ϕ 2 as well. Due to the claim above, we know that the solution I obtained from I by augmenting it with the assignments I (a) = 1, and I (b) = 0, is a solution for ψ 1 . Since ψ 1 and ψ 2 are equivalent, this implies that I is also a solution for ψ 2 . Therefore, due to the analogous claim for ψ 2 , it follows that I is a solution for ϕ 1 , as claimed.
Thus, we obtain a full classification of the equivalence problem for quantified Boolean constraint satisfaction problems. 
Theorem 4.19 Let S be a Boolean constraint language.
If S is affine, bijunctive, IHSB− or IHSB+, then QEQUIV(S) is in P;
else, if S is Horn or dual Horn, then QEQUIV k (S) is in P for
k = 0,
Counting Problems for Quantified Boolean CSPs
Introduction to Counting Problems and Reductions
Let , S be alphabets and let R ⊆ * × S * be a binary relation between strings such that, for each x ∈ * , the set R(x) = {y ∈ S * | R(x, y)} is finite. We write #R to denote the following counting problem: Given a string x ∈ * , find the cardinality |R(x)| of the set R(x) associated with x. Valiant [45, 46] was the first to investigate the computational complexity of counting problems. To this end, he introduced the class #P of counting functions that count the number of accepting paths of nondeterministic polynomial-time Turing machines. Toda [42, 43] (cf. also [24, 47] ) introduced higher complexity counting classes using a predicate-based framework that focuses on the complexity of membership in the witness sets. Specifically, if C is a complexity class of decision problems, then #·C is the class of all counting problems whose witness relation R satisfies the following conditions:
1. There is a polynomial p(n) such that for every x and every y with R(x, y), we have that |y| ≤ p(|x|), where |x| is the length of x and |y| is the length of y.
The witness recognition problem "given x and y, does R(x, y) hold?" is in C.
Following Toda [24, 42, 43, 47] , #· k P ⊆ #· k P = #P k P ⊆ #· k+1 P holds for each k.
Several notions of reducibilities among counting problems have been defined. The strongest is the one of parsimonious reduction [45] , which is a polynomial-time many-one reduction preserving the number of witnesses, i.e., #A reduces to #B by parsimonious reductions (#A ≤ g(x) )) for all strings x. She proved that the permanent is complete for #P not only under Turing-reductions (as shown by Valiant [45] ) but even under counting reductions. In fact, today many problems complete for #P under counting reductions are known. However, the aforementioned counting classes are not closed under these reductions. In fact, the closure of #P under counting reductions gives already #·PH [44] , where PH = i i P.
Thus, when studying counting problems related to classes of the form #· i P, researchers have looked for reductions that are powerful enough to obtain many completeness proofs but strict enough to be able to distinguish between different classes #· k P. Durand, Hermann, and Kolaitis [22] have introduced subtractive reductions, defined as follows: We say that #A reduces to #B via a strong subtractive reduction, if there exist polynomial-time computable functions f, g such that for every string showed that all classes of the form #· k P are closed under subtractive reductions, but the closure of #· k P under subtractive reductions is #· k P. This is maybe not as nice as one would have wished, since not all of Toda's counting classes are closed. However, for most applications it is sufficient. Indeed, if a problem is complete for #· k P under subtractive reductions it cannot be in #· k−1 P unless #· k P = #· k−1 P (which implies a collapse of the polynomial-time hierarchy to k P [47] ), and a problem complete for #· k P cannot be in #· k−1 P unless #· k P = #· k−1 P (which implies that UP k−1 P = k P [47] , i.e., that k P can be made "unambiguous" [24] , which is considered unlikely).
Hence, under reasonable complexity-theoretic assumptions, subtractive reductions can distinguish between the different levels of the #· k P-hierarchy. Durand et al. obtained many completeness results in this vein, concerning circumscription and related non-monotonic logics.
In [3] the notion of subtractive reductions was generalized to complementive reduction, which appeared to be useful for Boolean constraint satisfaction problems involving complementive relations. This reduction is also suitable for the counting problems we consider in this section.
Before we can state the definition of complementive reductions, we need some additional notions. We enlarge every permutation π on an alphabet to the strings in * by means of π(
A set of strings E ⊆ * over an alphabet is called complementive if there is a (non-identity) permutation π on such that for all x, if x ∈ E then π(x) ∈ E. 
A complementive reduction #A ≤ p compl #B is a sequence of strong complementive, strong subtractive, or parsimonious reductions.
The need for complementive reductions arises in our context because the sets of satisfying assignments for formulas ϕ built over, e.g., a NAE 2 -relation is invariant under negation. In particular, this implies that the number of satisfying assignments of ϕ will always be a multiple of 2. Therefore, a parsimonious reduction from arbitrary problems in the counting hierarchy is not possible.
The following theorem from [3] shows that the counting classes share the same closure properties under complementive reductions as under subtractive reductions.
Theorem 5.2 [3]
The class #P and all higher complexity classes #· k P, k ≥ 1, are closed under complementive reductions.
Unfortunately, the #· k P-classes are not closed under complementive reductions (unless #· k P = #· k P, see [3] , which implies that the polynomial-time hierarchy collapses to k P [47] ). Nevertheless, these reductions are suitable to distinguish between the levels of the #· k P-hierarchy. We will prove a number of completeness results under complementive reductions for classes of the form #· k P. Thus, as for subtractive reductions, we then know that these problems cannot be in #· k−1 P unless #· k P = #· k−1 P.
Counting the Number of Satisfying Assignments
In the Boolean case Creignou and Hermann [17] proved that the complexity of the counting problem #SAT(S) of S-formulas is dichotomous: #SAT(S) is in FP (the class of all functions computable in polynomial time) if S is a set of affine relations, otherwise #SAT(S) is #P-complete under Turing reductions. Bauland et al. [3] exhibited a trichotomy result for the counting problem associated with conjunctive queries, i.e., existentially quantified formulas, denoted by #SAT-COQ: #SAT-COQ(S) is in FP if S is affine, else #SAT-COQ(S) is #P-complete under Turing reductions if S is bijunctive, Horn, or dual Horn, and otherwise #SAT-COQ(S) is #·NP-complete under complementive reductions.
We are interested in the counting problem associated with QCSP k (S)-formulas. Let us first look at the case of unrestricted quantified propositional formulas (not necessarily CNF or S-formulas for some S). Here, given a formula ϕ with free variables
where ψ is quantifier-free, we are interested in the number of assignments for Y such that ϕ(Y ) holds. We will denote this number by #sat(ϕ) (and by #unsat(ϕ) the number of assignments for Y such that ϕ(Y ) does not hold). Let us denote by #QSAT k the problem of counting the satisfying assignments of a quantified Boolean formula with free variables and k − 1 quantifier alternations starting with an ∃-quantifier. This problem is prototypical for #· k Pcomplete problems under parsimonious reductions. It remains #· k P-complete when the formula is restricted to be 3-CNF for i odd, and 3-DNF for i even, as shown in [22] building on the results by Wrathall [48] explained already in Sect. 3 .
The following problems are the counting versions of the decision problems studied in Sect. 4.1. Let S be a finite set of logical relations.
Problem: #QCSP k (S)
Input:
aQCSP k (S)-formula ϕ with free variables Question: if k is odd: #sat(ϕ) if k is even: #unsat(ϕ)
Observe that #QCSP 1 (S) is the same as the problem #SAT-COQ(S) studied in [3] . Note that #QCSP i (S) ∈ #· i P, and that according to the remark above #QCSP i (S 3SAT ) is #· i P-complete under parsimonious reductions. Our goal is to study the complexity of #QCSP i (S) for all possible sets S.
A central result for our development is the following easy consequence of Proposition 2.3. It states that the Galois connection holds for the counting problem, with a proof almost identical to the one of Proposition 3.2-the only point worth noting is that, unlike satisfiability, we cannot easily disregard the equality relation. For an example, consider the constraint languages S 1 = {x} and S 2 = {x, =}. Clearly, these languages have the same set of polymorphisms, but there is no parsimonious reduction between their respective counting problems: Clearly, every S 1 -formula will have exactly one solution, since every appearing variable must be set to true. With S 2 , we can build, for every k, formulas with exactly 2 k solutions, namely using the formula (
Hence equality does make a difference in this case. It is obvious that equality between different variables can again be dealt with using variable identification, and clauses of the form x = x can be replaced by D(x), here regarding D as the unary relation {{α} | α ∈ D}. Hence, the clause D(x) simply introduces a (otherwise unconstrained) variable x. The above formula clearly is equivalent to D(x 1 ) ∧ · · · ∧ D(x k ) (where D is the Boolean domain). We now state that the Galois connection can still be made to work if D(x) can be expressed-this follows with the same proof as Proposition 3.2, plus the above observation. 
Proof Due to the above remarks, it remains to show that if S 1 and S 2 are Boolean, then D(x) (where D is the Boolean domain) can be expressed if there is a relation in S 2 which has at least 2 elements: Assume R ∈ S 2 with |R| ≥ 2. Let  (α 1 , . . . , α n ), (β 1 , . . . , β n ) be different elements from R, and let, without loss of generality, α 1 = β 1 . Then obviously, ∃γ 2 , . . . , γ n R (x, γ 1 , . . . , γ n ) has both 0 and 1 as a solution, and hence expresses D(x).
Remark 5. 4 We mention that, analogously to Remark 3.3 for the decision case it follows from a combination of results in [9] and [14] that it actually suffices to restrict ourselves to surjective polymorphisms in Proposition 5.3.
Our work will essentially follow the same line as the one for the corresponding decision problems in Sect. 4.1.
Proof #QCSP k (S 3SAT ) is #· k P-complete under parsimonious reductions. Now apply Proposition 5.3 (remember Pol(R 1/3 ) = I 2 ).
Lemma 5.6 #QCSP k (NAE
2 ) is #· k P-complete under complementive reductions, for any k ≥ 1.
Proof We show that #QCSP k (R 1/3 ) can be reduced to #QCSP k (NAE 2 ). The construction is very similar to the one in the proof of Lemma 4.1 above.
Let
where u and v are two new variables. Observe that #sat(ϕ 1 ) = #sat(ϕ) and #unsat(ϕ 1 ) = 2 n+2 − #sat(ϕ). Now, let t be an additional new variable, and construct the formula ϕ 2 u, v, t) , where each relation R 2/4 (a, b, c, d ) stands for the equivalent conjunction of NAE 2 -clauses (see the proof of Lemma 4.1). We get a QCSP k (NAE 2 )-formula ϕ 2 (Y, u, v) such that #sat(ϕ 2 ) = 2#sat(ϕ) (every satisfying assignment of ϕ appears in sat(ϕ 2 ) extended by setting t = 1, and since R 2/4 is complementive, it also appears negated extended by t = 0) and #unsat(ϕ 2 ) = 2 n+2 − 2#sat(ϕ). Now consider the formula
Observe that unsat(ϕ 3 ) ⊆ unsat(ϕ 2 ), and that #unsat(
. Thus, in both cases we have a complementive reduction from
Lemma 5.7 There exists a Boolean relation
Proof Observe that the reduction provided in the proof of Lemma 4.2 is parsimonious. Thus, for k ≥ 2 the conclusion follows from Lemma 5.6. The case k = 1 follows from [3] .
We are now in a position to prove the following complexity classification, which completely classifies the #QCSP k (S) problem for the Boolean case.
Theorem 5.8 Let S be a Boolean constraint language and k
Proof If S is affine, then the Gaussian elimination algorithm given in [17] for #CSP(S) can also be used to construct a corresponding polynomial-time algorithm for #QCSP i (S). If S is not affine, then in particular, there is a relation in S with at least 2 elements. Hence we can apply the Galois connection for counting problems, Proposition 5.3.
If S is Horn, dual Horn, or bijunctive, then QCSP(S) (and a fortiori QCSP i (S)) is in P (see Theorem 3.1) and therefore #QCSP i (S) is in #P. Moreover, we know from [17] that in this case #SAT(S) is #P-hard. Hence, the trivial reduction from #SAT(S) to #QCSP i (S) shows that #QCSP i (S) is #P-complete.
The only remaining case Pol(S) = N follows from Lemma 5.7 and Proposition 5.3.
Our trichotomy for Boolean #QCSP k (S) yields (with the same proofs) a classification of the counting problem in the case of an unbounded number of alternations. Denoting this problem by #QCSP(S), a classification completely analogous to Theorem 5.8, but replacing #· k P by #PSPACE, is obtained. Here, #PSPACE in the sense of Valiant [45] denotes #P PSPACE . It is easy to observe that #PSPACE coincides with Ladner's class PSPACE [27] . (Caveat: What Ladner denotes by #PSPACE is a different class.) Ladner proves that #PSPACE = PSPACE additionally coincides with FPSPACE(poly), the class of all polynomially length-bounded functions computable in polynomial space, and he observes that #QSAT is complete in this class under parsimonious reductions.
Corollary 5.9
Let S be a Boolean constraint language.
-If S is affine, then #QCSP(S) is in FP, -else if S is bijunctive, or Horn, or dual Horn, then #QCSP(S) is #P-complete under
Turing reductions, -otherwise, #QCSP(S) is #PSPACE-complete under complementive reductions.
The above classifications involve reductions that are maybe not the most natural ones. However, they suffice for our goal, a classification of the counting problem for Boolean quantified CSPs. If a problem is complete for a class #· k P or #PSPACE it cannot be an element in a lower class (under reasonable complexity-theoretic assumptions), as stated in the final corollary in this section.
Corollary 5.10
Let S be a finite set of logical relations.
If S is not affine then
3. If S is not Schaefer then #QCSP(S) ∈ #· k P for any k ≥ 1, unless #· k P = FPSPACE(poly) and the polynomial-time hierarchy collapses.
Non-Boolean Domains
In the preceding two sections we have proven complete complexity classifications for the problems of evaluation, model checking, equivalence, and counting the number of satisfying assignments for quantified Boolean CSPs. In this section, we will turn to finite domains of arbitrary higher cardinality. We will essentially show how the hardness results from above can be transferred to this case.
Decision Problems
Let us first turn to the problem of evaluating a quantified CSP. Similarly to Lemma 4.1, it can be shown that the presence of the constraint NAE over a domain of an arbitrary size m leads to a hardness result for the evaluation problem:
is complete for k P under logspace reductions, for any k ≥ 1.
Proof The proof follows directly from the proof for Lemma 6.6 below. The proof of that lemma establishes a reduction preserving the number of equivalence classes of solutions, hence in particular the reduction is a many-one reduction.
This lemma allows us to identify a larger class of i P-complete problems over finite domains, namely the ones for which the set of polymorphisms consists only of constants or essentially unary functions. 
It is clear that Pol(R 0 ) contains all the constants. It is also easy to see that R 0 is closed under unary functions g (if g is injective, then the NAE-property is invariant under g, and if g is not injective, then |{g(t 1 ), . . . , g(t m )}| ≤ m − 1), and therefore R 0 is closed under all essentially unary functions on D. Now we prove that QCSP k (NAE m ), which is complete for k P, can be reduced to QCSP k (R 0 ) in logarithmic space. Proof Follows by the reduction from (the complement) of the evaluation problem for QCSPs to the model checking problem, given in Proposition 4.6, which holds here as well.
Next we turn to the equivalence problem. Again, the lower bounds for QCSP translate to this case. Proof As in the Boolean domain (see Lemma 4.14) we have for any k that QCSP k+1 (S) ≤ QEQUIV k (S). The corollary then follows from Theorem 6.3.
Counting Problems
We have seen that the clone containing all essentially unary or constant functions gives rise to hard constraint satisfaction problems in the decision problem, and in the Boolean counting problem. We now show this hardness result also holds for arbitrary finite domains. Similarly to the Boolean case, we cannot prove hardness under parsimonious reductions for the #QCSP k -problem, since in the cases we consider, every permutation of the domain is a polymorphism, and therefore, the number of satisfying solutions of any S-formula will always be a multiple of the size of D. For the Boolean case, complementive reductions were used to solve this problem. The canonical generalization of complementive reductions to arbitrary domains apparently fails to have the property that the relevant counting classes are closed under this generalization. Therefore, we use a different approach for the non-Boolean case: Instead of counting the solutions themselves, we count the number of equivalence classes of solutions, where two solutions are equivalent if and only if one is obtained by applying a permutation of the domain to the other. The construction in the proof for the following result not only gives a parsimonious reduction among the equivalence classes, but it also yields a reduction which is "almost parsimonious" when counting solutions as usual: The number of solutions of the constructed formula is the number of solutions of the original formula multiplied by a constant, which only depends on the domain. Formally, let #EQ-SOL(ϕ) be the number of equivalence classes of solutions of a formula ϕ, and for a constraint language , let #Count-EQ-SOL( ) be the problem of determining, for a given -formula, the value #EQ-SOL(ϕ). The problem #Count-EQ-SOL k ( ) is defined analogously as the restriction of #Count-EQ-SOL( ) to quantified -formulas with k − 1 alternations and starting with an ∃-quantifier. We obtain the following result: Proof We use ideas from the proof for Proposition 4.1 in [8] . Observe that x = y can be expressed as NAE(x, x, y) over any domain. Hence in our reduction, we can use disequality clauses as well as NAE-clauses. We prove the Lemma by induction on m. From Lemma 5.5, we know that #QCSP k (R 1/3 ) is #· k P-complete under parsimonious reductions. Hence let ϕ 0 be an R 1/3 -formula. To prove the lemma, it suffices to construct in polynomial time a NAE m -formula ϕ m such that
Then we have established #· k P-hardness of #Count-EQ-SOL(NAE m ) and also constructed the almost-parsimonious reduction for #QCSP k (NAE m ) (which also is a counting reduction).
We construct the formula ϕ m inductively. In addition to the above, a further property of the formulas we construct will be the following: For every m, there is a subset X • Introduce new variables z , t z 1 , . . . , t z m−1 .
• Replace ∀z with ∀z .
• Add ∃t z 1 . . . ∃t z m−1 ∃z to the next ∃-block (recall that the last quantifier block in our formulas always is existential, hence this block exists).
and for j = i, add the inequality (t z i = t z j ).
• Add an inequality (z = w).
We now establish a correspondence between the solutions of ϕ m and those of ϕ m+1 . For this, we say that a normal-form assignment is a function I assigning each free variable from ϕ m+1 a value from {0, . . . , m} such that I (w) = m. Note that if a normal-form assignment is a solution of ϕ m+1 , then w must be the only free variable assigned the value m, since all other free variables are forced to have a different value than w with the disequality constraints in ϕ m+1 . Also note that each solution of ϕ m+1 is equivalent to a solution which is a normal-form assignment (since the solutions of ϕ m+1 are invariant under all permutations of the domain, and assignments I 1 and I 2 are equivalent if there exists a permutation on the domain such that for all free variables x in the formula, I 1 (x) = (I 2 (x))).
We now prove that for a normal-form assignment I 0 , we have that I 0 satisfies ϕ m+1 if and only if I 0 satisfies ϕ m (when restricted to the variables appearing in ϕ m ). For ease of notation, we simply write I 0 |= ϕ m if I 0 , restricted to the variables appearing in ϕ m , satisfies the formula. For this discussion, we restrict ourselves to normalform assignments that do not use the value m for any variable except w: Due to the above, other normal-form assignments cannot satisfy the formula ϕ m+1 , and clearly an assignment that uses m for any variable appearing in ϕ m will not satisfy ϕ m , since the value m does not appear in any relations used in the construction of ϕ m .
In the following, a ∀-assignment is a function assigning values to the universally quantified variables in the formulas, and an ∃-assignment is a function assigning values to the existential variables (where the value for each existential variable may only depend on the values specified by a given assignment to the free variables and a ∀-assignment for variables universally quantified before the existential variable). The union of a ∀-assignment i and an ∃-assignment E j denotes the function assigning each universal variable the value specified by i , and each existential variable the value specified by E j . Similarly, the union of assignments to the free, universal and existential variables gives an assignment for the entire set of variables appearing in the formula.
First assume that I 0 |= ϕ m , and let m+1 be a ∀-assignment for ϕ m+1 . We need to show that there is an ∃-assignment E m+1 such that I 0 ∪ m+1 ∪ E m+1 |= ker(ϕ m+1 ). Let m be the ∀-assignment for ϕ m obtained from m+1 by defining
Then m is a ∀-assignment for ϕ m , and since I 0 |= ϕ m , there exists an
. From E m , we now construct the desired ∃-assignment E m+1 as follows: We now show that, as required, I m+1 |= ker(ϕ m+1 ). Due to the above, all NAEconstraints between variables appearing in ϕ m are satisfied, because these constraint also appear in ϕ m , I m and I m+1 agree on these variables, and I m |= ker(ϕ m ). The inequality constraints involving the new variables are satisfied due to the above. Hence I m+1 |= ker(ϕ m+1 ), and therefore I 0 |= ϕ m+1 as claimed.
For the converse, assume that I 0 |= ϕ m+1 . We need to show that I 0 |= ϕ m . Hence let m be a ∀-assignment for ϕ m . We need to show that there is an ∃-assignment E m for ϕ m such that I 0 ∪ m ∪ E m |= ker(ϕ m ). Let m+1 be the ∀-assignment for ϕ m+1 obtained from m by defining m+1 (z ) = m (z) for all ∀-quantified variables z of ϕ m+1 . Since I 0 |= ϕ m+1 , there is an ∃-assignment E m+1 such that I := I 0 ∪ m+1 ∪ E m+1 satisfies ker(ϕ m+1 ). Since for every ∃-quantified variable v in ϕ m+1 , there is a clause v = w, and I (w) = m, we know that E m+1 only uses the values {0, . . . , m−1}. In particular, this implies that I (z) = I (z ). Therefore, the ∃-assignment E m+1 is also a valid ∃-assignment for ϕ m . Now let I = I 0 ∪ m ∪ E m+1 , restricted to the variables appearing in ϕ m , then I is a function from VAR(ϕ m ) to {0, . . . , m − 1}. Since I and I agree on all variables appearing in ϕ m , and all NAE-clauses from ϕ m also appear in ϕ m+1 , it follows that I |= ker(ϕ m ), and hence I m |= ϕ m , as claimed. We have therefore shown that a normal-form assignment satisfies ϕ m if and only if it satisfies ϕ m+1 .
The above immediately implies that any solution I for ϕ m can be extended to a solution for ϕ m+1 , by additionally defining I (w) = m. It is clear that if I 1 and I 2 are inequivalent solutions for ϕ m , then the thus resulting extensions are inequivalent solutions for ϕ m+1 . Hence it follows that #EQ-SOL(ϕ m ) ≤ #EQ-SOL(ϕ m+1 ).
Similarly, we show that #EQ-SOL(ϕ m ) ≥ #EQ-SOL(ϕ m+1 ). For this, let rep be a function that assigns each solution I for ϕ m+1 a solution rep(I ) such that rep(I ) is a normal-form assignment, and rep(I ) is equivalent to I (there is not necessarily a unique normal-form assignment that is equivalent to a given solution, but there is always at least one, hence such a function can be defined). Now observe that if Thus we finally obtain the following lower bound for the counting problem over arbitrary finite domains. Note that we cannot directly apply the Galois connection here, since the occurring equality clauses do not guarantee a parsimonious reduction (see the comments before Proposition 5.3). In this case, we still can prove the result by using special features of the relation R 0 constructed in the proof of Lemma 6.2: it is irredundant. This feature of relations and its relevance for the Galois connection used for constraint satisfaction problems is studied in detail in [39] . Proof The reduction used in the proof of Lemma 6.2 is parsimonious, and even preserves the set of solutions. Hence it is both a counting reduction for the number of solutions and a parsimonious reduction for the number of equivalence classes of solutions. Thus, according to Lemma 6.6, both claimed hardness results hold for the relation R 0 constructed in that proof. It therefore suffices to show that there is a Sformula with existential quantifiers but without equality that expresses R 0 . Then we can use the usual co-clone reduction (which preserves the set of solutions) to show the hardness result for S.
Since R 0 is closed under all unary functions and all constants (see proof of Lemma 6.2), we know from Proposition 2.3 that there is a {S ∪ {= D }}-formula ϕ (with existential quantifiers) that expresses R 0 . We now show how to remove any occurring equality clauses from this formula, which then concludes the proof. First note that equality clauses between existentially quantified variables can be removed by variable identification. Equality clauses between free and existentially quantifier variables can be removed by replacing the existentially quantified variable with the free one in the entire formula and removing the equality clause, this obviously leads to an equivalent formula. Now assume that there is a clause of the form x = y, where both x and y are free variables in ϕ, and assume that ϕ has a minimal number of these clauses among the formulas expressing R 0 . First consider the case that x and y are not the same variable. Since ϕ expresses the relation R 0 , this implies that there are numbers i = j such that R 0 (a 1 , . . . , a n ) implies a i = a j (i.e., the relation R 0 considered as a matrix has two identical columns). From the construction of R 0 , this is obviously not the case. Now consider the case that x and y are the same variable. If this variable x appears in another clause of ϕ, then the equality x = x can be removed, with the resulting formula still expressing the same relation, a contradiction to the minimality of R 0 . If the variable x does not occur anywhere else in ϕ, then x is unconstrained in ϕ. This means that there is an index i such that whether a tuple (a 1 , . . . , a n ) belongs to R 0 never depends on a i . From the construction of R 0 , this is clearly not true.
Hence there are no equality clauses between free variables in ϕ, concluding the proof.
Conclusion
In this paper we studied the computational goals of evaluation, model checking, equivalence, and counting for S-formulas/constraint satisfaction problems. In the case of Boolean formulas, we obtained full complexity classifications. It can be seen that when going from satisfiability for unquantified formulas to evaluation/model checking to equivalence to counting, the cases of constraint languages S that admit efficient solutions becomes smaller and smaller, see Fig. 3 . In that table, the second column refers to the satisfiability problem for unquantified Boolean S-formulas and summarizes the results from Schaefer's Theorem [38] . The remaining columns refer to problems for Boolean quantified S-formulas. The evaluation problem for Boolean S-formulas with unbounded quantifier alternations appeared in [20, 38] a bound on the number of alternations was first proved in [23] . All results concerning model checking, equivalence, and counting are new contributions of the present paper.
The most obvious remaining open question is of course how to obtain a finer or even complete classification for our problems for non-Boolean universes. A. Bulatov [10] obtained a full classification for satisfiability of (unquantified) CSPs over the 3-element universe -again a dichotomy as in Schaefer's case. Also for the counting problem, progress for not quantified CSP has been made [11] . For quantified constraints over arbitrary universes, many complexity results can be found in [9, [12] [13] [14] [15] . All this may be a hint that for the case of a 3-element universe, search for a hopefully complete classification for the four computational goals studied in this paper or at least the counting problem is no hopeless pursuit.
Our results for Boolean S-formulas as summarized in Fig. 3 exhibit a dichotomy for evaluation and model checking and a trichotomy for equivalence and counting under polynomial-time reductions. In the Boolean (and maybe also the general) case, a study of the complexity degrees of the problems studied here under stricter reductions such as logspace or even first-order might turn out to be worthwhile. For the satisfiability problem for unquantified CSPs this was done in [2] , and the classification under first-order reductions obtained there together with Agrawal's first-order isomorphism theorem [1] leads to the conclusion that there are only six different satisfiability problems for S-formulas.
To obtain a classification for the counting problem we had to use the conceptionally quite involved complementive reductions. As long as one is only interested in a distinction between polynomial-time solvable on the one hand and hard for #P on the other hand, the simple counting reductions suffice but, as we saw, these are not able to make fine distinctions in the hierarchy of classes #· k P. The complementive reductions used here leave the #· k P-classes closed, but not the #· k P-classes. Though this is sufficient for our purpose here, we want to ask if there is a reduction that yields completeness for interesting counting problem and leaves all the relevant classes closed. But even looking only at the class #P and its "standard" complete problem, the permanent, the more basic question arises if there is a reduction among counting problems under which simultaneously the permanent is complete and #P is closed.
