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In this paper, we study the structure of ﬁnite permutation groups
with a transitive cyclic subgroup. In particular we extend the
classiﬁcation due to W. Feit and G.A. Jones of the primitive
groups containing such subgroups to permutation groups that are
(i) quasiprimitive, (ii) almost simple, and (iii) innately transitive.
We also analyse the actions of normal subgroups of arbitrary
groups with transitive cyclic subgroups. We give an application
to circulant homogeneous factorisations of complete graphs, ob-
taining new structural information and giving a new proof of their
possible parameters.
© 2011 Published by Elsevier Inc.
1. Introduction
Automorphism groups containing a transitive cyclic subgroup arise in many areas of combinatorics,
for example, cyclic designs [3, Chap. VI], cyclic codes [4, Chap. 4], circulant matrices (related to Fourier
analysis and the geometry of quantum mechanics [1]), cyclic polytopes [7], circulant graphs [9,11].
Also transitive cyclic groups occur as local symmetries, as in rotary embeddings of graphs in sur-
faces [12,15]. Such actions are rarely primitive and general results on permutation groups containing
transitive cyclic subgroups are needed. We call such permutation groups c-groups, and produce new
results and descriptions of such groups. The family Cprim of ﬁnite primitive c-groups is known explic-
itly from the classiﬁcation completed by Gareth Jones [8] in 2002, drawing together and completing
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Cprim: primitive c-groups G with transitive cyclic subgroups R .
n G Comments
p Zp  G  AGL1(p) p a prime
4 S4
n 4 An or Sn n odd if G = An
(qd − 1)/(q − 1) PGLd(q) G  PLd(q) d 2; R a Singer group unless G = PL2(8)
11 M11 or PSL2(11)
23 M23
Table 2
Cinntr: imprimitive c-groups G with a transitive minimal normal subgroup M .
n M G
15 A5 A5 ×Z3 or (A5 ×Z3).2
22 M11 M11 ×Z2
r q
d−1
q−1 PSLd(q) (M ×Zr).Z f ′ , where d 2, q = p f , p prime,
f ′ | f , r | q − 1, and (r, qd−1
(q−1)(d,q−1) ) = 1
work of Burnside, Galois, Ritt, Schur, and Feit (see the discussion in [8, Introduction]). The primitive
c-groups of degree n are given in Table 1.
We seek similarly detailed information about a larger family of c-groups, as well as less precise
structural information about arbitrary c-groups. Note that a transitive cyclic subgroup of a permu-
tation group is regular, in the sense that the only element ﬁxing a point is the identity element.
We classify c-groups that are quasiprimitive, almost simple, and innately transitive. A permutation
group G is quasiprimitive if each nontrivial normal subgroup is transitive, and innately transitive if G
has a transitive minimal normal subgroup. A group G is almost simple if T  G  Aut(T ) for some
nonabelian simple group T . To help with the statement of the classiﬁcations we deﬁne two more
families of c-groups.
Deﬁnition 1.1. Let Ca.s. denote the family of permutation groups satisfying one of the lines 3–6 of
Table 1. Let Cinntr denote the family of permutation groups G of degree n satisfying one of the lines
of Table 2 (in each case M denotes a transitive minimal normal subgroup).
Theorem 1.2. Let G  Sn be a c-group. Then the following statements hold:
(1) G is quasiprimitive if and only if G is primitive, if and only if G ∈ Cprim .
(2) G is almost simple if and only if G ∈ Ca.s. .
(3) G is innately transitive if and only if G ∈ Cprim ∪ Cinntr .
This result depends on the ﬁnite simple group classiﬁcation since it builds on the classiﬁcation
of Feit and Jones [6,8]. The examples in line 3 of Table 2 may seem a little unfamiliar; an explicit
example in this line is worked out in Example 3.5. Our results about the structure of general c-groups
focus on composition factors and normal subgroups. For a permutation group G and a subset Δ of
points, we denote by GΔ the setwise stabiliser of Δ in G , and by GΔΔ the permutation group induced
on Δ.
Theorem 1.3. Let G  Sn be a c-group, N  G, and Δ an N-orbit. Then the following statements hold:
(1) If N is transitive and soluble then G is soluble.
(2) Each insoluble composition factor of G is one of Am, PSL(d,q), M11 or M23 .
(3) If N is a minimal normal subgroup, then NΔ is simple or Z22 , and either G
Δ
Δ ∈ Cprim ∪ Cinntr , or GΔΔ = D8 ,
NΔ = Z22 .
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primitive graphs which have a regular embedding as a map on an orientable or non-orientable
surface.
Here we apply Theorem 1.2 to study circulants, that is, graphs whose automorphism groups are
c-groups. First we characterise circulant homogeneous factorisations of complete graphs (deﬁned in
Section 4). Such factorisations of Kn with k factors were studied in [16], where necessary and suﬃ-
cient conditions in terms of n and k were obtained for their existence. In Section 4, we explore new
structural information about such factorisations in Theorem 4.1, and as a consequence we give a new
proof of the necessary conditions in [16]. A corollary of Theorem 4.1 concerns self-complementary
circulants, deﬁned as follows. The complement Γ of a graph Γ is the graph with the same vertex set
as Γ such that two vertices are adjacent in Γ if and only if they are not adjacent in Γ . An (undi-
rected) graph Γ is called self-complementary if Γ ∼= Γ .
Theorem 1.4. The automorphism group of a self-complementary circulant is soluble.
As a comment on the signiﬁcance of this result, we note that inﬁnitely many c-groups are insolu-
ble (by Theorem 1.2), and so inﬁnitely many ﬁnite vertex-transitive self-complementary graphs have
insoluble automorphism groups, see [13].
In Section 2 we draw together some essential information about block systems of imprimitive
c-groups, notably Lemma 2.1, and we prove Theorems 1.2(1) and 1.3(2). In Section 3 we prove the
solubility criterion Theorem 1.3(1) for c-groups, and study minimal normal subgroups of c-groups to
complete the proofs of Theorems 1.2 and 1.3. We note that the classiﬁcation in Theorem 1.2(2) of
almost simple c-groups was stated in [10, Corollary 1.2], but the proof given there was not complete.
Here we give a complete proof.
2. c-Groups: and block systems
Let G be a transitive permutation group on Ω . A subset B ⊂ Ω is called a block of imprimitivity, or
sometimes simply a block, for G if, for each element g ∈ G , either Bg = B or Bg ∩ B = ∅. For a block B ,
the set of subsets B = {Bg | g ∈ G} is a G-invariant partition of Ω and is called a block system for G .
The group G in general has several block systems, examples being the universal partition B = {Ω} and
the trivial partition B = {{ω} | ω ∈ Ω}. If these are its only block systems then G is said to be primitive;
otherwise G is imprimitive.
For distinct block systems B and B′ , B′ is called a reﬁnement of B if there exist blocks B ′ ∈ B′ and
B ∈ B such that B ′ ⊂ B; A block system B is called minimal if the only block system reﬁning it is the
trivial partition. In this case each B ∈ B is called a minimal block. Similarly a block system B is called
maximal if the only block system it reﬁnes is the universal partition. In this case each B ∈ B is called
a maximal block.
For each block system B, G induces a transitive permutation group GB ∼= G/K on the set B, where
K is the subgroup of elements ﬁxing each block of B setwise; K is called the kernel of the action
of G on B. Also the setwise stabiliser GB of B ∈ B induces a transitive permutation group GBB on B
which is independent of the choice of B up to permutational isomorphism; B is a minimal block if
and only if the induced permutation group GBB is primitive, and B is a maximal block if and only if
the induced permutation group GB is primitive. The c-group property is inherited by both of these
smaller groups.
Lemma 2.1. Let G be a c-group on Ω with transitive cyclic subgroup R. Let B be a block system for G, B ∈ B,
and let K be the kernel of the G-action on B. Then:
(i) GBB and K
B are c-groups with transitive cyclic subgroup (R ∩ K )B ∼= R ∩ K ;
(ii) GB is a c-group with transitive cyclic subgroup RB = RK/K ;
(iii) if B is a minimal block, then K B is a primitive c-group.
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(iii) Since B is a minimal block, the induced permutation group GBB is primitive, and by part (i),
GBB and K
B are c-groups. The possibilities for GBB are given in Table 1, and in each case each non-
trivial normal subgroup K B is primitive, except possibly if GBB = S4 and K B = Z22. However the latter
exceptional case does not arise since Z22 is not a c-group. 
Note that part (iii) relies on the simple group classiﬁcation since its proof uses the classiﬁcation of
primitive c-groups.
Remark 2.2. The fact that a cyclic group has a unique quotient group of given order implies unique-
ness of block systems of a given cardinality. If G is a ﬁnite c-group on Ω , and B is a block system
of cardinality n = |B|, then, since B is also a block system for a transitive cyclic subgroup R of G , it
follows from Lemma 2.1(i) that B consists of the N-orbits in Ω , where N is the unique subgroup of R
of index n. Thus B is the only block system with n-blocks.
Let B′ , B be distinct block systems for G with B′ a reﬁnement of B. For a block B ∈ B, let
B|B′ =
{
B ′ ∈ B′ ∣∣ B ′ ⊂ B}.
The block system B′ is called a maximal reﬁnement of B if, for B ′ ∈ B|B′ there is no block C such that
B ′ ⊂ C ⊂ B . The statement in the following lemma is easily proved.
Lemma 2.3. The subset B|B′ of B′ is a GB-invariant partition of B, and further, if B′ is a maximal reﬁnement
of B then the induced permutation group GB|B′B is primitive.
These concepts and results hold also for not necessarily faithful group actions. Let B1 be a maximal
block system for a G-action on a ﬁnite set Ω . If B1 is not a minimal block system, let B2 be a block
system which is a maximal reﬁnement of B1. Since Ω is ﬁnite we may repeat this several times if
necessary and deﬁne block systems B1, . . . ,Bt such that, for each i < t , Bi+1 is a maximal reﬁnement
of Bi , and Bt is a minimal block system. Let Bi ∈ Bi be such that B1 ⊃ B2 ⊃ · · · ⊃ Bt . Then for i < t ,
Bi+1 is a maximal block for the GBi -action induced on Bi . By Lemma 2.3, GBi induces a primitive
group on Bi |Bi+1 ; by Lemma 2.1(i) and (ii), if G is a c-group then this group is also a c-group. Thus
we have proved the following lemma.
Lemma 2.4. Suppose that G is a ﬁnite c-group. Then there exist blocks B1 ⊃ B2 ⊃ · · · ⊃ Bt such that for each i,
GBi acts on Bi |Bi+1 as a primitive c-group of degree |Bi |/|Bi+1|.
2.1. Composition factors of c-groups
We ﬁnish this section by proving two parts of the main theorems. Both depend on the ﬁnite simple
group classiﬁcation. We show that the assertions of Theorem 1.2(1) and Theorem 1.3(2) are true.
Lemma 2.5. A c-group G is quasiprimitive if and only if G is primitive, if and only if G ∈ Cprim .
Proof. Suppose that G is a quasiprimitive c-group on a set Ω of size n. Let B be a maximal block
system (possibly the trivial partition), and let K be the kernel of the action of G on B. Then K is
intransitive and normal in G , and hence, since G is quasiprimitive, it follows that K = 1. Let R be
a transitive cyclic subgroup of G . Then by Lemma 2.1, R ∩ K is regular on each block of B. Since
K = 1 this implies that the blocks have size 1. Thus G is primitive. The possibilities for G are then
given in [8, Theorem 3], and in [10, Corollary 1.2], and are as in one of the lines of Table 1. Finally
each group occurring in Table 1 is quasiprimitive. 
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of Theorem 1.3(2) is true.
Proof. Let G be a ﬁnite c-group on a set Ω of size n with transitive cyclic subgroup R . If G is
primitive then the assertion follows from Lemma 2.5. So assume that G is not primitive and let B be
a minimal G-invariant partition of Ω , with K the kernel of the G-action on B. Assume inductively
that the result holds for all c-groups of order less than |G|. There is nothing to prove if G is soluble,
so let S be an insoluble composition factor of G . Then S is a composition factor of either K or G/K .
By Lemma 2.1, K = 1, and for a block B ∈ B, the induced permutation groups K B and GB ∼= G/K
are both c-groups. Now K is isomorphic to a subdirect subgroup of
∏
B∈B K B and in particular each
composition factor of K is a composition factor of K B . Thus S is a composition factor of either K B
or GB . Therefore, by induction, S is one of Am , PSLd(q), M11 or M23. 
3. Normal subgroups of c-groups
We prove the solubility criterion of Theorem 1.3(1), and then we study minimal normal subgroups
of c-groups. We frequently use the following Lemma 3.1. For N  G  Sym(Ω), CG(N) = {g ∈ G |
gx = xg, for all x ∈ N} is the centraliser of N in G , and if Nω = 1 for each point ω ∈ Ω , we say that
N is semiregular on Ω .
Lemma 3.1. (See [5, Theorem 4.2A].) If N  G  Sym(Ω) and N is transitive, then CG(N) is semiregular.
Lemma 3.2. If a c-group G has a transitive soluble normal subgroup, then G itself is soluble; thus the assertion
of Theorem 1.3(1) is true.
Proof. Suppose to the contrary that G  Sym(Ω) is a ﬁnite insoluble c-group containing a transitive
soluble normal subgroup N , and that G has the least order of all such groups. By Lemma 2.5, G is
imprimitive. Let B be a minimal bock system for G , and let K be the kernel of the G-action on B. By
Lemma 2.1(iii), for a block B ∈ B, K B is a primitive c-group.
We claim that K is soluble. Suppose to the contrary that K is insoluble. Then, since K 
∏
B∈B K B ,
it follows that K B is insoluble, and hence, by Lemma 2.5, K B is almost simple as in one of the lines
of Table 1. In particular, K has no nontrivial soluble normal subgroup. Thus K ∩ N = 1 and hence K is
contained in CG(N) which is semiregular by Lemma 3.1. This means that K is semiregular on Ω , and
hence that K B is semiregular. This is a contradiction since in none of the possibilities for insoluble
c-groups K B in Table 1 is K B regular. Thus K is soluble.
Now by Lemma 2.1, GB ∼= G/K is a c-group. Since N is a transitive soluble normal subgroup
of G , we have that NB is a transitive soluble normal subgroup of GB . By the minimality of |G|, the
smaller group GB is soluble. Thus, both K and G/K are soluble, and hence G is soluble, which is
a contradiction. This proves the lemma. 
Next we prove the ﬁrst part of Theorem 1.3(3). Recall that a permutation group is innately transi-
tive if it has a transitive minimal normal subgroup.
Lemma 3.3. Let G be a c-group and let K be the kernel of the G-action on a minimal block system B. If N is
a minimal normal subgroup of G contained in K and N is transitive on Δ ∈ B, then GΔΔ ∈ Cprim , and NΔ is
simple or Z22 .
Proof. By Lemma 2.1(iii), KΔ is a primitive c-group, so also GΔΔ is a primitive c-group. By Lemma 2.5,
GΔΔ ∈ Cprim and so by Table 1, NΔ is simple or Z22. 
Lemma 3.4. Let G be a ﬁnite c-group on Ω , and let N be a minimal normal subgroup of G. Let Δ be an orbit
of N. Then NΔ is simple or Z22 . Moreover,
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(ii) GΔΔ is innately transitive and imprimitive, and N
Δ is nonabelian simple, or
(iii) |Δ| = 4, GΔΔ ∼= D8 , and NΔ ∼= Z22 .
Proof. Let R be a transitive cyclic subgroup of G , and let B be the set of N-orbits on Ω , so Δ ∈ B.
Let K be the kernel of the G-action on B, so that N  K and, by Lemma 2.1, RΔΔ = (R ∩ K )Δ is regular
and GΔΔ is a c-group. If B is a minimal block system for G , then by Lemma 3.3, NΔ is simple or Z22,
and GΔΔ ∈ Cprim.
Thus we may assume that B is not a minimal block system. Let B′ be a G-block system which
is a maximal reﬁnement of B. Then GB′ is a c-group by Lemma 2.1, and Δ|B′ := {B ′ ∈ B′ | B ′ ⊂ Δ}
is a minimal block of imprimitivity. Also NB′ is a minimal normal subgroup of GB′ contained in the
kernel of the action of GB′ on {Δ|B′ | Δ ∈ B}, so Lemma 3.3 applies, yielding GΔ|B′Δ ∈ Cprim, and NΔ|B′
simple or Z22.
Since N is a minimal normal subgroup of G and N acts nontrivially on B′ , we conclude that N
acts on B′ faithfully. Thus if L is the kernel of the G-action on B′ , then L∩ N = 1. Now by Lemma 2.1,
R ∩ L acts regularly and faithfully on each B ′ ∈ B′ , so that L = 1. Moreover, since NΔ is transitive and
centralised by LΔ , it follows that LΔ is semiregular (see Lemma 3.1). Hence LΔ = (R ∩ L)Δ ∼= R ∩ L is
cyclic of order r := |B ′|, and also the induced group NB ′B ′ ∼= Zr .
We consider the possibilities for the primitive c-group G
Δ|B′
Δ given by Table 1. Suppose ﬁrst that
N = T k for a nonabelian simple group T . We have shown in this case that NΔ|B′ ∼= T . The kernel
of this N-action is T k−1, which has no nontrivial cyclic quotient, and hence must act trivially on
each block B ′ ∈ Δ|B′ . Thus NΔ ∼= T , and so GΔΔ is innately transitive with transitive minimal normal
subgroup NΔ .
Next suppose that G
Δ|B′
Δ  AGL1(p). Then NΔ|B′ = (R ∩ K )Δ|B′ ∼= Zp , so N ∼= Zkp for some k. Since
NB
′
B ′
∼= Zr it follows that r = p and |Δ| = p2. In particular NΔ ∼= Z2p is abelian, and hence is self-
centralising by Lemma 3.1, so GΔΔ  AGL2(p) and contains a cyclic subgroup (R ∩ K )Δ ∼= Zp2 . This
implies that p = 2, and hence NΔ ∼= Z22. In this case GΔΔ leaves invariant the partition Δ|B′ consisting
of two parts of size 2, and hence, since (R ∩ K )Δ ∼= Z4, we have GΔΔ ∼= D8.
Finally suppose that G
Δ|B′
Δ = S4. Then N ∼= Zk2 for some k  2 and, as NB
′
B ′
∼= Zr , we have r = 2
and |Δ| = 8. Thus NΔ = Z32 is self-centralising in GΔΔ and GΔΔ  AGL3(2) with a cyclic subgroup
(R ∩ K )Δ ∼= Z8. However AGL3(2) is isomorphic to a subgroup of GL4(2) ∼= A8 which has no elements
of order 8, so this case does not arise. 
Example 3.5 contains an explicit example of a group GΔΔ satisfying Lemma 3.4(ii). We consider the
general situation of imprimitive innately transitive c-groups in Lemma 3.6.
Example 3.5. Let G = N × L = PSL(3,11) × Z5, where N = PSL(3,11) and L = Z5. The group G has
a subgroup H isomorphic to 112 : GL(2,11) such that H ∩ N = 112 : SL(2,11). Since H < HL < G , the
transitive G-action on the set of cosets Ω := [G : H] is imprimitive. Let n = 113−111−1 and let R ∼= Zn
be a Singer subgroup of N . Then R × L ∼= Zn × Z5 is cyclic and regular on Ω , and N is a transitive
minimal normal subgroup of G .
Lemma 3.6. Suppose that G is an imprimitive innately transitive c-group on Ω of n points with a transitive
minimal normal subgroup M. Then n, M, G satisfy one of the lines of Table 2. Moreover, for ω ∈ Ω , Mω is
self-centralising in M for line 1, and line 3 with d = 2 and r = q−1
(2,q−1) . Otherwise, Mω has trivial centraliser
in M.
Proof. Note that M is nonabelian, as otherwise M would be elementary abelian and G would be
primitive (see [2, Theorem 1.2]). Let R be a transitive cyclic subgroup of G , let B be a maximal block
system for G , and let K be the kernel of the G-action on B. By Lemma 2.1, for B ∈ B, the group
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follows that M ∩ K = 1 so K  CG(M).
Now GB is primitive (since B is maximal) and a c-group (by Lemma 2.1) and so, by Lemma 2.5,
GB is given in Table 1. Also MB ∼= M is a nonabelian minimal normal subgroup of GB . Thus MB is
a nonabelian simple group in one of the lines 3–6 of Table 1. Since MB has trivial centraliser in GB ,
it follows that K = CG (M).
Since M is transitive on Ω , it follows from Lemma 3.1 that K is semiregular on Ω , and since
for B ∈ B, by Lemma 2.1, (R ∩ K )B is cyclic, transitive and faithful, it follows that K = R ∩ K ∼= Zr
with r = |B|. Also, since (R ∩ K )B centralises the transitive group MBB we have from Lemma 3.1 that
MBB
∼= Zr . Let n = |B| and ω ∈ B .
We consider the possibilities for M . Suppose ﬁrst that MB = An for some n 5. Then MB = An−1
has a cyclic quotient Zr if and only if n = 5, r = 3, |Ω| = 15, and G = A5 × Z3 or (A5 × Z3).2, as in
line 1 of Table 2. Here Mω = Z22 is self-centralising in M .
If MB is one of the groups in lines 5 or 6 of Table 1, then since MBB ∼= Zr it follows that M = M11,
r = 2, |Ω| = 22. Here G is as in line 2 of Table 2, and Mω ∼= PSL2(9) has trivial centraliser in M .
Finally suppose that MB = PSLd(q) with n = (qd − 1)/(q − 1). Then MB = [qd−1].GLd−1(q) if d 3,
and MB = [q].[(q− 1)/(2,q− 1)] if d = 2. Since MBB ∼= Zr , it follows that r divides q− 1 if d 3 and r
divides (q − 1)/(2,q − 1) if d = 2. In particular q 3.
If (d,q) = (2,8), then r = 7, |Ω| = 63, G satisﬁes line 3 of Table 2, and Mω = Z32 is self-centralising
in M . For all other values of (d,q) it follows from [8, Theorem 1] that RB is a Singer subgroup,
and hence is contained in PGLd(q). Let X := RM . Then X  K × M , X is an imprimitive c-group
and XB = PGLd(q). Now R/(R ∩ (K × M)) ∼= X/(K × M) ∼= PGLd(q)/PSLd(q), which is cyclic of order
(d,q−1), and R∩ (K ×M) = K × (R∩M) is cyclic of order r · n
(d,q−1) . Hence r is coprime to
n
(d,q−1) and
G satisﬁes line 3 of Table 2. If d  3 then Mω contains [qd−1].SLd−1(q) which has trivial centraliser
in M . If d = 2 then Mω = [q].[(q−1)/r(2,q−1)] has trivial centraliser in M if and only if r is a proper
divisor of (q − 1)/(2,q − 1). 
Corollary 3.7. The assertions of Theorems 1.2(3) and 1.3(3) are true.
Proof. Suppose ﬁrst that G , N , Δ are as in Lemma 3.4. Then either the assertions of Theorem 1.3(3)
hold or GΔΔ is an imprimitive innately transitive c-group and N
Δ is a nonabelian simple group. In the
second case, by Lemma 3.6, |Δ|, NΔ , GΔΔ satisfy one of the lines of Table 2, that is to say, GΔΔ ∈ Cinntr.
Thus Theorem 1.3(3) is proved.
Now let G be an innately transitive c-group on Ω . If G is primitive then G ∈ Cprim by Theo-
rem 1.2(1), so suppose that G is imprimitive. Then, by Lemma 3.6, G satisﬁes one of the lines of
Table 2, that is to say, G ∈ Cinntr. Conversely if G ∈ Cprim ∪ Cinntr, then by the deﬁnitions of these sets,
G is an innately transitive c-group. 
Finally in this subsection we extend the classiﬁcation of ﬁnite primitive c-groups to a classiﬁcation
of almost simple c-groups. In the proof we come across certain sesquilinear forms. We need the
following information, some of which is contained in [17, Exercise 11.3]. We are grateful to Don Taylor
for providing more details.
Notation 3.8. Let V = Fdq denote the vector space of row vectors with standard basis e1, e2, . . . , ed ,
where q is even and d 3. Let β be the nondegenerate symmetric bilinear form deﬁned by β(v,w) =∑d
i=1 viwi , where v = (v1, v2, . . . , vd) and w = (w1,w2, . . . ,wd). Let X be its group of isometries.
Then A ∈ X if and only if AAT = I . The map v → β(v, v) is semilinear with respect to the ﬁeld
automorphism φ : x → x2. Let H be the kernel of this map. Then H is an X-invariant hyperplane
of V . Now H contains ei + e j for i = j, and hence H = 〈e1 + e j | 2  j  d〉 = {(v1, v2, . . . , vd) |
v1 + · · · + vd = 0}. Thus, H⊥ = 〈y〉, where y = (1,1, . . . ,1).
Let R be the radical of β|H . Then dim R = 0 or 1 according as d is odd or even, and the form
induced by β on H/R is a nondegenerate alternating form. The group X leaves H and R invariant,
induces the full symplectic group Sp(H/R) on H/R , and acts as the identity on V /H and R .
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Lemma 3.9. For X, H, R as in Notation 3.8, the group X has the form
X =
{
Sp(H), if d is odd,
M.Sp(H/R), if d is even,
where M is an elementary abelian group of order qd−2 .
Proof. Assume ﬁrst that d is odd. Then yy⊥ = 1 and so V = H ⊥ H⊥ and β|H is a nondegenerate
alternating form. Here β(y, y) = d = 1 in Fq and for a ∈ F∗q , β(ay,ay) = a2. Since each element of F∗q
has a unique square root, it follows that X |H⊥ = 1 and hence X ∼= XH ∼= Sp(H).
Now suppose that d is even. Then β(y, y) = 0, so H⊥ ⊂ H and H⊥ is the radical of β|H . Con-
sider the natural embedding of V in V ′ = 〈e1, . . . , ed, ed+1〉. Then the map β ′ for V ′ deﬁned as in
Notation 3.8 is such that β ′|V = β . By the conclusion obtained in the previous paragraph for the
odd dimensional case, V ′ = H ′ ⊥ (H ′)⊥ with H ′ = 〈e1 + e j | 2  j  d + 1〉, and (H ′)⊥ = 〈y′〉 where
y′ = ∑d+1j=1 e j , the isometry group X ′ of β ′ leaves H ′ and (H ′)⊥ invariant, ﬁxes (H ′)⊥ pointwise,
and X ′ ∼= Sp(H ′). The isometry group X of β is the stabiliser in X ′ of the 1-space H⊥ and hence is
M.Sp(H/H⊥) with M an elementary abelian group of order qd−2. 
Lemma 3.10. An almost simple group G is a c-group if and only if G ∈ Ca.s.; so the assertion of Theorem 1.2(2)
is true.
Proof. By Deﬁnition 1.1, all groups in Ca.s. are almost simple c-groups. Suppose now that G is an
almost simple c-group and let T be its unique simple minimal normal subgroup. If T is transitive then
G is quasiprimitive, and by Lemma 2.5 and Theorem 1.2(1), G ∈ Cprim. Then since T is nonabelian, it
follows from Deﬁnition 1.1 that G ∈ Ca.s. .
Suppose now that T is intransitive and let B be the set of T -orbits in Ω . Then B is a block system
for G . Let K be the kernel of the G-action on B, so T  K < G  Aut(T ). By Lemma 2.1, for B ∈ B,
K B is c-group. Since T B ∼= T is normal in K B it follows that K B ∼= K is an almost simple c-group with
T B transitive. By the previous paragraph, K B ∈ Ca.s. . We show that there are no possibilities for G in
this case.
Set m := |B| and n := |Ω| = m|B|, and note that G has an element g of order n > m such that
〈g〉 ∩ K is regular on B . If K = Am and G = Sm this would imply that g2 is an m-cycle and |g| = 2m,
which is impossible. Similarly T = A6 and G  Aut(A6) is impossible as Aut(A6) contains no elements
of order 12. Thus line 3 of Table 1 does not hold for K B . Lines 5 or 6 of Table 1 do not hold for K B
either: for since K = G , we would have G = PGL2(11) and |B| = 2, but G contains no elements of
order |Ω| = 22.
Thus we have T = PSLd(q) and PGLd(q)  K < G  Aut(T ), with m = (qd − 1)/(q − 1) and q = pa
for some prime p. If T = PSL2(8) then we would have K = T and G = PL2(8), but then G does
not contain any elements of order n = 27. Thus (d,q) = (2,8), and hence, by [8, Theorem 1], L :=
〈g〉 ∩ K is a Singer subgroup of K . Note that g centralises L. If g ∈ PLd(q) then, since a Singer
subgroup is self-centralising in PLd(q), we would have g ∈ L which is not the case. It follows that
d  3 and G contains a graph automorphism τ . Now g2 ∈ PLd(q), and the same argument gives
that g2 ∈ L ⊂ K . Hence |G : K | = 2 so n = 2m. Now g ∈ NG(L)  L.(〈φ〉 × 〈τ 〉), where φ generates
the subgroup of ﬁeld automorphisms. We therefore have g = xφ iτ for some x ∈ L and some possibly
trivial ﬁeld automorphism φi , and the element φiτ centralises L (since both g and x do). Since g2 ∈ L
it follows that φ2i = 1. If |φi| = 2, then q is a square and the centraliser of φiτ in GLd(q) is a unitary
group, which does not contain a Singer subgroup of order m. Thus φ i = 1 and τ centralises L. In this
case, if q is odd, then the centraliser of τ in GLd(q) is an orthogonal group, which again does not
contain a Singer subgroup of order m. This leaves the case q even. Here (working in GLd(q) rather
than PGLd(q)), we take τ as the ‘inverse-transpose’ map, so that τ centralises a matrix A ∈ GLd(q) if
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bilinear form β of Notation 3.8. The centraliser of τ is therefore the isometry group X of β and this
group does not contain a Singer group of order m. 
The proofs of Theorems 1.2 and 1.3 now follow from Lemmas 2.5, 2.6, 3.2, 3.10, and Corol-
lary 3.7.
4. Circulant homogeneous factorisations of digraphs
Let Γ = (V , A) be a digraph with vertex set V and arc set A. A factorisation of Γ is a partition P =
{P1, . . . , Pk} of A, and is often denoted by the pair (Γ,P). Its factors are the subdigraphs Γi = (V , Pi).
A factorisation (Γ,P) is called undirected if each factor is undirected, that is to say, for each factor Pi ,
(α,β) ∈ Pi if and only if (β,α) ∈ Pi . The integer k = |P| is called the index of the factorisation.
A factorisation (Γ,P) is called transitive if the subgroup Aut(Γ,P) of automorphisms of Γ leaving
P invariant induces a transitive action on P . Further, (Γ,P) is called homogeneous if it is transitive
and in addition the kernel of Aut(Γ,P) acting on P is transitive on the vertex set V . Thus a factorisa-
tion (Γ,P) is homogeneous if and only if there exist groups M and G with M < G  Aut(Γ,P) such
that G acts transitively on P with kernel M , and M is transitive on V . To emphasise the groups
M and G , we say that the factorisation (Γ,P) is (M,G)-homogeneous. Since M ﬁxes Pi setwise
we have M  AutΓi , for each i, and thus the factors Γi are M-vertex transitive. If, further, M is a
c-group, then each Γi is a circulant, and (Γ,P) is called a circulant (M,G)-homogeneous factorisa-
tion.
Circulant homogeneous factorisations of complete graphs Kn were studied in [16], where it was
shown that, for each prime r dividing n, r − 1 is divisible by the index k, and divisible by 2k if
the factorisation is undirected. We obtain a new proof of this result together with new structural
information about such factorisations. We denote by K(B) the complete graph with vertex set B .
Theorem 4.1. Let (Kn,P) be a circulant (M,G)-homogeneous factorisation of index k. Then the following
statements hold:
(i) G is soluble and GP ∼= Zk;
(ii) there exists a chain B1 ⊃ B2 ⊃ · · · ⊃ Bt of blocks for G, and for each i, a partition Pi of the arc set of
K(Bi), such that (Bi,Pi) is a circulant (MBiBi ,G
Bi
Bi
)-homogeneous factorisation of index k; moreover for
each i, |Bi |/|Bi+1| is a prime;
(iii) for each prime divisor r of n, r − 1 is divisible by k; if in addition (Kn,P) is undirected then r − 1 is
divisible by 2k.
To prove Theorem 4.1, let (Kn,P) be a circulant (M,G)-homogeneous factorisation of index k, and
let Ω denote the vertex set. Let P = {P1, P2, . . . , Pk}. Let R  M be cyclic and transitive on Ω . First
we deal with the case where G is primitive on Ω .
Lemma 4.2. If G is primitive onΩ , then |Ω| = p, and Zp  M < G  AGL(1, p), where p is a prime such that
k | (p − 1), and 2k | (p − 1) if (Kn,P) is undirected. In particular, GP is cyclic.
Proof. We consider the lines of Table 1 separately. In line 2, n = 4 and G = S4. Since M is normal in G
and M contains a cyclic subgroup Z4, we conclude that M = S4 = G which is a contradiction. For all
the possibilities in lines 3–6 of Table 1, the socle soc(G) is 2-transitive on Ω . Since soc(G) ⊆ M , also
M is 2-transitive on Ω . However this is not possible since M leaves each part of P invariant. Thus
line 1 of Table 1 holds, so |Ω| = p and G  AGL(1, p). Hence GP is cyclic of order k dividing p − 1
and if (Kn,P) is undirected then the Pi have even order and so 2k | (p − 1). 
For a complete graph Kn with vertex set Ω , a factorisation (Kn,P) is sometimes simply denoted
by (Ω,P).
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Let P Bi = Pi ∩ (B × B) and PB = {P B1 , P B2 , . . . , P Bk }. Then (B,PB) is an (MBB ,GBB)-homogeneous factorisation
of index k, and GP is permutationally isomorphic to GPBB . Moreover, if P is undirected, then so is PB .
Lemma 4.4. Suppose that G is imprimitive on Ω , and let B be a minimal block for G. Then |B| = p is a prime,
GBB  AGL(1, p), and (B,PB) is an (MBB ,GBB)-homogeneous factorisation such that GPBB ∼= Zk.
Proof. By Lemma 2.1 applied to the c-group M , MBB is a c-group. Hence by Lemma 4.3, (B,PB)
is a circulant (MBB ,G
B
B)-homogeneous factorisation of index k. By the minimality of B the induced
group GBB is primitive. Hence, by Lemma 4.2, we have that G
B
B  AGL(1, p), and G
PB
B
∼= Zk is cyclic. 
Proof of Theorem4.1. Let B be a minimal block for G . By Lemma 4.3, the group GP is permutationally
isomorphic to GPBB , and by Lemma 4.4, G
P ∼= GPBB ∼= Zk , as in part (i) of Theorem 4.1.
By Lemma 2.4 there is a chain B1 ⊃ B2 ⊃ · · · ⊃ Bt of blocks for G such that |Bt | = 1 and, for each
i < t , GBi acts as a primitive c-group on Bi |Bi+1 of degree |Bi |/|Bi+1|.
By Lemmas 2.1 and 4.3, every (Bi,PBi ) is a circulant (MBiBi ,G
Bi
Bi
)-homogeneous factorisation of
index k. It is well known and easily shown that the following arithmetic properties hold (see [14,
Lemma 3.1]): |Bi | ≡ 1 (mod k), and if in addition (Ω,P) is undirected |Bi| ≡ 1 (mod 2k). It follows
that |Bi |/|Bi+1| ≡ 1 (mod k) or (mod 2k), respectively. Parts (ii) and (iii) of Theorem 4.1 follow once
we have shown that each |Bi |/|Bi+1| is prime.
Thus it remains to prove that G is soluble, and that each |Bi |/|Bi+1| is prime, in any maximal chain
of G-blocks in Ω . We prove these assertions by induction on n = |Ω|. If n is prime, the solubility
of G follows from Lemma 4.2. So suppose that n is not prime, and that, for any circulant (M ′,G ′)-
homogeneous factorisation (Ω ′,P ′) of index k for which |Ω ′| properly divides |Ω|, the group G ′ is
soluble, and each |B ′i |/|B ′i+1| is prime, in any maximal chain of G ′-blocks in Ω ′ .
By Lemma 4.2, G is imprimitive on Ω , and we have proved that GP is cyclic. Let B be a minimal
block system for G , so that GBB is primitive for B ∈ B, and let K be the kernel of the G-action on B.
Applying [14, Theorem 1.2], there is a GB-invariant partition Q of B(2) = {(B, B ′) | B, B ′ ∈ B} such that
(B,Q) is an (MB,GB)-homogeneous factorisation of index k. Moreover, if P is undirected, then Q
can be taken to be undirected. By Lemma 2.1, MB is a c-group, and so the homogeneous factorisation
(B,Q) is circulant.
Since |B| properly divides |Ω|, by the inductive assumption, GB ∼= G/K is soluble, and each
|B ′i |/|B ′i+1| is prime, in any maximal chain of GB-blocks in B. On the other hand, for B ∈ B,
GBB is primitive. By Lemma 4.2, |B| = p is a prime and GBB  AGL(1, p). Therefore, the kernel
K 
∏
B∈B K B 
∏
B∈B GBB is also soluble. It follows that G is soluble. Also, since B was an arbi-
trary minimal block, we have also proved the claim that each |Bi |/|Bi+1| is prime, in any maximal
chain of G-blocks in Ω . This completes the proof of Theorem 4.1. 
Proof of Theorem 1.4. From the deﬁnition of a self-complementary graph, it follows that an undi-
rected factorisation (Kn,P) of index is homogeneous if and only if its factors are vertex-transitive
self-complementary graphs. Thus, the result stated in Theorem 1.4 follows from Theorem 4.1(i) with
k = 2. 
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