Abstract-New sharp upper and lower bounds for conditional (given a σ-algebra !) probabilities of unions of events and for a generalization of the conditional Borel-Cantelli lemma are obtained. Averaging the left-and right-hand sides of the corresponding inequalities yields bounds better than those obtained by directly estimating the probabilities of events. An example is given. New generalizations of the conditional Borel-Cantelli lemma are also obtained. Averaging yields new versions of this lemma under conditions different from the classical ones.
INTRODUCTION
Let (Ω, ^, P) be a probability space, and let be a sequence of events. We set U n = A 1 ∪ A 2 … ∪ A n for all n ≥ 2.
Inequalities for P(U n ) are extensively used in probability theory and its various applications. Many papers have been devoted to obtaining such inequalities by diverse methods. One of such methods was suggested by the author in papers [1] [2] [3] [4] , which also contain a detailed bibliography on this topic.
In this paper, we first obtain new inequalities for the conditional probability P(U n |!), where ! is a σ-algebra of events ! ⊂ ^. Since P(·|!)(ω) with fixed ω cannot be generally considered as an ordinary probability, these inequalities are not direct corollaries of known bounds for unconditional probabilities of unions. Nevertheless, the corresponding methods can be adjusted to conditional probabilities. We adapt our method from [3, 4] . Note that bounds for P(U n |!) are useful by themselves. Since P(U n ) = EP(U n |!), we obtain new bounds for P(U n ). The conditions on events under which the obtained inequalities turn into equalities are formulated in terms of conditional probabilities. This means, in particular, that the generalizations of the conditional Borel-Cantelli lemma obtained in this way are optimal under conditions different from those for the usual Borel-Cantelli lemma. By the conditional Borel-Cantelli lemma we mean upper and lower bounds for which are valid for almost every (a.e.) ω ∈ A, where A is an event. Such bounds can be used as follows. Suppose, e.g., that P(lim supA n |!) ≥ α for a.e. ω ∈ A. Then If, in addition, α ≥ c for a.e. ω ∈ A, where c is a positive constant, then
In a similar way, we can obtain upper bounds for P(lim supA n ). In such results, conditions are imposed on the conditional probabilities of the initial events. This yields generalizations of the Borel-Cantelli lemma, and the known versions of this lemma are their corollaries in the case of the trivial σ-algebra !. Various versions of the conditional Borel-Cantelli lemma were obtained by Prakasa Rao [5, 6] , by Liu and Prakasa Rao [7] , and by Kim [8] ; see also references cited therein. We mention that, in Prakasa Rao's paper [5] , a general approach to the notions of conditional independence, conditional mixing, and conditional associativity of events and random variables was presented. In the same paper, the corresponding limit theorems were discussed; in particular, the law of large numbers and the central limit theorem were strengthened. Generalizations of the Borel-Cantelli-Lévy lemma, known also as the conditional BorelCantelli lemma, can be found, e.g., in Chandra's book [9] .
Relying on our bounds for conditional probabilities of unions of events, we obtain new generalizations of the conditional Borel-Cantelli lemma.
INEQUALITIES FOR CONDITIONAL PROBABILITIES OF UNIONS OF EVENTS
This section considers a finite set of events A 1 , A 2 , …, A n , n ≥ 2. Bounds for the probabilities P(U n ) in terms of the moments of the random variable where I B is the indicator function of an event B, play an important role in probability theory and its applications (see, e.g., books [10] by Feller and [11] by Galambos and Simonelli). In [1] [2] [3] , the author obtained similar bounds on the basis of the moments of ξ n of any noninteger order; the application of such moments yields sharper inequalities. Moreover, the method used in the papers mentioned above makes it also possible to estimate P(U n ) by means of nonpower moments of ξ n . In this section, we apply this method to estimate the conditional probability P(U n |!) from below and above in terms of sums of conditional moments of the random variables where j = (j 1 , …, j m ), 1 ≤ j k ≤ n for all 1 ≤ k ≤ m, and m is a fixed nonnegative integer, m ≤ n. It is also convenient to assume that ξ nj = ξ n for m = 0.
We set J 0 = {0} and J m = {j = (j 1 , …, j m ): j k ∈ ℕ and 1 ≤ j k ≤ n for each 1 ≤ k ≤ m} for all m ≥ 1. Here, ℕ denotes the set of positive integers. Note that different components of the vector j may be equal.
We need the following result. 
