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A LOWER BOUND FOR THE NUMBER OF ELASTIC COLLISIONS
KRZYSZTOF BURDZY AND MAURICIO DUARTE
Abstract. We prove by example that the number of elastic collisions of n balls of
equal mass and equal size in d-dimensional space can be greater than n3/27 for n ≥ 3
and d ≥ 2. The previously known lower bound was of order n2.
1. Introduction
LetK(n, d) be the supremum of the number of elastic collisions of n balls of equal radii
and masses in d-dimensional space; the supremum is taken over all initial conditions
(positions and velocities). The rigorous definition of a “collision” will be given in Section
2; see especially Remark 2.2. Here we limit ourselves to the informal remark that, in
this paper, we consider only collisions involving pairs of balls in which both velocities
change by a non-zero amount. Our examples do not involve simultaneous collisions (see
Remarks 2.1 and 2.3).
It is obvious that K(2, d) = 1 for all d ≥ 1. It was proved in [Vas79] that K(n, d) <∞
for all n and d.
For n ≥ 3, let n1 = bn/3c, n2 = n− 2n1, and
f(n) = n1(n1 + 1)n2 + n2(n2 − 1)/2 + n1(n1 − 1). (1.1)
The following is our main result.
Theorem 1.1. For all n ≥ 3 and d ≥ 2,
K(n, d) ≥ f(n). (1.2)
It is elementary to check that
lim
n→∞
f(n)
n3/27
= 1, (1.3)
f(n) > n3/27 for n ≥ 3, (1.4)
f(n) > n(n− 1)/2 for n ≥ 7, (1.5)
f(n) = n(n− 1)/2 for n = 6, (1.6)
f(n) < n(n− 1)/2 for 3 ≤ n ≤ 5. (1.7)
A well known elementary argument, recalled in Example 2.4 below, shows that
K(n, 1) = n(n − 1)/2 for n ≥ 2. It is obvious that K(n, d1) ≥ K(n, d2) for all n
and d1 ≥ d2. Hence,
K(n, d) ≥ n(n− 1)/2 for all n ≥ 2, d ≥ 1. (1.8)
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2 KRZYSZTOF BURDZY AND MAURICIO DUARTE
Intuition may suggest that the bound in (1.8) is sharp because the balls are “most
constrained” in one dimension; see [MC00] for a historical review related to this point.
It turns out that this intuition is wrong. It is known that K(3, 2) = 4 > 3(3−1)/2. An
example showing that K(3, 2) ≥ 4 was found by J.D. Foch and published in [MC00].
The proof that K(3, 2) < 5 was given in [MC93]. We are not aware of any values of
n ≥ 4 and d ≥ 2 for which it is already known that K(n, d) > n(n − 1)/2. Hence, in
view of (1.5), our lower bound given in (1.2) is the first result of this type. Because
of (1.6)-(1.7), Theorem 1.1 leaves the intriguing possibility that the bound in (1.8) is
sharp for some 4 ≤ n ≤ 6 and d ≥ 2. To settle this question, we will prove the following
result.
Theorem 1.2. For all 4 ≤ n ≤ 6 and d ≥ 2,
K(n, d) ≥ K(n, 2) ≥ 1 + n(n− 1)/2.
Our proof of Theorem 1.2 actually works for all n ≥ 4 but it gives a result weaker
than Theorem 1.1 for n ≥ 7.
The example of Foch published in [MC00], our Theorem 1.1, bound (1.5) and The-
orem 1.2 imply that the elementary bound (1.8) is never sharp in higher dimensions.
More precisely, we have the following result.
Corollary 1.3. For all n ≥ 3 and d ≥ 2,
K(n, d) > n(n− 1)/2.
We tried several natural ideas to improve the bound in (1.2) but none of them worked;
see Remark 3.1 for details.
The proof of Theorem 1.1 is partly based on the ideas behind the “pinned billiards
balls” model, to be discussed in [ABD18]. In the pinned billiards balls model, touch-
ing static balls are associated with vectors (“velocities”) and vectors corresponding to
adjacent balls change according to the rules normally applied to velocities of colliding
moving balls.
The question of whether a finite system of hard balls can have an infinite number of
collisions was posed by Ya. Sinai. It was answered in negative in [Vas79]. For alternative
proofs see [Ill89, Ill90, CI04]. The papers [BFK98a, BFK98b, BFK98c, BFK00, BFK02]
were the first to present universal upper bounds for the number of collisions of n hard
balls in any dimension. The first of these bounds for K(n, d) was given in [BFK98c],
namely
K(n, d) ≤ (32n3/2)n2 . (1.9)
The following alternative bound appeared in [BFK98a],
K(n, d) ≤ (400n2)2n4 . (1.10)
We stated simplified versions of the original bounds, because the original versions al-
lowed for unequal radii or masses.
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2. Preliminaries
2.1. General notation. We will use | · | to denote the usual Euclidean norm. We will
use the following notation: a ∧ b = min(a, b), a ∨ b = max(a, b).
We will denote the left and right limits by “−” and “+”, for example, vj(t−) =
lims↑t vj(s). We will write Dx(t) to denote the right derivative of the function x at time
t. Henceforth, whenever we say “derivative,” we mean the “right derivative.”
Given w ∈ R2 \ {(0, 0)} and z ∈ R2, we define the “projection” Pw(z) = Pwz =
(z · w)w/|w|2.
2.2. Elastic collisions of balls. We will consider n ≥ 2 hard spheres in Rd, for d ≥ 1,
colliding elastically. In some cases, the evolution will be restricted to the time interval
[0,∞) and in some other cases the time interval will be (−∞,∞).
We will assume that all balls have radii equal to 1 and identical masses. Let us
consider only two balls X and Y with centers given by x(t) and y(t) at time t. We
will say that balls X and Y collide at time t if |x(t) − y(t)| = 2 and their velocities
change at this time. The velocities are constant between collision times. The norm of
the velocity will be called speed. The velocity of the center of a ball is well defined at all
times except at collision times (there are finitely many collision times in our setting).
Nonetheless, the right derivative of the center of a ball is well defined at all times. Thus,
the velocity of ball X will be denoted by Dx.
If only two balls collide at time t, then the laws of conservation of energy and mo-
mentum determine the velocities after the collision. Suppose that balls X and Y collide
at time t and no other ball touches any of these two balls at time t. This can happen
only if Dx(t−) and Dy(t−) satisfy
(Dx(t−)−Dy(t−)) · (x(t)− y(t)) < 0. (2.1)
Let x = x(t)− y(t). Then the velocities just after the collision are given by
Dx(t) = Dx(t−)− Px (D(x− y)(t−)) , (2.2)
Dy(t) = Dy(t−)− Px (D(y − x)(t−)) . (2.3)
In other words, the balls exchange the components of their velocities that are parallel
to the line through their centers at the moment of impact. The orthogonal components
of velocities remain unchanged.
Remark 2.1. Crucially for our arguments, if only two balls are involved in a collision
then their trajectories restricted to any finite time interval are continuous functions of
the initial conditions (positions and velocities) in the topology of uniform convergence.
This claim follows easily from the explicit equations (2.2)-(2.3). Moreover, the claim
extends to joint continuity of any finite number of billiard balls as long as there are no
simultaneous collisions, in the sense outlined below.
We say that a “simultaneous collision” occurs at time t if there is a collection of balls
{B1, B2, . . . , Bk}, k ≥ 3, such that for any two balls Bi and Bj in the family, there
exist j1 = i, j2, . . . , jm−1, jm = j such that Bjr is in contact with Bjr+1 at time t for all
r = 1, . . . ,m− 1.
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If a ball B1 touches B2 at time t and balls B3 and B4 also touch at time t but none
of the balls from the first pair touches a ball from the second pair, we do not call t a
simultaneous collision time. This type of simultaneous occurrence of two collisions does
not present any technical difficulties. From the point of view of counting collisions, if
there are no simultaneous collisions in the sense given above, one can modify the initial
conditions slightly and the modified system will have the same number of collisions,
none of them occurring simultaneously with any other.
Our examples will involve configurations coming very close to simultaneous collisions
but there will be no simultaneous collisions. See [Vas79, CI04] for the analysis of the
trajectories of families of balls allowing for simultaneous collisions.
We note parenthetically that a billiards trajectory in a polyhedral domain is a con-
tinuous function of initial conditions if and only if every angle between two faces on the
boundary of the domain has the form pi/m for some integer m ≥ 1 (see [KT91, Thm. 1,
p. 22]).
Remark 2.2. Since our main results, Theorems 1.1 and 1.2, give lower bounds for the
numbers of collisions, we want to stress that we count only “uncontroversial” collisions.
Specifically, we say that there is a collision at a space-time point (y, t) if and only if (i)
two balls are tangent at y at time t, (ii) for some ε > 0, the two balls do not touch in
intervals (t− ε, t) and (t, t+ ε), and (iii) both balls change velocities at time t.
The following events are not counted as collisions in Theorems 1.1 and 1.2. First,
there are no simultaneous collisions in the sense of Remark 2.1 in the evolutions of ball
families constructed in the proofs of the two theorems.
Second, we do not count “grazing collisions,” i.e., points in space-time when (i) two
balls are tangent at y at time t, and (ii) the balls do not change velocities at time t.
Third, our examples proving Theorems 1.1 and 1.2 do not involve balls traveling
together, i.e., there is no pair of balls such that the two balls touch at every time in the
interval [s, t] for some s < t.
Remark 2.3. Since our examples involve trajectories that nearly miss simultaneous
collisions, we will briefly review this topic. The laws of physics (the conservation of
energy, momentum and angular momentum) do not uniquely determine (in general)
the velocities after a simultaneous collision, i.e., a collision that involves more then two
balls at the same time. The following example illustrates the point. Consider discs A,
B and C, with initial positions and velocities as follows:
xA(0) = (0,−
√
3), xB(0) = (−1, 0), xC(0) = (1, 0),
DxA(0) = (0,
√
3), DxB(0) = (1, 0), DxC(0) = (−1, 0).
These conditions describe a simultaneous collision. We will modify slightly the posi-
tions, but not the velocities in the following way: move B slightly to the left, and C
slightly to the right, whereas A is moved down and to the left so A is closer to B than
to C. Disc A is dislocated more than B and C, so that the first collision after t = 0
involves B and C only. At this collision B and C interchange velocities. The next
collision will involve A and B, and then there will be another one involving A and C.
If the initial displacements are of order ε, then straightforward computation shows that
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the only possible collisions are the ones we just described, and after they take place,
the final velocities are:
DxA =
(
1
4
,
√
3
4
)
+O(ε), DxB =
(
−3
2
,
√
3
2
)
+O(ε), DxC =
(
5
4
,
√
3
4
)
+O(ε).
Note that B and C have significantly different terminal velocities. If we start all over,
but move A down and to the right so it gets closer to C than to B, the final velocities
in this case can be obtained from the ones given above by applying the symmetry
with respect to the vertical axis. Thus, different initial positions arbitrarily close to a
simultaneous collision yield very different outcomes for velocities. In other words, in
general, billiards trajectories are not continuous functions of initial conditions.
Example 2.4. We present a brief discussion of the one-dimensional case as it is an
important ingredient in our main example. It is easy to see that in the one-dimensional
case the radii of balls (i.e., the lengths of one-dimensional rods) play no essential role
in the analysis of the evolution of the system so we can and will replace the balls with
reflecting points in this example. By doing this, we can focus our analysis on the gaps
between neighboring balls.
We want to analyze the evolution of n reflecting points, whose positions at time t are
denoted x1(t), x2(t), . . . , xn(t).
Consider a collection of n non-interacting points with the same initial positions and
velocities as the n reflecting points. Let the positions of points in the non-colliding
system be denoted x˜k(t). Thus x˜k(t) = x˜k(0) + tDx˜k(0) = xk(0) + tDxk(0) for all t ≥ 0
and k. The slanted half-lines in Fig. 1 represent the trajectories of non-interacting
points.
t
x
Figure 1. The figure represents trajectories (straight half-lines) of six
non-interacting points moving along a line at constant velocities.
It is well known and easy to check that the “same” picture represents reflecting points.
If we let x̂1(t) ≤ x̂2(t) ≤ · · · ≤ x̂n(t) denote the ordering of {x˜1(t), x˜2(t), . . . , x˜n(t)}
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then every function {x̂k(t), t ≥ 0} represents the trajectory of one of the points in the
original system with collisions, i.e., {x̂k(t), t ≥ 0} = {xj(t), t ≥ 0} where j is such that
xj(0) = x̂k(0). Fig. 2 shows {x̂3(t), t ≥ 0} in red color.
t
x
Figure 2. The same union of half-lines as in Fig. 1, properly relabeled,
represents trajectories of colliding points. The red polygonal line is one
of the reflecting trajectories.
It is now clear that the maximum number of collisions in the one-dimensional sys-
tem is not greater than the number of intersections of n half-lines. The number of
intersections of (distinct) half-lines is bounded by the number of pairs of half-lines,
i.e., n(n − 1)/2. To see that this bound is attained, let xk(0) = k for k = 1, . . . , n
and Dx1(0) = 0. Then use induction. Once Dxk(0) are chosen for k = 1, . . . ,m, find
Dxm+1(0) < min1≤k≤mDxk(0) such that the half-line {xm+1(0) + tDxm+1(0), t ≥ 0}
intersects all half-lines {xk(0) + tDxk(0), t ≥ 0}, k = 1, . . . ,m, but does not create any
simultaneous intersections.
3. The main example
3.1. Notation. We define the following vectors
w0 = (0, 1), u0 = (1, 0),
w1 = (−
√
3/2, 1/2), w2 = (
√
3/2, 1/2),
u1 = (1/2,
√
3/2), u2 = (−1/2,
√
3/2).
Note that for k = 0, 1, 2, vectors wk and uk are orthogonal, and each one of them has
unit length. For k = 0, 1, 2, we set Lk = {z ∈ R2 : z = cwk for some c ∈ R}.
Recall that Pw(z) = Pwz = (z · w)w/|w|2 for z, w ∈ Rd, w 6= 0. Given an integer
n > 0, we will write n1 = bn/3c and n2 = n − 2n1, so 2n1 + n2 = n. We will
divide a family of n discs into three subfamilies {A1, A2, . . . , An2}, {B1, B2, . . . , Bn1}
and {C1, C2, . . . , Cn1}. Let ak(t), bk(t), and ck(t) denote the positions of the centers of
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discs Ak, Bk, and Ck at time t, respectively. In order to simplify some formulas, we set
b0(t) = a1(t) and c0(t) = a1(t), although there are no discs B0 and C0.
3.2. Qualitative description of the evolution. This section contains an informal
description of our main example. The description is idealized in the sense that the
positions and velocities of the discs in the fully rigorous example will be slightly different
from these in the present informal version. The initial positions of the discs are shown
in Fig. 3.
More formally, we place the center of disc A1 at the origin, i.e., a1(0) = (0, 0). The
centers of discs Bk are on the line L1 and the centers of discs Ck are on the line L2.
The discs are arranged in the following order along the first line: A1, B1, B2, . . . , Bn1 .
Similarly, the discs are arranged in the following order along L2: A1, C1, C2, . . . , Cn1 .
On each of the two lines, the discs are positioned very close to one another, although
none of the discs touches any other one. The discs A1, A2, . . . , An2 are placed along the
negative part of the vertical axis, in this order. The distances |ak+1(0)−ak(0)| are very
large and grow rapidly with k.
The initial velocities of B1, B2, . . . , Bn1 , C1, C2, . . . , Cn1 are zero. The velocity vectors
of A1, A2, . . . , An2 point in the upward direction, i.e., Dak(0)/|Dak(0)| = (0, 1) for all
k. The speeds |Dak(0)| are rapidly increasing as functions of k.
Next we will describe the evolution of the system. At the first stage of the evolution,
disc A1 will hit discs B1, C1, B1, C1.... In other words, it will repeatedly hit these discs,
A
A
A
B
B
C
C11
1
2 2
2
3
Figure 3. The figure represents the initial positions of the discs in
the case n = 7, n1 = 2 and n2 = 3. No pair of discs are touching each
other but some pairs of discs are depicted as touching because the gaps
between them are extremely small. The red vertical arrows, anchored at
the centers of the three discs along the vertical arm, represent their initial
velocities. All other initial velocities are zero. The blue arrows, at angles
30 and 150 degrees from the horizontal, represent the terminal velocities
of the four discs in the upper “arms.”
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alternating between them. The total number of hits of B1 will be n1, and the total
number of hits of C1 will be also n1. The first time disc B1 is hit, there will be many
collisions between discs B1, B2, . . . , Bn1 , with the result that Bn1 will acquire substantial
velocity and all other discs B1, B2, . . . , Bn1−1 will have negligible velocities (see Fig. 4).
The second time disc B1 is hit, many collisions between discs B1, B2, . . . , Bn1−1 will
occur, with the result that Bn1−1 will acquire substantial velocity and all other discs
B1, B2, . . . , Bn1−2 will have negligible velocities. In general, after the k-th collision of
A1 with B1, there will be collisions between discs B1, B2, . . . , Bn1−k+1, with the result
that Bn1−k+1 will acquire substantial velocity and all other discs B1, B2, . . . , Bn1−k will
have negligible velocities. An analogous sequence of collisions will occur on the other
side, involving discs Ck. The total number of collisions among A1 and Bk’s at this stage
of the evolution will be n1(n1 +1)/2, and the same count applies to the collisions among
A1 and Ck’s. Hence, the total number of collisions involving A1, Bk’s and Ck’s will be
n1(n1 + 1) at this stage of the evolution.
The initial distances between consecutive discs Bn1 , . . . , B1, A1, C1, . . . , Cn1 are as-
sumed to have been so small that the distances between the discs at the end of the
evolution described so far will be negligibly small, compared to the disc radius, as well.
At the second stage of the evolution, disc A2 will arrive and it will hit A1. The
initial position and velocity of A2 are chosen so that it will arrive at a time when the
first stage of the evolution is over but the discs Bn1 , . . . , B1, A1, C1, . . . , Cn1 are still
very close to their initial positions. The velocity of A2 is assumed to be so high that
velocities of Bn1 , . . . , B1, A1, C1, . . . , Cn1 acquired during the first stage of the evolution
t
x
Figure 4. The figure represents trajectories of colliding particles on
a line. Five particles have zero initial velocities while one particle, at
one end of the configuration, has a very large initial velocity. Only one
particle, at the other end of the configuration, has a large terminal ve-
locity.
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are negligibly small, compared to |Da2(0)|. The disc A1 will acquire a velocity very
close to that of A2 and the sequence of collisions that occurred during the first stage
of evolution will occur again, at a much higher speed. Hence, the number of collisions
between A1, Bk’s and Ck’s will be n1(n1 + 1) at the second stage of the evolution.
We proceed by induction. Disc Ak will arrive after the (k−1)-th stage of the evolution
is over, it will start a sequence of collisions between consecutive discs Ak−1, Ak−2, . . . , A1,
with the result that A1 will acquire a velocity that will dwarf all previously occurring
velocities and will result in n1(n1 + 1) collisions between A1, Bk’s and Ck’s at this stage
of the evolution. Since the pattern will be repeated n2 times, the number of collisions
between A1, Bk’s and Ck’s, summed over all stages of the evolution, will be n1(n1+1)n2.
We add the (n2−1)n2/2 collisions between Ak’s to obtain the first two terms in (1.1):
n1(n1 + 1)n2 + (n2 − 1)n2/2.
The last term in (1.1) represents the “preparation” of the initial conditions. At the
beginning of this section, we assumed that discs Bk were stationary at the initial time
t = 0. We now change this assumption and instead assume that Bk’s have undergone
n1(n1 − 1)/2 collisions (the maximum possible in one dimension) before reaching the
“initial” positions at time t = 0. The same assumption is made about discs Ck, so the
total contribution to (1.1) is n1(n1 − 1), i.e., the last term in that formula. But then
the discs Bk and Ck have non-zero initial velocities. This does not change the count of
the collisions after time t = 0 because the speeds of Bk’s and Ck’s at time t = 0 can be
made arbitrarily small and we can invoke the continuity of the trajectories as functions
of the initial conditions (see Remark 2.1).
Remark 3.1. None of the following three potential ways to improve the bound in
Theorem 1.1 seems to work.
(i) In the current version, about n/3 discs are assigned to each of the three arms of
the initial configuration (see Fig. 3). Every other proportion of discs in the three
arms yields a lower number of collisions.
(ii) In higher dimensions, one could place a larger number of “arms” next to the ball
A1. This modification would not increase the number of collisions.
(iii) Discs in the upper arms could be arranged in a more complicated pattern, say, a
tree-like structure. Once again, this would not increase the number of collisions.
3.3. Pinned billiard balls. This section contains an alternative informal description
of the evolution of the system of discs. The description given in Section 3.2 was totally
qualitative. We will give some explicit (although approximate) velocities in this section.
We hope that this will help the reader to follow the formal, very technical, proof of
Theorem 1.1.
One of the main ideas behind the proof of Theorem 1.1 comes from the pinned billiard
balls model, to be discussed in greater detail in [ABD18]. In the pinned billiard balls
model, balls do not move at all. Some balls touch some other balls. Each ball has
an associated vector that can be thought of as pseudo-velocity. A sequence of pairs of
touching balls is chosen by an external process for pseudo-collisions. At the time of
each pseudo-collision, the pseudo-velocities associated with the pair of touching balls
change values as in (2.2)-(2.3).
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We will now represent the first stage of the evolution (in which discs A2, . . . , An2 are
not involved) of our main example as a pinned billiard balls model. All gaps described
in Section 3.2 as small are now assumed to be zero. Discs Bk lie next to one another
with their centers on L1, and discs Ck lie next to one another with their centers on L2.
Initially, only A1 has non zero velocity w0 = (0, 1). We choose B1 and A1 to collide
first, which yields velocities Pw1w0 for B1, and Pu1w0 for A1, after the collision.
Next we choose B1 and B2 to collide, then B2 and B3, and so on, until Bn1 acquires
velocity Pw1w0, and all other discs Bk have velocity zero. Then, we choose A1 to collide
with C1, which leaves A1 with velocity Pu2Pu1w0, and C1 with velocity Pw2Pu1w0. Then
C1 collides with C2, then C2 with C3, and so on, until Cn1 acquires velocity Pw2Pu1w0, all
other discs Ck have velocity zero. At this point, there are only three discs with non zero
velocities: disc Bn1 has velocity Pw1w0, disc Cn1 has velocity Pw2Pu1w0, and disc A1 has
velocity Pu2Pu1w0. Therefore, the only possible collision is between A1 and B1. After
this collision, disc A1 has velocity Pu1Pu2Pu1w0, and disc B1 has velocity Pw1Pu2Pu1w0.
This last velocity is transmitted by collisions to disc Bn1−1, but its magnitude is not
sufficiently large to allow for a collision between Bn1−1 and Bn1 , according to (2.2)-(2.3).
The process is continued inductively.
After the k-th collision between A1 and B1, disc A1 is headed towards C1 with velocity
(Pu1Pu2)
k−1Pu1w0 =
1
22k−2
(w0 · u1)u1 =
√
3
22k−1
u1 =
3
22k
w2 +
√
3
22k
u2. (3.1)
After the k-th collision between A1 and C1, disc A1 is headed towards B1 with velocity
(Pu2Pu1)
kw0 =
1
22k−1
(w0 · u1)u2 =
√
3
22k
u2 =
3
22k+1
w1 +
√
3
22k+1
u1. (3.2)
The main technical challenge in the proof of Theorem 1.1 is to show that a certain
sequence of disc evolutions converges, in an appropriate sense, to the pinned billiard
balls model outlined above. The reason for the great complexity of that argument is that
our configuration of the pinned balls represents simultaneous collisions and, therefore,
we cannot appeal to continuity of trajectories as functions of initial conditions (see
Remark 2.3).
3.4. The Skorohod space. A detailed discussion of the Skorohod space can be found
in [Bil68, Ch. 3, Sect. 14].
Let D[0, T ] = D([0, T ];Rm) denote the set of all functions f : [0, T ]→ Rm which have
left limits and are continuous on the right at every point in [0, T ]. The set D[0,∞) is
defined in a similar manner. Each of these sets is variably referred to as the Skorokhod
space, the space of RCLL functions or the space of ca`dla`g functions.
We will define two metrics on D[0, T ]. Let ΛT be the family of all strictly increasing
continuous mappings of [0, T ] onto itself. For f, g ∈ D[0, T ], we define distT (f, g) as the
infimum of positive ε such that there exists λ ∈ ΛT satisfying the following conditions,
sup
0≤t≤T
|λ(t)− t| ≤ ε and sup
0≤t≤T
|f(t)− g(λ(t))| ≤ ε.
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For λ ∈ ΛT , let
‖λ‖T = sup
0≤s<t≤T
∣∣∣∣log λ(s)− λ(t)s− t
∣∣∣∣ .
For f, g ∈ D[0, T ], we define distT0 (f, g) as the infimum of positive ε such that for some
λ ∈ ΛT ,
‖λ(t)‖T ≤ ε and sup
0≤t≤T
|f(t)− g(λ(t))| ≤ ε.
The metrics distT and distT0 are equivalent, i.e., they generate the same topology. The
first of these metrics is not complete but the latter one is.
4. Proof of the main theorem
We proceed to show that the evolution informally described in Sections 3.2 and 3.3
can actually occur. Recall that in the informal description, the evolution was divided
into stages. At any of these stages, one of the discs Ak arrived with a great velocity
and caused a large number of collisions among the discs that participated in the earlier
stages of the evolution. We will analyze one of these stages, corresponding to the arrival
of a disc labeled Am. The initial strategy is to project trajectories of disc centers onto
lines Lk so that the problem becomes one-dimensional, in a suitable sense. Then we
will express the information about the motion of the centers in terms of the evolution of
the gaps—this transformation is similar to the one in Example 2.4, where we replaced
one-dimensional balls (rods) with reflecting points. For our example to work, the gaps
between the discs have to be very small. The gaps will be rescaled so that they are
of magnitude 1. Finally, we will show that the “rescaled gap processes” converge to a
non-degenerate limit when the initial magnitudes of the gaps converge to 0, and satisfy
appropriate conditions.
4.1. Rescaling of the system of discs. Recall notation from Sections 3.1 and 3.2.
Fix some m,n1 ≥ 1. We will represent a system of 2n1 +m discs as a function
S(t) = (am(t), . . . , a1(t), b1(t), . . . , bn1(t), c1(t), . . . , cn1(t)) , (4.1)
where each component represents the trajectory of the center of a disc of radius r = 1 in
R2. Functions ak, bk and ck correspond to discs Ak, Bk and Ck, resp. The time derivative
(velocity) of each of these functions is assumed to be well defined at all times, except
for the finitely many times when collisions occur. Recall that D stands for the right
continuous version of the derivative with respect to t. It will be convenient to define
b0(t) and c0(t) as a1(t), i.e., b0(t) = c0(t) = a1(t). These artificial functions b0(t) and
c0(t), not representing any discs, will simplify some notation.
Definition 4.1. Let
ΓAk (t) = w0 · (ak−1(t)− ak(t))− 2, k = 2, . . . ,m,
ΓBk (t) = w1 · (bk(t)− bk−1(t))− 2, k = 1, . . . , n1,
ΓCk (t) = w2 · (ck(t)− ck−1(t))− 2, k = 1, . . . , n1,
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ρ−Γ (t) = min
2≤j≤m
ΓAj (t) ∧ min
1≤j≤n1
ΓBj (t) ∧ min
1≤j≤n1
ΓCj (t),
ρ+Γ (t) = max
2≤j≤m
ΓAj (t) ∨ max
1≤j≤n1
ΓBj (t) ∨ max
1≤j≤n1
ΓCj (t).
Somewhat informally speaking, the functions ΓAk ,Γ
B
k and Γ
C
k represent gaps between
the discs projected on lines Lj.
Definition 4.2. For ε > 0, ρ > 1, we say that a system S of 2n1 + m discs satisfies
(ε, ρ) initial conditions at time t0 ∈ R if:
(i) We have that w1 · a1(t0) ≥ 0, w2 · a1(t0) ≥ 0, and w0 · a1(t0) ≤ ε.
(ii) For j = 0, . . . , n1, and k ≥ 2, . . . ,m, it holds that
|Pu0ak(t0)| ∨ |Pu1bj(t0)| ∨ |Pu2cj(t0)| ≤ ε. (4.2)
(iii) It holds that
ερ−1 ≤ ρ−Γ (t0) and ρ+Γ (t0) ≤ ε. (4.3)
(iv) It holds that either
w1 · (b1(t0)− a1(t0))− 2
w2 · (c1(t0)− a1(t0))− 2 ≤
2
3
, or
w2 · (c1(t0)− a1(t0))− 2
w1 · (b1(t0)− a1(t0))− 2 ≤
2
3
. (4.4)
The meaning of the following definition is that we replace discs with point masses,
as in Example 2.4, and enlarge the distances by the factor of ε−1, while slowing down
the evolution at the same time, to keep the energy uniformly bounded.
Definition 4.3. We set
X
A,ε
1 (t) = ε
−1w0 · a1(εt), XB,ε0 (t) = ε−1w1 · a1(εt), XC,ε0 (t) = ε−1w2 · a1(εt). (4.5)
Note that XB,ε0 (t)+X
C,ε
0 (t) = X
A,ε
1 (t). For j = 1, . . . , n1, and k = 2, . . .m, we recursively
define
X
A,ε
k (t) = X
A,ε
k−1(t)− ε−1ΓAk (εt), (4.6)
X
B,ε
j (t) = X
B,ε
j−1(t) + ε
−1ΓBj (εt), (4.7)
X
C,ε
j (t) = X
C,ε
j−1(t) + ε
−1ΓCj (εt). (4.8)
The associated vector of scaled point masses corresponding to S is defined by
Xε(t) =
(
XA,εm (t), . . . ,X
A,ε
1 (t),X
B,ε
0 (t), . . . ,X
B,ε
n1
(t),XC,ε0 (t), . . . ,X
C,ε
n1
(t)
)
. (4.9)
Remark 4.4. (i) The functions in (4.9) represent positions of point masses associated
to the respective discs, but they do not precisely follow the dynamics of elastic collisions.
(ii) By induction, we can show that for k = 1, . . . ,m, and j = 0, . . . , n1,
DXA,εk (t) = w0 ·Dak(εt), (4.10)
DXB,εj (t) = w1 ·Dbj(εt), (4.11)
DXC,εj (t) = w2 ·Dcj(εt). (4.12)
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As long as only the 2n1 + m discs represented by S are involved in the collisions, the
speed of S (as a moving point in R2n1+m) is constant. It follows easily from (4.10)-(4.12)
that |DXε(t)| ≤ 3|DS(t0)|
|DXε(t)| ≤ 3|DS(t0)|, t ≥ t0. (4.13)
The factor 3 in the inequality is due to the presence of extra components XB,ε0 (t) and
X
C,ε
0 (t) in X
ε(t), with no counterparts in S.
Let M be the family of all functions f : [0,∞) → R2+2n1 such that each coordinate
is a Lipschitz function with Lipschitz constant 2, i.e., |fj(s)− fj(t)| ≤ 2|s− t| for every
f = (f1, f2, . . . , f2+2n1) ∈M, 1 ≤ j ≤ 2 + 2n1 and s, t ≥ 0. For f, h ∈M, we define the
distance between f and h as
dist(f, h) =
∞∑
k=1
2−k
(
1 ∧ sup
0≤t≤k
|f(t)− h(t)|
)
. (4.14)
The topology associated with this metric is the topology of uniform convergence on
compact time intervals (“time” refers here to the domain of functions in M).
4.2. The limiting evolution. In this section, we will define a family of functions
that can be limit points for evolutions of systems defined in (4.9) as the initial size
of all gaps goes to zero. The definition will be complicated because, at the heuristic
level, the data are the initial values of the gaps between reflecting points. Then we will
construct trajectories of the reflecting points and finally we will go back and define time
evolutions of gap processes. The functions corresponding to A1 will require a separate
and different treatment since disc A1 hits disc B1 along L1 and disc C1 along L2. The
functions constructed in this step do not have a direct interpretation as trajectories of
colliding discs.
For any ρ > 1, we will define a compact subset Gρ of M. Consider non-negative
real numbers ZB0 (0), Z
C
0 (0), Z
A
1 (0) = Z
B
0 (0) + Z
C
0 (0), G
A
k (0), G
B
j (0), and G
C
j (0) for
k = 2, . . . ,m, and j = 1, 2, . . . , n1. Suppose that these numbers also satisfy
GB1 (0) ≤
2
3
GC1 (0), (4.15)
ρ−1 ≤ min
1≤j≤n1
GBj (0) ∧ min
1≤j≤n1
GCj (0) ∧ min
2≤k≤m
GAk (0), (4.16)
and
ZA1 (0) ∨ max
2≤k≤m
GAk (0) ∨ max
1≤j≤n1
GBj (0) ∨ max
1≤j≤n1
GCj (0) ≤ 1. (4.17)
For k = 2, . . . ,m, and j = 1, 2, . . . , n1, let
ZAk (0) = Z
A
1 (0)− GA2 (0)− · · · − GAk (0),
ZBj (0) = Z
B
0 (0) + G
B
1 (0) + · · ·+ GBj (0), (4.18)
ZCj (0) = Z
C
0 (0) + G
C
1 (0) + · · ·+ GCj (0).
Define times
0 = tAm < t
A
m−1 < · · · < tA1 < tB1 < tC1 < tB2 < tC2 < · · · < tBn1 < tCn1 , (4.19)
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by
tAm = 0, t
A
k−1 − tAk = GAk (0), k = 2, . . . ,m, (4.20)
tB1 − tA1 = 2GB1 (0), (4.21)
tC1 − tB1 =
4
3
(
GC1 (0)− GB1 (0)
)
, (4.22)
tBj − tCj−1 =
22j−1
3
GBj (0), j = 2, . . . , n1, (4.23)
tCj − tBj =
22j
3
GCj (0), j = 2, . . . , n1. (4.24)
The intuitive meaning of the above definition is the following. The quantities GAk , G
B
j
and GCj represent gaps between discs. The times t
A
k in (4.19) represent the collision times
between pairs (Ak+1, Ak), and the remaining times represent collision times between A1
and either B1 or C1. These times are defined by dividing distances (gaps) by velocities
in (3.1)-(3.2) that have been properly projected on w1 or w2, according to whether the
next collision is with B1 or with C1.
Let
VB1 =
1
2
, VC1 =
3
4
,
VBj =
3
22j−1
, VCj =
3
22j
, j = 2, . . . , n1.
(4.25)
For t ≥ 0, let
YAm(t) = Z
A
m(0) + t,
YAk (t) = Z
A
k (0), k = 1, . . . ,m− 1,
(4.26)
Let (
ZAm(t),Z
A
m−1(t), . . . ,Z
A
1 (t)
)
(4.27)
be the increasing ordering of
(
YAm(t),Y
A
m−1(t), . . . ,Y
A
1 (t)
)
for every t ≥ 0. Later, we will
actually redefine ZA1 (t) for t > t
A
1 .
For j = 1, . . . , n1, let
YBj (t) =
{
ZBj (0), t ∈ [0, tBj ),
ZBj (0) + V
B
j · (t− tBj ), t ∈ [tBj ,∞).
(4.28)
Let (
ZB1 (t),Z
B
2 (t), . . . ,Z
B
n1
(t)
)
(4.29)
be the increasing ordering of
(
YB1 (t),Y
B
2 (t), . . . ,Y
B
n1
(t)
)
for every t ≥ 0.
Similarly, for j = 1, . . . , n1, let
YCj (t) =
{
ZCj (0), t ∈ [0, tCj ),
ZCj (0) + V
C
j · (t− tCj ), t ∈ [tCj ,∞).
(4.30)
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Let (
ZC1 (t),Z
C
2 (t), . . . ,Z
C
n1
(t)
)
(4.31)
be the increasing ordering of
(
YC1 (t),Y
C
2 (t), . . . ,Y
C
n1
(t)
)
for every t ≥ 0.
The increasing order is taken in the definition above to mimic the fact that one-
dimensional collisions between discs can be treated as crossings of straight lines (see
Figures 1,2 and 4).
Let
ZB0 (t) = Z
B
0 (0) for t ∈ [0, tA1 ), (4.32)
ZB0 (t) = Z
B
0 (0) + V
B
1 · t for t ∈ [tA1 , tB1 ), (4.33)
ZB0 (t) =
{
ZB1 (t
B
j ) for t ∈ [tBj , tCj ), j = 1, . . . , n1,
ZB1 (t
B
j ) + V
B
j+1 · (t− tCj ) for t ∈ [tCj , tBj+1), j = 1, . . . , n1 − 1,
(4.34)
ZB0 (t) = Z
B
1 (t
B
n1
) + 3(1/2)2n1+1 · (t− tCn1) for t ∈ [tCn1 ,∞), (4.35)
ZC0 (t) = Z
C
0 (0) for t ∈ [0, tA1 ), (4.36)
ZC0 (t) = Z
C
0 (0) + V
B
1 · t for t ∈ [tA1 , tB1 ), (4.37)
ZC0 (t) = Z
C
0 (t
B
1 ) + V
C
1 · (t− tB1 ) for t ∈ [tB1 , tC1 ), (4.38)
ZC0 (t) =
{
ZC1 (t
C
j ) for t ∈ [tCj , tBj+1), j = 1, . . . , n1 − 1,
ZC1 (t
C
j ) + V
C
j+1 · (t− tBj+1) for t ∈ [tBj+1, tCj+1), j = 1, . . . , n1 − 1,
(4.39)
ZC0 (t) = Z
C
1 (t
C
n1
) for t ∈ [tCn1 ,∞). (4.40)
We next redefine ZA1 (t), to change its behavior for t ≥ tA1 , due to collisions between
A1 and B1 or C1:
ZA1 (t) = Z
B
0 (t) + Z
C
0 (t), for t ≥ 0. (4.41)
The purpose of including ZA1 in (4.27) was to have Z
A
2 (t) = Z
A
1 (0) for t ≥ tA1 .
At the intuitive level, ZBj ’s represent trajectories of n1 points moving on a line and
reflecting elastically, while GBj ’s represent the gaps (distances) between consecutive
points (see Fig. 5). The point represented by ZB1 is hit at times t
B
k . A similar remark
applies to objects indexed by C.
Let
Z(t) =
(
ZAm(t), . . . ,Z
A
1 (t),Z
B
0 (t), . . . ,Z
B
n1
(t),ZC0 (t), . . . ,Z
C
n1
(t)
)
. (4.42)
Let Gρ be the family of functions Z(t) satisfying conditions (4.15)-(4.42) (the depen-
dence on ρ occurs (4.16)). Discontinuities of DZ occur at times tBj and t
C
j , and at those
positive times (hence, not at time tAm = 0) when functions of type Y exchange order. It
is easy to check that these times are continuous functions of the initial condition Z(0).
It is easy to check that Gρ ⊂ M, i.e., all coordinates of all functions in Gρ are
Lipschitz with the Lipschitz constant 1. For fixed ρ and n1, the set of initial conditions
of functions in Gρ is compact in view of (4.16) and (4.17). These two observations
imply that, for fixed ρ and n1, the family Gρ is a compact subset of M.
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Remark 4.5. We will now list a number of properties of functions involved in the
definition of Z. We hope that our remarks will help the reader understand all the steps
of the long and complicated definition.
(i) The function {Z(t), t ≥ 0} is completely determined by the initial condition Z(0).
(ii) We claim that |DZ(t)| is uniformly bounded in time. All coordinates of Z(t) have
speeds bounded above by 1, by (3.1)-(3.2) and (4.25). Hence, |DZ(t)| ≤ n + 2 for all
t. The sharp upper bound is 3/2 but we omit the proof because we do not need this
sharp bound in our argument.
(iii) If 1 ≤ j, k ≤ n1 and k 6= j then YBj (tBj ) < YBk (tBj ) and YCj (tCj ) < YCk (tCj ). It
follows that ZB1 (t) = Y
B
j (t) in a neighborhood of t
B
j , and Z
C
1 (t) = Y
C
j in a neighborhood
of tCj , for j = 1, . . . , n1.
The following table contains values of some derivatives, for j = 1, . . . , n1.
Question marks in the table indicate numbers dependent on the initial gaps GBj (0)
and GCj (0). The explicit expressions for these numbers do not fit in the table. Since
these expressions do not play any role in our proof, we omitted them from the table.
(iv) For j = 1, . . . , n1,
DZB0 (t
B
j ) = DZ
B
1 (t
B
j −), (4.43)
t
x
t t t t t1 2 3 4 5
Figure 5. The figure represents the trajectories ZBj of reflecting points
on line L1. The horizontal axis represents time and the vertical axis
represents line L1. The distances between the trajectories represent the
gaps GBj between the reflecting points. The trajectory Z
B
1 is marked red.
The function ZB0 corresponding to A1 is not shown because the center of
A1 is not constrained to a line. For this reason, the sharp turns of Z
B
1
at times tk appear to have no cause—in fact, they represent collisions
between A1 and B1.
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XXXXXXXXXXXXXFunction
Time tB1 − tB1 + tBj − tBj + tCj − tCj +
DZB0 V
B
1 0 V
B
j 0 0 V
B
j+1
DZB1 0 V
B
1 0 V
B
j ? ?
DZC0 V
B
1 V
C
1 0 V
C
j V
C
j 0
DZC1 0 0 ? ? 0 V
C
j
Table 1.
DZB1 (t
B
j ) = DZ
B
0 (t
B
j −), (4.44)
DZC0 (t
B
j ) = DZ
C
0 (t
B
j −) +
1
2
DZB0 (t
B
j −)−
1
2
DZB1 (t
B
j −), (4.45)
DZC0 (t
C
j ) = DZ
C
1 (t
C
j −), (4.46)
DZC1 (t
C
j ) = DZ
C
0 (t
C
j −), (4.47)
DZB0 (t
C
j ) = DZ
B
0 (t
C
j −) +
1
2
DZC0 (t
C
j −)−
1
2
DZC1 (t
C
j −). (4.48)
For k = 2, . . . ,m, the function DZAk changes only at t
A
k (jumps from 0 to 1), and at
tAk−1 (jumps from 1 to 0). Thus, for k = 1, . . . ,m− 1,
DZAk (t
A
k ) = DZ
A
k+1(t
A
k−) = 1,
DZAk+1(t
A
k ) = DZ
A
k (t
A
k−) = 0.
(4.49)
(v) The functions ZB0 and Z
C
0 can be understood as projections onto L1 and L2,
respectively, of the vector function ZA0 (t) :=
2√
3
(
ZB0 (t)u2 + Z
C
0 (t)u1
)
. We have not
included ZA0 in the vector Z because this function is “represented” in Z via Z
B
0 and Z
C
0 .
(vi) Discontinuities of DZ occur for two reasons: (a) functions Y exchange their
order, and thus, two adjacent functions ZAk and Z
A
k+1, or Z
B
k and Z
B
k+1, or Z
C
k and Z
C
k+1
exchange velocities, or (b) the discontinuity occurs at time tBk or t
C
k . In the latter case,
we can use Table 1 to check that the vector functions ZA0 , w1Z
B
1 , and w2Z
C
1 , representing
three equal point masses, satisfy conservation laws for momentum (total velocity) and
kinetic energy at each of these times.
(vii) All points YBj that are moving at time t
B
k , do so with a speed larger than that
of YBk , i.e., if DY
B
j (t
B
k −) > 0 then DYBj (tBk −) = DYBj (tBk ) > DYBk (tBk ). It follows that
if j > k then YBj can meet Y
B
k only at a t > t
B
k , and so DY
B
j (t−) = 0. This implies
that no triplet of functions in the family ZBj , j ≥ 1 can meet at the same time. For
similar reasons, ZB0 (t
B
j ) = Z
B
1 (t
B
j ), but Z
B
2 (t
B
j ) > Z
B
1 (t
B
j ). An analogous remark applies
to functions in the family YCj , j ≥ 1, and to ZC0 ,ZC1 and ZC2 .
For times t ≤ tA1 , exactly one of the points ZAk , k = 1, . . . ,m, is moving and all the
other components of Z are still. It follows that no triplet of functions ZAk , k = 1, . . . ,m,
can be at the same point for t ≥ 0, since after tA1 all of them but ZA1 are constant.
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We conclude that every discontinuity of DZ occurs only at a “collision time” of one
of the following pairs of functions: (a) ZAk and Z
A
k−1 for k = 2, . . . ,m; (b) either Z
B
0 or
ZC0 with either Z
B
1 or Z
C
1 ; (c) Z
B
k and Z
B
k+1 for some 1 ≤ k < n1; or (d) ZCk and ZCk+1
for some 1 ≤ k < n1. Thus no simultaneous collisions occur.
In the next proposition, we will consider a sequence
{
Sk
}
of function families, as
in (4.1), and corresponding positive numbers {εk}. We will add the index k to the
corresponding functions, as in akj , b
k
j , c
k
j and X
A,εk
j ,X
B,εk
j ,X
C,εk
j .
Proposition 4.6. Fix n1,m, ρ > 0, and let {εk} be a sequence of positive numbers
converging to zero. Let
{
Sk
}
be a sequence of families of 2n1 + m functions, as in
(4.1), such that Sk satisfies (εk, ρ) initial conditions at t0 = 0 (see Definition 4.2).
Suppose that |DSk(0)| = 1 for all k, and that limk→∞Dakm(0) = w0 = (0, 1). Let Xεk
be the associated vector of scaled point masses as in (4.9), and assume that Xεk(0)
converge to X0 as k → ∞. Let Z be as in (4.42), with Z(0) = X0. Then Z(t) is well
defined for all t ≥ 0, and DXεk converge to DZ in the Skorohod space D[0, T ] for every
T > 0, as k →∞.
Proof. It is straightforward to check that (εk, ρ) initial conditions for S
k imply that X0
satisfies conditions (4.16) and (4.17). To see (4.15), note that convergence of Xεk(0)
implies that
w1 · (bk1(0)− ak1(0))− 2
w2 · (ck1(0)− ak1(0))− 2
=
X
B,εk
1 (0)− XB,εk0 (0)
X
C,εk
1 (0)− XC,εk0 (0)
(4.50)
converges as k → 0. By (4.4), each of these fractions is either smaller than or equal to
2/3, or larger than or equal to 3/2. Convergence implies that the first of the inequalities
holds for all large enough k, or the second does. Without loss of generality (by switching
labels B and C if necessary) we can assume that, eventually, the fractions in (4.50) are
less than or equal to 2/3, from which (4.15) follows. Recall from Remark 4.5 (i) that
Z(t) is then well defined for all t ≥ 0.
Let T ∗ be the supremum of all T > 0 such that DXεk converge to DZ in the Skorohod
space D[0, T ]. Assume that T ∗ < ∞. We divide the remaining part of the proof into
three steps. In the first one, we show that T ∗ > 0. In the second step, we show that
some component of DZ must be discontinuous at T ∗. In the third step we show that
no component of DZ can be discontinuous at time T ∗.
Step 1. In Remark 4.5 (vii), we argued that at each discontinuity of DZ, exactly two
functions of type Z meet. Since the first time this occurs is at tAm−1 = G
A
m(0) ≥ ρ−1,
it follows that DZ is constant in [0, ρ−1). On the other hand, discontinuities of DXεk
occur only at collisions between discs, and because (εk, ρ) initial conditions hold, each
pair of discs are initially at a distance no smaller than εkρ
−1. Each disc has speed
bounded above by 1, hence it takes at least εkρ
−1/2 units of time for two discs to
collide. This shows that DXεk(t) = DXεk(0) for t ∈ [0, ρ−1/2). Our assumption
on the initial velocities and equations (4.10)-(4.12) show that DXεk(0) converge to
(1, 0, . . . , 0). According to definitions in Section 4.2, this is the same as DZ(0). It
follows that DXεk → DZ uniformly in [0, ρ−1/2), which implies that T ∗ ≥ ρ−1/2 > 0.
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Step 2. Let 1 ≤ j ≤ n1 be fixed. If DZBj is continuous at T ∗, then for some α > 0,
we have ZBj+1(T
∗) − 4α > ZBj (T ∗) > ZBj−1(T ∗) + 4α, and also DZBj (t) is constant
in [T ∗ − α, T ∗ + α]. By Lemma 6.3, for large enough k, we have XB,εkj+1 (T ∗) − 3α >
X
B,εk
j (T
∗) > XB,εkj−1 (T
∗) + 3α. Since |DXB,εki | is bounded by 1 for all k and i, for all
t ∈ [T ∗− α, T ∗ + α] and large k, we have XB,εkj+1 (t)− α > XB,εkj (t) > XB,εkj−1 (t) + α, which
implies that Bj can hit neither Bj+1 nor Bj−1 in [εk(T ∗ − α), εk(T ∗ + α)]. The discs
satisfy the initial conditions (εk, ρ) and εk → 0 so for large k, the only discs whose
centers are within distance 2
√
2 from the center of Bj are Bj+1 and Bj−1. The speeds
of the discs are bounded by 1 so, for large k and t ∈ [0, εk(T ∗ + α)], the center of Bj
and the center of every other disc, except Bj+1 and Bj−1, are at a distance exceeding
2
√
2− 0.1. Thus Bj does not take part in any collision in [εk(T ∗− α), εk(T ∗ + α)], and
so DXB,εkj is constant in this interval for all large enough k. Corollary 6.2 implies that
DXB,εkj converge to DZ
B
j in D[0, T
∗ + α]. The same argument applies if DZAj , with
j ≥ 2, or DZCj , with j ≥ 1, are continuous at T ∗. Under these assumptions, there is
α > 0 such that DXA,εkj converge to DZ
A
j , and DX
C,εk
j converge to DZ
C
j in D[0, T
∗+α],
respectively.
The continuity times of DZB0 , DZ
C
0 , and DZ
A
1 are the same. If these functions
are continuous at T ∗ then there must exist α > 0 such that ZA1 (T
∗) > ZA2 (T
∗) +
4α, ZB1 (T
∗) > ZB0 (T
∗) + 4α, and ZC1 (T
∗) > ZC0 (T
∗) + 4α. The argument continues
as in the previous paragraph so that we can conclude that for large enough k, the
functions DXA,εk1 , DX
B,εk
0 , and DX
C,εk
0 are constant in [T
∗−α, T ∗+α], and they converge
respectively to DZA1 , DZ
B
0 , and DZ
C
0 in D[0, T
∗ + α].
If T ∗ is a continuity point of DZ, then the above discussion applies to all compo-
nents of Z. It follows that DXεk converge to DZ in D[0, T ∗ + α], for some α > 0, a
contradiction with the definition of T ∗.
Step 3. Assume that DZBj is discontinuous at T
∗ for some 0 ≤ j ≤ n1. By Remark 4.5
(vii), we must have ZBj (T
∗) = ZBi (T
∗), for either i = j − 1 or i = j + 1. Without loss
of generality, assume that i = j + 1; otherwise, replace j with j − 1. Note that DZBj+1
must be discontinuous at T ∗. Also, if j = 0, DZC0 must be discontinuous at T
∗.
By Lemma 6.5, there exist δ0 > 0 and a unique Tk ∈ [T ∗ − δ0, T ∗ + δ0] such that
DXB,εkj and DX
B,εk
j+1 are discontinuous at Tk. The time Tk is the same for both functions
because of conservation of momentum at collision times. We make δ0 > 0 smaller, if
necessary, so that DZ is constant in [T ∗ − 2δ0, T ∗) and (T ∗, T ∗ + 2δ0].
Consider the case j = 0. Then T ∗ = tBi for some i ≥ 1. Subtracting equations (4.43)
and (6.6) (with j = 0 and t = Tk) we get
DZB0 (T
∗)−DXB,εk0 (Tk) = DZB1 (T ∗−)−DXB,εk1 (Tk−) +O(εk(1 + T ∗)).
We obtain DXB,εk0 → DZB0 in D[0, T ∗+δ0] by applying Lemma 6.1 with δ = δ0, T = T ∗,
tk = Tk, f = Z
B
0 , fk = X
B,εk
0 , g = Z
B
1 , gk = X
B,εk
1 and αk = cεk(1 + T
∗).
Subtracting equations (4.44) and (6.7) (with j = 0 and t = Tk) we get
DZB1 (T
∗)−DXB,εk1 (Tk) = DZB0 (T ∗−)−DXB,εk0 (Tk−) +O(εk(1 + T ∗)).
20 KRZYSZTOF BURDZY AND MAURICIO DUARTE
We obtain DXB,εk1 → DZB1 in D[0, T ∗+δ0] by applying Lemma 6.1 with δ = δ0, T = T ∗,
tk = Tk, f = Z
B
1 , fk = X
B,εk
1 , g = Z
B
0 , gk = X
B,εk
0 and αk = cεk(1 + T
∗).
Subtracting equations (4.45) and (6.8) at t = Tk, we get
DZC0 (T
∗)−DXC,εk0 (Tk) = O(εk(1 + T ∗)) +DZC0 (T ∗−)−DXC,εk0 (Tk−)+
+
1
2
DZB0 (T
∗−)− 1
2
DXB,εk0 (Tk−)+
− 1
2
DZB1 (T
∗−) + 1
2
DXB,εk1 (Tk−).
We obtain DXC,εk0 → DZC0 in D[0, T ∗ + δ0] by applying Lemma 6.1 with δ = δ0,
T = T ∗, tk = Tk, f = ZC0 , fk = X
C,εk
0 , g = (Z
B
0 − ZB1 )/2, gk = (XB,εk0 − XB,εk1 )/2 and
αk = cεk(1 + T
∗).
If j ≥ 1, then the discontinuities of DZBj and DZBj+1 occur because the functions
of type Y associated to ZBj and Z
B
j+1 exchange order; thus, DZ
B
j (T
∗) = DZBj+1(T
∗−)
and DZBj+1(T
∗) = DZBj (T
∗−). Subtracting these equations respectively from (6.6) and
(6.7) we obtain
DZBj (T
∗)−DXB,εkj (Tk) = DZBj+1(T ∗−)−DXB,εkj+1 (Tk−) +O(εk(1 + T ∗)),
DZBj+1(T
∗)−DXB,εkj+1 (Tk) = DZBj (T ∗−)−DXB,εkj (Tk−) +O(εk(1 + T ∗)).
Applying Lemma 6.1 once again, we obtain that DXB,εkj → DZBj and DXB,εkj+1 → DZBj+1
in D[0, T ∗ + α] for some α > 0.
A completely analogous argument applies in the cases when DZCj is discontinuous
at T ∗, or DZAj is discontinuous at T
∗ for some j ≥ 2. Finally, the argument in the
case when DZA1 is discontinuous at T
∗ can be based on the observation that DZA1 =
DZB0 +DZ
C
0 and X
A,εk
1 = X
B,εk
0 + X
C,εk
0 .
For all F = A,B,C and all j, we obtain DXF,εkj → DZFj in D[0, T ∗ + α] for some
α > 0, which contradicts the definition of T ∗, unless T ∗ =∞. 
The last discontinuity of DZA1 is at time t
C
n1
. We have by (4.19)-(4.24),
tCn1 =
m∑
k=2
GAk (0) +
n1∑
k=1
(
22k−1
3
GBk (0) +
22k
3
GCk (0)
)
. (4.51)
In view of (4.16) and (4.17), it follows that
1
ρ
(
m− 1 + 2
2n1+1 − 2
3
)
< tCn1 < m− 1 +
22n1+1
3
. (4.52)
Recall that given n, the total number of discs, we define n1 and n2 by n1 = bn/3c,
n2 = n− 2n1.
Proposition 4.7. Let T = n2 + 2
2n1 and fix ρ ≥ 2. There is ε∗ = ε∗(ρ) > 0 such that
for any ε ∈ (0, ε∗), any λ > 0, and any 1 ≤ m ≤ n2, the following holds: If S is a
family of 2n1 +m functions satisfying (ε, ρ) initial conditions at time t0, |DS(t0)| = λ
and |Dam(t0) − λw0| ≤ λε, then S undergoes at least m − 1 + n1(n1 + 1) collisions
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in [t0, t0 + ελ
−1T ), and S satisfies (ε(1 + 2T ), ρ(1 + 3T )) initial conditions at time
t0 + ελ
−1T .
Proof. By a time translation, we can assume that t0 = 0.
We will show that it is sufficient to prove the proposition for λ = 1. Assume that
the proposition is true for λ = 1. Let S be as in the statement of the proposition and
let S˜(t) = S(λ−1t). It is straightforward to check that S˜ satisfies the conditions in the
proposition with λ = 1, and thus S˜ undergoes at least m− 1 + n1(n1 + 1) collisions in
[0, εT ), and satisfies (ε(1 + 2T ), ρ(1 + 3T )) initial conditions at time εT . Let X˜ and
X be the vectors of point masses associated to S˜ and S, resp., as in (4.9). It is easy
to check that X˜(t) = X(λ−1t). This shows that the proposition holds for any λ > 0
by time scaling. It is evident from this argument that the value of ε∗ which works for
λ = 1 also works for any λ > 0, and so ε∗ is independent of λ.
Assume that the proposition is false for λ = 1. Then there is a sequence εk → 0, a
sequence of families Sk of 2n1 +m functions satisfying (εk, ρ) initial conditions at time
zero, with |DSk(0)| = 1 and |Dam(0) − w0| ≤ εk, such that Sk undergoes fewer than
m− 1 +n1(n1 + 1) collisions by time εkT , or (εk(1 + 2T ), ρ(1 + 3T )) conditions at time
εkT do not hold.
Let Xk be the vector of point masses associated to Sk. It follows from Definition 4.2
(iii) that |Xk(0)| is uniformly bounded. Hence, passing to a subsequence if necessary,
we can assume that Xk(0) converge to some X0. By Proposition 4.6, if Z is as in (4.42)
with Z(0) = X0 then DX
k converge to DZ in D[0, T ].
The function DZ has a discontinuity at each of the times in (4.19) (except for tAm = 0),
which accounts for m− 1 + 2n1 discontinuities.
We will argue that functions YBj reverse their order by time t
C
n1
. It follows from
(4.18) and (4.28) that at time 0, their order is YB1 (0) < Y
B
2 (0) < · · · < YBn1(0). Consider
j ≥ 2. At time tBj , the derivative of YBj becomes VBj = 3/22j−1. At this time, the
distance between YBj and Y
B
j+1 is G
B
j+1. Hence, Y
B
j will take the value Y
B
j+1(t
B
j ) at time
t∗ := tBj + (2
2j−1/3)GBj+1. By (4.19) and (4.23),
tBj+1 = t
B
j+1 − tBj + tBj ≥ tBj+1 − tCj + tBj =
22j+1
3
GBj+1(0) + t
B
j > t∗.
This means that YBj will cross Y
B
j+1 before the latter starts moving. After Y
B
j+1 starts
moving, YBj will have a greater derivative than that of Y
B
j+1. This implies that for every
i > j + 1, YBj will cross Y
B
i before Y
B
j+1 does. The proof for j = 1 is similar. All of
these observations imply that the order of the functions YB will be reversed by time
tCn1 , which is possible only if n1(n1 − 1)/2 crossings occur between these functions. A
similar reasoning applies to functions of type YC . We have accounted for a total of
m− 1 + 2n1 + n1(n1 − 1)/2 + n1(n1 − 1)/2 = m− 1 + n1(n1 + 1) discontinuities.
Lemma 6.5 shows that every discontinuity of DZ is associated to a unique disconti-
nuity of DXk for k large enough, and thus, Sk undergoes at least m − 1 + n1(n1 + 1)
collisions by time εkT , since T > t
C
n1
by (4.52).
It remains to show that (εk(1 + 2T ), ρ(1 + 3T )) initial conditions hold at time εkT
for large k. We start with some estimates for Z(T ). We have already pointed out that
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YBj (t
C
n1
) ≥ YBj+1(tCn1) for j = 1, . . . , n1 − 1. For j = 1, . . . , n1,
ZBj (t) = Y
B
n1−j+1(t) = Z
B
j (t
B
n1
) + VBn1−j+1 · (t− tBn1) for t ≥ tBn1 . (4.53)
Similarly, for j = 1, . . . , n1,
ZCj (t) = Y
C
n1−j+1(t) = Z
C
j (t
C
n1
) + VCn1−j+1 · (t− tCn1) for t ≥ tCn1 . (4.54)
These formulas and (4.25) imply that for t ≥ tCn1 and j = 1, . . . , n1, functions ZBj −ZBj−1
and ZCj −ZCj−1 have derivatives larger than D(ZC1 −ZC0 )(tCn1) = 3/22n1 . Since DZAj (t) = 0
for t ≥ tA1 and j ≥ 2, we conclude that DZ is constant for t > tCn1 . This and the fact
that T − tCn1 ≥ 22n1/3 for m ≤ n2 (see (4.52)), allow us to obtain the following bound
for j = 1, . . . , n1,(
ZBj (T )− ZBj−1(T )
) ∧ (ZCj (T )− ZCj−1(T )) ≥ 322n1 (T − tCn1) ≥ 1. (4.55)
It follows from (4.26)-(4.27) that ZA2 (T ) = Z
A
2 (t
A
1 ) = Z
A
1 (0). Recall from (4.41) that
ZA1 (t) = Z
B
0 (t)+Z
C
0 (t) for t ≥ 0. It is easy to see that ZB0 (t) ≥ ZB0 (s) and ZC0 (t) ≥ ZC0 (s)
for t ≥ s. We have ZB0 (t) = ZB1 (tBn1) + 3(1/2)2n1+1 · (t− tCn1) for t ∈ [tCn1 ,∞), by (4.35).
These remarks and (4.52) imply that
ZA1 (T )− ZA2 (T ) = ZA1 (T )− ZA1 (0) = ZB0 (T )− ZB0 (0) + ZC0 (T )− ZC0 (0)
≥ ZB0 (T )− ZB0 (tCn1) =
3
22n1+1
(T − tCn1) ≥
1
2
.
(4.56)
By the definition (4.26)-(4.27) of ZAj (t) and (4.16),
ZAj (T )− ZAj+1(T ) = ZAj−1(0)− ZAj (0) ≥
1
ρ
for k = 2, . . . ,m− 1. (4.57)
We recall from the paragraph preceding (4.56) that ZA1 (t) = Z
B
0 (t) + Z
C
0 (t) and
ZB0 (t) = Z
B
1 (t
B
n1
) + 3(1/2)2n1+1 · (t− tCn1) for t ∈ [tCn1 ,∞). We argued earlier in the proof
that the order of functions YB is reversed over the interval [0, tBn1 ]. Hence, Z
B
1 (t
B
n1
) =
ZBn1(0), Z
C
0 (T ) = Z
C
n1
(0), and, therefore, ZB0 (T ) = Z
B
n1
(0) + (T − tCn1)3/22n1+1. From
(4.17), we have ZA1 (0) ≤ 1, ZBn1(0) ≤ ZB0 (0) + n1, and ZCn1(0) ≤ ZC0 (0) + n1. Putting all
of this together, with (4.52), yields
ZA1 (T ) ≤ ZA1 (T )− ZA1 (0) + ZA1 (0) ≤ ZB0 (T )− ZB0 (0) + ZC0 (T )− ZC0 (0) + 1 (4.58)
≤ ZBn1(0) + (T − tCn1)3/22n1+1 − ZB0 (0) + ZCn1(0)− ZC0 (0) + 1
≤ ZB0 (0) + n1 + (T − tCn1)3/22n1+1 − ZB0 (0) + ZC0 (0) + n1 − ZC0 (0) + 1
≤ 1 + 2n1 + 3T/22n1+1 ≤ 1 + T.
Fix η ∈ (0, T/(1+3T )). By Lemma 6.3, Xk → Z uniformly in [0, T ]. This and (4.58)
imply that for large k,
w1 · a1(εkT ) ≥ (1− η)εkZB0 (T ) = (1− η)εkZBn1(0) ≥ (1− η)εkρ−1 > 0, (4.59)
w2 · a1(εkT ) ≥ (1− η)εkZC0 (T ) = (1− η)εkZCn1(0) ≥ (1− η)εkρ−1 > 0, (4.60)
w0 · a1(εkT ) ≤ (1 + η)εkZA1 (T ) ≤ εk(1 + η)(1 + T ) ≤ εk(1 + 2T ). (4.61)
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We will refer to “conditions (i)-(iv)” below. These are conditions (i)-(iv) in Definition
4.2 with t0 = T , ε = εk(1 + 2T ), and ρ replaced with ρ(1 + 3T ).
Condition (i) is satisfied due to (4.59)-(4.61).
Since discs’ speeds (derivatives of functions in Sk) are bounded from above by 1 and
Sk satisfies (εk, ρ) initial conditions, we have |Pu0aj(εkT )| ≤ |Pu0aj(0)|+εkT ≤ εk(1+T ).
This and similar estimates for bj’s and cj’s show that condition (ii) holds.
Recall Definitions 4.1 and 4.2. Since Sk satisfies (εk, ρ) initial conditions and deriva-
tives of components of Sk are bounded by 1, we have for every k and j = 1, . . . ,m− 1,
w0 · (aj(εkT )− aj+1(εkT ))− 2 ≤ w0 · (aj(0)− aj+1(0))− 2 + 2εkT ≤ εk(1 + 2T ),
from which it follows that max2≤j≤m ΓAj (εkT ) ≤ εk(1+2T ). Similarly, max1≤j≤n1 ΓBj (εkT )
and max1≤j≤n1 Γ
C
j (εkT ) are bounded by εk(1+2T ). It follows that ρ
+
Γ (εkT ) ≤ εk(1+2T ),
i.e., the upper bound in condition (iii) holds.
For the lower bound, given η as above, and k large enough, we obtain from (4.55)
that
min
1≤j≤n1
ΓBj (εkT ) ∧ min
1≤j≤n1
ΓCj (εkT ) ≥ (1− η)εk.
By (4.56) and (4.57), for k large enough, we have min2≤j≤m ΓAj (εkT ) ≥ (1 − η)εk/ρ,
since ρ ≥ 2. By our choice of η, we have 1− η ≥ (1 + 2T )/(1 + 3T ). Hence, we obtain
the lower bound in condition (iii), i.e.,
ρ−Γ (εkT ) ≥
εk(1 + 2T )
ρ(1 + 3T )
.
It remains to verify condition (iv). By Lemma 6.3, for large k,
X
B,εk
1 (T )− XB,εk0 (T )
X
C,εk
1 (T )− XC,εk0 (T )
+ η ≥ Z
B
1 (T )− ZB0 (T )
ZC1 (T )− ZC0 (T )
. (4.62)
We use (4.35), (4.40) and (4.16) in the following computation,
ZB1 (T )− ZB0 (T )
ZC1 (T )− ZC0 (T )
=
ZB1 (T )− ZB1 (tBn1)− 3(1/2)2n1+1(T − tCn1)
ZC1 (T )− ZC1 (tCn1)
=
3(1/2)2n1−1(T − tBn1)− 3(1/2)2n1+1(T − tCn1)
3(1/2)2n1(T − tCn1)
=
2(T − tBn1)
T − tCn1
− 1
2
=
3
2
+
2(tCn1 − tBn1)
T − tCn1
=
3
2
+
2(22n1/3)GCn1(0)
T − tCn1
≥ 3
2
+
22n1+1
3Tρ
.
If we choose η smaller than 22n1+1/(3Tρ) and combine the last estimate with (4.62),
we obtain the second inequality in (4.4) for large k. This completes the proof that the
family Sk satisfies (εk(1 + 2T ), ρ(1 + 3T )) initial conditions at time εkT , for large k,
which contradicts our choice of the sequence Sk, and completes the proof. 
Proposition 4.8. For every ε ∈ (0, 1) and ρ > 3/2, there is a family S of 2n1 + 1
functions and T0 < 0 such that:
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(i) no collisions occur in (−∞, T0],
(ii) n1(n1 − 1) collisions occur in (T0, 0),
(iii) (ε, ρ) initial conditions hold at time zero for the system S, and
(iv) |DS(0)| = 1, and |Da1(0)− w0| ≤ ε.
Proof. We will define initial conditions at time zero, and by running time backwards,
we will show that time T0 exists. Recall the vectors w0, w1, and w2 defined in Section
3.1. For j = 1, . . . , n1 − 1, set
a1(0) = (0, 0), b1(0) =
(
2 +
2
3
ε
)
w1, c1(0) = (2 + ε)w2,
bj+1(0) = bj(0) + (2 + ε)w1, cj+1(0) = cj(0) + (2 + ε)w2.
It is straightforward to check that (ε, ρ) initial conditions hold at time zero. Next, set
Da1(0) = (1− ε)w0, and for j = 1, . . . , n1,
Dbj(0) = κ(j − n1)w1, Dcj(0) = κ(j − n1)w2,
where κ > 0 is chosen so that |DS(0)| = 1. In this way we make sure that (iv) is
satisfied.
Consider the dynamics of t 7→ S(−t) for t > 0. Disc A1 moves downwards. Discs Bj
(resp. Cj) move away from the origin along the line L1 (resp. L2). Since the arrow of
time is reversed, the velocities of discs Bj (resp. Cj) are increasing in j along w1 (resp.
w2). The dynamics of the families {Bj} and {Cj} are similar to that of the example
presented at the end of Example 2.4, in terms of the number of collisions. For this
reason, the only possible collisions are between Bj and Bj+1, and between Cj and Cj+1,
and exactly n1(n1 − 1) collisions occur in (−∞, 0). Thus, we can choose T0 < 0 such
that all the collisions occur in (T0, 0]. 
Proof of Theorem 1.1. Note that it will suffice to prove the theorem for d = 2.
Recall the definitions of T and ε∗(ρ) from Proposition 4.7. Fix any ρ0 > 2 and let
ρm = ρ0(1 + 3T )
m for m ≥ 1. Fix ε0 > 0 such that, if we define εm = ε0(1 + 2T )m for
1 ≤ m ≤ n2, then εm ∈ (0, 1/2) and εm < ε∗(ρm) for all 1 ≤ m ≤ n2.
Let λ1 = 1, T1 = 0, λm+1 = λm/
√
εm+1 and Tm+1 = Tm + εmλ
−1
m T for m ≥ 1.
Step 0. We apply Proposition 4.8 with ε = ε1 and ρ = ρ1. According to the proposition,
there exist T0 < 0 and a system S1 of 2n1 + 1 discs with properties (i)-(iv) listed in the
statement of Proposition 4.8. Note that |DS1(t)| = λ1 = 1 for t ≤ T1 = 0.
Step 1. This is an inductive step.
Suppose that 1 ≤ m ≤ n2 − 1. Consider the following assumptions on a system Sm
of 2n1 +m discs.
(A) The family Sm satisfies (εm, ρm) initial conditions at time Tm, |Dam(Tm) −
λmw0| < λmεm and |DSm(Tm)| = λm.
Note that for m = 1, the system S1 constructed in Step 0 satisfies these assumptions.
We use Proposition 4.7 to conclude that Sm undergoes at least m − 1 + n1(n1 + 1)
collisions in the interval (Tm, Tm+1), and Sm satisfies (εm+1, ρm+1) initial conditions at
time Tm+1. Since energy is conserved, |DSm(Tm+1)| = λm.
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We will construct a family of discs Sm+1 by adding a disc to Sm.
We define the trajectory am+1 of the center of disc Am+1 up to time Tm+1 as the
unique linear function satisfying
am+1(Tm+1) = am(Tm+1)− (2 + εm+1)w0, (4.63)
Dam+1(t) = λm+1
√
1− εm+1w0, for t ≤ Tm+1. (4.64)
Since |DSm(Tm+1)| = λm, we have |Dam(t)| ≤ λm for t ≤ Tm+1. We have assumed that
εm+1 ∈ (0, 1/2), so for t ≤ Tm+1,
w0 ·D(am − am+1)(t) ≤ λm − λm+1
√
1− εm+1
= λm+1
√
εm+1 − λm+1
√
1− εm+1 ≤ 0.
It follows that, for t ≤ Tm+1,
w0 · (am(t)− am+1(t)) ≥ w0 · (am(Tm+1)− am+1(Tm+1)) = 2 + εm+1,
which shows that Am+1 does not collide with any disc in the system Sm before time
Tm+1. This allows us to define a system Sm+1(t) for t ≤ Tm+1 by adding am+1 to Sm.
Recall that Sm satisfies (εm+1, ρm+1) initial conditions at time Tm+1. This and (4.63)
imply that the system Sm+1 of 2n1 +m+1 discs satisfies (εm+1, ρm+1) initial conditions
at time Tm+1. Since εm+1 < 1/2, by (4.64),
|Dam+1(Tm+1)− λm+1w0| = λm+1
(
1−√1− εm+1) ≤ λm+1εm+1.
It is straightforward to check from the definitions that |DSm+1(Tm+1)|2 = λ2m+1.
We conclude that Sm+1 satisfies assumptions (A) stated at the beginning of this step
with m replaced by m+ 1.
Step 2. Consider the system Sn2 inductively defined in the previous step. The system
undergoes n1(n1 − 1) collisions in (T0, T1), and at least m− 1 + n1(n1 + 1) collisions in
(Tm, Tm+1) for m = 1, . . . , n2. The sum n1(n1− 1) +
∑n2
m=1(m− 1 +n1(n1 + 1)) is equal
to the function f(n) defined in (1.1). This completes the proof.

5. Small families of balls
This section is devoted to examples involving families of n discs with 3 ≤ n ≤ 6. We
start with the example involving only 3 discs. Recall that an example showing that
K(3, 2) ≥ 4 was found by J.D. Foch and published in [MC00]. That example contains
the list of initial conditions (positions and velocities of discs) and a schematic drawing
of the corresponding trajectories. While we find that drawing very helpful, we do not
believe that it is accurate. For this reason we present our own rendering of the Foch
example in Fig. 6.
Our proof of Theorem 1.2 is based on a modification of the Foch example. Our
version is “conceptual” in the sense that we can prove that for some initial conditions,
three discs will collide four times without making any explicit numerical calculations.
Nevertheless, the reader may find an explicit numerical example helpful; we present it
in Remark 5.1 and Fig. 7.
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Figure 6. The Foch example—three discs in the plane colliding four
times. First, the red disc hits the blue disc “from behind.” Then blue
and green discs collide head on. Next the blue disc hits the red disc in
a ricochet fashion. Finally, red and and green discs collide at a far away
location. The discs are shown at the initial positions given in [MC00],
at the times when they collide, and at a time past the collisions. The
vertical component of the blue disc velocity is zero between its first and
third collisions.
Remark 5.1. We will describe some features of trajectories depicted in Fig. 7. The
initial position of the red disc is at the origin. The initial velocity of the red disc is
zero. The green disc hits the red disc with a great velocity. Then the red disc slightly
pushes the blue disc. The latter has been already moving in the SE direction and the
slight push hardly changes its direction of motion. After colliding with the red disc, the
green disc is moving horizontally to the right, where it eventually hits the blue disc.
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The fourth collision occurred before time 0, i.e., before the initial positions depicted in
the figure. Specifically, when we reverse the direction of time, the blue disc will move
in the NW direction with velocity (−0.2, 0.05) from its initial position and it will hit
the red disc. The initial position of the center of the green disc is distorted in the
figure to help visualize the example. In fact, the first coordinate of the initial position
of the center of the green disc is −0.0086; this would not be discernible from zero by
the naked eye. Similarly, the last position of the center of the red disc is distorted.
At the time of the third collision, i.e., the collision of the green and blue discs, the
red disc is about 800 units away from the origin, in the direction that is much closer
to the vertical than the one shown in the figure. All other parts of the trajectory are
depicted accurately. The discs are shown at the initial positions, at the times when
they collide, and at a time past the collisions. The renditions of the blue disc at the
initial time and the time of the first collision are so close to one another that they are
visually indistinguishable. The initial positions of the centers of red, blue and green
discs are (0, 0), (1.9961, 0.5) and (−0.0086,−3). The initial velocities of red, blue and
green discs are (0, 0), (0.2,−0.05) and (0.6622, 77). The three positive collision times
are 0.012987, 0.0193063 and 10.4153. The positions of the centers of red, blue and green
discs at the last collision time t = 10.4153, i.e., the time of the collision of blue and
green discs, are (−2.906, 800.963), (6.98517,−0.00268084) and (7.08868,−2).
Proof of Theorem 1.2. Note that it will suffice to prove the theorem for d = 2.
Step 1. First, we will consider only three discs. We will give a conceptual proof of
Foch’s result that three discs may have four collisions. Consider three discs with radii
equal to 1, labeled R,G and B, representing colors red, green and blue used in Fig. 7.
Let xR(t) = (xR1 (t), x
R
2 (t)) and v
R(t) = (vR1 (t), v
R
2 (t)) denote the position and velocity
of disc R at time t. Analogous notation will be used for discs G and B.
We start by specifying only some of the initial conditions,
xR(0) = (0, 0), vR(0−) = (0, 0),
xG(0) = (0,−2),
xB2 (0) = 0.5, v
B(0−) = (4,−1).
We will choose xB1 (0) in the interval (1.95, 2). It is elementary to check that if x
B
1 (0) is
any number in the interval (1.95, 2) then
(a) discs R and B do not intersect or touch at time t = 0, and
(b) if we change the arrow of time, i.e., if the disc B starts moving at time t = 0 in
the direction (−4, 1) and the disc R remains static with the center at (0, 0) then the
two discs will collide.
Suppose for a moment that xB(0) = (2, 0.5) and vB(0−) = (4,−1). Then the center
of B will cross the horizontal axis at time t = 0.5 at the point (4, 0). We will now use
the continuity of trajectories as functions of the initial conditions (see Remark 2.1).
Find δ1 ∈ (0, 0.05) so small that if δ ∈ (0, δ1), xB2 (δ) = 0.5, xB1 (δ) ∈ (2− δ, 2) and
|vB(δ)− (4,−1)| ≤ δ (5.1)
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Figure 7. Three discs in the plane colliding four times. The first
collision is not visible in the picture because it occurs at a negative time.
See Remark 5.1 for the detailed description of the figure.
then the center of B will cross the horizontal axis at a time t1 ∈ (0.4, 0.6) at a point
(z, 0) with z ∈ (3, 5). We will choose a δ satisfying the above condition and some more
conditions later.
Now suppose that vG(0+) = (w, 0), where w is chosen so that xG(t1) = (z,−2). Then
discs B and G will collide at time t1. Since t1 ∈ (0.4, 0.6) and z ∈ (3, 5), we must have
w ≥ 3/0.6 = 5.
At the moment of the collision the centers of B and G will lie on a vertical line.
Hence, after the collision, i.e., for t > t1, the horizontal velocities of discs B and G will
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be the same as before the collision and we will have
vB1 (t) ≤ 4 + δ < 4.05, vB2 (t) = 0,
vG1 (t) = w ≥ 5, vG2 (t) ≥ −1− δ > −1.05.
This implies that for large t, the line passing through xB(t) and xG(t) will intersect the
horizontal axis at a point (u, 0) with u ≤ 4.05t and its slope will be greater than −2
because −1.05/(5− 4.05) > −2.
Find r1 > 0 so large and ε1 > 0 so small that if r ≥ r1, ε ∈ (0, ε1), xR1 (ε) = 0,
xR2 (ε) ∈ [0, 0.5] and
|vR(ε)− (0, r)| ≤ ε1 (5.2)
then for large t, the center of R will lie above any line which intersects the horizontal
axis at a point (u, 0) with u ≤ 4.05t and has a slope greater than −2. Note that if this
holds true then there must be a time such that the centers of R,G and B are aligned.
Suppose for a moment that xB(0) = (2−δ1, 0.5) and vB(0−) = (4,−1) and let t3 > 0
be so small that the point (1, 0.5) belongs to the interior of B for all times in [0, t3].
Suppose that r1 and ε1 satisfy the above conditions and, in addition, r1 > 0.5/t3. If
vR(0) = (0, r) and r ≥ r1, and we ignore disc B then we will have xR2 (t2) = 0.5 for some
t2 < t3. We now let v
G
2 (0−) = r = 2r1. At time t = 0, discs R and G will collide and
we will have vR(0+) = (0, r).
If we let xB(0) = (2− δ1, 0.5) then discs R and B will collide. If, on the other hand,
we let xB(0) = (2, 0.5) then R and B will not collide. Hence, there exists δ ∈ (0, δ1)
such that if xB(0) = (2 − δ, 0.5) then discs R and B will collide and the collision will
be so close to the “grazing” collision that conditions (5.1) and (5.2) will be satisfied.
At this point we let vG1 (0−) = w as described earlier in the proof and we note that we
also have vG1 (0+) = w.
We have constructed trajectories of R,G and B in such a way that the discs have
three collisions at times t ≥ 0, one collision at a time t < 0 (see point (b) earlier in
the proof concerning the last claim), and their centers are aligned at a certain time
following the four collisions.
Step 2. Fix an arbitrary integer m > 0. Suppose that at time t = 0, the centers of
discs R,G and B lie on a straight line L in this order and they do not touch each other.
Moreover, suppose that the speeds of the three discs are zero. It is elementary to find
initial positions and velocities of discs A1, A2, . . . , Am with radii 1 so that their centers
lie on L at time t = 0, initial velocities are parallel to L, and the evolution of the system
is the following. Disc A1 will hit R, then R will hit G and then G will hit B. Next,
A2 will hit A1, A1 will hit R, then R will hit G and then G will hit B. At the k-th
stage, Ak will hit Ak−1, Ak−1 will hit Ak−2, . . . , A2 will hit A1, A1 will hit R, then R
will hit G and then G will hit B. The graphical representation of the system described
in Example 2.4 is probably the easiest way to see that the evolution described above
exists.
The total number of collisions will be 3 + 4 + · · · + (m + 2) = (m2 + 5m)/2. By
continuity of trajectories as functions of the initial conditions (see Remark 2.1), we do
not have to assume that the initial speeds of R,G and B are zero. It is enough to
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assume that their speeds are sufficiently small and we will still have the same number
of collisions. But multiplying all velocities in the system by the same strictly positive
scalar does not change the number of collisions, so the initial speeds of R,G and B can
be arbitrary.
Step 3. We now combine the two steps. According to Step 1, R,G and B have four
collisions and at a certain time following the collisions, their centers will be aligned. At
this time, we “add” discs A1, . . . Am to the system. The total number of collisions will
be (m2 + 5m)/2 + 4. The total number of discs will be n = 3 +m so the total number
of collisions may be expressed as (m2 + 5m)/2 + 4 = n(n− 1)/2 + 1.

6. Appendix
This section contains some technical results that are used in the proof of the main
theorem of this article.
Lemma 6.1. Let T > 0 be fixed, and assume that Dfk → Df and Dgk → Dg in
D[0, R], for all R < T . Suppose that there exist δ > 0 and a sequence tk → T such that
(i) Dg and Df are constant in [T − 2δ, T ), and in (T, T + 2δ].
(ii) Dgk and Dfk are constant in [T − δ, tk), and in (tk, T + δ].
(iii) There is a sequence αk → 0 such that
|Dfk(tk)−Df(T )| ≤ |Dgk(tk−)−Dg(T−)|+ |Dfk(tk−)−Df(T−)|+ αk.
Then, Dfk → Df in D[0, T + δ].
Proof. Recall notation from Section 3.4. Since Dfk → Df , there exist βk converging to
0 and λ˜k ∈ ΛT−δ such that ||λ˜k||T−δ ≤ βk and
sup
0≤u≤T−δ
|Dfk(λ˜k(u))−Df(u)| ≤ βk.
Define λk as follows:
λk(x) =
{
λ˜k(x), x ≤ T − δ,
x− T + tk +
(
x−T
δ
)2
(T − tk), T − δ < x ≤ T + δ.
Note that λk(0) = 0, λk(T − δ) = T − δ, λk(T ) = tk, and λk(T + δ) = T + δ. We
have ∂
∂x
λk(x) = 1 +O(
1
δ
|T − tk|) for x ∈ [T − δ, T + δ]. These observations imply that
||λk||T+δ ≤ max
{
||λ˜k||T−δ, C1δ−1|T − tk|
}
for large enough k, and some universal C1.
By (i) and (ii), it follows that for all u ∈ [T, T + δ]
|Dfk(λk(u))−Df(u)| = |Dfk(tk)−Df(T )|
≤ |Dgk(tk−)−Dg(T−)|+ |Dfk(tk−)−Df(T−)|+ αk
= |Dgk(T − δ)−Dg(T − δ)|+ |Dfk(T − δ)−Df(T − δ)|+ αk.
For all u ∈ [T − δ, T ),
|Dfk(λk(u))−Df(u)| = |Dfk(T − δ)−Df(T − δ)|.
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Therefore,
distT+δ0 (Dfk, Df) ≤ sup
0≤u≤T+δ
|Dfk(λk(u))−Df(u)|+ ||λk||T+δ
≤ sup
0≤u≤T−δ
|Dfk(λk(u))−Df(u)|+ ||λk||T+δ
+ sup
T−δ≤u≤T
|Dfk(λk(u))−Df(u)|+ sup
T≤u≤T+δ
|Dfk(λk(u))−Df(u)|
≤ sup
0≤u≤T−δ
|Dfk(λ˜k(u))−Df(u)|+ ||λ˜k||T−δ + C1δ−1|T − tk|
+ |Dfk(T − δ)−Df(T − δ)|
+ |Dgk(T − δ)−Dg(T − δ)|+ |Dfk(T − δ)−Df(T − δ)|+ αk
≤ 2βk + C1δ−1|T − tk|
+ |Dgk(T − δ)−Dg(T − δ)|+ 2|Dfk(T − δ)−Df(T − δ)|+ αk.
For a fixed δ > 0, when k goes to infinity, βk → 0, C1δ−1|T − tk| → 0 and αk → 0.
Since T − δ is a continuity point of Dg and Df (by assumption (i)), and Skorohod
convergence implies pointwise convergence at continuity points, we obtain
lim
k→∞
(|Dgk(T − δ)−Dg(T − δ)|+ 2|Dfk(T − δ)−Df(T − δ)|) = 0.
Hence, limk→∞ dist
T+δ
0 (Dfk, Df) = 0. 
Corollary 6.2. Let T > 0 be fixed and assume that Dfk → Df in D[0, R], for all
R < T . Assume there is α > 0 such that Dfk and Df are constant in [T − α, T + α].
Then Dfk → Df in D[0, T + α].
Proof. Apply Lemma 6.1 with α = δ, gk = g = 0, tk = T , and αk = 0. 
Lemma 6.3. Let
{
Sk
}
be a sequence of families of 2n1 + 1 functions, as in (4.1), {εk}
be a sequence of positive numbers, and let {Xk} be the corresponding sequence as in
(4.9). Assume that |DSk(0)| = 1 and
(i) Xk(0) converge to Z(0) and {Z(t), t ≥ 0} is defined as in (4.42); and
(ii) DXk converge to DZ in the Skorohod space D[0, R] for all 0 < R < T .
Then Xk converge uniformly to Z in [0, T ].
Proof. By the right continuity of each DXk and DZ, the Fundamental Theorem of
Calculus implies that,
sup
0≤t≤T
|Xk(t)− Z(t)| ≤ |Xk(0)− Z(0)|+
∫ T
0
|DXk(u)−DZ(u)| du. (6.1)
Since Skorohod convergence implies pointwise convergence at continuity points, as-
sumption (ii) implies that DXk converge to DZ almost everywhere in [0, T ]. For all
u ≥ 0, |DXk(u)| ≤ 3 by (4.13) and |DZ(u)| ≤ n + 2 by Remark 4.5 (ii). Hence the
lemma follows from (6.1), by the Dominated Convergence Theorem. 
32 KRZYSZTOF BURDZY AND MAURICIO DUARTE
Lemma 6.4. Let S be a family of 2n1 +m functions satisfying (ε, ρ) initial conditions.
Then, for all t ≥ 0, i ≥ 1, we have
−2ε(1 + t)2 ≤ XA,εi (t)− XA,εi+1(t), (6.2)
−2ε(1 + t)2 ≤ XB,εi (t)− XB,εi−1(t), (6.3)
−2ε(1 + t)2 ≤ XC,εi (t)− XC,εi−1(t). (6.4)
Proof. We will prove (6.2). Completely analogous arguments show the other two in-
equalities. The distance between centers of balls is at least 2 at any time, thus
4 ≤ [w0 · (ai(εt)− ai+1(εt))]2 + [u0 · (ai(εt)− ai+1(εt))]2.
A straightforward computation using the assumption that the speed of any disc is at
most one and the initial condition (4.2) yield |u0 · ai(εt)| ≤ ε(1 + t) for all i. We have
w0 · (ai(εt)− ai+1(εt)) = 2 + ε(XA,εi (t)− XA,εi+1(t)). Therefore, for all i,
4 ≤ (2 + ε(XA,εi (t)− XA,εi+1(t))2 + 4ε2(1 + t)2.
We use the assumption that the disc speeds are bounded by 1 again, and the initial
conditions (4.3), to arrive at
0 ≤ 4ε(XA,εi (t)− XA,εi+1(t)) + ε2(1 + 2t)2 + 4ε2(1 + t)2
≤ 4ε(XA,εi (t)− XA,εi+1(t)) + 8ε2(1 + t)2,
from which (6.2) follows. 
Lemma 6.5. Let Sk and T ∗ be as in the proof of Proposition 4.6 . Suppose that
ZBj (T
∗) = ZBj+1(T
∗) for some j ≥ 0. Then there exists δ0 > 0 such that for all δ ∈
(0, δ0], there is k0 ≥ 0 such that for all k ≥ k0, there is exactly one discontinuity of
D(XB,εkj+1 −XB,εkj ) in [T ∗−δ, T ∗+δ]. An analogous statement holds if ZCj (T ∗) = ZCj+1(T ∗),
or if ZAi (T
∗) = ZAi+1(T
∗) for i ≥ 1.
Proof. The assumption that ZBj (T
∗) = ZBj+1(T
∗) implies that there is a discontinuity of
both DZBj and DZ
B
j+1 at T
∗. There are finitely many of these discontinuities, so there
is δ1 > 0 such that D(Z
B
j+1−ZBj ) is constant in (T ∗− δ1, T ∗), and so ZBj+1 > ZBj in this
interval. Since ZBj (T
∗) = ZBj+1(T
∗), it follows that D(ZBj+1 − ZBj )(T ∗−) < 0.
Fix δ ∈ (0, δ1). If for infinitely many k we have that D(XB,εkj+1 −XB,εkj ) does not have a
discontinuity in [T ∗− δ, T ∗+ δ], then D(XB,εkj+1 −XB,εkj ) is constant in (T ∗− δ, T ∗+ δ) for
such values of k. We will assume without loss of generality that this claim holds for all
k, because otherwise we can pass to a subsequence. Fix 0 < r < δ and t ∈ (T ∗, T ∗+ δ).
It follows from Lemma 6.4 that,
−2εk(1 + t)2 ≤ XB,εkj+1 (t)− XB,εkj (t) (6.5)
= (XB,εkj+1 − XB,εkj )(T ∗ − r) +D(XB,εkj+1 − XB,εkj )(T ∗ − r) · (t− T ∗ + r).
Since D(ZBj+1−ZBj ) is constant in (T ∗−δ0, T ∗), it is continuous at T ∗−r, and, therefore,
D(XB,εkj+1 −XB,εkj )(T ∗−r) converge toD(ZBj+1−ZBj )(T ∗−r) = D(ZBj+1−ZBj )(T ∗−) because
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Skorokhod convergence implies pointwise convergence at continuity points. Taking k
to infinity in (6.5) and using Lemma 6.3, we obtain
0 ≤ (ZBj+1 − ZBj )(T ∗ − r) +D(ZBj+1 − ZBj )(T ∗−) · (t− T ∗ − r).
Taking r to zero yields 0 ≤ D(ZBj+1−ZBj )(T ∗−), a contradiction. This shows that there
is k0 ≥ 0 such that for all k ≥ k0 there is at least one discontinuity of D(XB,εkj+1 −XB,εkj )
in [T ∗ − δ, T ∗ + δ], that is, Bj or Bj+1 participate in a collision on this interval.
Recall from Remark 4.5 (vii) that there are no “simultaneous collisions” among com-
ponents of Z. It follows that there is α > 0 such that |ZBj (T ∗) − ZDi (T ∗)| > 4α for
every function of the form ZDi , D = A,B,C, i ≥ 0, except for ZBj+1. It follows from
Lemma 6.3 that for k large enough, we have that |XB,εkj (t) − XD,εki (t)| ≥ 3α for all
t ∈ [T ∗ − α, T ∗], D = A,B,C, and i ≥ 0, except for ZBj+1. Since the speeds of XB,εkj (t)
and XD,εki (t) are bounded by 1, we obtain the bound |XB,εkj (t) − XD,εki (t)| ≥ α for all
t ∈ [T ∗ − α, T ∗ + α]. A similar reasoning shows that Bj+1 can only collide with Bj in
this interval. The discs Bj+1 and Bj can collide only once in [T
∗ − α, T ∗ + α] because
in order to collide twice, one of them would have to hit some other disc. We conclude
that the lemma holds with δ0 = min {δ1, α} /2.
It is easy to see that the same argument applies to discs in families A and C. 
Lemma 6.6. Let S be a family of functions satisfying (ε, ρ) initial conditions at t = 0.
For j ≥ 0, if there is a collision between discs Bj and Bj+1 at time εt then,
DXB,εj (t) = DX
B,ε
j+1(t−) +O(ε(1 + t)), (6.6)
DXB,εj+1(t) = DX
B,ε
j (t−) +O(ε(1 + t)). (6.7)
Analogous estimates hold if the collision is between Aj and Aj+1, or Cj and Cj+1.
In case j = 0, we have
DXC,ε0 (t) = DX
C,ε
0 (t−)−
1
2
DXB,ε1 (t−) +
1
2
DXB,ε0 (t−) +O(ε(1 + t)). (6.8)
Remark 6.7. If we set B0 = C0 = A0, b0(t) = a1(t), and c0(t) = a1(t) then Lemma 6.6
also covers collisions between A1 and B1, and collisions between A1 and C1.
Proof of Lemma 6.6. We will prove (6.6)-(6.7) only for the family B. The proof is
completely analogous for the families A and C.
Using (2.2) at time εt, we obtain
Dbj(εt) = Dbj(εt−)− 1
4
[D(bj − bj+1)(εt−) · (bj − bj+1)(εt)] (bj − bj+1)(εt). (6.9)
It follows from (4.2) and the fact that the speed of each disc is at most 1 at any time
that
|u1 · (bj − bj+1)(εt)| ≤ |u1 · (bj − bj+1)(0)|+
∫ εt
0
|u1 ·D(bj − bj+1)(u)| du (6.10)
≤ 2ε+ 2εt = O(ε(1 + t)).
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Since |D(XB,εj+1 − XB,εj )(t)| ≤ 2 at all times, we have |(XB,εj+1 − XB,εj )(t)| ≤ 1 + 2t. This
and (6.10) imply that
(bj − bj+1)(εt) = Pw1(bj − bj+1)(εt) + Pu1(bj − bj+1)(εt) (6.11)
= −
(
2 + ε(XB,εj+1 − XB,εj )(t)
)
w1 +O(ε(1 + t))
= −2w1 +O(ε(1 + t)).
Recall that DXB,εj (t) = w1 ·Dbj(εt) for j ≥ 1. This implies that D(bj−bj+1)(εt−) ·w1 =
−D(XB,εj+1 − XB,εj )(t−). We combine this observation and (6.11) to obtain
D(bj − bj+1)(εt−) · (bj − bj+1)(εt) = 2D(XB,εj+1 − XB,εj )(t−) +O(ε(1 + t)).
This, (6.9) and (6.11) yield
Dbj(εt) = Dbj(εt−) + w1D(XB,εj+1 − XB,εj )(t−) +O(ε(1 + t)). (6.12)
Next we apply the scalar product with w1, to see that
DXB,εj (t) = Dbj(εt) · w1 (6.13)
= Dbj(εt−) · w1 + w1 · w1D(XB,εj+1 − XB,εj )(t−) +O(ε(1 + t)) · w1
= DXB,εj (t−) +D(XB,εj+1 − XB,εj )(t−) +O(ε(1 + t))
= DXB,εj+1(t−) +O(ε(1 + t)),
which is (6.6). The estimate (6.7) follows from (6.6) and conservation of momentum at
the collision time.
Set j = 0 in (6.12), recall Remark 6.7 and apply conservation of momentum at the
collision time to deduce that
Da1(εt) = Da1(εt−) + w1D(XB,ε1 − XB,ε0 )(t−) +O(ε(1 + t)).
Taking the scalar product with w2 and computing as in (6.13), we obtain (6.8). 
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