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Abstract. The study of both sensitivity analysis and differentiability of the stochastic flow
of a reflected process in a convex polyhedral domain is challenging because the dynamics are
discontinuous at the boundary of the domain and the boundary of the domain is not smooth.
These difficulties can be addressed by studying directional derivatives of an associated extended
Skorokhod map, which is a deterministic mapping that takes an unconstrained path to a
suitably reflected version. In this work we develop an axiomatic framework for the analysis
of directional derivatives of a large class of Lipschitz continuous extended Skorokhod maps
in convex polyhedral domains with oblique directions of reflection. We establish existence
of directional derivatives at a path whose reflected version satisfies a certain boundary jitter
property, and also show that the right-continuous regularization of such a directional derivative
can be characterized as the unique solution to a Skorokhod-type problem, where both the
domain and directions of reflection vary (discontinuously) with time. A key ingredient in the
proof is establishing certain contraction properties for a family of (oblique) derivative projection
operators. As an application, we establish pathwise differentiability of reflected Brownian
motion in the nonnegative quadrant with respect to the initial condition, drift vector, dispersion
matrix and directions of reflection. The results of this paper are also used in subsequent work
to establish pathwise differentiability of a much larger class of reflected diffusions in convex
polyhedral domains.
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1. Introduction
1.1. Overview. Reflected stochastic processes that are constrained to lie in the closure of a con-
vex polyhedral domain in J-dimensional Euclidean space RJ arise in many contexts, including as
diffusion approximations of stochastic networks [13, 43, 44], in the study of interacting diffusions
and limits of interacting particle systems [12, 53], in chemical and biochemical reaction networks
[32] and in mathematical finance [4]. The analysis of processes with state constraints is challeng-
ing due to the fact that the dynamics are often discontinuous on the boundary of the domain, and
is further complicated when the boundary is not smooth. In many cases, the extended Skorokhod
problem (ESP), which is a generalization of the Skorokhod problem (SP), provides a convenient
tool for the pathwise analysis of such processes [16, 20, 26, 35, 42, 47, 50]. Specifically, the ESP
provides an axiomatic framework to constrain a path taking values in RJ to the closure of a
domain in RJ with a constraining or regulating function that “pushes” in prescribed directions
on the boundary of the domain, referred to as the directions of reflection, to ensure that the path
remains within the closure of the domain. The constrained path can often be represented as the
image under the associated extended Skorokhod map (ESM), a generalization of the Skorokhod
map (SM), of the unconstrained path, which is typically analytically more tractable. Thus, the
analysis of the constrained path is then largely reduced to the study of properties of the ESM.
The study of the differentiability of the stochastic flow associated with a stochastic process
or, more broadly speaking, sensitivity of the stochastic process to perturbations in the initial
condition and other parameters that define the process, is a classical topic in stochastic analysis.
For example, there is a substantial body of work that studies these questions for (unconstrained)
diffusions in RJ , with contributions from Elworthy [25], Bismut [7], Ikeda and Watanabe [29],
Kunita [33], Metivier [39] and others. The book by Kunita [34] contains a summary of many of
these results. In contrast, there are relatively few results for reflected processes or even reflected
Brownian motions (RBMs), especially in the context of oblique reflection and nonsmooth domains
which is relevant in applications (see, e.g., [14, 19]). Two exceptions include the work of Andres
[1], which establishes differentiability of the stochastic flow of a reflected diffusion with identity
covariance in a convex polyhedral domain, but only until the first time the reflected diffusion hits
a nonsmooth part of the boundary, thus avoiding having to deal with the effect of the nonsmooth
part of the boundary; and the work of Dieker and Gao [19], which looks at sensitivities of reflected
diffusions in the nonnegative orthant (with reflection matrices that satisfy a so-called Harrison-
Reiman condition) with respect to perturbations of the drift in the direction −1, the vector in
RJ with negative one in each component. In addition to these works, Deuschel and Zambotti [18]
considered differentiability of stochastic flows for a system of one-dimensional reflected diffusions
with coupled drifts; Pilipenko (see [41] and references therein) studied differentiability properties
of stochastic flows of reflected diffusions with state-dependent covariance in the half space with
normal reflection; and Burdzy [9] and Andres [2] characterized derivatives of stochastic flows for
RBMs and reflected diffusions with identity covariance, respectively, in domains with smooth
boundaries and normal reflection, where geometric challenges arise due to the curvature of the
boundary.
In this work we show that the study of both the differentiability of the stochastic flow or sensi-
tivity analysis of a reflected stochastic process can largely be reduced to the study of an associated
unconstrained process and so-called directional derivatives of the SM or ESM (see Definition 2.15
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below). Directional derivatives of the SM were first introduced in the one-dimensional setting
by Mandelbaum and Massey [37] to analyze diffusion approximations of time-inhomogeneous
queues (see also [54, Chapter 9] for a generalization of their results). Directional derivatives of a
class of so-called Harrison-Reiman multidimensional SMs on the nonnegative orthant were shown
to exist and characterized by Mandelbaum and Ramanan [38]. While their work was primar-
ily motivated by the study of time-inhomogeneous queues, the results in [38] have subsequently
been used by Cudina and Ramanan [17] to study asymptotically optimal controls for fluid limits
of time-inhomogeneous queueing networks; by Chen [14] to develop an algorithm for unbiased
estimators of sensitivities of a stochastic fluid network; by Dieker and Gao [19] to study certain
sensitivities of reflected diffusions; by Lipshutz and Williams [36] to study differentiability of
flows of a one-dimensional delay differential equation with reflection; and by Honnappa, Jain and
Ward [27, 28] to study the behavior of transient queueing networks. The proof in [38], which
considered directional derivatives of multidimensional SMs, relies on the Harrison-Reiman SMs
having a fairly explicit representation and satisfying certain monotonicity properties, which do
not hold for more general classes of multidimensional SMs or ESMs. In particular, such a multi-
dimensional SM can be viewed as a system of coupled one-dimensional SMs, and when combined
with the explicit expression for the one-dimensional SM, the analysis of directional derivatives
of the multidimensional SM largely reduces to a careful study of directional derivatives of the
supremum functional. Even for SMs that lie in the slightly larger class of so-called generalized
Harrison-Reiman maps (see Example 2.14 below), which do not have the same monotonicity
property, the approach in [38] does not yield existence of the directional derivative.
The main goal of this work is to establish existence and provide a useful characterization of
directional derivatives of ESMs associated with a broad class of convex polyhedral domains and
oblique directions of reflection that need not satisfy the above mentioned monotonicity properties
nor admit an explicit representation, and to demonstrate the use of directional derivatives of an
ESM in the study of differentiability properties of reflected stochastic processes. In contrast
to [38], we develop a completely different approach to studying directional derivatives of an
ESM. Much in the spirit of the ESP, we adopt an axiomatic approach and formulate a time-
inhomogeneous Skorokhod-type problem, which we refer to as the derivative problem (DP, see
Definition 3.4 below), in which the domain and directions of reflection vary (discontinuously)
with time. We show that under general conditions on the domain and directions of reflection
that ensure the ESM is well defined and Lipschitz continuous, directional derivatives of the ESM
exist and are uniquely characterized via the DP when the ESM is evaluated at a continuous
path whose image under the ESM satisfies a certain boundary jitter property (see Definition 3.1
below as well as the discussion following Theorem 3.12 for a description of its role in establishing
existence of directional derivatives). While the boundary jitter property is not necessary to prove
existence of directional derivatives (see, e.g., [38]), by imposing this property we are able to
provide a nice axiomatic characterization of directional derivatives via the DP and consideration
of such paths is sufficient for many stochastic applications. As an illustration, we show that
the boundary jitter property is satisfied by a large class of RBMs in the nonnegative quadrant,
and use this to establish existence of and characterize so-called pathwise derivatives of such
RBMs with respect to their initial conditions, drift and dispersion coefficients, and directions of
reflection. To the best of our knowledge, sensitivities of a reflected diffusion with respect to its
dispersion coefficient or directions of reflection have not been considered in any prior work. The
boundary jitter property can be shown to hold for a larger class of reflected diffusions in more
general convex polyhedral domains; however, the verification of this property is more involved
and is thus deferred to a forthcoming paper, which also establishes pathwise differentiability of
reflected diffusions in these domains. The pathwise nature of our analysis allows for our results
to be applied in principle to a larger class of continuous reflected processes beyond reflected
diffusions; specifically, those processes that satisfy the boundary jitter property.
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In summary, the main contributions of this paper are as follows:
• Definition of the boundary jitter property and verification of the boundary jitter property
for a large class of RBMs in the nonnegative quadrant (Section 3.1 and Section 4.1).
• Formulation and analysis of the DP (Section 3.2 and Section 5).
• Existence of directional derivatives of the ESM evaluated at paths satisfying the boundary
jitter property, and their characterization via the DP (Section 3.3 and Sections 6–9).
• Differentiability of the ESM with respect to the directions of reflection (Section 3.4).
• Existence and characterization of pathwise derivatives of a large class of RBMs in the
nonnegative quadrant with respect to their initial conditions, drift and dispersion coeffi-
cients, and directions of reflection (Section 3.5).
Additionally, the results of this paper are used in forthcoming work to establish pathwise differ-
entiability of a large class of reflected diffusions in convex polyhedral domains.
1.2. Outline of the paper. The paper is organized as follows. In Section 2, a precise statement
of the ESP with a convex polyhedral domain is given and its associated ESM is introduced.
Assumptions guaranteeing that the ESM is well defined are stated and the notion of a directional
derivative of the ESM is introduced. Our main results on directional derivatives of an ESM
and pathwise differentiability of an RBM in the nonnegative orthant are presented in Section
3. In Section 4 some important consequences of the boundary jitter property are shown and a
verification that a large class of RBMs in the nonnegative quadrant satisfy the boundary jitter
property is given. A discussion of the DP and its properties is given in Section 5. The proof of
our main result on existence of directional derivatives and their characterization via the DP is
given in Sections 6–9. Proofs of some useful lemmas are relegated to Appendices A–C, and some
relevant examples are provided in Appendix D.
1.3. Notation. We now collect some notation that will be used throughout this work. We use
N = {1, 2, . . . } to denote the set of positive integers, and let N0 .= N∪{0} and N∞ .= N∪{∞}. Let
Q denote the set of rational numbers. For J ∈ N, let RJ denote J-dimensional Euclidean space
and RJ+ the closed nonnegative orthant in RJ . When J = 1, we suppress J and simply write R
for (−∞,∞) and R+ for [0,∞). Given r, s ∈ R, we let r ∨ s .= max(r, s) and r ∧ s .= min(r, s).
For a column vector x ∈ RJ , let xj denote the jth component of x. We let {e1, . . . , eJ} denote
the standard orthonormal basis for RJ ; that is, eji is 1 if i = j and 0 otherwise. For x, y ∈ RJ , we
write 〈x, y〉 .= x1y1 + · · ·+ xJyJ for the usual inner product on RJ . Given x ∈ RJ , |x| .= 〈x, x〉 12
denotes the Euclidean norm of x. We use SJ−1 .= {x ∈ RJ : |x| = 1} to denote the unit sphere
in RJ .
For J,K ∈ N, let RJ×K denote the set of real-valued matrices with J rows and K columns.
For a matrix M ∈ RJ×K , let M jk denote the entry of the jth row and kth column, M j denote
the jth row and Mk denote the kth column. We write M
′ to denote the transpose of M . Given
a nondegenerate square matrix M ∈ RJ×J , we write M−1 to denote matrix inverse of M .
Given sets A and B, we write A ⊆ B when A is a subset of B and we write A ( B when
we want to emphasize that A is a strict subset of B. For a subset A ⊆ R, we let inf A and
supA denote the infimum and supremum, respectively, of A. We use the convention that the
infimum and supremum of the empty set are respectively defined to be ∞ and −∞. Given a
subset A ⊆ RJ , let A◦, A and ∂A denote the interior, closure and boundary, respectively, of A.
We let cone(A) denote the convex cone generated by A; that is,
cone(A)
.
=
{
K∑
k=1
rkxk : K ∈ N, xk ∈ A, rk ≥ 0
}
.
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with the convention that cone(∅) .= {0}. We let span(A) denote the set of all possible finite linear
combinations of vectors in A; that is,
span(A)
.
=
{
K∑
k=1
rkxk : K ∈ N, xk ∈ A, rk ∈ R
}
,
with the convention that span(∅) .= {0}. Given a subset A ⊆ RJ , we let A⊥ denote the orthogonal
complement of span(A) in RJ ; that is,
A⊥ .= {x ∈ RJ : 〈x, y〉 = 0 ∀ y ∈ A}.
Given T ∈ (0,∞] and a closed, convex subset E ⊆ RJ , we let D`,r([0, T ) : E) denote the set
of functions on [0, T ) taking values in E that have finite left limits at all t ∈ (0, T ), finite right
limits at all t ∈ [0, T ), and are left continuous and/or right continuous at each t ∈ (0,∞). We let
Dr([0, T ) : E) denote the set of right continuous functions with finite left limits in D`,r([0, T ) : E)
and let C([0, T ) : E) denote the further subset of continuous functions in Dr([0, T ) : E). Given a
subset A ⊆ E, we use CA([0, T ) : E) to denote the subset of continuous functions f ∈ C([0, T ) : E)
with f(0) ∈ A. When T = ∞, E = RJ and A ⊆ RJ , we simply write D`,r, Dr, C and CA for
D`,r([0,∞) : RJ), Dr([0,∞) : RJ), C([0,∞) : RJ) and CA([0,∞) : RJ), respectively. We endow
Dr([0, T ) : E) and its subsets with the topology of uniform convergence on compact intervals in
[0, T ). For f ∈ D`,r([0, T ) : E) and t ∈ [0, T ), define the supremum norm of f over [0, t] by
‖f‖t .= sup
s∈[0,t]
|f(s)| <∞.
Let |f |(t) ∈ [0,∞] denote the total variation of f over the interval [0, t]; that is,
|f |(t) .= sup
{tk}
m∑
k=1
|f(tk)− f(tk−1)|,
where the supremum is over all finite partitions {0 = t0 < t1 < · · · < tm = t} of the interval
[0, t]. We let f(t−) .= lims↑t f(s) for all t ∈ (0, T ) and f(t+) .= lims↓t f(s) for all t ∈ [0, T ).
For f ∈ D`,r([0, T ) : E), we say f is increasing (resp. nondecreasing, decreasing, nonincreasing)
if f(s) < f(t) (resp. f(s) ≤ f(t), f(s) > f(t), f(s) ≥ f(t)) for all 0 ≤ s < t < T . We call
the function g ∈ Dr([0, T ) : E) defined by g(t) .= f(t+) for all t ∈ [0, T ) the right continuous
regularization of f .
We abbreviate “such that” as “s.t.” and “almost surely” as “a.s.”
2. The extended Skorokhod reflection problem
In this section we introduce the ESP and directional derivatives of the associated ESM. In
Section 2.1 we describe the class of convex polyhedral domains that we consider and give a
precise definition of a solution to the ESP. In Section 2.2 we provide sufficient conditions for the
associated ESM to satisfy a Lipschitz continuity condition. In Section 2.3 we present further
conditions under which the ESM is well defined on all of C. In Section 2.4 we define a directional
derivative of the ESM.
2.1. Statement of the extended Skorokhod reflection problem. Let G be the closure of
a nonempty convex polyhedral domain in RJ , which can be expressed as the intersection of a
finite number of closed half spaces; that is,
(2.1) G
.
=
⋂
i=1,...,N
{
x ∈ RJ : 〈x, ni〉 ≥ ci
}
,
for some positive integer N ∈ N, unit vectors ni ∈ SJ−1 and constants ci ∈ R, for i = 1, . . . , N .
To each face Fi
.
= {x ∈ ∂G : 〈x, ni〉 = ci} of the polyhedron is associated a reflection vector
di ∈ RJ that points into the interior G◦ of G; that is, 〈di, ni〉 > 0. Without loss of generality,
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the reflection vectors are assumed to be normalized so that 〈di, ni〉 = 1 for i = 1, . . . , N . For
notational convenience, we let I .= {1, . . . , N} and for x ∈ G, we write
(2.2) I(x) .= {i ∈ I : x ∈ Fi}
to denote the (possibly empty) set of indices associated with the faces that intersect at x. For
x ∈ G, we let |I(x)| denote the cardinality of the set I(x). In the following lemma we state an
upper semicontinuity property of the set-valued function I(·) on G.
Lemma 2.1. For each x ∈ G, there is an open neighborhood Ux of x in RJ such that
(2.3) I(y) ⊆ I(x) for all y ∈ Ux ∩G.
Proof. See, for example, Lemma 2.1 of [30]. 
For x ∈ ∂G, we let d(x) denote the cone generated by the permissible directions of reflection
at x. In other words, for x ∈ ∂G,
(2.4) d(x)
.
= cone({di, i ∈ I(x)}).
For convenience, we extend the definition of d(x) to all of G by setting d(x)
.
= {0} for all x ∈ G◦.
We now give a precise formulation of the ESP for continuous paths.
Definition 2.2. Suppose that {(di, ni, ci), i ∈ I} and X ∈ C are given. Then (Z, Y ) ∈ C × C
solves the ESP {(di, ni, ci), i ∈ I} for X if Y (0) ∈ d(Z(0)) and if for all t ∈ [0,∞), the following
conditions hold:
1. Z(t) = X(t) + Y (t);
2. Z(t) ∈ G;
3. for all s ∈ [0, t),
(2.5) Y (t)− Y (s) ∈ cone [∪u∈(s,t]d(Z(u))] .
If there exists a unique solution (Z, Y ) to the ESP for X, then we write Z = Γ¯(X) and we refer
to Γ¯ as the extended Skorokhod map (ESM).
Remark 2.3. Given T ∈ (0,∞) and X ∈ C([0, T ) : RJ), we say that (Z, Y ) ∈ C([0, T ) : RJ) ×
C([0, T ) : RJ) solves the ESP for X on [0, T ) if Y (0) ∈ d(Z(0)) and conditions 1–3 of the ESP
hold for all t ∈ [0, T ).
Remark 2.4. The inclusion (2.5) holds if and only if the following inclusion holds:
(2.6) Y (t)− Y (s) ∈ cone [∪u∈(s,t)d(Z(u))] .
Here the “only if” direction is immediate and the “if” direction follows from the continuity of Y
and because (2.6) implies that
Y (t−)− Y (s) ∈ ∪r<tcone
[∪u∈(s,r)d(Z(u))] ⊆ cone [∪u∈(s,t)d(Z(u))] .
Remark 2.5. The formulation of the ESP in Definition 2.2 appears slightly different from the one
originally given in [42, Definition 1.2] since the ESP in [42] was formulated for paths X ∈ Dr that
satisfy X(0) ∈ G. In particular, [42, Definition 1.2] requires that Y (0) = 0 and Y (t)− Y (t−) ∈
cone [d(Z(t))] for all t ∈ (0,∞). Here, we only consider continuous paths, so the jump condition
holds automatically. In addition, we allow input paths X that start outside G; that is, X(0) 6∈ G,
but instead allow Y (0) 6= 0 as long as Y (0) ∈ d(Z(0)). This mild generalization is useful when
considering directional derivatives of the ESM, where if X(0) ∈ ∂G, an ε-perturbation of X in
the direction ψ ∈ C may result in the perturbed initial condition X(0) + εψ(0) lying outside of
G. When X ∈ CG, the conditions of Definition 2.2 ensure that any solution (Z, Y ) of the ESP
for X must satisfy Y (0) = 0, so Definition 2.2 coincides with [42, Definition 1.2].
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Remark 2.6. The ESP and the associated ESM are generalizations of the SP and its associated
SM. In contrast to the SP, the ESP does not require that the constraining term Y have finite
variation on compact intervals. In [42] it was shown that the set V, defined by
(2.7) V .= {x ∈ ∂G : there exists d ∈ SJ−1 such that {d,−d} ⊆ d(x)}
is important for characterizing whether the constraining term Y can have unbounded variation.
In particular, if V = ∅, then (Z, Y ) solves the ESP for X if and only if (Z, Y ) solves the SP for X.
When referring to specific examples of ESPs in which V = ∅, we will use SP and SM in place of
ESP and ESM, respectively, to emphasize that the constraining term must be of finite variation
on compact intervals.
We close this section with a useful time-shift property of the ESP. Given a solution (Z, Y ) of
the ESP for X ∈ C and S ∈ [0,∞), define XS , Y S , ZS ∈ C by
XS(·) .= Z(S) +X(S + ·)−X(S),(2.8)
ZS(·) .= Z(S + ·),(2.9)
Y S(·) .= Y (S + ·)− Y (S).(2.10)
Lemma 2.7. Suppose (Z, Y ) solves the ESP for X ∈ C. Let S ∈ [0,∞) and define XS , ZS , Y S
as in (2.8)–(2.10). Then (ZS , Y S) solves the ESP for XS. Moreover, if (Z, Y ) is the unique
solution to the ESP for X, then for any 0 ≤ S < T < ∞, Z(T ) depends only on Z(S) and
{X(S + t)−X(S), t ∈ [0, T − S]}.
Proof. In [42, Lemma 2.3] this result was shown in the case X(0) ∈ G. The same argument can
be applied when X(0) 6∈ G. 
2.2. Lipschitz continuity. In this section we provide sufficient conditions on the ESP for the
associated ESM to be Lipschitz continuous on its domain of definition. The conditions, stated in
Assumption 2.8 below, are expressed in terms of the existence of a convex set B whose inward
normals satisfy certain geometric properties expressed in terms of the data {(di, ni, ci), i ∈ I}.
Given a convex set B and z ∈ ∂B, we let νB(z) denote the set of unit inward normals to the set
at the point z. In other words,
νB(z)
.
=
{
ν ∈ SJ−1 : 〈ν, y − z〉 ≥ 0 for all y ∈ B} .
Assumption 2.8. There exists δ > 0 and a compact, convex, symmetric set B with 0 ∈ B◦
such that for i ∈ I,
(2.11)
{
z ∈ ∂B
|〈z, ni〉| < δ
}
⇒ 〈ν, di〉 = 0 for all ν ∈ νB(z).
Remark 2.9. Suppose δ > 0 and B are such that (2.11) holds for i ∈ I. Then given any c > 0,
(2.11) holds with cδ and cB
.
= {cz : z ∈ B} in place of δ and B, respectively. In particular, if
z ∈ ∂(cB) for some c > 0 and |〈z, ni〉| = 0, then 〈ν, di〉 = 0 for all ν ∈ νcB(z).
This assumption was first introduced as [20, Assumption 2.1] and was shown in [20, Theorem
2.2] to imply Lipschitz continuity of the associated SM on its domain of definition. In [42,
Theorem 3.3], it was shown that Assumption 2.8 is a sufficient condition for Lipschitz continuity
of the ESM as well. An analogue of Assumption 2.8 also serves as a sufficient condition for
Lipschitz continuity of the map associated with the so-called constrained discontinuous media
problem (see [3, Theorem 2.9]). A dual condition on the data {(di, ni, ci), i ∈ I} that implies the
existence of a set B that satisfies Assumption 2.8 was introduced in [22, 23]. As demonstrated
in [21, 24], the dual condition is often more convenient to use in practice.
We now give a precise statement of the Lipschitz continuity property that follows from As-
sumption 2.8.
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Theorem 2.10. Given an ESP {(di, ni, ci), i ∈ I}, suppose Assumption 2.8 holds. Then there
exists κΓ¯ < ∞ such that if (Z1, Y1) solves the ESP for X1 ∈ C and (Z2, Y2) solves the ESP for
X2 ∈ C, then for all T ∈ [0,∞),
‖Z1 − Z2‖T ≤ κΓ¯‖X1 −X2‖T .(2.12)
Proof. By [42, Theorem 3.3], there exists κ˜ < ∞ such that whenever X1(0), X2(0) ∈ G, (2.12)
holds with κ˜ in place of κΓ¯ for all T ∈ [0,∞). Now suppose X1, X2 ∈ C are arbitrary. For
i = 1, 2, define X0i , Z
0
i as in (2.8)–(2.9), with S = 0 and Xi, Zi in place of X,Z, respectively,
so that Z0i (0) = X
0
i (0) ∈ G. By (2.9), the time-shift property of the ESP (Lemma 2.7), [42,
Theorem 3.3], (2.8) and condition 1 of the ESP, for all T ∈ [0,∞),
‖Z1 − Z2‖T = ‖Z01 − Z02‖T ≤ κ˜‖X01 −X02‖T ≤ κ˜‖X1 −X2‖T + κ˜|Y1(0)− Y2(0)|.
Therefore, it suffices to show there exists κˆ <∞ (depending only on the data {(di, ni, ci), i ∈ I})
such that |Y1(0) − Y2(0)| ≤ κˆ|X1(0) − X2(0)|. Then (2.12) will hold with κΓ¯ = κ˜(1 + κˆ). The
existence of κˆ can be shown using an argument that is related to the one used in the proof of
[20, Theorem 2.2]. To avoid redundancy, we omit the argument here. 
2.3. Existence and uniqueness of solutions. In this section we summarize results on exis-
tence and uniqueness of solutions to the ESP. We start by assuming the existence of a certain
map that projects points in RJ onto G in a way that is compatible with the directions of reflection
d(·).
Assumption 2.11. There is a map pi : RJ 7→ G satisfying pi(x) = x for all x ∈ G and pi(x)−x ∈
d(pi(x)) for all x 6∈ G.
For general results on the existence of a map pi, see [22, Section 4]. We now give a precise
statement that the ESM is well defined under our stated assumptions.
Theorem 2.12. Given an ESP {(di, ni, ci), i ∈ I}, suppose Assumption 2.8 and Assumption
2.11 hold. Then there exists a unique solution (Z, Y ) of the ESP for each X ∈ C and Z satisfies
Z(0) = pi(X(0)).
Proof. Define Z(0)
.
= pi(X(0)) and X0 ∈ CG as in (2.8), with S = 0. By Theorem 2.10 and
Assumption 2.11, together with [42, Lemma 2.6], there exists a unique solution (Z0, Y 0) of the
ESP for X0 and Z0(0) = X0(0) = pi(X(0)) ∈ G. Define Z(·) .= Z0(·) and Y (·) .= pi(X(0)) −
X(0) + Y 0(·). According to Assumption 2.11, Y (0) = pi(X(0)) −X(0) ∈ d(Z(0)). It is readily
verified that (Z, Y ) satisfies conditions 1–3 of the ESP for X, so (Z, Y ) is a solution to the ESP
for X. Uniqueness of the solution then follows from the Lipschitz continuity property established
in Theorem 2.10. 
We close this section with some examples of SPs that satisfy Assumption 2.8 and Assumption
2.11. See Appendix D.1 for an example of an ESP that is not an SP. Additional examples of SPs
and ESPs can be found in [20, 21, 22, 23, 24, 42].
Example 2.13. Let J = 1 and consider the one-dimensional SP {(e1, e1, 0)}. In this case G .= R+
and it is readily verified that the SP satisfies Assumption 2.8 with B
.
= [−1, 1], and Assumption
2.11 with pi1(x)
.
= x∨0 for all x ∈ R. The one-dimensional SP was first formulated by Skorokhod
[48] to construct pathwise reflected diffusions on R+. As is well known (see, e.g., [15, Chapter
8]), given X ∈ C such that X(0) ≥ 0, the one-dimensional SM, which we denote by Γ1, admits
the following explicit representation:
(2.13) Γ1(X)(t) = X(t) + sup
s∈[0,t]
(−X(s)) ∨ 0, t ∈ [0,∞).
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It is readily verified that the above expression is also valid when X(0) < 0. Consequently, if (Z, Y )
is the solution of the one-dimensional SP for X ∈ C, then due to the property Z(t) = X(t)+Y (t)
for t ∈ [0,∞), it follows that
(2.14) Y (t) = sup
s∈[0,t]
(−X(s)) ∨ 0, t ∈ [0,∞).
Example 2.14. Consider an SP {(di, ni, ci), i = 1, . . . , J} with linearly independent directions
of reflection {di, i = 1, . . . , J} (normalized so that 〈di, ni〉 = 1 for i = 1, . . . , J) and define the
matrix Q ∈ RJ×J by
(2.15) Qji =
{
|〈di, nj〉| if i 6= j,
0 if i = j.
Suppose %(Q), the spectral radius of Q, satisfies %(Q) < 1. Then, according to the results in [23,
Section 2], the SP satisfies Assumption 2.8 and Assumption 2.11. Furthermore, in the case J = 2,
the condition %(Q) < 1 is both necessary and sufficient for the SP to satisfy Assumption 2.8 and
Assumption 2.11. These SPs are sometimes referred to as generalized Harrison-Reiman SPs (see,
e.g., [23, Section 2]) since they are a natural generalization of the so-called Harrison-Reiman
SPs considered by Harrison and Reiman [26] (this class of SPs has the additional restrictions
ni = ei for i = 1, . . . , J and 〈dj , ei〉 ≤ 0 for all i 6= j), which arise in single class open queueing
networks [44] as well as in mathematical finance [31]. Figure 1 depicts an example of a generalized
Harrison-Reiman SP along with its associated set B. Since 〈d2, e1〉 > 0, this SP does not fall
into the class of Harrison-Reiman SPs whose directional derivatives were characterized in [42].
(a) SP {(di, ei, 0), i = 1, 2}. (b) Set B.
Figure 1. (A). An example of an SP on the nonnegative orthant with d1 =
(1,−1)′ and d2 = (1/2, 1)′. (B). An associated set B satisfying the conditions in
Assumption 2.8.
2.4. Directional derivatives of the extended Skorokhod map. In this section we give the
precise definition of a directional derivative of the ESM. Fix an ESP {(di, ni, ci), i ∈ I} satisfying
Assumption 2.8 and Assumption 2.11, so by Theorem 2.10 and Theorem 2.12, the associated
ESM Γ¯ is well defined and Lipschitz continuous on C. Given X,ψ ∈ C and ε > 0, we define
∇εψΓ¯(X) .=
Γ¯(X + εψ)− Γ¯(X)
ε
.(2.16)
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Definition 2.15. Given X,ψ ∈ C, the directional derivative of the ESM Γ¯ along the direction
ψ evaluated at X, denoted ∇ψΓ¯(X), is the function from [0,∞) into RJ that is equal to the
pointwise limit of ∇εψΓ¯(X) as ε ↓ 0; that is, for t ∈ [0,∞),
(2.17) ∇ψΓ¯(X)(t) .= lim
ε↓0
∇εψΓ¯(X)(t).
Remark 2.16. Let X,ψ ∈ C. If the limit (2.17) exists at t ∈ [0,∞), we say that ∇ψΓ¯(X)(t)
exists. If the limit (2.17) exists for all t ∈ [0, T ) for some T ∈ (0,∞], we say that ∇ψΓ¯(X) exists
on [0, T ). We say that ∇ψΓ¯(X) exists to mean the limit (2.17) exists for all t ∈ [0,∞).
The following proposition provides sufficient conditions for pointwise convergence of ∇εψε Γ¯(X)
as ε ↓ 0, where X ∈ C and {ψε}ε>0 is a family in C.
Proposition 2.17. Given an ESP {(di, ni, ci), i ∈ I}, suppose Assumption 2.8 and Assumption
2.11 hold. Let X,ψ ∈ C and T ∈ (0,∞] be such that ∇ψΓ¯(X)(t) exists on [0, T ), and let {ψε}ε>0
be a family in C such that ψε → ψ in C as ε ↓ 0. Then for all t ∈ [0, T ),
(2.18) lim
ε↓0
∇εψε Γ¯(X)(t) = ∇ψΓ¯(X)(t).
Proof. Let t ∈ [0, T ). By (2.16) and Theorem 2.10,
|∇εψε Γ¯(X)(t)−∇εψΓ¯(X)(t)| =
|Γ¯(X + εψε)(t)− Γ¯(X + εψ)(t)|
ε
≤ κΓ¯‖ψε − ψ‖t,
which converges to zero as ε ↓ 0. This, along with the triangle inequality and (2.17), implies
(2.18). 
3. Main results
In this section we present our main results on the existence and characterization of directional
derivatives of the ESM and pathwise differentiability of a class of reflected diffusions in the
nonnegative quadrant. We consider directional derivatives of the ESM evaluated at paths whose
images under the ESM satisfy a certain boundary jitter property, which we define in Section 3.1.
Later, in Section 4, we verify that the boundary jitter property is satisfied by a large class of
RBMs in the nonnegative quadrant. In Section 3.2 we introduce the DP. In Section 3.3 we present
our main result on the existence of directional derivatives of the ESM and the characterization
of their right continuous regularizations as solutions of the DP. In Section 3.4 we use our main
result to study directional derivatives of solutions of the ESM with respect to the directions of
reflection. In Section 3.5 we apply our results to study pathwise differentiability of a large class
of two-dimensional RBMs in the nonnegative quadrant.
3.1. Definition of the boundary jitter property. In order to prove existence of directional
derivatives of the ESM evaluated at X ∈ CG, we require that the solution (Z, Y ) of the ESP for
X satisfies certain conditions at the boundary ∂G. We collectively refer to these conditions as
the boundary jitter property. Recall that |I(x)| denotes the cardinality of the set I(x) defined in
(2.2). Let S and N respectively denote the smooth and nonsmooth parts of the boundary ∂G;
that is,
(3.1) S .= {x ∈ ∂G : |I(x)| = 1} ,
and
(3.2) N .= ∂G \ S = {x ∈ ∂G : |I(x)| ≥ 2} .
Definition 3.1. Given an ESP {(di, ni, ci), i ∈ I}, T ∈ (0,∞] and (Z, Y ) ∈ C([0, T ) : G) ×
C([0, T ) : RJ). We say that (Z, Y ) satisfies the boundary jitter property on [0, T ) if the following
hold:
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1. If t ∈ [0, T ) is such that Z(t) ∈ S, then for all s < t < u < T , Y is nonconstant on
(s ∨ 0, u).
2. On the interval [0, T ), Z does not spend positive Lebesgue time in N ; that is,∫ T
0
1N (Z(t))dt = 0.
3. If Z(0) ∈ N , then for each i ∈ I(Z(0)) and every δ ∈ (0, T ), there exists u ∈ (0, δ) such
that I(Z(u)) = {i}.
4. If t ∈ (0, T ) is such that Z(t) ∈ N , then for each i ∈ I(Z(t)) and every δ ∈ (0, t), there
exists s ∈ (t− δ, t) such that I(Z(s)) = {i}.
Remark 3.2. When T =∞, we omit the interval [0,∞) and write (Z, Y ) satisfies the boundary
jitter property to mean conditions 1–4 hold on [0,∞). When the pair (Z, Y ) is defined on an
interval that contains [0, T ), we write (Z, Y ) satisfies the boundary jitter property on [0, T ) to
mean the restriction of (Z, Y ) to [0, T ) satisfies the boundary jitter property on [0, T ). The
boundary jitter property depends on the ESP {(di, ni, ci), i ∈ I}; however, we omit this depen-
dence since the ESP will be clear from the context. Since conditions 2, 3 and 4 of the boundary
jitter property only depend on Z, we often write Z satisfies condition 2, 3 or 4 of the boundary
jitter property to mean (Z, Y ) satisfies condition 2, 3 or 4, respectively, of the boundary jitter
property.
Remark 3.3. Given an ESP on the half space (i.e., when N = 1), the set N is empty and so
conditions 2–4 of the boundary jitter property hold automatically.
Condition 1 can be interpreted to mean that whenever Z lies on the smooth part of the
boundary, it must be actively constrained to remain in G. Condition 2 is self-explanatory.
Condition 3 states that if the path Z starts on the nonsmooth part of the boundary, then it must
hit the smooth part of each face intersecting the point Z(0) infinitely often immediately after
time zero. Condition 4 states that whenever the path Z is on a nonsmooth part of the boundary
at time t ∈ (0,∞), it must hit the smooth part of each face intersecting the point Z(t) infinitely
often immediately before time t. See Figure 3a (in Section 8.3) for an illustration of a path Z
that satisfies condition 4 of the boundary jitter property.
By imposing the boundary jitter property on (Z, Y ), we will be able characterize the right
continuous regularizations of directional derivatives of the ESM as solutions of the DP associated
with Z, which we introduce in the next section. In Section 4 we show that a large class of
RBMs in the nonnegative quadrant a.s. satisfy the boundary jitter property, which allows us to
establish pathwise differentiability for these RBMs and obtain a nice characterization of their
derivatives. In a forthcoming work, we show the boundary jitter property is a.s. satisfied by a
large class of reflected diffusions in convex polyhedral domains, thus allowing us to prove pathwise
differentiability for these reflected diffusions.
3.2. Statement of the derivative problem. Let X ∈ C and Z .= Γ¯(X). The DP associated
with Z is a certain time-inhomogeneous Skorokhod-type problem where both the domain and
directions of reflection vary (discontinuously) in time. Other works that have considered SPs or
ESPs in domains that vary in time include [10, 11] in the one-dimensional setting, and [40] in
the multidimensional setting with time-varying domains and oblique directions reflection.
In order to state the DP, recall the definitions of I(x) and d(x) given in (2.2) and (2.4), and
that Dr denotes the space of RJ -valued right-continuous functions with finite left limits on [0,∞).
For x ∈ ∂G, define the linear subspace
(3.3) Hx
.
=
⋂
i∈I(x)
{
y ∈ RJ : 〈y, ni〉 = 0
}
,
and for x ∈ G◦, set Hx .= RJ . We now give a precise formulation of the DP.
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Definition 3.4. Given an ESP {(di, ni, ci), i ∈ I} and X ∈ C, suppose (Z, Y ) is a solution of
the ESP for X. Let ψ ∈ Dr. Then (φ, η) ∈ Dr × Dr solves the DP associated with Z for ψ if
η(0) ∈ span[d(Z(0))] and for all t ∈ [0,∞), the following conditions hold:
1. φ(t) = ψ(t) + η(t);
2. φ(t) ∈ HZ(t);
3. for all s ∈ [0, t),
(3.4) η(t)− η(s) ∈ span [∪u∈(s,t]d(Z(u))] .
If there exists a unique solution (φ, η) to the DP for ψ, we write φ = ΛZ(ψ) and refer to ΛZ as
the derivative map (DM) associated with Z.
Remark 3.5. When there is no confusion regarding Z, we omit the phrase “associated with Z”
and simply say (φ, η) solves the DP for ψ.
Remark 3.6. Given T ∈ (0,∞), we say (φ, η) ∈ Dr([0, T ) : RJ) × Dr([0, T ) : RJ) solves the DP
for ψ on [0, T ) if η(0) ∈ span[d(Z(0))] conditions 1–3 hold for t ∈ [0, T ). If the pair (φ, η) is
defined on an interval that strictly contains [0, T ), we say (φ, η) solves the DP for ψ on [0, T ) if
the restriction of (φ, η) to [0, T ) solves the DP for ψ on [0, T ).
Remark 3.7. If η is discontinuous at t ∈ (0,∞), then by condition 3 of the DP, the definition of
d(·) given in (2.4), the continuity of Z and the upper semicontinuity of I(·) (Lemma 2.1),
(3.5) η(t)− η(t−) ∈
⋂
s<t
span
[∪u∈(s,t]d(Z(u))] = span [d(Z(t))] .
Remark 3.8. The definition of the DP has many similarities to the definition of the ESP. In
particular, conditions 1–3 of the DP correspond to conditions 1–3 of the ESP, but with φ, ψ, η,
HZ(t) and “span” in place of Z,X, Y , G and “cone”. Here, HZ(t) is time-dependent and for each
t ∈ [0,∞) is equal to the intersection of finitely many hyperplanes, whereas G is fixed (in time)
and equal to the intersection of finitely many half spaces.
In Section 5 we study relevant properties of the DP and the associated DM.
3.3. Existence and characterization of directional derivatives. Throughout this section
we fix an ESP {(di, ni, ci), i ∈ I} satisfying Assumption 2.8 and Assumption 2.11.
We prove existence of directional derivatives of the ESM evaluated at X ∈ CG provided the
solution (Z, Y ) of the ESP for X satisfies the boundary jitter property, and only up until the
first time Z(t) reaches a certain, possibly empty, subset of the nonsmooth part of the boundary
N . To be precise, let
(3.6) W .= {x ∈ N : span(Hx ∪ d(x)) 6= RJ} ,
and given a solution (Z, Y ) to the ESP, define τ to be the first time that Z reaches W; that is,
(3.7) τ
.
= inf{t ∈ [0,∞) : Z(t) ∈ W}.
In Appendix D.2 we demonstrate that the directional derivative of the ESM does not necessarily
exist at t = τ . In Lemma 8.2 we show that if the following mild linear independence assumption
on the directions of reflection also holds, then the set W is empty, so τ =∞ holds trivially.
Assumption 3.9. For each x ∈ ∂G, {di, i ∈ I(x)} is a set of linearly independent vectors.
Remark 3.10. Under Assumption 3.9, the set V, defined in (2.7), is clearly empty. Therefore,
according to Remark 2.6, (Z, Y ) is a solution of the ESP {(di, ni, ci), i ∈ I} if and only if (Z, Y )
is a solution of the SP {(di, ni, ci), i ∈ I}.
The following lemma will be used to establish the existence of ∇ψΓ¯(X) at t = 0.
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Lemma 3.11. The following limit exists for all (x, v) ∈ G× RJ :
(3.8) ∇vpi(x) .= lim
ε↓0
pi(x+ εv)− pi(x)
ε
.
Furthermore, ∇vpi(x)− v ∈ cone[d(pi(x))] = cone[d(x)].
Proof. According to the discussion in [20, Section 5.3], the limit (3.8) exists. Due to the con-
vergence pi(x + εv) → pi(x) = x as ε ↓ 0 and the upper semicontinuity of I(·) (Lemma 2.1),
I(pi(x + εv)) ⊆ I(pi(x)) = I(x) for ε > 0 sufficiently small. This, along with Assumption 2.11,
implies that for all ε > 0 sufficiently small,
pi(x+ εv)− pi(x)
ε
− v = pi(x+ εv)− (x+ εv)
ε
∈ cone[d(pi(x))] = cone[d(x)].
The final assertion of the lemma then follows from taking limits as ε ↓ 0 and because cone[d(x)]
is a closed set. 
The second part of our main result is to relate the directional derivative ∇ψΓ¯(X) to the
unique solution (φ, η) of the DP associated with Z for ψ. In order to state this result, we define
a functional
ΘZ : Dr([0, τ) : RJ) 7→ D`,r([0, τ) : RJ)
so that ΘZ(φ) and ∇ψΓ¯(X) are equal on (0, τ). To this end, for each x ∈ S, the smooth part of
the boundary, let ix ∈ I denote the unique index such that I(x) = {ix} and define
(3.9) Gx
.
=
{
y ∈ RJ : 〈y, nix〉 ≥ 0
}
.
Given f ∈ Dr([0, τ) : RJ), define ΘZ(f) as follows: for each t ∈ [0, τ),
(3.10) ΘZ(f)(t)
.
=

f(t), if Z(t) ∈ G \ S,
f(t), if Z(t) ∈ S, f(t−) 6∈ GZ(t)
f(t−), if Z(t) ∈ S, f(t−) ∈ GZ(t).
We can now state our main result on directional derivatives of the ESM.
Theorem 3.12. Fix an ESP {(di, ni, ci), i ∈ I} satisfying Assumption 2.8 and Assumption 2.11.
Given X ∈ CG, let (Z, Y ) denote the solution to the ESP for X and define τ as in (3.7). Suppose
(Z, Y ) satisfies the boundary jitter property (Definition 3.1) on [0, τ). Then for all ψ ∈ C,
1. ∇ψΓ¯(X) exists on [0, τ) and lies in D`,r([0, τ) : RJ);
2. there exists a unique solution (φ, η) to the DP associated with Z for ψ on [0, τ);
3. φ(t) = ∇ψΓ¯(X)(t+) for all t ∈ [0, τ);
4. ∇ψΓ¯(X)(0) = ∇ψ(0)pi(X(0)) and ∇ψΓ¯(X) = ΘZ(φ) on (0, τ).
Moreover, under Assumption 3.9, τ =∞.
Here, we provide a brief outline of the proof of Theorem 3.12, which is deferred to Section 9.1.
Given X ∈ CG, let Z .= Γ¯(X). In Section 7 we prove existence of and characterize directional
derivatives ∇ψΓ¯(X) of an ESM up until the first time Z reaches the nonsmooth part of the
boundary N . We denote this time by θ2. Roughly speaking, given an interval such that Z hits at
most a single face Fi, we can exploit prior results on directional derivatives of the one-dimensional
SM, which are reviewed in Section 6, to prove existence of and characterize ∇ψΓ¯(X) on the
interval. We then patch together these results to prove existence of and characterize ∇ψΓ¯(X)
on [0, θ2). The proof of existence of ∇ψΓ¯(X) on [0, θ2) does not require that the boundary jitter
property hold; however condition 1 of the boundary jitter property is needed to characterize the
right continuous regularization of ∇ψΓ¯(X) as the solution of the DP on [0, θ2).
In Section 9 we prove existence of and characterize ∇ψΓ¯(X) on [0, τ). The key challenge is to
characterize∇ψΓ¯(X)(t) at times t ∈ [0, τ) that Z(t) ∈ N . We first show that it suffices to consider
14 DAVID LIPSHUTZ AND KAVITA RAMANAN
ψ that lie in a dense subset of C consisting of paths that are constant about times that the path
Z lies in N . We then use the boundary jitter property, along with properties of certain (oblique)
derivative projection operators, which are introduced in Section 8.1, to characterize∇ψΓ¯(X)(t) at
such times. In particular, given t ∈ (0,∞) such that Z(t) ∈ N , then the boundary jitter property
implies that Z hits the relative interior of each face that intersects Z(t) infinitely often in any
left neighborhood of t. Roughly speaking, each time Z reaches the relative interior of a face,
∇ψΓ¯(X) is projected onto a hyperplane associated with that face along a direction that lies in
the span of the direction of reflection associated with that face. As a consequence, understanding
∇ψΓ¯(X)(t) when Z(t) ∈ N is largely reduced to the analysis of countable sequences of derivative
projection operators, which is carried out in Section 8.2.
3.4. Differentiability with respect to directions of reflection. In this section we prove
differentiability of certain ESMs with respect to the directions of reflection. In order to consider
perturbations to the directions of reflection, we consider a sub-class of SPs which we first introduce
in Section 3.4.1.
3.4.1. Reflection matrix and the decomposition of the constraining term. We consider a class of
SPs in which the constraining term Y can be uniquely decomposed to describe its action along
each face. This class contains many SPs of interest that arise in applications, including the class
of generalization Harrison-Reiman SPs described in Example 2.14.
Given an SP {(di, ni, ci), i ∈ I} satisfying Assumption 3.9, define the reflection matrix R ∈
RJ×N by
(3.11) R
.
=
(
d1 · · · dN
)
.
The following lemma describes a decomposition of the J-dimensional constraining function Y
into an N -dimensional nondecreasing (componentwise) path L such that for each i ∈ I, Lidi
denotes the pushing along face Fi.
Lemma 3.13. Suppose the SP {(di, ni, ci), i ∈ I} satisfies Assumption 3.9. Then given a solution
(Z, Y ) of the SP for X ∈ CG, there exists a unique function L ∈ C([0,∞) : RN+ ) such that Y = RL
and for each i ∈ I, Li is nondecreasing and
(3.12)
∫ ∞
0
1{Z(s)6∈Fi}dL
i(s) = 0.
Moreover, there is a positive constant κL <∞ such that if, for k = 1, 2, (Zk, Yk) is the solution
of the SP {(di, ni, ci), i ∈ I} for Xk ∈ CG and Lk is as above, but with Zk, Yk, Lk in place of
Z, Y, L, respectively, then for all T ∈ (0,∞),
(3.13) ‖L1 − L2‖T ≤ κL‖X1 −X2‖T .
If N = J , then L is given by L = R−1Y and it is readily checked that the properties stated in
the lemma follow from the definition of the ESP (Definition 2.2). For completeness, the proof of
Lemma 3.13 for arbitrary N ∈ N is given in Appendix A.
3.4.2. Perturbations of the reflection matrix. Fix a set of vectors {vi, i ∈ I} in RJ such that
〈vi, ni〉 = 0 for each i ∈ I and define the matrix V ∈ RJ×N by
(3.14) V
.
=
(
v1 · · · vN
)
.
We consider SPs with perturbed directions of reflection given by {di + εvi, i ∈ I}. Since the
directions of reflection can always be renormalized so that 〈di + εvi, ni〉 = 〈di, ni〉 = 1 for each
i ∈ I, the condition 〈vi, ni〉 = 0 for each i ∈ I is without loss of generality.
Assumption 3.14. Given vectors {vi, i ∈ I} satisfying 〈vi, ni〉 = 0 for each i ∈ I, there is an
ε0 ∈ (0,∞) such that for each ε ∈ [0, ε0), the SP {(di + εvi, ni, ci), i ∈ I} satisfies Assumption
2.8, Assumption 2.11, and Assumption 3.9.
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In the following lemma we show that the generalized Harrison-Reiman SPs introduced in
Example 2.14 satisfy Assumption 3.14.
Lemma 3.15. Given an SP {(di, ni, ci), i = 1, . . . , J} satisfying Assumption 3.9, define the
matrix Q ∈ RJ×J as in (2.15) and let %(Q) denote its spectral radius. If %(Q) < 1, then the
SP satisfies Assumption 3.14. Furthermore, in the case J = 2, the SP satisfies Assumption 3.14
only if %(Q) < 1.
Proof. Suppose %(Q) < 1. According to Example 2.14, the SP satisfies Assumption 2.8 and
Assumption 2.11. Let {vi, i = 1, . . . , J} be such that 〈vi, ni〉 = 0 for all i ∈ I. For ε > 0, define
the matrix Qε ∈ RJ×J by
(Qε)
j
i =
{
|〈di + εvi, nj〉| if i 6= j,
0 if i = j.
Since the spectral radius and determinant of a matrix depend continuously on its entries, there
exists ε0 ∈ (0,∞) such that for all ε ∈ (0, ε0), %(Qε) < 1 and {di + εvi, i = 1, . . . , J} is a set of
linearly independent vectors. For such ε, the SP {(di + εvi, ni, ci), i = 1, . . . , J} lies in the class
of generalized Harrison-Reiman SPs considered in Example 2.14. Thus, the SP {(di, ni, ci), i =
1, . . . , J} satisfies Assumption 3.14. The last assertion follows because, as stated in Example
2.14, if J = 2, the SP {(di, ni, ci), i = 1, 2} satisfies Assumption 2.8 only if %(Q) < 1. 
We now state our main theorem on differentiability of the ESM with respect to the directions
of reflection.
Theorem 3.16. Fix an SP {(di, ni, ci), i ∈ I} satisfying Assumption 3.14 and let Γ be the
associated SM. Let (Z, Y ) denote the solution of the SP for X ∈ CG and let L be as in Lemma
3.13. Suppose {vi, i ∈ I} are vectors in RJ satisfying 〈vi, ni〉 = 0 for each i ∈ I and define
the matrix V ∈ RJ×N as in (3.14). Let ζ ∈ C and define ψ .= ζ + V L ∈ C. Let ε0 ∈ (0,∞)
be as in Assumption 3.14 and for each ε ∈ (0, ε0) let Γε denote the SM associated with the SP
{(di + εvi, ni, ci), i ∈ I}. Given T ∈ (0,∞], assume that ∇ψΓ(X) exists on [0, T ). Then
(3.15) lim
ε↓0
Γε(X + εζ)(t)− Γ(X)(t)
ε
= ∇ψΓ(X)(t), t ∈ [0, T ).
Remark 3.17. In the statement of Theorem 3.16 we do not impose conditions under which
∇ψΓ(X) exists. Broad sufficient conditions for existence follow from our other results. In partic-
ular, if θ2 is defined as in (7.1), then by Proposition 7.2, ∇ψΓ(X) exists on [0, θ2). If τ is defined
as in (3.7), and X satisfies the boundary jitter property on [0, τ), then by Theorem 3.12, ∇ψΓ(X)
exists on [0, τ). Alternatively, if N = J and the reflection matrix R satisfies the Harrison-Reiman
condition (see [38, Definition 1.2]), then by [38, Theorem 1.1], ∇ψΓ(X) exists.
Proof. For each ε ∈ (0, ε0), let (Zε, Yε) be the solution to the SP {(di + εvi, ni, ci), i ∈ I} for
X+εζ. By Lemma 3.13, there exists Lε ∈ C([0,∞) : RN+ ) such that Yε = (R+εV )Lε and for each
i ∈ I, Liε is nondecreasing and can only increase when Zε is on face Fi. Thus, Zε = X+εψε+ Y˜ε,
where ψε
.
= ζ + V Lε and Y˜ε
.
= RLε, and Y˜ε satisfies (2.5), with Y˜ε and Zε in place of Y and Z,
respectively. It follows that (Zε, Y˜ε) solves the SP {(di, ni, ci), i ∈ I} for X + εψε. Below, we
prove that ψε converges to ψ in C as ε ↓ 0, where we recall that ψ = ζ + V L. Since ∇ψΓ(X)
exists on [0, T ) by assumption, Lemma 2.17 will then imply that (3.15) holds.
We are left to show that ψε converges to ψ in C as ε ↓ 0. Let t ∈ (0,∞). By the definitions of
ψε and ψ, and (3.13),
‖ψε − ψ‖t ≤ ‖V ‖‖Lε − L‖t ≤ εκL‖V ‖‖ψε‖t ≤ εκL‖V ‖(‖ψ‖t + ‖ψε − ψ‖t),
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where ‖V ‖ denotes the finite operator norm of the matrix V when viewed as a linear operator
from RN to RJ . Rearranging (for ε > 0 sufficiently small), we see that
lim sup
ε↓0
‖ψε − ψ‖t ≤ lim
ε↓0
εκL‖V ‖‖ψ‖t
1− εκL‖V ‖ = 0,
which completes the proof of the lemma. 
3.5. Pathwise differentiability of reflected Brownian motion. In this section we establish
what we refer to as pathwise differentiability of an RBM in the nonnegative quadrant G
.
= R2+.
Fix a filtered probability space (Ω,F , {Ft},P) satisfying the usual conditions (see, e.g., [45,
Chapter II, Definition 67.1]). To avoid notational confusion with other sections in this work, we
emphasize that throughout this subsection W,Z,X,L,∇Z,ψ, φ, ζ denote stochastic processes on
the filtered probability space (Ω,F , {Ft},P). Fix a two-dimensional standard Brownian motion
W on (Ω,F , {Ft},P). An RBM on the nonnegative quadrant is defined as follows.
Definition 3.18. Given an initial condition x ∈ G, drift vector b ∈ R2, dispersion matrix
σ ∈ R2×2 and directions of reflection {di, i = 1, 2} in R2, suppose the SP {(di, ei, 0), i = 1, 2}
satisfies Assumption 2.8 and Assumption 2.11. Let Γ denote the associated SM and define the
reflection matrix R ∈ R2×2 by R .= (d1 d2). Then the RBM on G associated with (x, b, σ,R) is
an {Ft}-adapted two-dimensional process Z defined by
(3.16) Z
.
= Γ(X),
where X = {Xt, t ∈ [0,∞)} is the {Ft}-adapted two-dimensional process defined by
(3.17) Xt
.
= x+ bt+ σWt, t ∈ [0,∞).
See Figure 2a for an example of a sample path of an RBM.
Remark 3.19. By Lemma 3.13, given the RBM Z associated with (x, b, σ,R), there exists an
{Ft}-adapted two-dimensional process L = {Lt, t ∈ [0,∞)} such that
(3.18) Zt = x+ bt+ σWt +RLt, t ∈ [0,∞),
and for i = 1, 2, Li is nondecreasing and can only increase when Z lies on face Fi.
The following result states that under a nondegeneracy condition, the RBM, along with its
constraining term, P a.s. satisfies the boundary jitter property. The proof of Proposition 3.20 is
given in Section 4.1.
Proposition 3.20. Given an SP {(di, ei, 0), i = 1, 2} satisfying Assumption 2.8 and Assumption
2.11, x ∈ G, b ∈ R2 and σ ∈ R2×2, suppose that σσ′ is a nondegenerate covariance matrix. Set
R
.
=
(
d1 d2
)
. Let Z be the RBM associated with (x, b, σ,R) and define X as in (3.17). Then P
a.s. (Z,Z −X) satisfies the boundary jitter property (Definition 3.1).
We now present our main result on the existence of pathwise derivatives of a two-dimensional
RBM on the nonnegative quadrant.
Theorem 3.21. Fix an SP {(di, ei, 0), i = 1, 2} satisfying Assumption 3.14 and set R .=(
d1 d2
)
. Let Z be the RBM associated with (x, b, σ,R), define X as in (3.17) and L as in
Remark 3.19. Then P a.s. the following holds: given y ∈ R2, c ∈ R2, θ ∈ R2×2 and V ∈ R2×2
such that x + εy ∈ R2+ for all ε > 0 sufficiently small and V has zeros along its diagonal, let
ε0 ∈ (0,∞) be as in Assumption 3.14. For each ε ∈ (0, ε0) such that x+ εy ∈ R2+, let Zε denote
the RBM associated with (x+ εy, b+ εc, σ + εθ,R+ εV ). Then
1. the process ∇Z = {∇Zt, t ∈ [0,∞)}, defined by
(3.19) ∇Zt .= lim
ε↓0
Zεt − Zt
ε
, t ∈ [0,∞),
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exists, takes values in D`,r and satisfies ∇Z = ∇ψΓ(X), where ψ = {ψt, t ∈ [0,∞)} is
given by
(3.20) ψt
.
= y + ct+ θWt + V Lt, t ∈ [0,∞);
2. if φ = {φt, t ∈ [0,∞)} denotes the right continuous regularization of ∇Z = {∇Zt, t ∈
[0,∞)}, then (φ, φ− ψ) solves the DP associated with Z for ψ.
See Figure 2 for an illustration of a sample path of an RBM along with an associated pathwise
derivative.
Remark 3.22. Given an SP {(di, ei, 0), i = 1, 2} satisfying Assumption 3.9, define Q ∈ R2×2 as
in (2.15). Then by Lemma 3.15, Assumption 3.14 holds if and only if %(Q) < 1.
(a) A sample path of an RBM. (b) An associated pathwise derivative.
Figure 2. (A). A sample path of an RBM Z on the nonnegative orthant as-
sociated with the SP depicted in Figure 1a. (B) The sample path of an asso-
ciated pathwise derivative ∇Z. The gray dashed lines denote (some, though
not all) discontinuity points of ∇Z. In both plots, t1 .= inf{t > 0 : Zt ∈ ∂G},
t2
.
= inf{t > t1 : Zt ∈ F2} and t3 .= inf{t > t2 : Zt ∈ F1}.
Proof. By Proposition 3.20, the event
(3.21) {(Z,Z −X) satisfies the boundary jitter property},
has P-measure one. Let y ∈ R2, c ∈ R2, θ ∈ R2×2 and V ∈ R2×2 be such that x + εy ∈ R2+ for
all ε > 0 sufficiently small and V has zeros along its diagonal. For each ε ∈ (0, ε0), let Γε denote
the SM associated with SP {(di + εvi, ei, 0), i = 1, 2}. Define ζ = {ζt, t ∈ [0,∞)} by
ζt = y + ct+ θWt, t ∈ [0,∞),
and define ψ = {ψt, t ∈ [0,∞)} as in (3.20). Then for each ε ∈ (0, ε0) such that x + εy ∈ R2+,
Zε = Γε(X + εζ). Furthermore, Assumption 3.9 implies W = ∅, where W is defined as in (3.6).
It follows that τ
.
= inf{t ∈ [0,∞) : Zt ∈ W} =∞. By part 1 of Theorem 3.12 and Theorem 3.16,
on the set (3.21), ∇ψΓ(X) exists, and
∇Zt = lim
ε↓0
Γε(X + εζ)(t)− Γ(X)(t)
ε
= ∇ψΓ(X)(t), t ∈ [0,∞).
This, along with Theorem 3.12, completes the proof of the theorem. 
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In forthcoming work we prove a result that is analogous to Theorem 3.21, but for a larger
class of reflected diffusions in convex polyhedral domains, and study stability properties of the
joint process {(Zt, φt), t ∈ [0,∞)}.
4. The boundary jitter property
In this section we verify that the boundary jitter property (Definition 3.1) holds for certain
two-dimensional RBMs in the nonnegative quadrant and discuss some useful ramifications of the
boundary jitter property.
4.1. Verification for reflected Brownian motion in the nonnegative quadrant. In this
section we prove Proposition 3.20. Fix an SP {(di, ei, 0), i = 1, 2}, b ∈ R2, σ ∈ R2×2 as in the
statement of Proposition 3.20. Let Γ denote the associated SM and R
.
=
(
d1 d2
)
. Observe that
N = {0} and Fi = {x ∈ G : 〈x, ei〉 = 0} for i = 1, 2. Since σσ′ is symmetric and positive definite,
the square matrix σ is nondegenerate. Recall that σ−1 ∈ R2×2 denotes the matrix inverse of σ.
Throughout this section, we fix a filtered probability space (Ω,F , {Ft},P) satisfying the usual
conditions. To avoid confusion with other sections of this work, we emphasize that throughout
this subsection, W,Zx, Xx, Y x, L, ζ denote stochastic processes on the filtered probability space
(Ω,F , {Ft},P). Fix a two-dimensional standard Brownian motion W on (Ω,F , {Ft},P). Also,
for u > 0, define
(4.1) Cu
.
= {Wt ≥ 0 ∀ t ∈ [0, u]}
and recall the well known property that P(Cu) = 0 for every u > 0. For each x ∈ G, define
Xxt
.
= x + bt + σWt for t ≥ 0, Zx .= Γ(Xx) and Y x .= Zx −Xx. We begin by establishing that
(Zx, Y x) satisfies condition 1 of the boundary jitter property.
Lemma 4.1. For each x ∈ G, P a.s. (Zx, Y x) satisfies condition 1 of the boundary jitter property.
Proof. For x ∈ G, define
Ax0
.
=
⋂
u∈Q∩(0,∞)
{Y x is nonconstant on (0, u)} ,
and
Ax
.
=
⋂
s∈Q∩(0,∞)
⋂
u∈Q∩(s,∞)
{Y x is nonconstant on (s, u)} ∪ {Zxt ∈ G◦ ∀ t ∈ (s, u)} .
Then for x ∈ S, Ax0 ∩ Ax is contained in the event that (Zx, Y x) satisfies condition 1 of the
boundary jitter property, and for x ∈ G◦∪N , Ax is contained in the event that (Zx, Y x) satisfies
condition 1 of the boundary jitter property. We show that P(Ax0) = 1 for all x ∈ ∂G and
P(Ax) = 1 for all x ∈ G, which will complete the proof of the lemma.
Suppose x ∈ ∂G and let i ∈ {1, 2} be such that i ∈ I(x). Fix u ∈ Q∩ (0,∞). By conditions 1
and 2 of the ESP,
{Y x is constant on [0, u]} ⊆ {〈Xxt , ei〉 = 〈Zxt , ei〉 ≥ 0 ∀ t ∈ [0, u]}.
Due to Girsanov’s theorem (see, e.g., [46, Chapter IV, Theorem 38.5]), there is a probability
measure P˜ on (Ω,F) that is equivalent to P such that under P˜,
X˜
.
=
{
1
|σi| 〈X
x
t , ei〉, t ∈ [0, u]
}
=
{
1
|σi| 〈b, ei〉t+
1
|σi|σ
iWt, t ∈ [0, u]
}
.
is a standard one-dimensional Brownian motion on [0, u]. Thus, by (4.1),
(4.2) P˜(Y x is constant on [0, u]) = P˜(X˜t ≥ 0 ∀ t ∈ [0, u]) = P(Cu) = 0.
Since P and P˜ are equivalent, P(Ax0) = 1.
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Now suppose x ∈ G. Fix s ∈ Q ∩ (0,∞) and u ∈ Q ∩ (s,∞). Define the stopping time ρs as
follows:
ρs
.
= inf{t > s : Zxt ∈ ∂G}.
Note that {ρs ≥ u} = {Zxs ∈ G◦ ∀ t ∈ (s, u)}, so we are left to consider the set {ρs ∈ [s, u)}. On
the set {ρs ∈ [s, u)}, define Xρs , Zρs , Y ρs as in (2.8)–(2.10), but with ρs, Xx, Zx, Y x in place of
S,X,Z, Y , respectively. By the time-shift property of the ESP (Lemma 2.7), (Zρ
s
, Y ρ
s
) solves
the ESP for Xρ
s
. This, along with the strong Markov property for W and the fact that b and
σ are constant, imply that for y ∈ ∂G, Y ρs , conditioned on {ρs ∈ [s, u), ρs = y}, is equal in
distribution to Y y. Hence, by (4.2) and the fact that P and P˜ are equivalent, for r ∈ Q∩ (0,∞),
P(Y ρ
s
is nonconstant on [0, r]|ρs ∈ [s, u))
=
∫
∂G
P(Y y is nonconstant on [0, r])P(Zxρs ∈ dy|ρs ∈ [s, u))
= 1.
Since the above holds for every r ∈ Q ∩ (0,∞), it follows that P(Ax) = 1, which completes the
proof. 
We now turn to the proof that condition 2 of the boundary jitter property holds.
Lemma 4.2. For each x ∈ G,
(4.3) P
(∫ ∞
0
1∂G(Z
x
t )dt = 0
)
= 1.
Consequently, P a.s. Zx satisfies condition 2 of the boundary jitter property.
Proof. It is readily verified that Zx is an SRBM associated with (G, b, σσ′, R) that starts from
x (see [51, Definition 1.1], with X = Xx and Y = Lx). Then by [51, Lemma 2.1], the lemma
follows. 
Next, we consider condition 4 of the boundary jitter property. For the following lemma, given
x ∈ G, let Lx = {Lxt , t ∈ [0,∞)} be as in Remark 3.19, but with Zx and Lx in place of Z and L,
respectively.
Lemma 4.3. For each x ∈ G, P a.s. Zx satisfies condition 4 of the boundary jitter property.
Proof. For x ∈ G define
ρs,x0
.
= inf {t > s : Zxt ∈ N} , s ∈ [0,∞),
and for i = 1, 2, define
ρs,xi
.
= inf {t > s : Zxt ∈ Fi} , s ∈ [0,∞).
Clearly ρs,xi ≤ ρs,x0 for i = 1, 2 and s ∈ (0,∞). For each x ∈ G,
{Zx satisfies condition 4 of the boundary jitter property}
=
⋂
s∈Q∩(0,∞)
⋂
i=1,2
{ρs,x0 = ρs,xi <∞}c .
Fix x ∈ G, s ∈ Q∩ (0,∞) and i ∈ {1, 2}. It clearly suffices to show that P(ρs,x0 = ρs,xi <∞) = 0.
By the Markov property and the fact that P(Zxs ∈ ∂G) = 0 (see, e.g., [8, Lemma 5.7] and its
proof), we have
P(ρs,x0 = ρ
s,x
i <∞) =
∫
G◦
P(ρ0,y0 = ρ
0,y
i <∞)P(Zxs ∈ dy).
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Thus, we are left to show that for each y ∈ G◦ and i = 1, 2, P(ρ0,y0 = ρ0,yi < ∞) = 0; or
equivalently, P(Zy
ρ0,yi ∧T
∈ N ) = 0 for all T < ∞. Fix y ∈ G◦ and T < ∞. By Girsanov’s
theorem, there exists a probability measure P˜ on (Ω,F) equivalent to P such that under P˜,
W˜ = {σ−1bt + Wt, t ∈ [0, T ]} is a standard two-dimensional Brownian motion on [0, T ]. By
Remark 3.19, [Ly]i is constant on [0, ρ0,yi ]. Let j
.
= 3− i. Then under P˜, the stopped process
Z˜
.
=
{
σ−1Zy
t∧ρ0,yi
, t ∈ [0, T ]
}
=
{
σ−1y + W˜t +
[
Ly
t∧ρ0,yi
]j
(σ−1dj), t ∈ [0, T ]
}
is a two-dimensional RBM on [0, T ] with zero drift, identity covariance matrix on the half plane
{z ∈ R2 : 〈z, σ′ej〉 ≥ 0} with oblique direction of reflection σ−1dj at the boundary {z ∈ R2 :
〈z, σ′ej〉 = 0}, starting at σ−1y 6= 0 and stopped at the first time it reaches the line {z ∈ R2 :
〈z, σ′ei〉 = 0}. Additionally, Z˜T ∈ N if and only if Zyρ0,yi ∧T ∈ N . By [52, Theorem 2.2], with
ξ = pi, θ1 = −θ2 and α = 0, an RBM on the half plane with zero drift, identity covariance
matrix and nonzero starting position a.s. does not reach the origin in finite time. Therefore,
P˜(Zρ0,yi ∧T ∈ N ) = 0. Since P and P˜ are equivalent, this completes the proof. 
In preparation for the proof that Zx satisfies condition 3 of the boundary jitter property, we
state the following useful lemma. Recall the definition of a Cauchy process (see, e.g., [49, Section
3]).
Lemma 4.4. Let ζ = {ζt, t ∈ [0,∞)} be a one-dimensional Cauchy process on (Ω,F , {Ft},P).
Then
(4.4) P
(
lim sup
t↓0
ζt
t
=∞
)
= P
(
lim inf
t↓0
ζt
t
= −∞
)
= 1.
Proof. See, for example, [5, Chapter VIII, Theorem 5(iii)]. 
We now prove condition 3 of the boundary jitter property. Since N = {0}, we only need to
consider the RBM starting at the origin.
Lemma 4.5. P a.s. Z0 satisfies condition 3 of the boundary jitter property.
Proof. Define
(4.5) ρ0i
.
= inf
{
t > 0 : Z0t ∈ Fi
}
, i = 1, 2.
According to Lemma 4.3, P a.s. the following statement holds: given i ∈ {1, 2}, if Z0t ∈ N for
some t > 0, then I(Z0s ) = {i} for some s ∈ [0, t). Thus, it suffices to show that P(ρ01 = 0) =
P(ρ02 = 0) = 1. We prove P(ρ01 = 0) with the proof of P(ρ02 = 0) being identical.
Define X0t
.
= bt + σWt for t ≥ 0 and set Y 0 .= Z0 − X0 so that (Z0, Y 0) solves the SP for
X0. On the set {ρ01 > 0}, 〈Z0t , e1〉 > 0 for all t ∈ (0, ρ01), or equivalently, I(Z0t ) ⊆ {2} for all
t ∈ (0, ρ01). Therefore, by condition 3 of the ESP and the fact 〈d2, e2〉 > 0, {〈Y 0t , e2〉, t ∈ [0, ρ01)}
is nondecreasing and can only increase when 〈Z0t , e2〉 = 0. Since 〈Z0t , e2〉 ≥ 0 for all t ∈ [0, ρ01),
it follows that (〈Z0, e2〉, 〈Y 0, e2〉) solves the one-dimensional SP for 〈X0, e2〉 on [0, ρ01). This,
combined with the explicit form of the one-dimensional SM given in (2.13), (4.5), condition 3 of
the ESP and the fact that 〈d2, e2〉 = 1, implies that, on the set {ρ01 > 0},
(4.6) Z0t = X
0
t + sup
s∈[0,t]
(−〈X0s , e2〉)d2, t ∈ [0, ρ01).
On the set {ρ01 > 0} ∩ {〈X0t , e2〉 < 0 i.o. as t ↓ 0}, we rearrange (4.6) to obtain
〈X0t , e1〉
sups∈[0,t](−〈X0s , e2〉)
> −〈d2, e1〉, t ∈ (0, ρ01).
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However, we will show that in fact P˜(〈X0t , e2〉 < 0 i.o. as t ↓ 0) = 1 and
(4.7) P˜
(
lim inf
t↓0
〈X0t , e1〉
sups∈[0,t](−〈X0s , e2〉)
= −∞
)
= 1.
This will imply that P(ρ01 = 0) = 1.
Fix T <∞. By Girsanov’s theorem, there exists a probability measure P˜ on (Ω,F) equivalent
to P such that under P˜,
W˜
.
=
{
σ−1X0t , t ∈ [0, T ]
}
=
{
σ−1bt+Wt, t ∈ [0, T ]
}
is a standard two-dimensional Brownian motion on [0, T ]. It follows that, under P˜, {〈X0t , e2〉, t ∈
[0, T ]} = {〈W˜t, σ′e2〉, t ∈ [0, T ]} is a one-dimensional Brownian motion (with zero drift and
infinitesimal variance |σ′e2|2) on [0, T ]. By (4.1), we have
(4.8) P˜(〈X0t , e2〉 < 0 i.o. as t ↓ 0) = P(∩u∈Q∩(0,T )Ccu) = 1.
Now let v2
.
= |σ′e2|−1σ′e2 ∈ S1 and choose v1 ∈ S1 such that 〈v1, v2〉 = 0. Since σ is nonde-
generate, there exist α, β ∈ R with α 6= 0 such that σ′e1 = αv1 + βv2. Observe that under
P˜, B1 .= {〈W˜t, v1〉, t ∈ [0, T ]} and B2 .= {〈W˜t, v2〉, t ∈ [0, T ]} are independent one-dimensional
Brownian motions on [0, T ] and, for t ∈ [0, T ],
〈X0t , e1〉
sups∈[0,t](−〈X0s , e2〉)
=
〈W˜t, σ′e1〉
sups∈[0,t](−〈W˜s, σ′e2〉)
=
αB1t + βB
2
t
|σ′e2| sups∈[0,t](−B2s )
.
For c > 0, let Tc
.
= inf{t > 0 : −B2t = c}. Then, to show (4.7), it suffices to show that
(4.9) P˜
(
lim inf
c↓0
αB1Tc − βc
|σ′e2|c = −∞
)
= P˜
(
lim inf
c↓0
αB1Tc
c
= −∞
)
= 1.
Since {B1Tc , c ∈ [0, T ]} is a Cauchy process on [0, T ] (see, e.g., [49, Lemma 3]), (4.9) follows from
Lemma 4.4. This proves (4.7), which along with (4.8), completes the proof of the lemma. 
Proof of Proposition 3.20. Let x ∈ G. By Lemma 4.1, Lemma 4.2, Lemma 4.3, Lemma 4.5 and
the fact that N = {0}, P a.s. (Zx, Y x) satisfies the boundary jitter property. 
4.2. Ramifications of the boundary jitter property. The following two lemmas state conse-
quences of the boundary jitter property that are used in the proof that the directional derivative
of the ESM exists at times t ∈ [0,∞) that Z(t) ∈ N , the nonsmooth part of the boundary defined
in (3.2).
Lemma 4.6. Given U ∈ (0,∞] and Z ∈ C([0, U) : G), suppose Z satisfies condition 4 of the
boundary jitter property (Definition 3.1) on [0, U) and 0 ≤ S < T < U are such that Z(T ) ∈ N
and I(Z(t)) ( I(Z(T )) for all t ∈ [S, T ). Then there is a nested increasing sequence
(4.10) S
.
= ξ0 < s1 ≤ ξ1 < · · · < sj ≤ ξj < · · · < T
such that ξj → T as j →∞ and for each j ∈ N, Z(ξj) ∈ ∂G and
(4.11)
⋃
t∈[ξj−1,sj)
I(Z(t)) ⊆ I(Z(ξj−1)) and
⋃
t∈[sj ,ξj ]
I(Z(t)) ⊆ I(Z(ξj)).
See Figure 3a (in Section 8.3) for an illustration of a path Z that satisfies condition 4 of the
boundary jitter property with the sequence of times in (4.10) marked.
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Proof. To construct the nested increasing sequences (4.10), recursively define, for j ∈ N, sj to
be the first time after ξj−1 such that Z(sj) ∈ Fi for some i 6∈ I(Z(ξj−1)); that is,
(4.12) sj
.
= inf{t ∈ (ξj−1, T ] : I(Z(t)) 6⊆ I(Z(ξj−1))},
and let
(4.13) ξj
.
= sup{t ∈ [sj , T ) : I(Z(s)) ⊆ I(Z(t)) ∀ s ∈ [sj , t]}.
We claim that for each j ∈ N,
(4.14) S ≤ ξj−1 < sj ≤ ξj < T and Z(ξj) ∈ ∂G.
This, along with (4.12) and (4.13), will establish (4.10) and (4.11).
To prove the claim (4.14), we use the principle of mathematical induction. By definition,
ξ0
.
= S ∈ [S, T ). Now suppose ξj−1 ∈ [S, T ) for some j ∈ N. By (4.12), the continuity of Z
and the upper semicontinuity of I(·) (Lemma 2.1), we have sj > ξj−1. To see that sj < T , first
choose i ∈ I(Z(T )) \ I(Z(ξj−1)), where the set is nonempty because, by assumption, the strict
inclusion I(Z(t)) ( I(Z(T )) holds for all t ∈ [S, T ). According to condition 4 of the boundary
jitter property, since Z(T ) ∈ N , there exists t ∈ (ξj−1, T ) such that I(Z(t)) = {i}. Thus, (4.12)
implies that sj ≤ t < T . This, together with the previously established lower bound sj > ξj−1,
implies sj ∈ (ξj−1, T ). By definition (4.13), sj ≤ ξj .
Proceeding, we show that ξj < T . Since Z(T ) ∈ N , condition 4 of the boundary jitter
property, with t = T and δ = T − sj , implies that for i ∈ I(Z(T )),
ti0
.
= inf{t ∈ [sj , T ) : I(Z(t)) = {i}} < T.
Consequently,
(4.15) t0
.
= max
i∈I(Z(T ))
ti0 < T and
⋃
u∈[sj ,t0]
I(Z(u)) = I(Z(T )).
Combining (4.15) with the strict inclusion I(Z(t)) ( I(Z(T )) for all t ∈ [t0, T ), and the definition
(4.13) for ξj , we have ξj < t0 < T . To see that Z(ξj) ∈ ∂G, first observe that (4.12) clearly
implies that Z(sj) ∈ ∂G. Since (4.13) and the continuity of Z imply that I(Z(sj)) ⊆ I(Z(ξj)),
this ensures Z(ξj) ∈ ∂G. Thus, we have proved the claim in (4.14), and hence, that (4.10) and
(4.11) hold.
We are left to show that ξj → T as j →∞. Since (4.14) implies ξj is increasing and bounded
above by T , there exists ξ∞ ≤ T such that ξj < ξ∞ for all j ∈ N and ξj → ξ∞ as j → ∞.
By the continuity of Z and the upper semicontinuity of I(·), there exists j0 ∈ N such that
I(Z(ξj)) ⊆ I(Z(ξ∞)) holds for all j ≥ j0. The inclusions in (4.11) imply that for each j ∈ N,
I(Z(t)) ⊆ I(Z(ξj)) for all t ∈ [sj , sj+1). Combining these properties, we have⋃
t∈[sj0 ,ξ∞]
I(Z(t)) =
⋃
j≥j0
⋃
t∈[sj ,sj+1)
I(Z(t)) =
⋃
j≥j0
I(Z(ξj)) ⊆ I(Z(ξ∞)).
Thus, I(Z(t)) ⊆ I(Z(ξ∞)) for all t ∈ [s0, ξ∞]. If ξ∞ < T , then (4.13) would imply the contra-
diction ξ∞ ≤ ξj0 . Therefore, ξ∞ = T . 
The following result describes the behavior of a path that starts at the nonsmooth part of the
boundary and satisfies the boundary jitter property. The proof uses a time-reversal argument in
conjunction with Lemma 4.6.
Lemma 4.7. Given Z ∈ C([0,∞) : G), suppose Z satisfies conditions 3 and 4 of the boundary
jitter property (Definition 3.1), Z(0) ∈ N and T ∈ (0,∞) is such that I(Z(t)) ( I(Z(0)) for all
t ∈ (0, T ). Then there is a nested decreasing sequence
(4.16) T > χ0 > u1 ≥ χ1 > · · · > uj ≥ χj > · · · > 0
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such that χ0 ∈ G◦, χj → 0 as j →∞ and for each j ∈ N, Z(χj) ∈ ∂G and
(4.17)
⋃
t∈[χj ,uj ]
I(Z(t)) ⊆ I(Z(χj)) and
⋃
t∈(uj ,χj−1]
I(Z(t)) ⊆ I(Z(χj−1)).
Proof. Let x ∈ G◦ be arbitrary. Define the path Z˜ ∈ C([0,∞) : G) to be the time reversal of Z
on [0, T ] concatenated with the line segment connecting Z(0) and x as follows:
(4.18) Z˜(t)
.
=
{
Z(T − t) for t ∈ [0, T ],
Z(0)eT−t + (x− Z(0))(1− eT−t) for t ∈ (T,∞).
Note that the definition of Z˜(t) for t ∈ [T,∞) and the fact that x ∈ G◦ and G is convex together
ensure that Z˜(t) remains in G◦ for all t ∈ (T,∞).
We now show that Z˜ satisfies condition 4 of the boundary jitter property. Suppose t ∈ (0, T ]
is such that I(Z˜(t)) = I(Z(T − t)) ∈ N . By condition 3 of the boundary jitter property, for each
i ∈ I(Z˜(t)) = I(Z(T − t)) and every δ ∈ (0, t), there exists u ∈ (T − t, T − t + δ) ( (T − t, T )
such that I(Z(u)) = {i}, which implies that u˜ .= T − u ∈ (t − δ, t) and I(Z˜(u˜)) = {i}. Since
Z˜(t) ∈ G◦ for all t > T , this proves that Z˜ satisfies condition 4 of the boundary jitter property.
By condition 3 of the boundary jitter property, there exist 0 < s < t < T and i, j ∈ I(Z(0))
such that i 6= j, I(Z(s)) = {i} and I(Z(t)) = {j}. Then by condition 4 of the boundary jitter
property, the continuity of Z and the upper semicontinuity of I(·), there exists S ∈ (0, T ) such
that T − S ∈ (s, t) and Z(T − S) ∈ G◦. It follows that Z˜(t) = Z(T − t) ( I(Z(0)) = I(Z˜(T ))
for all t ∈ [S, T ). By Lemma 4.6, there is a nested increasing sequence as in (4.10) such that
ξj → T as j → ∞ and for each j ∈ N, Z˜(ξj) ∈ ∂G and (4.11) holds with Z˜ in place of Z. For
each j ∈ N, set χj .= T − ξj and uj .= T − sj . It is then a straightforward to verify that these
properties along with the definition (4.18) of Z˜ imply that (4.16) holds, χj → 0 as j → ∞ and
for each j ∈ N, Z(χj) = Z˜(ξj) ∈ ∂G and (4.17) holds. 
5. The derivative problem
In this section we discuss some useful properties of the DP and the associated DM, which
were introduced in Definition 3.4. Some of these properties are analogous to properties satisfied
by the ESP that are stated in [42, Section 2.1 and Section 3.1]. Due to the similarity between
the axiomatic framework for the DP and the axiomatic framework for the ESP, we are able to
leverage arguments used to prove properties of the ESP to prove analogous properties for the
DP. Throughout this section, fix an ESP {(di, ni, ci), i ∈ I} and a solution (Z, Y ) to the ESP for
X ∈ CG.
5.1. Basic properties. In this section we discuss basic properties of solutions to the DP. Our
first result states that the DM is linear. The result is a consequence of the fact that, for x ∈ G,
Hx and span[d(x)] are (closed) linear subspaces of RJ . Since the proof is a straightforward
verification argument, we omit it.
Lemma 5.1. Suppose (φ1, η1) solves the DP associated with Z for ψ1 ∈ Dr and (φ2, η2) solves
the DP associated with Z for ψ2 ∈ Dr. Then for all α, β ∈ R, (αφ1 + βφ2, αη1 + βη2) solves the
DP associated with Z for αψ1 + βψ2.
Given a solution (φ, η) to the DP for ψ ∈ Dr and S ∈ [0,∞), define ψS , φS , ηS ∈ Dr by
ψS(·) .= φ(S) + ψ(S + ·)− ψ(S),(5.1)
φS(·) .= φ(S + ·),(5.2)
ηS(·) .= η(S + ·)− η(S).(5.3)
24 DAVID LIPSHUTZ AND KAVITA RAMANAN
The following lemma states a useful time-shift property of the DM that is analogous to time-shift
property of the ESP stated in Lemma 2.7.
Lemma 5.2. Suppose (φ, η) solves the DP associated with Z for ψ ∈ Dr. For S ∈ [0,∞),
define ZS as in (2.9) and ψS , φS , ηS ∈ Dr as in (5.1)–(5.3). Then (φS , ηS) solves the DP
associated with ZS for ψS. Moreover, if (φ, η) is the unique solution to the DP associated with
Z for ψ, then for any 0 ≤ S < T < ∞, φ(T ) depends only on {Z(t), t ∈ [S, T ]}, φ(S) and
{ψ(S + t)− ψ(S), t ∈ [0, T − S]}.
Proof. Fix S ∈ [0,∞) and let ZS , ψS , φS , ηS be as in the statement of the lemma. Fix t ∈ [0,∞).
We first show that (φS , ηS) satisfies condition 1 of the DP associated with ZS . By (5.2), the fact
that (φ, η) satisfies condition 1 of the DP associated with Z, (5.1) and (5.3), we have for t ≥ 0,
φS(t) = ψ(S + t) + η(S + t) + φ(S)− ψ(S)− η(S) = ψS(t) + ηS(t).
Next, we show that (φS , ηS) satisfies condition 2 of the DP associated with ZS , which is equiva-
lent, by (5.2) and (2.9), to showing that 〈φ(S + t), ni〉 = 0 for all i ∈ I(Z(S + t)), which follows
because (φ, η) satisfies condition 2 of the DP associated with Z. We now turn to the proof that
(φS , ηS) satisfies condition 3 of the DP associated with ZS . Fix s ∈ [0, t). By (5.3), the fact that
(φ, η) satisfies condition 3 of the DP associated with Z and (2.9),
ηS(t)− ηS(s) ∈ span [∪u∈(S+s,S+t]d(Z(u))] = span [∪u∈(s,t]d(ZS(u))] .
This completes the proof of the lemma. 
5.2. Lipschitz continuity and closure property. In this section we establish a Lipschitz
continuity property for solutions of the DP that follows from Assumption 2.8. We also prove a
closure property for the DM. We first state a useful consequence of Assumption 2.8.
Lemma 5.3. Under Assumption 2.8,
(5.4) z ∈ ∂B, ν ∈ νB(z) ⇒ 〈z, ni〉〈ν, di〉 ≤ 0 ∀ i ∈ I(x).
In particular, for all i ∈ I,
(5.5) z ∈ ∂B, ν ∈ νB(z), 〈ν, di〉 < 0 ⇒ 〈z, ni〉 ≥ 1.
Proof. The implication (5.4) follows from [20, Lemma 2.1], and (5.5) is a straightforward conse-
quence of (2.11) and (5.4). 
We now state the Lipschitz continuity that follows from Assumption 2.8.
Theorem 5.4. Suppose the ESP {(di, ni, ci), i ∈ I} satisfies Assumption 2.8. Then there exists
κΛ ∈ (0,∞) such that if (φ1, η1) solves the DP associated with Z for ψ1 ∈ Dr and (φ2, η2) solves
the DP associated with Z for ψ2 ∈ Dr, then for all T ∈ [0,∞),
‖φ1 − φ2‖t ≤ κΛ‖ψ1 − ψ2‖T .(5.6)
As a consequence, for every ψ ∈ Dr, there is at most one solution to the DP.
Proof. For f = ψ, φ, η, define ∆f
.
= f1 − f2. Fix T ∈ [0,∞) and let
(5.7) c
.
= ‖∆ψ‖T .
We will show that
(5.8) η(t) ∈ cB for all t ∈ [0, T ].
Since B is compact and φj = ψj + ηj for j = 1, 2, (5.8) implies the desired Lipschitz continuity
result. To show (5.8), it suffices to show that for any a > c,
(5.9) ∆η(t) ∈ aB for all t ∈ [0, T ].
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Fix a > c and define
τ
.
= inf{t ≥ 0 : ∆η(t) 6∈ (aB)◦},
where τ is possibly infinite. Then
(5.10) ∆η(t) ∈ (aB)◦ for all t ∈ [0, τ).
Note that if τ > T then (5.9) follows. We will now argue by contradiction to show that (5.9) must
hold. Suppose (5.9) is false. Then τ ≤ T . We consider two mutually exclusive and exhaustive
cases. In the following we adopt the convention ∆η(0−) .= 0.
Case 1: τ ∈ (0, T ], ∆η(τ−) ∈ ∂(aB).
For this case, let z
.
= ∆η(τ−) and fix ν ∈ ν(z/a). By (5.10) and the fact that ν(z/a) is the set
of inward normals to aB at z ∈ ∂(aB), it follows that for all t ∈ (0, τ),
〈z −∆η(t), ν〉 = 〈η1(τ−)− η1(t), ν〉 − 〈η2(τ−)− η2(t), ν〉 < 0.
This implies there exists a sequence {tk}k∈N with tk ↑ τ such that either
(5.11) 〈η1(τ−)− η1(tk), ν〉 < 0 for all k ∈ N,
or
(5.12) 〈η2(τ−)− η2(tk), ν〉 > 0 for all k ∈ N.
Suppose (5.11) holds. Recall the definition of d(x) given in (2.4). By condition 3 of the DP, there
exists i ∈ I and a sequence {uk}k∈N in (0, τ) with uk ↑ τ as k →∞ such that
〈di, ν〉 6= 0 and 〈Z(uk), ni〉 = ci for all k ∈ N.
Then, since ν ∈ ν(z/a) and z/a ∈ ∂B, it follows from condition 1 of the DP and the geometric
property (2.11) of the set B that
(5.13) 〈z
a
, ni〉 = 1
a
〈∆φ(τ−)−∆ψ(τ−), ni〉 6∈ (−1, 1).
Condition 2 of the DP and the fact that 〈Z(uk), ni〉 = ci imply that 〈∆φ(uk), ni〉 = 0 for all
k ∈ N. Taking limits as k →∞ yields
(5.14) 〈∆φ(τ−), ni〉 = 0.
When combined with (5.13), it follows that |〈∆ψ(τ−), ni〉| ≥ a. Since a > c and τ ≤ T , this
contradicts (5.7). Therefore (5.11) does not hold. In an analogous fashion, it can be shown that
(5.12) cannot hold and therefore, Case 1 cannot hold.
Case 2: τ ∈ [0, T ], ∆η(τ−) ∈ (aB)◦ and ∆η(τ) 6∈ (aB)◦.
The proof in this case is similar, with minor differences, but we fill in the details for completeness.
For this case, let z
.
= ∆η(τ). Then there exists r ≥ a such that z ∈ ∂(rB). Fix ν ∈ ν(z/r). Since
ν(z/r) is the set of inward normals to rB at z ∈ ∂(rB) and ∆η(τ−) ∈ (rB)◦,
〈z −∆η(τ−), ν〉 = 〈η1(τ)− η1(τ−), ν〉 − 〈η2(τ)− η2(τ−), ν〉 < 0.
This implies that either
(5.15) 〈η1(τ)− η1(τ−), ν〉 < 0
or
(5.16) 〈η2(τ)− η2(τ−), ν〉 > 0.
Suppose that (5.15) holds. By (3.5), there exists i ∈ {1, . . . , N} such that
〈di, ν〉 6= 0 and 〈Z(τ), ni〉 = ci.
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Since 〈di, ν〉 6= 0, ν ∈ ν(z/r) and z/r ∈ ∂B, it follows from the geometric property (2.11) of the
set B that
(5.17) 〈z
r
, ni〉 = 1
r
〈∆φ(τ)−∆ψ(τ), ni〉 6∈ (−1, 1).
Now by condition 1 of the DP and the fact that 〈Z(τ), ni〉 = ci, 〈∆φ(τ), ni〉 = 0 and so
(5.18) |〈∆ψ(τ), ni〉| ≥ r,
which contradicts (5.7) and the fact that c < r. Therefore (5.15) does not hold. In an analogous
fashion, it can be shown that (5.16) does not hold and therefore, Case 2 cannot hold. 
The next lemma states a closure property for the DM, which follows from the Lipschitz con-
tinuity of the DM stated in Theorem 5.4 and the fact that for each x ∈ G, Hx and span(d(x))
are closed subsets of RJ . The closure property is similar to the closure property of the ESM (see
[42, Lemma 2.5]).
Lemma 5.5. Suppose the ESP {(di, ni, ci), i ∈ I} satisfies Assumption 2.8. Let {ψk}k∈N be a
sequence in Dr such that ψk converges to ψ ∈ Dr as k → ∞. Fix T ∈ (0,∞). Suppose that for
each k ∈ N, (φk, ηk) solves the DP associated with Z for ψk on [0, T ). Then there exists (φ, η) ∈
Dr([0, T ) : RJ)×Dr([0, T ) : RJ) such that (φk, ηk)→ (φ, η) in Dr([0, T ) : RJ)×Dr([0, T ) : RJ)
as k →∞ and (φ, η) solves the DP associated with Z for ψ.
Proof. Fix T ∈ (0,∞). By the Lipschitz continuity property stated in Theorem 5.4, {(φk, ηk)}k∈N
is a Cauchy sequence in Dr([0, T ) : RJ) × Dr([0, T ) : RJ). Since Dr([0, T ) : RJ) is a complete
metric space under the topology of uniform convergence (see, e.g., [6, Chapter 3]), there exists
(φ, η) ∈ Dr([0, T ) : RJ) × Dr([0, T ) : RJ) such that (φk, ηk) → (φ, η) in the uniform norm as
k →∞. We are left to show that (φ, η) solves the DP for ψ on [0, T ).
Let t ∈ [0, T ). Taking limits as k → ∞ in φk(t) = ψk(t) + ηk(t) ∈ HZ(t), we see that
φ(t) = ψ(t) + η(t) ∈ HZ(t), where we have used the fact that HZ(t) is a closed linear subspace.
Thus, conditions 1 and 2 of the DP hold. Now let 0 ≤ s < t < T . By condition 3 of the DP, for
each k ∈ N,
ηk(t)− ηk(s) ∈ span
[∪u∈(s,t]d(Z(u))] .
Since the right-hand side is a closed linear subspace, letting k → ∞ in the above, we see that
condition 3 of the DP holds. This completes the proof of the lemma. 
Remark 5.6. The closure property stated in Lemma 5.5 requires that Z be fixed. Indeed, the
closure property above does not generally hold if Z is replaced by a convergent sequence {Zk}k∈N.
For example, let J = 1 and consider the one-dimensional SP {(e1, e1, 0)}. For each k ∈ N, define
Zk, ψk, φk, ηk ∈ C, by Zk(t) .= 1/k, ψk(t) .= φk(t) .= 1, ηk(t) .= 0 for all t ∈ [0,∞). It is readily
verified that for each k ∈ N, (φk, ηk) solves the DP associated with Zk for ψk. Define Z,ψ, φ, η ∈ C
by Z(t)
.
= 0, ψ(t)
.
= φ(t)
.
= 1, η(t)
.
= 0 for all t ∈ [0,∞). Then Zk, ψk, φk, ηk converge to Z,ψ, φ, η,
respectively, in C as k →∞. However (φ, η) does not solve the (one-dimensional) DP associated
with Z for ψ.
6. Directional derivatives: The one-dimensional setting
In this section we review prior results on directional directions of the one-dimensional SM and
also present new results that relate the directional derivatives to solutions of the DP. Mandel-
baum and Massey [37, Lemma 5.2] were the first to establish existence of and obtain an explicit
characterization for directional derivatives ∇ψΓ1(X) when X,ψ ∈ C, X(0) = 0 and the explicit
representation for ∇ψΓ1(X) has a finite number of discontinuities in any compact interval of
[0,∞). The last two restrictions were removed and the result generalized to X,ψ ∈ Dr and
X,ψ ∈ Dlim, the space of functions on [0,∞) that have finite left limits on (0,∞) and finite right
limits on [0,∞), by Whitt [54, Corollary 9.5.1] and Mandelbaum and Ramanan [38, Theorem
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3.2], respectively. In the following proposition, we summarize the results of [37, 38, 54] when X
and ψ are continuous.
For f, g ∈ C, define F (f, g) : [0,∞)→ R by
(6.1) F (f, g)(t)
.
=

0 if sups∈[0,t](−f(s)) < 0,
sups∈Φ−f (t)(−g(s)) ∨ 0 if sups∈[0,t](−f(s)) = 0,
sups∈Φ−f (t)(−g(s)) if sups∈[0,t](−f(s)) > 0,
where
(6.2) Φ−f (t)
.
=
{
u ∈ [0, t] : −f(u) = sup
s∈[0,t]
(−f(s))
}
.
Proposition 6.1. Given X,ψ ∈ C, the directional derivative ∇ψΓ1(X) exists, is upper semicon-
tinuous, lies in D`,r and is given by
(6.3) ∇ψΓ1(X)(t) = ψ(t) + F (X,ψ)(t), t ∈ [0,∞).
Consequently, F (X,ψ) is upper semicontinuous and lies in D`,r.
Proof. By [38, Theorem 1.1] ∇ψΓ1(X) exists and is upper semicontinuous. By (2.13) and [38,
Theorem 3.2], it follows that ∇ψΓ1(X) is given by (6.3). By [38, Theorem 1.2] and because there
are no chains (see [38, Definition 1.5]) in the one-dimensional setting, ∇ψΓ1(x) lies in D`,r. 
In the next proposition we characterize directional derivatives of Γ1 via solutions of the (one-
dimensional) DP when (Z, Y ) satisfies condition 1 of the boundary jitter property (conditions
2–4 of the boundary jitter property are automatic in the one-dimensional setting). Recall from
Example 2.13 that G = R+ and pi1(x) = x ∨ 0. It is straightforward to check that ∇vpi1(x),
defined as in (3.8) for (x, v) ∈ R+ × R, is given by
(6.4) ∇vpi1(x) =
{
v if x > 0,
v ∨ 0 if x = 0.
In addition, observe that S = ∂G = {0} and G0, defined as in (3.9) with x = 0, is given by
G0 = R+; Hx, defined as in (3.3), is given by
(6.5) Hx =
{
R if x > 0,
{0} if x = 0,
and d(x), defined as in (2.4), is given by d(0) = R+ and d(x) = 0 for all x > 0.
Proposition 6.2. Given X ∈ CG, let (Z, Y ) denote the solution of the one-dimensional SP for
X. Then for all ψ ∈ C,
1. ∇ψΓ1(X) exists and lies in D`,r;
2. ∇ψΓ1(X)(0) = ∇ψ(0)pi1(X(0)) and if ∇ψΓ1(X) is discontinuous at t ∈ (0,∞), then
Z(t) ∈ S and ∇ψΓ1(X) is left continuous at t if and only if ∇ψΓ1(X)(t−) ∈ GZ(t);
3. if (Z, Y ) satisfies condition 1 of the boundary jitter property (Definition 3.1), then there
is a unique solution (φ, η) of the DP associated with Z for ψ, and φ(t) = ∇ψΓ1(X)(t+)
for all t ∈ [0,∞).
Before proving Proposition 6.2, we first prove the following useful lemma.
Lemma 6.3. Given f, g ∈ C, F (f, g) is upper semicontinuous and lies in D`,r. Moreover, if
t ∈ (0,∞) is a discontinuity point of F (f, g), then the following properties hold:
(i) Γ1(f)(t) = 0;
(ii) F (f, g) is left continuous at t if and only if F (f, g)(t−) ≥ −g(t).
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Proof. By Proposition 6.1, F (f, g) is upper semicontinuous and lies in D`,r. Fix a discontinuity
point t ∈ (0,∞) of F (f, g). By (6.1)–(6.2), t lies at an endpoint of the closed interval
If
.
= {t ∈ [0,∞) : sup
s∈[0,t]
(−f(s)) = 0}
and/or sups∈Φ−f (·)(−g(s)) is discontinuous at t. In either case, t ∈ Φ−f (t), which along with
the explicit formula for Γ1 given in (2.13) implies that Γ1(f)(t) = 0, so (i) holds. Suppose
F (f, g) is left continuous at t. Then by (6.1) and the fact that t ∈ Φ−f (t), F (f, g)(t−) =
F (f, g)(t) ≥ −g(t). Alternatively, suppose F (f, g)(t−) ≥ −g(t). If t < a .= min If , then (6.1)
implies F (f, g) is continuous at t. Next, if t = a, then F (f, g)(t−) = 0, Φ−f (t) = {t} and
F (f, g)(t) = (−g(t)) ∨ 0 = 0, so F (f, g) is left continuous at t. Proceeding, if t ∈ If \ {a}, then
(6.1) implies
F (f, g)(t−) = sup
s∈[0,t)∩If
(−g(s)) ∨ 0, F (f, g)(t) = sup
s∈[0,t]∩If
(−g(s)) ∨ 0,
so the fact that F (f, g)(t−) ≥ −g(t) implies F (f, g) is left continuous at t. Finally, suppose
t > max If . If Φ−f (t) = {t}, then the continuity of f implies there is a sequence {sk}k∈N such
that sk ↑ t as k →∞ and for each k ∈ N, sk > max If and Φ−f (sk) = {sk}. In this case,
F (f, g)(t−) = lim
k→∞
F (f, g)(sk) = lim
k→∞
(−g(sk)) = −g(t−) = F (f, g)(t).
On the other hand, if Φ−f (t) 6= {t}, then set Φ−f (t−) .= Φ−f (t) \ {t}. Then for all u ∈ [0, t)
sufficiently large, Φ−f (u) = Φ−f (t−) ∩ [0, u]. Thus, by the continuity of g,
F (f, g)(t−) = lim
u↑t
sup
s∈Φ−f (t−)∩[0,u]
(−g(s)) = sup
s∈Φ−f (t−)
(−g(s)),
and, using that F (f, g)(t−) ≥ −g(t), we have
F (f, g)(t) = sup
s∈Φ−f (t−)
(−g(s)) ∨ (−g(t)) = F (f, g)(t−).
The completes the proof of (ii). 
Proof of Proposition 6.2. Fix ψ ∈ C. By [38, Theorem 3.2], ∇ψΓ1(X) exists, lies in D`,r and
is characterized by (6.3)–(6.2). It follows from (6.4) that ∇ψΓ1(X)(0) = ∇ψ(0)pi1(X(0)). Let
t ∈ (0,∞) be a discontinuity point of ∇ψΓ1(X). Then by (6.3), the continuity of ψ and Lemma
6.3, Z(t) = Γ1(X)(t) = 0, or equivalently, Z(t) ∈ S, and ∇ψΓ1(X) is left continuous at t if and
only if ∇ψΓ1(X)(t) ≥ 0, or equivalently, ∇ψΓ1(X)(t−) ∈ GZ(t). This proves of parts 1 and 2 of
Proposition 6.2.
Now suppose (Z, Y ) satisfies condition 1 of the boundary jitter property. We show that
(φˆ, φˆ− ψ), where φˆ(t) .= ∇ψΓ1(X)(t+) for all t ∈ [0,∞), solves the DP associated with Z for ψ.
Since solutions of the DP are unique under Assumption 2.8, by Theorem 5.4, this will complete
the proof of part 3 of the proposition. Condition 1 of the DP holds automatically. Let t ∈ [0,∞).
In view of (6.5), we need to show that if Z(t) = 0, then φˆ(t) = 0. Suppose Z(t) = 0. By
condition 1 of the boundary jitter property and the fact that Y is nondecreasing, at least one of
the following holds:
(i) t ≥ 0 and Y (u) > Y (t) for all u > t;
(ii) t > 0 and Y (s) < Y (t) for all s < t.
First consider case (i). Since Y is nondecreasing, there is a sequence {u`}`∈N such that u` ↓ t as
` → ∞ and for each ` ∈ N, 0 ≤ Y (s) < Y (u`) for all s < u`. Then for each ` ∈ N, (2.14) and
(6.3)–(6.2) imply that Φ−X(u`) = {u`} and ∇ψΓ1(X)(u`) = 0. Letting ` → ∞ yields φˆ(t) = 0.
Next, suppose case (ii) holds and case (i) does not hold. Then −X(t) = Y (t) > 0 and by (2.14)
and (6.3)–(6.2), Φ−X(t) = {t} and ∇ψΓ1(X)(t) = 0. Since case (i) does not hold, (6.2) implies
Φ−X(u) ⊆ [t, u] for all u ∈ [t, t + δ) for δ > 0 sufficiently small. Upon substituting the last
DIRECTIONAL DERIVATIVES OF SKOROKHOD MAPS 29
relation into (6.1), we see that F (X,ψ)(u) = supr∈[t,u](−ψ(r)) for all u ∈ [t, t + δ). Since ψ is
continuous, this implies that F (X,ψ) is right continuous at t, so φˆ(t) = 0. This proves that φˆ
satisfies condition 2 of the DP.
We are left to show that (φˆ, φˆ − ψ) satisfies condition 3 of the DP. By (6.3), φˆ(t) − ψ(t) =
F (X,ψ)(t+) for all t ∈ [0,∞). Fix 0 ≤ s < t < ∞. In order to prove condition 3, due to the
fact that span[d(0)] = R, it suffices to show that if Z is positive on (s, t], then F (X,ψ)(t+) −
F (X,ψ)(s+) = 0. By the continuity of Z, if Z is positive on (s, t], there exists u > t such that Z
is positive on (s, u). By (2.13)–(2.14) and (6.2), ΦX(·) must be constant on (s, u), which, along
with (6.1), implies the desired conclusion F (X,ψ)(t+)− F (X,ψ)(s+) = 0. 
7. Directional derivatives: Up to the first hitting time of the nonsmooth part
of the boundary
In this section we prove existence of and characterize directional derivatives of the ESM up
until the first time that the constrained path reaches N , the nonsmooth part of the boundary.
In order to prove our main result, we introduce the following statement, which will be referred
to multiple times for different values of T . Recall the definition of Gx, for x ∈ S, given in (3.9)
and that ∇vpi(x), defined in (3.8), was shown in Lemma 3.11 to exist for all (x, v) ∈ G× RJ .
Statement 7.1. For all ψ ∈ C, the following hold:
1. ∇ψΓ¯(X) exists on [0, T ) and lies in D`,r([0, T ) : RJ).
2. ∇ψΓ¯(X)(0) = ∇ψ(0)pi(X(0)) and if t ∈ (0, T ) is a discontinuity point of ∇ψΓ¯(X), then
Z(t) ∈ S and ∇ψΓ¯(X) is left continuous at t if and only if ∇ψΓ¯(X)(t−) ∈ GZ(t).
3. If (Z, Y ) satisfies condition 1 of the boundary jitter property on [0, T ), then there exists a
unique solution (φ, η) to the DP associated with Z for ψ on [0, T ) and φ(t) = ∇ψΓ¯(X)(t+)
for t ∈ [0, T ).
Given a solution (Z, Y ) to the ESP for X ∈ CG, let θ2 be the first time Z reaches the nonsmooth
part of the boundary N ; that is,
(7.1) θ2
.
= inf{t ∈ [0,∞) : Z(t) ∈ N}.
The following proposition is the main result of this section.
Proposition 7.2. Fix an ESP {(di, ni, ci), i ∈ I} satisfying Assumption 2.8 and Assumption
2.11. Given X ∈ CG, let (Z, Y ) denote the solution to the ESP for X and define θ2 as in (9.2).
Then Statement 7.1 holds with T = θ2.
In Section 7.1 we introduce some standard notation that will be used in this section and
present some useful lemmas. In Section 7.2 we prove Proposition 7.2.
7.1. Preliminary setup and results. In this section we introduce our standard setup and
present a useful lemma. Fix an ESP {(di, ni, ci)} satisfying Assumption 2.8 and Assumption
2.11. Given X ∈ CG and ψ ∈ C, let Z .= Γ¯(X) and for ε > 0, let Zε .= Γ¯(X + εψ). Given
S ∈ (0,∞), define XS , ZS as in (2.8)–(2.8), so by the time-shift property of the ESP (Lemma
2.7), ZS = Γ¯(XS) and for ε > 0, define XSε , Z
S
ε ∈ C by
XSε (·) = Zε(S) +X(S + ·) + εψ(S + ·)−X(S)− εψ(S)(7.2)
ZSε (·) = Zε(S + ·).(7.3)
so by the time-shift property of the ESP, ZSε = Γ¯(X
S
ε ). By (7.2) and (2.8),
XSε (·) = XS(·) + Zε(S)− Z(S) + εψ(S + ·)− εψ(S)(7.4)
= XS(·) + εψˆSε (·),
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where ψˆSε ∈ C is given by
ψˆSε (·) .=
Zε(S)− Z(S)
ε
+ ψ(S + ·)− ψ(S)(7.5)
= ∇εψΓ¯(X)(S) + ψ(S + ·)− ψ(S),
where the last equality uses (2.16) and the definitions of Zε and Z. Suppose that T ∈ (S,∞) and
∇ψΓ¯(X) exists on [0, T ). Then ψˆSε → ψˆS uniformly on [0,∞) as ε ↓ 0, where ψˆS ∈ C is given by
(7.6) ψˆS(·) .= ∇ψΓ¯(X)(S) + ψ(S + ·)− ψ(S).
The proof of Proposition 7.2 will proceed by showing the existence of and characterizing ∇ψΓ¯(X)
on intervals where Z only hits a single face. The following lemma will allow us to piece together
these results to establish existence on [0, θ2).
Lemma 7.3. Fix 0 ≤ S < T < U < ∞. Let (Z, Y ) be the solution of the ESP for X ∈ CG.
Assume that Statement 7.1 holds. Define XS , ZS , Y S , ψˆS as in (2.8)–(2.10) and (7.6), and
assume that Statement 7.1 holds with XS , ZS , Y S , ψˆS , U−S in place of X,Z, Y, ψ, T , respectively.
Then Statement 7.1 holds with U in place of T . Furthermore, for t ∈ [S,U), ∇ψΓ¯(X)(t) =
∇ψˆS Γ¯(XS)(t− S).
Proof. For ε > 0, let Zε
.
= Γ¯(X + εψ) and define XSε , Z
S
ε , ψˆ
S
ε as in (7.2), (7.3) and (7.5). Since
Statement 7.1 holds by assumption, ∇ψΓ¯(X) exists on [0, T ), which, along with the fact that
S ∈ [0, T ), implies ψˆSε → ψˆS uniformly on [0,∞) as ε ↓ 0. We show that ∇ψΓ¯(X) exists on
[T,U). By our assumption that Statement 7.1 holds with XS , ψˆS , ZS , Y S , U − S in place of
X,ψ,Z, Y, T , respectively, Proposition 2.17, and the fact that ψˆSε → ψˆS uniformly on [0,∞) as
ε ↓ 0, we have
(7.7) lim
ε↓0
∇ε
ψˆSε
Γ¯(XS)(t) = ∇ψˆS Γ¯(XS)(t), t ∈ [0, U − S).
By (2.17), (2.16), the time-shift property of the ESP (Lemma 2.7), (7.4) and (7.7), for t ∈ [S,U),
we have
∇ψΓ¯(X)(t) = lim
ε↓0
Γ¯(X + εψ)− Γ¯(X)
ε
(7.8)
= lim
ε↓0
Γ¯(XS + εψˆSε )(t− S)− Γ¯(XS)(t− S)
ε
= ∇ψˆS Γ¯(XS)(t− S).
This establishes the existence of ∇ψΓ¯(X) on [0, U) as well as the final assertion of the lemma.
Proceeding, by assumption, ∇ψΓ¯(X) : [0, T ) 7→ RJ lies in D`,r([0, T ) : RJ) and ∇ψˆS Γ¯(XS) :
[0, U − S) 7→ RJ lies in D`,r([0, U − S) : RJ). Since S ∈ [0, T ), it follows from (7.8) that
∇ψΓ¯(X) : [0, U) 7→ RJ lies in D`,r([0, U) : RJ). By assumption, if t ∈ (0, T ) is a discontinuity
point of ∇ψΓ¯(X) then Z(t) ∈ S and ∇ψΓ¯(X) is left continuous at t if and only if ∇ψΓ¯(X)(t−) ∈
GZ(t). Now suppose t ∈ [T,U) is a discontinuity point of ∇ψΓ¯(X). Then by (7.8), t − S is a
discontinuity point of ∇ψˆS Γ¯(XS). Since Statement 7.1 holds with U − S in place of T for the
time shifted paths and S < T , it follows from (7.8) that ∇ψΓ¯(X)(t) = ∇ψˆS Γ¯(XS)(t − S) ∈ S
and ∇ψΓ¯(X)(·) = ∇ψˆS Γ¯(XS)(· − S) is left continuous at t if and only if
∇ψΓ¯(X)(t−) = ∇ψˆS Γ¯(XS)((t− S)−) ∈ GZS(t−S) = GZ(t),
where the last equality uses (2.9). This proves that part 2 of Statement 7.1 holds with U in place
of T .
We are left to show part 3 of Statement 7.1 with U in place of T . Suppose (Z, Y ) satisfies
condition 1 of the boundary jitter property on [0, U). Then it is readily verified (using the
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relations (2.9)–(2.10)) that (ZS , Y S) satisfies condition 1 of the boundary jitter property on
[0, U − S). Therefore, by assumption, there exists a unique solution (φ, η) of the DP associated
with Z for ψ on [0, T ), φ(t) = ∇ψΓ¯(X)(t+) for all t ∈ [0, T ), there exists a unique solution
(φS , ηS) of the DP associated with ZS for ψS on [0, U − S) and φS(t) = ∇ψˆS Γ¯(XS)(t+) for all
t ∈ [0, U − S). Let φˆ(t) .= ∇ψΓ¯(X)(t+) on [0, U). Note that by condition 2 of the DP,
(7.9) φˆ(t) = φ(t) ∈ HZ(t), t ∈ [0, T ),
and, by (7.8), condition 2 of the DP and (2.9), for all t ∈ [S,U),
φˆ(t)
.
= ∇ψΓ¯(X)(t+) = ∇ψˆS Γ¯(XS)((t− S)+) = φS(t− S) ∈ HZS(t−S) = HZ(t).(7.10)
Let ηˆ
.
= φˆ − ψ on [0, U). We prove that (φˆ, ηˆ) solves the DP associated with Z for ψ on [0, U),
which along with the uniqueness of solutions implied by the Lipschitz continuity of the DM
(Theorem 5.4) will prove part 3 of Statement 7.1.
Condition 1 of the DP holds automatically. Condition 2 of the DP follows from (7.9) and
(7.10). It remains to prove that ηˆ satisfies condition 3 of the DP on [0, U). Let 0 ≤ s < t < U .
If 0 ≤ s < t < T , then by (7.9), (7.6) and because (φ, η) solves the DP for ψ on [0, T ),
(7.11) ηˆ(t)− ηˆ(s) = φ(t)− ψ(t)− (φ(s)− ψ(s)) ∈ span[∪u∈(s,t]d(Z(u))].
If S ≤ s < t < U , then by (7.10) and because (φS , ηS) solves the DP for ψˆS on [0, U − S),
ηˆ(t)− ηˆ(s) .= φˆS(t− S)− ψˆS(t)− (φˆS(s− S)− ψˆS(s))(7.12)
∈ span[∪u∈(s−S,t−S]d(ZS(u− S))] = span[∪u∈(s,t]d(Z(u))]
That leaves the remaining case when 0 ≤ s < S < T ≤ t < U . By (7.11)–(7.12),
ηˆ(t)− ηˆ(s) = ηˆ(t)− ηˆ(S) + ηˆ(S)− ηˆ(s)
∈ span [{∪u∈(S,t]d(Z(u))} ∪ {∪u∈(s,S]d(Z(u))}]
= span
[∪u∈(s,t]d(Z(u))] ,
which completes the proof of condition 3. 
7.2. Existence and characterization. In this section we prove Proposition 7.2. If θ2 = 0 the
lemma is trivial. Alternatively, if Z(t) ∈ G◦ for all t ∈ [0,∞), then it is readily verified that for
all ψ ∈ C, ∇ψΓ¯(X) = ψ and (ψ, 0) solves the DP associated with Z for ψ. For the remainder of
this section we assume that θ2 ∈ (0,∞] and Z(t) ∈ ∂G for some t ∈ [0,∞).
Recursively define the increasing sequence {tk}k=1,...,K , K ∈ N∞, in [0, θ2) as follows: first,
set
(7.13) t1
.
= inf{t ∈ [0, θ2) : Z(t) ∈ ∂G}.
Since Z(t) ∈ ∂G for some t ∈ [0,∞) by assumption, t1 < ∞. Given k ∈ N for which tk is
defined, if tk = θ2, set K = k, whereas if tk < θ2, then Z(tk) lies in the relative interior of some
(J − 1)-dimensional face Fik of ∂G and we recursively define tk+1 to be the first time after tk
that Z hits ∪j 6=ikFj ; that is,
(7.14) tk+1
.
= inf{t ∈ (tk, θ2] : Z(t) ∈ ∂G, I(Z(t)) 6= I(Z(tk))}.
If tk < θ2 for all k ∈ N, set K =∞. In other words,
(7.15) K
.
= inf{k ∈ N : tk = θ2}.
If K =∞, then (7.14) and the continuity of Z imply that tk → θ2 as k →∞.
If t1 = θ2, then Z(t) ∈ G◦ for all t ∈ [0, θ2) and it is straightforward to prove that for all ψ ∈ C,
∇ψΓ¯(X) = ψ and (ψ, 0) solves the DP associated with Z for ψ. We assume that t1 ∈ [0, θ2).
Using induction, we prove that for 2 ≤ k < K + 1, Statement 7.1 holds with T = tk. Since
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tK = θ2 if K < ∞ and tk → θ2 if K = ∞, Proposition 7.2 will then follow. In the next lemma,
we establish the base case of the induction hypothesis. Since Z(t) lies on at most one face of
G for t ∈ [0, t2), we are able to reduce the problem to the one-dimensional setting and invoke
Proposition 6.2.
Lemma 7.4. Given a solution (Z, Y ) to the ESP for X ∈ CG, define t2 as in (7.14). Then
Statement 7.1 holds with T = t2.
Proof. Fix ψ ∈ C. It suffices to prove that Statement 7.1 holds for all T ∈ (t1, t2). Fix T ∈ (t1, t2).
Let i ∈ I denote the unique index such that Z(t1) ∈ Fi, or equivalently, I(Z(t1)) = {i}. Define
f, g ∈ C([0,∞) : R) by
f(t)
.
= 〈X(t), ni〉 − ci, t ∈ [0,∞),
g(t)
.
= 〈ψ(t), ni〉, t ∈ [0,∞).
Since X(0) ∈ G, f(0) ≥ 0 holds. According to (7.13)–(7.14), Z(t) 6∈ ∪j 6=iFj for all t ∈ [0, T ], so
by condition 3 of the ESP and the normalization 〈di, ni〉 = 1,
(7.16) Y (t) = 〈Y (t), ni〉di, t ∈ [0, T ],
and 〈Y (·), ni〉 is nondecreasing on [0, T ] and can only increase when 〈Z(t), ni〉 = ci. When
combined with conditions 1 and 2 of the ESP, it is readily verified that
(7.17) 〈Z(t), ni〉 − ci = Γ1(f)(t), t ∈ [0, T ).
As usual, let Zε
.
= Γ¯(X + εψ). By (2.12), (2.3) and the fact that Z and ψ are bounded on [0, T ],
we have, for ε > 0 sufficiently small, Zε(t) 6∈ ∪j 6=iFj for all t ∈ [0, T ]. For such ε > 0, we can
follow an argument analogous to the one above to obtain that
(7.18) Yε(t) = 〈Yε(t), ni〉di, t ∈ [0, T ],
and, with f and g defined as above,
(7.19) 〈Zε(t), ni〉 − ci = Γ1(f + εg)(t), t ∈ [0, T ).
Therefore, by Proposition 6.1, for t ∈ [0, T ),
〈∇ψΓ¯(X)(t), ni〉 = ∇gΓ1(f)(t),(7.20)
which along with condition 1 of the ESP implies
lim
ε↓0
〈Yε(t), ni〉 − 〈Y (t), ni〉
ε
= F (f, g)(t),(7.21)
where F (f, g) is the function defined in (6.1). By condition 1 of the ESP, (7.16), (7.18) and
(7.21), for all t ∈ [0, T ),
(7.22) ∇ψΓ¯(X)(t) = ψ(t) + lim
ε↓0
Yε(t)− Y (t)
ε
= ψ(t) + F (f, g)(t)di.
By Lemma 6.3, F (f, g) lies in D`,r([0, T ) : R), and so, ψ being continuous, ∇ψΓ¯(X) also lies in
D`,r([0, T ) : RJ). This proves part 1 of Statement 7.1.
The fact that ∇ψΓ¯(X)(0) exists and is equal to ∇ψ(0)pi(X(0)) follows from Theorem 2.12
and Lemma 3.11. Now suppose t ∈ (0, T ) is a discontinuity point of ∇ψΓ¯(X). Then (7.22)
and the continuity of ψ imply that F (f, g) is discontinuous. By part (i) of Lemma 6.3 and
(7.17), we have 〈Z(t), ni〉 = ci, and since t < θ2, Z(t) ∈ Fi ∩ S. By (3.9), GZ(t) = {x ∈ RJ :
〈x, ni〉 ≥ 0}. By (7.20) and Proposition 6.2, 〈∇ψΓ¯(X)(·), ni〉 is left continuous at t if and only if
〈∇ψΓ¯(X)(t−), ni〉 ≥ 0, or equivalently, ∇ψΓ¯(X)(t−) ∈ GZ(t). This proves part 2 of Statement
7.1.
Proceeding, suppose (Z, Y ) satisfies condition 1 of the boundary jitter property. Then, using
(7.17), it is readily verified that (Γ1(f),Γ1(f)− f) satisfies condition 1 of the (one-dimensional)
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boundary jitter property on [0, T ). Define φˆ ∈ Dr([0, T ) : RJ) by φˆ(t) .= ∇ψΓ¯(X)(t+) for
t ∈ [0, T ). We show that (φˆ, φˆ − ψ) solves the DP for ψ on [0, T ). Condition 1 of the DP holds
automatically. By (7.20), for t ∈ [0, T ),
(7.23) h(t)
.
= 〈φˆ(t), ni〉 = ∇gΓ1(f)(t+).
Then by Proposition 6.2, (h, h−g) solves the (one-dimensional) DP associated with Γ1(f) for g on
[0, T ). Let t ∈ [0, T ). If Z(t) ∈ G◦, then HZ(t) = RJ so φˆ(t) ∈ HZ(t) clearly holds. Alternatively,
if Z(t) ∈ Fi, then by (3.3) and (7.17), HZ(t) = {y ∈ RJ : 〈y, ni〉 = 0} and Γ1(f)(t) = 0. This
combined with condition 2 of the (one-dimensional) DP, implies that h(t) = 0; or equivalently, by
(7.23), φˆ(t) ∈ HZ(t). This proves that φˆ satisfies condition 2 of the DP. Now let 0 ≤ s < t < T .
By the definition of φˆ, (7.22) and the continuity of ψ,
(7.24) φˆ(t)− ψ(t)− (φˆ(s)− ψ(s)) = (F (f, g)(t+)− F (f, g)(s+))di ∈ span(di).
By (3.3) and the fact that I(Z(u)) ⊆ {i} for all u ∈ (s, t], we have,
span
[∪u∈(s,t]d(Z(u))] =
{
span(di) if ∪u∈(s,t] I(Z(u)) = {i},
{0} if ∪u∈(s,t] I(Z(u)) = ∅.
In view of (7.24), we are left to show that if ∪u∈(s,t]I(Z(u)) = ∅, or equivalently, Z(u) ∈ G◦ for
all u ∈ (s, t], then F (f, g)(t+)−F (f, g)(s+) = 0. Suppose Z(u) ∈ G◦ for all u ∈ (s, t]. By (7.17),
Γ1(f)(u) > 0 for all u ∈ (s, t]. Then, by (7.23), (6.3) and because (h, h− g) satisfies condition 3
of the (one-dimensional) DP associated with Γ1(f) for g,
F (f, g)(t+)− F (f, g)(s+) = h(t)− g(t)− (h(s)− g(s)) = 0.
This completes the proof that (φˆ, φˆ− ψ) solves the DP associated with Z for ψ. Thus, part 3 of
Statement 7.1 holds. 
In the following lemma we establish the induction step. The proof relies on performing a
certain time shift and then applying Lemma 7.4.
Lemma 7.5. Given a solution (Z, Y ) to the ESP for X ∈ CG, define {tk}k=1,...,K , K ∈ N∞, as
in (7.14)–(7.15). Let 2 ≤ k < K. Assume that Statement 7.1 holds with T = tk. Then Statement
7.1 holds with T = tk+1.
Proof. Fix 2 ≤ k < K and ψ ∈ C. By the continuity of Z, the upper semicontinuity of I(·)
(Lemma 2.1) and (7.14), we can choose S ∈ [0, tk) such that Z(t) ∈ G◦ for all t ∈ [S, tk). Define
XS , ZS , ψˆS as in (2.8)–(2.9) and (7.6). Define θS2 , t
S
1 , t
S
2 as in (7.1), (7.13)–(7.14), but with
ZS , θS2 , t
S
1 , t
S
2 in place of Z, θ2, t1, t2, respectively. Since Z(t) ∈ G◦ for all t ∈ [S, tk) and S < θ2,
we have tS1 = tk − S and tS2 = tk+1 − S. By the time-shift property of the ESP, ZS = Γ¯(XS).
Thus Lemma 7.4 implies that Statement 7.1 holds with XS , ZS , ψˆS , tS2 in place of X,Z, ψ, T ,
respectively. Therefore, by Lemma 7.3 (with tk and tk+1 in place of T and U , respectively),
Statement 7.1 holds with T = tk+1. 
Proof of Proposition 7.2. By Lemma 7.4, Lemma 7.5 and the principle of mathematical induc-
tion, for k = 1, . . . ,K, Statement 7.1 holds with T = tk. Since either K < ∞ and tK = θ2, or
K =∞ and tk → θ2 as k →∞, Statement 7.1 holds with T = θ2. 
8. Derivative projection operators
In Section 9.1 we show that when X ∈ CG satisfies the boundary jitter property, in order to
characterize directional derivatives of the ESM at X, is suffices to only consider perturbations ψ
that are constant in neighborhoods of times that Z lies in N , the nonsmooth part of the boundary
(see Lemma 9.1 and the proof of Theorem 3.12). The study of directional derivatives for such
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perturbations ψ is largely governed by properties of a family of (oblique) projection operators,
which we introduce in this section.
Fix an ESP {(di, ni, ci), i ∈ I} satisfying Assumption 2.8. For the remainder of this section
fix a compact, convex, symmetric set B with 0 ∈ B◦ satisfying (2.11) as in Assumption 2.8. A
useful interpretation of B is in terms of an associated norm on RJ , denoted ‖·‖B , defined as
follows:
(8.1) ‖y‖B .= min{r ≥ 0 : y ∈ rB}, y ∈ RJ .
For more on this norm, as well as an in-depth discussion of the set B, see [22, Section 2]. We
will write (RJ , ‖·‖B) to denote RJ equipped with the norm ‖·‖B .
Recall that W .= {x ∈ N : span(Hx ∪ d(x)) 6= RJ}. In the following lemma we identify a
certain decomposition of RJ that is associated with each x ∈ ∂G \W.
Lemma 8.1. For each x ∈ ∂G, Hx∩ span[d(x)] = {0}. In addition, if x ∈ ∂G\W, then for each
y ∈ RJ , there exist a unique pair of vectors vy ∈ Hx and wy ∈ span[d(x)] such that y = vy +wy.
Proof. Suppose Hx 6= {0} and z ∈ Hx \ {0}, so that 〈z, ni〉 = 0 for i ∈ I(x). Since 0 ∈ B◦, there
exist r > 0 such that z ∈ ∂(rB) and ν ∈ νrB(z) such that 〈z, ν〉 < 0. Then (2.11) and Remark 2.9
imply that 〈ν, di〉 = 0 for all i ∈ I(x), so z 6∈ span[d(x)]. Thus, Hx ∩ span[d(x)] = {0}. The last
assertion of the lemma follows because x ∈ ∂G\W by assumption, so span(Hx∪d(x)) = RJ . 
For the following lemma, given a linear subspace A of RJ , let dim(A) denote the dimension of
A.
Lemma 8.2. Under Assumption 3.9, W = ∅.
Proof. Let x ∈ N . Since Hx, defined in (3.3), is equal to the intersection of |I(x)| (J − 1)-
dimensional hyperplanes, it follows that dim(Hx) ≥ J −|I(x)|. Under Assumption 3.9, it follows
from (2.4) that dim(span[d(x)]) = |I(x)|. By Lemma 8.1, Hx ∩ span[d(x)] = {0}, from which it
follows that dim(span[Hx ∪ d(x)]) = dim(Hx) + dim(span[d(x)]) ≥ J , so x 6∈ W. 
8.1. Derivative projection operator and its adjoint operator. In the following lemma we
associate with each x ∈ ∂G\W a linear operator Lx, which we refer to as the derivative projection
operator at x. The derivative projection operator Lx projects points in RJ to the linear subspace
Hx, defined in (3.3), along a direction that lies in the span of d(x), defined in (2.4).
Lemma 8.3. For each x ∈ ∂G \W, there exists a unique operator
(8.2) Lx : (RJ , ‖·‖B) 7→ (RJ , ‖·‖B)
such that for each y ∈ RJ ,
(8.3) Lxy ∈ Hx and Lxy − y ∈ span[d(x)].
Furthermore, Lx is linear and its operator norm, denoted ‖Lx‖, satisfies
(8.4) ‖Lx‖ .= sup
y 6=0
‖Lxy‖B
‖y‖B ≤ 1.
In other words, the derivative projection operator Lx is a contraction on (RJ , ‖·‖B) that maps B
into B ∩Hx.
Remark 8.4. The derivative projection operator Lx is characterized by Hx and d(x), which
depend on the sets {ni, i ∈ I(x)} and {di, i ∈ I(x)}, respectively. Therefore, given x, x˜ ∈ ∂G\W
such that I(x) = I(X˜), then the projection operators Lx and Lx˜ are equal.
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Proof. Fix x ∈ ∂G \ W. Given y ∈ RJ , Lemma 8.1 implies that there exist unique vy ∈ Hx and
wy ∈ span[d(x)] such that y = vy + wy. Set Lxy .= vy for all y ∈ RJ . The uniqueness of the
decomposition y = vy + wy implies that Lx is well defined on RJ . This proves (8.3). To verify
that Lx is linear, let α, β ∈ R and y, z ∈ RJ . Since Hx and span[d(x)] are linear subspaces of
RJ , we have
αLxy + βLxz ∈ Hx and α(Lxy − y) + β(Lxz − z) ∈ span[d(x)].
The uniqueness of Lx then establishes the linear relation Lx(αy + βz) = αLxy + βLxz.
We now prove that ‖Lx‖ ≤ 1. By the linearity of Lx, it suffices to show that given y ∈ ∂B,
Lxy lies in B. Fix y ∈ ∂B and set
(8.5) c
.
= ‖Lxy‖B = min{r ≥ 0 : Lxy ∈ rB}.
We need to show that c ≤ 1. If c = 0, then this inequality is automatically satisfied. For the
remainder of the proof assume that c > 0. We claim, and prove below, that the set
(8.6)
Lxy + ∑
i∈I(x)
ridi, ri ∈ R

lies in a supporting hyperplane to cB at Lxy. Since (8.3) implies y lies in the set (8.6), y lies in
a supporting hyperplane to cB. In particular, y 6∈ (cB)◦ and so ‖y‖B ≥ c.
To prove the claim, first note that by (8.3) and (8.5),
(8.7) Lxy ∈ Hx ∩ ∂(cB).
Thus, the definition (3.3) of Hx implies that 〈Lxy, ni〉 = 0 for all i ∈ I(x). Since (2.11) holds for
the set cB, we have
(8.8) 〈di, ν〉 = 0 for all ν ∈ νcB(Lxy), i ∈ I(x).
For a proof by contradiction, suppose the set (8.6) does not lie in a supporting hyperplane to
cB at Lxy. Since the set (8.6) is an affine subspace and cB is a convex set, there exist ri ∈ R,
i ∈ I(x), such that
Lxy +
∑
i∈I(x)
ridi ∈ (cB)◦.
The above display and (8.7) together imply that
∑
i∈I(x) ri〈di, ν〉 > 0 for some inward normal
ν ∈ νcB(Lxy), which contradicts (8.8). Therefore, the claim must hold. 
Consider the dual closed convex set B∗, introduced in this context in [22], defined as
(8.9) B∗ .=
{
y ∈ RJ : sup
z∈B
〈y, z〉 ≤ 1
}
.
Then B∗ is compact, convex, symmetric with 0 ∈ (B∗)◦ (see, e.g., [22, Section 3.2]), so, analogous
to (8.1), B∗ defines a norm ‖·‖B∗ on RJ as follows
(8.10) ‖y‖B∗ .= min{r ≥ 0 : y ∈ rB∗}, y ∈ RJ .
Let L∗x denote the linear operator that is adjoint to the derivative projection operator Lx defined
in Lemma 8.3; that is, 〈Lxy, z〉 = 〈y,L∗xz〉 for every y, z ∈ RJ . In the lemma below, we summarize
some important properties of L∗x. Recall that given a subset A ⊂ RJ , we define A⊥ .= {y ∈ RJ :
〈x, y〉 = 0 ∀ x ∈ A}.
Lemma 8.5. For each x ∈ ∂G \W,
(8.11) L∗x : (RJ , ‖·‖B∗) 7→ (RJ , ‖·‖B∗)
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is the unique linear operator such that for each y ∈ RJ ,
(8.12) L∗xy ∈ span[d(x)]⊥ and L∗xy − y ∈ H⊥x .
Furthermore, the operator norm of L∗x, denoted ‖L∗x‖, satisfies
(8.13) ‖L∗x‖ .= sup
y 6=0
‖L∗xy‖B
‖y‖B ≤ 1.
In other words, the adjoint derivative projection operator L∗x is a contraction on (RJ , ‖·‖B∗) that
maps B∗ into B∗ ∩ span[d(x)]⊥.
Proof. Fix x ∈ ∂G \ W. Since di ∈ span[d(x)] for each i ∈ I(x) and the derivative projection
operator at x is uniquely defined, (8.3) implies Lxdi = 0 for each i ∈ I(x). Thus, for all y ∈ RJ
and i ∈ I(x),
〈L∗xy, di〉 = 〈y,Lxdi〉 = 0,
which implies that L∗xy ∈ span[d(x)]⊥. Similarly, by (8.3) and the uniqueness of Lx, Lxz = z for
all z ∈ Hx. Hence, given y ∈ RJ and z ∈ Hx, we have
〈L∗xy − y, z〉 = 〈y,Lxz − z〉 = 0.
Since this holds for all y ∈ RJ and z ∈ Hx, it follows that L∗xy − y ∈ H⊥x .
We now establish that L∗x is the unique linear operator satisfying (8.12). Suppose A : RJ 7→ RJ
is a linear operator that satisfies (8.12) for all y ∈ RJ , but with A in place of L∗x. Then one can
readily verify that the adjoint of A, denoted A∗, satisfies (8.3) for all y ∈ RJ , but with A∗ in
place of Lx. By the uniqueness of Lx shown in Lemma 8.3, it must hold that A∗ = Lx. Since
the adjoint of Lx is uniquely defined, this implies that A = L∗x. Therefore, L∗x is well defined.
We are left to show that ‖L∗x‖B∗ ≤ 1. By the linearity of L∗x, it suffices to show that L∗xy ∈ B∗
for all y ∈ ∂B∗. Let y ∈ ∂B∗. Then
sup
z∈B
〈L∗xy, z〉 = sup
z∈B
〈y,Lxz〉 ≤ sup
z∈B
〈y, z〉 = 1,
where the inequality follows since Lx maps B into B, as shown in Lemma 8.3, and the last
equality follows from (8.9) and because y ∈ ∂B∗. Again recalling (8.9), we see that L∗xy ∈ B∗.
Since x ∈ ∂G \W was arbitrary, the proof is complete. 
8.2. Contraction properties. In this section we prove some key contraction properties for
sequences of derivative projection operators.
Lemma 8.6. For each x ∈ ∂G \W and y ∈ RJ ,
(8.14) L∗xy = y if y ∈ span[d(x)]⊥
and
(8.15) ‖L∗xy‖B∗ < ‖y‖B∗ if y 6∈ span[d(x)]⊥.
Proof. Fix x ∈ ∂G\W. By the linearity of L∗x, the fact that (B∗)◦ is nonempty and the definition
of ‖·‖B∗ , it suffices to show that (8.14) and (8.15) hold for all y ∈ ∂B∗. Let y ∈ ∂B∗. Suppose
y ∈ span[d(x)]⊥. By (8.12) and the uniqueness of L∗x shown in Lemma 8.5, L∗xy = y, so (8.14)
is satisfied. On the other hand, suppose y 6∈ span[d(x)]⊥. We show that L∗xy ∈ (B∗)◦, so (8.15)
holds. For a proof by contradiction, suppose that L∗xy ∈ ∂B∗. Then, in view of (8.9) and using
the compactness of B, there exists z˜ ∈ ∂B such that
〈Lxz˜, y〉 = 〈z˜,L∗xy〉 = 1.
By Lemma 8.3, Lxz˜ ∈ B. This, together with the above display, the fact that y ∈ ∂B∗ and (8.9),
implies that Lxz˜ ∈ ∂B. Furthermore, given z ∈ B,
〈−y,Lxz˜ − z〉 = −1 + 〈y, z〉 ≤ 0,
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so −y ∈ νB(Lxz˜). Since 〈Lxz˜, ni〉 = 0 for all i ∈ I(x), Lxz˜ ∈ ∂B and −y ∈ νB(Lxz˜), (2.11)
implies that 〈−y, di〉 = 0 for all i ∈ I(x). However, this contradicts the fact that y 6∈ span[d(x)]⊥,
so (8.15) must hold. 
Lemma 8.7. There exists δ ∈ [0, 1) such that given x ∈ ∂G\W and a finite sequence {xk}k=1,...,K
in ∂G \W such that
(8.16) I(x) = ∪k=1,...,KI(xk),
the following inequality holds for all y ∈ H⊥x :
(8.17) ‖L∗x1 · · · L∗xKy‖B∗ ≤ δ‖y‖B∗ .
Consequently, given x ∈ ∂G \W and a sequence {xk}k∈N in ∂G \W such that I(x) = ∪k≥`I(xk)
for all ` ∈ N, it follows that for any y ∈ H⊥x ,
(8.18) lim
K→∞
[L∗x1 · · · L∗xKy] = 0.
Proof. We claim, and prove below, that for each x ∈ ∂G \W, there exists δx ∈ [0, 1), depending
only on the set I(x), such that given K ∈ N and a finite sequence {xk}k=1,...,K in ∂G \ W
satisfying (8.16), then for all y ∈ H⊥x ,
(8.19) ‖L∗x1 · · · L∗xKy‖B∗ ≤ δx‖y‖B∗ .
Then, due to the fact that δx depends only on I(x) and there are only a finite number of distinct
subsets of I, we have δ .= supx∈∂G\W δx ∈ [0, 1), which will complete the proof of (8.17).
We are left to establish the claim. Fix x ∈ ∂G \ W. Let y ∈ H⊥x ∩ ∂B∗. The property
span(Hx ∪ d(x)) = RJ implies that H⊥x ∩ span[d(x)]⊥ = {0}, so y 6∈ span[d(x)]⊥. By Lemma 8.6,
given x˜ ∈ ∂G \W such that y 6∈ span[d(x˜)]⊥, we have ‖L∗x˜y‖B∗ < 1. Define
(8.20) δx,y
.
= sup
{‖L∗x˜y‖B∗ : x˜ ∈ ∂G \W, I(x˜) ⊆ I(x), y 6∈ span[d(x˜)]⊥} .
Since L∗x˜ depends only on I(x˜) and there are only a finite number of distinct subsets of I(x),
the above supremum is in fact over a finite number of elements, so δx,y ∈ [0, 1). In addition, δx,y
depends only on I(x) and y. Now let K ∈ N and {xk}k=1,...,K be a finite sequence in ∂G \ W
such that (8.16) holds. Observe that (8.16) implies span[d(x)]⊥ = ∩k=1,...,Kspan[d(xk)]⊥, and
since y 6∈ span[d(x)]⊥, this ensures that y 6∈ span[d(xk)]⊥ for some k ∈ {1, . . . ,K}. Let k˜ .=
max{1 ≤ k ≤ K : y 6∈ span[d(xk)]⊥}. Then by Lemma 8.6, (8.16), (8.20) and the nonexpansive
property of the operators L∗xk shown in Lemma 8.5,
‖L∗x1 · · · L∗xKy‖B∗ = ‖L∗x1 · · · L∗xk˜y‖B∗ ≤ δx,y.
Since y 7→ ‖L∗x1 · · · L∗xKy‖B∗ is continuous and H⊥x ∩ ∂B∗ is compact, we have
δx
.
= sup
y∈H⊥x ∩∂B∗
δx,y ∈ [0, 1),
and δx depends only on I(x). Finally, by the linearity of the operators L∗xk , 1 ≤ k ≤ K, (8.19)
holds for any y ∈ H⊥x . This proves the claim. 
Lemma 8.8. Suppose x ∈ ∂G \W and {xk}k∈N is a sequence in ∂G \W such that
(8.21) I(x) = ∪k≥`I(xk) for all ` ∈ N.
Then for all y ∈ RJ ,
(8.22) lim
k→∞
[Lxk · · · Lx1y] = Lxy
and
(8.23) lim
k→∞
[Lx1 · · · Lxky] = Lxy.
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Proof. Let y ∈ RJ . We first prove (8.22). By the nonexpansive property of Lxk stated in Lemma
8.3, there exists a subsequence {km}m∈N and y¯ ∈ RJ such that y¯ = limm→∞[Lxkm · · · Lx1y].
Since Lxy does not depend on the subsequence, it suffices to establish that y¯ = Lxy.
For each k ∈ N and y˜ ∈ RJ , (8.3) and (8.21) together imply Lxk y˜ − y˜ ∈ span[d(xk)] ⊆
span[d(x)]. Consequently,
y¯ − y = lim
m→∞
[Lxkm · · · Lx1y]− y(8.24)
= lim
m→∞
km∑
r=1
{Lxr [Lxr−1 · · · Lx1y]− [Lxr−1 · · · Lx1y]}
∈ span[d(x)],
where we adopt the convention Lx0 · · · Lx1y .= y and we have used the fact that span[d(x)] is a
closed linear subspace. In addition, for any z ∈ H⊥x ,
|〈y¯, z〉| = lim
m→∞ |〈Lxkm · · · Lx1y, z〉| = limm→∞ |〈y,L
∗
x1 · · · L∗xkm z〉| = 0,
where the final equality is a consequence of (8.18). Therefore y¯ ∈ Hx. Combined with (8.3) and
(8.24), this shows that y¯−Lxy ∈ Hx∩span[d(x)]. Since Lemma 8.1 implies Hx∩span[d(x)] = {0},
it follows that y¯ = Lxy, which completes the proof of (8.22). The proof of (8.23) is analogous,
so we omit it. 
The next result is a corollary to the previous lemma and states that the convergence described
above holds uniformly for y in compact subsets of RJ .
Corollary 8.9. Suppose x ∈ ∂G \ W and {xk}k∈N is a sequence in ∂G \ W such that (8.21)
holds. Then given any compact set C ⊆ RJ ,
(8.25) lim
k→∞
sup
y∈C
|[Lxk · · · Lx1y]− Lxy| = 0
and
(8.26) lim
k→∞
sup
y∈C
|[Lx1 · · · Lxky]− Lxy| = 0.
Proof. Fix a compact subset C ⊆ RJ . We prove that (8.25) holds, with the proof of (8.26) being
analogous. It suffices to show that given any sequence {yk}k∈N in C,
(8.27) lim sup
k→∞
|[Lx1 · · · Lxkyk]− Lxyk| = 0.
Fix a sequence {yk}k∈N in C. By compactness, we can assume, by possibly taking a subsequence,
that yˆ
.
= limk→∞ yk exists in C. Then, by the triangle inequality,
‖[Lxk · · · Lx1yk]− Lxyk‖B ≤ ‖Lxk · · · Lx1(yk − yˆ)‖B + ‖[Lxk · · · Lx1 yˆ]− Lxyˆ‖B
+ ‖Lx(yˆ − yk)‖B .
Letting k → ∞ in the above display and using the nonexpansive property of Lxk · · · Lx1 , the
definition of yˆ and (8.22) of Lemma 8.8, which is applicable since (8.21) holds, we see that
each term on the right-hand side converges to zero. Since the convergence holds for any given
subsequence, (8.27) holds. 
8.3. Relation to solutions of the DP. The main result of this section relates derivative
projection operators to solutions of the DP associated with Z at times T ∈ (0,∞) such that
Z(T ) ∈ N , provided that Z satisfies condition 4 of the boundary jitter property.
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Lemma 8.10. Let (Z, Y ) be a solution of the ESP for X ∈ CG and define τ as in (3.7). Suppose
Z satisfies condition 4 of the boundary jitter property on [0, τ) and 0 ≤ S < T < τ are such that
Z(S) ∈ G◦, Z(T ) ∈ N and I(Z(t)) ( I(Z(T )) for all t ∈ [S, T ). Suppose ψ ∈ C is constant on
[S, T ] and (φ, η) solves the DP associated with Z for ψ on [0, T ). Then φ(T−) exists and
(8.28) φ(T−) = LZ(T )φ(S).
(a) A constrained path Z. (b) A path φ.
Figure 3. (A). A path Z that satisfies condition 4 of the boundary jitter prop-
erty on the interval [S, T ] and Z(T ) = 0. The times depicted correspond to
the nested sequence (4.10) defined in Lemma 4.6. (B). A solution φ of the DP
associated with Z for ψ that is constant on [S, T ]. Here φ is piecewise constant
with jumps at times s1 < s2 < . . . and φ(T−) = LZ(T )φ(S) = 0.
Proof. By Lemma 4.6, there is a nested sequence S = ξ0 < s1 ≤ ξ1 < · · · < sj ≤ ξj < · · · < T
such that ξj → T as j → ∞ and for each j ∈ N, Z(ξj) ∈ ∂G and (4.11) holds. We first prove
that for each j ∈ N,
(8.29) φ(ξj) = LZ(ξj)φ(ξj−1).
See Figure 3b for an illustration of φ when Z satisfies condition 4 of the boundary jitter property.
Fix j ∈ N. By condition 1 of the DP and the fact that ψ is constant on [S, T ], we have
(8.30) φ(t) = φ(ξj−1) + η(t)− η(ξj−1), t ∈ [ξj−1, sj),
and
(8.31) φ(t) = φ(sj−) + η(t)− η(sj−), t ∈ [sj , ξj ].
We first show that (φ, η) is constant on [ξj−1, sj). By (4.11) and condition 2 of the DP, φ(ξj−1) ∈
HZ(ξj−1) ⊆ HZ(t) for all t ∈ [ξj−1, sj). Thus, conditions 1–3 of the DP are satisfied with
φ(t) = φ(ξj−1) and η(t) = η(ξj−1) for t ∈ [ξj−1, sj). By uniqueness of solutions to the DP, (φ, η)
must be constant on [ξj−1, sj). Next, by (3.4), (3.5), the fact that η is constant on [ξj−1, sj) and
(4.11), we have
η(ξj)− η(ξj−1) = η(ξj)− η(sj−)(8.32)
∈ span [∪u∈[sj ,ξj ]d(Z(u))] ⊆ span[d(Z(ξj))].
Combined with the fact that ψ is constant on [ξj−1, ξj ], this implies φ(ξj)−φ(ξj−1) ∈ span[d(Z(ξj))].
Moreover, by condition 2 of the DP, φ(ξj) ∈ HZ(ξj). Relation (8.29) then follows from the char-
acterization (8.3) of LZ(ξj) established in Lemma 8.3.
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Iterating the recursion relation (8.29) yields
(8.33) φ(ξj) =
[LZ(ξj) · · · LZ(ξ1)]φ(ξ0), j ∈ N.
By condition 4 of the boundary jitter property and the fact that I(Z(t)) ( I(Z(T )) for all
t ∈ [S, T ), we have ∪t∈[ξj ,T )I(Z(t)) = I(Z(T )) for all j ∈ N. Then by (4.11) and the fact that
ξj → T as j →∞, we have
∪j≥`I(Z(ξj)) = ∪t∈[ξ`,T )I(Z(t)) = I(Z(T )), ` ∈ N.
Since T < τ , Lemma 4.6 implies that Z(ξj) ∈ ∂G \W for all j ∈ N. Therefore, Lemma 8.8 with
x = Z(T ) and xk = Z(ξk) for k ∈ N, and (8.33) imply that
(8.34) lim
j→∞
φ(ξj) = LZ(T )φ(ξ0).
To see that φ(T−) = LZ(T )φ(ξ0), it suffices to show that
lim
j→∞
sup
u∈[sj ,ξj ]
|φ(u)− φ(ξj)| = lim
j→∞
sup
u∈[sj ,sj+1)
|φ(u)− φ(ξj)| = 0,
where the first equality follows because φ is constant on [ξj , sj+1).
Fix j ∈ N and define Zsj , ψsj , φsj , ηsj as in (2.9) and (5.1)–(5.3), but with sj in place of S, so
by Lemma 5.2, (φsj , ηsj ) solves the DP associated with Zsj for ψsj . By condition 1 of the DP,
(4.11), (3.3) and (2.9), φ(ξj) ∈ HZ(ξj) ⊆ HZ(sj+u) = HZsj (u) for all u ∈ [0, ξj − sj ]. It is then
readily verified that (φ˜, 0), where φ˜ ≡ φ(ξj), solves the DP associated with Zsj for ψ˜ ≡ φ(ξj) on
[0, ξj − sj ]. By (5.2), the Lipschitz continuity of the DM (Theorem 5.4), (5.1) and the fact that
ψ is constant on [S, T ], we have
sup
u∈[sj ,ξj ]
|φ(u)− φ(ξj)| = ‖φsj − φ˜‖ξj−sj(8.35)
≤ κΛ‖ψsj − ψ˜‖ξj−sj = κΛ|φ(sj)− φ(ξj)|.
By condition 2 of the DP, φ(sj) ∈ HZ(sj). By conditions 1 and 3 of the DP, the facts that φ is
constant on [ξj−1, sj) and ψ is constant on [S, T ], (3.5) and (4.11), we have
φ(sj)− φ(ξj−1) = φ(sj)− φ(sj−) = η(sj)− η(sj−) ∈ span[d(Z(sj))].
It then follows from the characterization (8.3) of LZ(sj) established in Lemma 8.3 that φ(sj) =
LZ(sj)φ(ξj−1). By condition 2 of the DP, (3.3) and (4.11), φ(ξj) ∈ HZ(ξj) ⊆ HZ(sj). Again invok-
ing the characterization (8.3) of LZ(sj) established in Lemma 8.3, we have φ(ξj) = LZ(sj)φ(ξj).
Combining these relations with (8.35) yields
sup
u∈[sj ,ξj ]
|φ(u)− φ(ξj)| ≤ κΛ|LZ(sj)[φ(ξj−1)− φ(ξj)]|.
Taking limits as j →∞, we see that the right-hand side converges to zero because of (8.34) and
the fact that for each x ∈ ∂G \W, Lx is a linear operator. This completes the proof. 
9. Directional derivatives: Proof of the main result
In this section we prove Theorem 3.12, which is our main result. Fix an ESP {(di, ni, ci), i ∈ I}
satisfying Assumption 2.8 and Assumption 2.11.
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9.1. Directional derivatives along a dense subset of paths. Given a solution (Z, Y ) of
the ESP for X ∈ CG, define τ as in (3.7) and a subset of functions in C that are constant in
neighborhoods of times t ∈ [0,∞) that Z(t) lies in N , the nonsmooth part of the boundary.
Specifically, for δ > 0, define
Cδ,Z .=
{
ψ ∈ C : ∀ t ∈ [0,∞), Z(t) ∈ N ⇒
ψ is constant on [(t− δ) ∨ 0, t+ δ]
}
.(9.1)
Set
CZ .=
⋃
δ>0
Cδ,Z .
In the next lemma we provide sufficient conditions for CZ to be dense in C. The proof of Lemma
9.1 is given in Appendix B.
Lemma 9.1. Suppose Z satisfies condition 2 of the boundary jitter property (Definition 3.1).
Then CZ is dense in C.
We now introduce the following statement, which will be called upon repeatedly throughout
this section for different values of T . Recall the definition of Gx, x ∈ S, given in (3.9).
Statement 9.2. For all ψ ∈ Cδ,Z ,
1. ∇ψΓ¯(X) exists on [0, T ) and lies in D`,r([0, T ) : RJ).
2. ∇ψΓ¯(X)(0) = ∇ψ(0)pi(X(0)) and if t ∈ (0, T ) is a discontinuity point of ∇ψΓ¯(X), then
Z(t) ∈ S and ∇ψΓ¯(X) is left continuous at t if and only if ∇ψΓ¯(X)(t−) ∈ GZ(t).
3. There exists a unique solution (φ, η) to the DP associated with Z for ψ and φ(t) =
∇ψΓ¯(X)(t+) for t ∈ [0, T ).
We have the following proposition.
Proposition 9.3. Given X ∈ CG, let (Z, Y ) denote the solution of the ESP for X and define τ
as in (3.7). Suppose (Z, Y ) satisfies the boundary jitter property on [0, τ). Then for each δ > 0,
Statement 9.2 holds with T = τ .
The proof of Proposition 9.3 proceeds as follows. Given a solution (Z, Y ) of the ESP for
X ∈ CG, define τ as in (3.7) and θ2 as in (7.1). If N ≥ 3, then for each n = 3, . . . , N , let
θn ∈ [0, τ ] be the first time in the interval [0, τ) that Z reaches the intersection of n or more
faces; that is,
(9.2) θn
.
= inf{t ∈ [0, τ) : |I(Z(t))| ≥ n} ∧ τ, n = 2, . . . , N.
Set θN+1
.
= τ . Observe that this definition of θ2 is consistent with (7.1). Using a proof by
induction, we prove the following statement for n = 2, . . . , N + 1.
Statement 9.4. Given X ∈ CG, let (Z, Y ) denote the solution of the ESP for X and define τ
as in (3.7) and {θn}n=2,...,N+1, as in (9.2). Suppose (Z, Y ) satisfies the boundary jitter property
(Definition 3.1) on [0, τ). Then for all ψ ∈ Cδ,Z , Statement 9.2 holds with T = θn.
The base case (n = 2) follows from Proposition 7.2. The following lemma states the induction
step and is the main challenge in proving Proposition 9.3. The proof of Lemma 9.5 is given in
Section 9.3.
Lemma 9.5. Fix δ > 0. Let 2 ≤ n ≤ N . Assume that Statement 9.4 holds. Then Statement 9.4
holds with θn+1 in place of θn.
We can now prove Proposition 9.3.
Proof of Proposition 9.3. Let δ > 0 be arbitrary. By Proposition 7.2, Lemma 9.5 and the prin-
ciple of mathematical induction, Statement 9.4 holds for n = 2, . . . , N + 1. In particular, Since
θN+1
.
= τ , the proof is complete. 
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As we now show, the proof of Theorem 3.12 is then a consequence of Proposition 9.3, Lemma
9.1 and the closure property for the DM (Lemma 5.5).
Proof of Theorem 3.12. Let ψ ∈ C be arbitrary. By Lemma 9.1 and the definition of CZ , there
is a Cauchy sequence {ψk}k∈N in CZ such that ψk → ψ in C as k →∞ and for each k ∈ N, there
exists δk > 0 such that ψk ∈ Cδk,Z . Thus, by Proposition 9.3, for each k ∈ N,
(i) ∇ψk Γ¯(X) exists on [0, τ) and lies in D`,r([0, τ) : RJ);
(ii) ∇ψk Γ¯(X)(0) = ∇ψk(0)pi(X(0)) and if ∇ψk Γ¯(X) is discontinuous at t ∈ (0, τ), then Z(t) ∈
S and ∇ψk Γ¯(X) is left continuous at t ∈ (0, τ) if and only if ∇ψk Γ¯(X)(t−) ∈ GZ(t);
(iii) there is a unique solution (φk, ηk) to the DP associated with Z for ψk on [0, τ) and
φk(t) = ∇ψk Γ¯(X)(t+) for all t ∈ [0, τ).
Let t ∈ (0, τ). By (i) and (iii), we have ∇ψk Γ¯(X)(t−) = φk(t−), ∇ψk Γ¯(X)(t) ∈ {φk(t−), φk(t)},
and∇ψk Γ¯(X)(t) = φk(t) if and only if∇ψk Γ¯(X) is right continuous at t. When combined with (ii)
and the definition of the functional ΘZ given in (3.10), this shows that ∇ψk Γ¯(X)(t) = ΘZ(φk)(t).
Since {ψk}k∈N is Cauchy in C and the DM is Lipschitz continuous (Theorem 5.4), there exists
(φ, η) ∈ Dr([0, τ) : RJ)×Dr([0, τ) : RJ) such that (φk, ηk)→ (φ, η) in Dr([0, τ) : RJ)×Dr([0, τ) :
RJ) as k → ∞. The closure property of the DM (Lemma 5.5) then shows that (φ, η) is the
unique solution of the DP associated with Z for ψ, so part 2 of Theorem 3.12 holds.
Let t ∈ (0, τ). We show that for all k ∈ N sufficiently large,
(9.3) |ΘZ(φk)(t)−ΘZ(φ)(t)| ≤ ‖φk − φ‖t.
First, suppose Z(t) ∈ G\S. Then (ii) and (iii) above imply that for each k ∈ N, φk is continuous
at t, and thus, φ is also continuous at t. Definition (3.10) of ΘZ shows that ΘZ(φk)(t) = φk(t)
for each k ∈ N and ΘZ(φ)(t) = φ(t), so (9.3) holds. Alternatively, suppose Z(t) ∈ S. Let i ∈ I
be the unique index such that I(Z(t)) = {i}. Then (3.9) and (3.3) show that
∂GZ(t) = {x ∈ RJ : 〈x, ni〉 = 0} = HZ(t).
If φ(t−) 6∈ ∂GZ(t), then for all k ∈ N sufficiently large, either φ(t−), φk(t−) ∈ GZ(t) or
φ(t−), φk(t−) 6∈ GZ(t). In both cases, (9.3) follows from the definition (3.10) of ΘZ . On the
other hand, if φ(t−) ∈ ∂GZ(t) = HZ(t), then by condition 2 of the DP (Definition 3.4), (3.5),
condition 1 of the DP and the continuity of ψ, we have
φ(t) ∈ HZ(t) and φ(t)− φ(t−) ∈ span[d(Z(t))].
Thus, Lemma 8.3 implies that φ(t) = LZ(t)φ(t−) = φ(t−). In particular, φ is continuous at t so
(9.3) follows from the definition (3.10) of ΘZ . This exhausts all possible cases and so (9.3) must
hold for all t ∈ (0, τ).
Let t ∈ (0, τ). By the triangle inequality, the fact that ∇ψk Γ¯(X)(t) = ΘZ(φk)(t), the definition
(2.16) of ∇εψk Γ¯(X), (9.3) and the Lipschitz continuity of both the ESM (Theorem 2.10) and the
DM, we have, for all k ∈ N sufficiently large,
|∇εψΓ¯(X)(t)−ΘZ(φ)(t)| ≤ |∇εψΓ¯(X)(t)−∇εψk Γ¯(X)(t)|
+ |∇εψk Γ¯(X)(t)−∇ψk Γ¯(X)(t)|
+ |ΘZ(φk)(t)−ΘZ(φ)(t)|
≤ ε−1|Γ¯(X + εψ)(t)− Γ¯(X + εψk)(t)|
+ |∇εψk Γ¯(X)(t)−∇ψk Γ¯(X)(t)|
+ ‖φk − φ‖t
≤ |∇εψk Γ¯(X)(t)−∇ψk Γ¯(X)(t)|
+ (κΓ + κΛ)‖ψ − ψk‖t.
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Sending ε ↓ 0 first and then k →∞ in the above display yields limε↓0∇εψΓ¯(X)(t) = ΘZ(φ)(t). By
Theorem 2.12 and Lemma 3.11, ∇ψΓ¯(X)(0) = ∇ψ(0)pi(X(0)). Thus, parts 1 and 4 of Theorem
3.12 hold. By the definition (3.10) of ΘZ(φ), we see that φ(t) = ∇ψΓ¯(X)(t+) for t ∈ [0, τ). This
establishes part 3 of Theorem 3.12. The final statement of the theorem follows from Lemma 8.2
and the definition of τ given in (3.7). 
We are left to prove Lemma 9.5. The proof is given in Section 9.3. In the next section we
state some useful lemmas that will be used in Section 9.3.
9.2. Some useful lemmas. In this section we state some lemmas that will be needed in sub-
sequent proofs. The first lemma is a trivial consequence of the Lipschitz continuity of the ESM.
Recall the definition of ∇εψΓ¯(X) given in (2.16).
Lemma 9.6. Given X,ψ ∈ C, t ∈ [0,∞) and a sequence {ε`}`∈N such that ε` ↓ 0 as ` → ∞,
there exists a subsequence, also denoted {ε`}`∈N, such that lim`→∞∇ε`ψ Γ¯(X)(t) exists.
Proof. This is an immediate consequence of the compactness of {∇ε`ψ Γ¯(X)(t)}`∈N that follows
from (2.16) and the Lipschitz continuity of the ESM (Theorem 2.10). 
The following lemma will be useful for proving that Statement 9.2 holds.
Lemma 9.7. Fix 0 ≤ S < T < U < ∞. Let (Z, Y ) be the solution of the ESP for X ∈ CG.
Assume that Statement 9.2 holds. Define XS , ZS and ψˆS as in (2.8), (2.9) and (7.6), respectively,
and assume that Statement 9.2 holds with XS , ψˆS , ZS , U − S in place of X,ψ,Z, T , respectively.
Then Statement 9.2 holds with U in place of T .
Proof. The statement and proof of Lemma 9.7 are analogous to the statement and proof of
Lemma 7.3, so to avoid redundancy, we omit the proof. The main difference is the observation
that if ψ ∈ Cδ,Z , then ψˆS ∈ Cδ,ZS . 
The next lemma states a Lipschitz continuity property for the orthogonal projections of so-
lutions to the ESP. Given a subset I ⊆ I, we let ΠI : RJ 7→ span({ni, i ∈ I}) denote the
orthogonal projection with respect to 〈·, ·〉. Observe that when I = I(x) for some x ∈ ∂G,
then ΠI projects onto H
⊥
x = span({ni, i ∈ I(x)}). For a function f : [0,∞) 7→ RJ , define
ΠIf : [0,∞) 7→ span({ni, i ∈ I}) by (ΠIf)(t) .= ΠI(f(t)) for all t ∈ [0,∞).
Lemma 9.8. Given an ESP {(di, ni, ci), i ∈ I} satisfying Assumption 2.8 and I ⊆ I, there
exists κI <∞ such that if (Z1, Y1) solves the ESP {(di, ni, ci), i ∈ I} for X1 ∈ C, (Z2, Y2) solves
the ESP {(di, ni, ci), i ∈ I} for X2 ∈ C, and I(Z1(t)) ∪ I(Z2(t)) ⊆ I for all t ∈ [0, T ), then for
all t ∈ [0, T ),
‖ΠIZ1 −ΠIZ2‖t ≤ κI‖ΠIX1 −ΠIX2‖t.(9.4)
The proof of Lemma 9.8 is given in Appendix C.
9.3. Proof of the key induction step. In this section we prove Lemma 9.5. Throughout this
section we fix δ > 0, 2 ≤ n ≤ N and assume that Statement 9.4 holds. Given X ∈ CG, let (Z, Y )
be the solution of the ESP for X and define τ as in (3.7) and {θn}n=2,...,N+1 as in (9.2). We
need to show that if (Z, Y ) satisfies the boundary jitter property on [0, τ), then Statement 9.2
holds with T = θn+1. If θn+1 = θn, the assertion is immediate. Suppose θn+1 > θn. Set
(9.5) t
(n)
1
.
= θn.
Given k ∈ N for which t(n)k is defined, if t(n)k = θn+1, set Kn = k, where as if t(n)k < θn+1, define
ρ
(n)
k to be the first time in the interval (t
(n)
k , t
(n)
k + δ] that Z reaches a face that is distinct from
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any of the faces that Z(t
(n)
k ) lies on; that is,
(9.6) ρ
(n)
k
.
= inf
{
t ∈ (t(n)k , t(n)k + δ] : I(Z(t)) 6⊆ I(Z(t(n)k ))
}
∧ (t(n)k + δ),
and define t
(n)
k+1 to be the first time in the interval [ρ
(n)
k , θn+1] that Z reaches the intersection of
n or more faces; that is,
(9.7) t
(n)
k+1 = inf
{
t ∈ [ρ(n)k , θn+1] : |I(Z(t))| ≥ n
}
.
If t
(n)
k < θn+1 for all k ∈ N, set Kn =∞ so that
(9.8) Kn
.
= inf
{
k ∈ N : t(n)k = θn+1
}
.
If Kn = ∞, then (9.2), (9.6), (9.7) and the continuity of Z imply that t(n)k → θn+1 as k → ∞.
Therefore, in order to prove Lemma 9.5, we need to show that for all 1 ≤ k < Kn + 1, Statement
9.2 holds with T = t
(n)
k . Since t
(n)
1
.
= θn and Statement 9.4 holds by assumption, Statement
9.2 holds with T = t
(n)
1 . In Lemma 9.9 and Lemma 9.10 below, we show that if Statement 9.2
holds with T = t
(n)
k , then Statement 9.2 holds with T = ρ
(n)
k . In Lemma 9.11, we prove that if
Statement 9.2 holds with T = t
(n)
k , then Statement 9.2 holds with T = t
(n)
k+1, which along with
the principle of mathematical induction, will complete the proof that for all 1 ≤ k < Kn + 1,
Statement 9.2 holds with T = t
(n)
k .
We begin with the proof that Statement 9.2 holds with T = ρ
(n)
k . The proof is split into two
lemmas. In Lemma 9.9 we consider the case that t
(n)
k > 0 and in Lemma 9.10 we consider the
case that k = 1 and t
(n)
1
.
= θn = 0. Since Lemma 9.9 is needed in the proof of Lemma 9.10, we
first consider the case that t
(n)
k > 0. For the following lemma recall that δ > 0, 2 ≤ n ≤ N are
fixed and our assumption that Statement 9.4 holds.
Lemma 9.9. Given X ∈ CG, let (Z, Y ) denote the solution of the ESP for X. Define τ as in
(3.7) and assume that (Z, Y ) satisfies the boundary jitter property on [0, τ). Define θn and θn+1
as in (9.2) and assume that θn+1 > θn. Define {t(n)k }k=1,...,Kn , {ρ(n)k }k=1,...,Kn−1 and Kn ∈ N
are as in (9.5)–(9.8). Let 1 ≤ k < Kn. Assume that t(n)k > 0 and Statement 9.2 holds with
T = t
(n)
k . Then Statement 9.2 holds with T = ρ
(n)
k .
Proof. For notational convenience, we drop the superscript n notation and write tk and ρk in
place of t
(n)
k and ρ
(n)
k , respectively.
Fix ψ ∈ Cδ,Z . By (9.6), (9.7), the continuity of Z and the upper semicontinuity of I(·) (Lemma
2.1), we can choose S ∈ [(tk − δ) ∨ 0, tk) such that
I(Z(t)) ( I(Z(tk)), t ∈ [S, tk),(9.9)
I(Z(t)) ⊆ I(Z(tk)), t ∈ [tk, ρk).(9.10)
By (9.6), ρk ≤ tk+δ. Thus, (9.1) and the fact that Z(tk) ∈ N imply that ψ is constant on [S, ρk].
Since Statement 9.2 holds with T = tk by assumption, ∇ψΓ¯(X)(t) exists for all t ∈ [0, tk), there
exists a unique solution (φ, η) of the DP for ψ on [0, tk) and φ(t) = ∇ψΓ¯(X)(t+) for t ∈ [0, tk). It
then follows from Lemma 8.10, with T = tk, that φ(tk−) exists and φ(tk−) = LZ(tk)φ(S). Thus,
∇ψΓ¯(X)(tk−) exists and satisfies
(9.11) ∇ψΓ¯(X)(tk−) = LZ(tk)φ(S).
We claim that ∇ψΓ¯(X)(t) exists for all t ∈ [tk, ρk) and satisfies
(9.12) ∇ψΓ¯(X)(t) = LZ(tk)φ(S), t ∈ [tk, ρk).
DIRECTIONAL DERIVATIVES OF SKOROKHOD MAPS 45
We defer the proof of the claim and instead first derive some consequences of the claim. Parts 1
and 2 of Statement 9.2 with T = tk, together with (9.11) and (9.12), imply that parts 1 and 2
of Statement 9.2 hold with T = ρk. We now turn to part 3 of Statement 9.2 holds with T = ρk.
Define φˆ(t)
.
= ∇ψΓ¯(X)(t+) and ηˆ(t) .= φˆ(t) − ψ(t) for t ∈ [0, ρk). Observe that φˆ(t) = φ(t) for
t ∈ [0, tk) and by (9.12), φˆ(t) = LZ(tk)φ(S) for all t ∈ [tk, ρk). Due to the fact that (φˆ, ηˆ) solves
the DP for ψ on [0, tk), to prove part 3 of Statement 9.2, we are left to show that (φˆ, ηˆ) satisfies
conditions 1 and 2 of the DP for t ∈ [tk, ρk) and condition 3 of the DP for 0 ≤ s < t < ρk
whenever t ∈ [tk, ρk). Let t ∈ [tk, ρk). Condition 1 of the DP holds by definition. Lemma 8.3, the
definition (3.3) of Hx and (9.10) imply that LZ(tk)φ(S) ∈ HZ(tk) ⊆ HZ(t), so condition 2 of the
DP holds. Lastly, suppose s ∈ [0, t). Since ψ is constant on [(tk − δ) ∨ 0, ρk) and φˆ(t) = φˆ(tk−)
for all t ∈ [tk, ρk), we have ηˆ(t) = ηˆ(tk−) for all t ∈ [tk, ρk). When combined with the fact that
ηˆ satisfies condition 3 of the DP for ψ on [0, tk), we have
ηˆ(t)− ηˆ(s) = ηˆ(tk−)− ηˆ(s) ∈ ∪r∈(s,tk)span
[∪u∈(s,r]d(Z(u))]
⊆ span [∪u∈(s,t]d(Z(u))] .
Thus, condition 3 of the DP holds. This completes the proof that Statement 9.2 holds with
T = ρk.
It only remains to prove the claim (9.12). Fix t ∈ [tk, ρk). By (9.9), (9.10) the upper semi-
continuity of I(·) (Lemma 2.1), the continuity of Z and ψ, and the Lipschitz continuity of the
ESM, for all ` ∈ N sufficiently large,
(9.13) I(Zε`(u)) ⊆ I(Z(tk)), u ∈ [S, t].
By Lemma 9.6, given a sequence {ε`}`∈N with ε` ↓ 0 as ` → ∞, there exists a subsequence,
also denoted {ε`}`∈N, such that v .= lim`→∞∇ε`ψ Γ¯(X)(t) exists. It suffices to show that v =
LZ(tk)φ(S). Due to the uniqueness of the derivative projection operators stated in Lemma 8.3,
this is equivalent to showing that v ∈ HZ(tk) and v − φ(S) ∈ span[d(Z(tk))].
Now (2.16), condition 1 of the ESP and the fact that ψ is constant on [S, t] show that
∇ε`ψ Γ¯(X)(t)−∇ε`ψ Γ¯(X)(S) =
1
ε`
[Yε`(t)− Yε`(S)− (Y (t)− Y (S))].
When combined with condition 3 of the ESP, (9.9), (9.10) and (9.13), this implies that for all
ε > 0 sufficiently small,
∇ε`ψ Γ¯(X)(t)−∇ε`ψ Γ¯(X)(S) ∈ span[d(Z(tk))].(9.14)
Since span[d(Z(tk))] is closed, taking limits as `→∞, we see that v−∇ψΓ¯(X)(S) ∈ span[d(Z(tk))].
Then because φ(t) = ∇ψΓ¯(X)(t+) for all t ∈ [0, tk) and ∇ψΓ¯(X) ∈ D`,r([0, tk) : RJ), in order
to show that φ(S) = ∇ψΓ¯(X)(S), it is enough to show that φ is continuous at S. Recall that
Z(S) ∈ G◦. Therefore, by the continuity of Z, the fact that (φ, φ− ψ) solves the DP associated
with Z for ψ on [0, tk) and condition 3 of the DP, φ−ψ is constant in a neighborhood of S. Since
ψ is continuous, this implies φ is continuous at S, so v − φ(S) ∈ span[d(Z(tk))].
We are left to prove that v ∈ HZ(tk). Let s ∈ (S, tk) be arbitrary. Define Xs, Zs, Xsε` ,
Zsε` and ψ
s
ε`
as in (2.8), (2.9), (7.2), (7.3) and (7.5), but with s and ε` in place of S and ε,
respectively. Then by the time-shift property of the ESP (Lemma 2.7) and (7.4), Zs = Γ¯(Xs)
and Zsε` = Γ¯(X
s + ε`ψ
s
ε`
). Thus, (9.9), (9.10), (9.13), (2.9) and (7.3) imply that for ` ∈ N
sufficiently large,
I(Zs(u)) ∪ I(Zsε`(u)) ⊆ I(Z(tk)) for u ∈ [0, t− s].
Let I
.
= I(Z(tk)) and recall that ΠI denotes the orthogonal projection from RJ onto span({ni, i ∈
I}) = H⊥Z(tk). By Lemma 9.8, with Zsε` , Zs and t−s in place of Z1, Z2 and T , respectively, there
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is a constant κI <∞ such that for all ` ∈ N sufficiently large,
‖ΠIZsε` −ΠIZs‖t−s
ε`
≤ κI‖ΠIψsε`‖t−s = κI |ΠI∇ε`ψ Γ¯(X)(s)|,
where the final equality uses (7.5) and the fact that ψ is constant on [s, t]. Hence, by (2.9), (7.3),
(2.16) and the assumption that ∇ψΓ¯(X) exists on [0, tk),
|ΠIv| = lim
`→∞
|ΠIZsε`(t− s)−ΠIZs(t− s)|
ε`
≤ lim
`→∞
κI |ΠI∇ε`ψ Γ¯(X)(s)| = κI |ΠI∇ψΓ¯(X)(s)|.
Sending s ↑ tk in the above display, invoking the identity (9.11) and noting that LZ(tk) projects
onto HZ(tk) and ΠI denotes orthogonal projection onto H
⊥
Z(tk)
, yields
|ΠIv| ≤ κI |ΠI∇ψΓ¯(X)(tk−)| = κI |ΠILZ(tk)φ(S)| = 0.
Thus, v ∈ HZ(tk), completing the proof. 
In the following lemma we consider the case that θn = 0 and prove that Statement 9.2 holds
with T = ρ
(n)
1 . This is relevant when the path Z starts at the nonsmooth part of the boundary.
The proof is much more involved than the proof of Lemma 9.9. For the following lemma recall
that δ > 0, 2 ≤ n ≤ N are fixed and our assumption that Statement 9.4 holds.
Lemma 9.10. Given X ∈ CG, let (Z, Y ) denote the solution of the ESP for X. Define τ as
in (3.7) and assume that (Z, Y ) satisfies the boundary jitter property on [0, τ). Define θn and
θn+1 as in (9.2) and assume that θn+1 > θn = 0. Define t
(n)
1 and ρ
(n)
1 as in (9.5)–(9.6). Then
Statement 9.2 holds with T = ρ
(n)
1 .
Proof. For notational convenience, we drop the superscript n notation and write ρ1 in place of
ρ
(n)
1 .
Fix ψ ∈ Cδ,Z . Recall the definition of ∇vpi(x) from (3.8), and note that by Theorem 2.12 and
Lemma 3.11,
(9.15) v0
.
= ∇ψΓ¯(X)(0) .= lim
ε↓0
Γ¯ψΓ¯(X)(0) = ∇ψ(0)pi(X(0))
and v0 − ψ(0) ∈ cone[d(Z(0))]. By the definition of ρ1 in (9.6), we have
(9.16) I(Z(t)) ⊆ I(Z(0)) for all t ∈ [0, ρ1).
We claim, and prove below, that for all t ∈ (0, ρ1), ∇ψΓ¯(X)(t) exists and satisfies
(9.17) ∇ψΓ¯(X)(t) = LZ(0)v0, t ∈ (0, ρ1).
Given the claim, it follows that ∇ψΓ¯(X) lies in D`,r([0, ρ1) : RJ) and is continuous on (0, ρ1), so
parts 1 and 2 of Statement 9.2 hold with T = ρ1. Let φˆ denote the right continuous regularization
of ∇ψΓ¯(X) on [0, ρ1); that is, φˆ ≡ LZ(0)v0 on [0, ρ1). By (8.3), LZ(0)v0 ∈ HZ(0) and
LZ(0)v0 − ψ(0) = (LZ(0)v0 − v0) + (v0 − ψ(0)) ∈ span [d(Z(0))] .
In view of the above display and (9.16), it is readily verified that (φˆ, φˆ−ψ) is the unique solution
of the DP for ψ on [0, ρ1), so part 3 of Statement 9.2 holds.
We now turn to the proof of (9.17). Since n ≥ 2 and θn = 0, Z(0) ∈ N . This, combined with
the definition of Cδ,Z in (9.1) and the fact that ρk ≤ δ by (9.6), implies that ψ is constant on
[0, ρ1]. Fix T ∈ (0, ρ1). By Lemma 9.6, given a sequence {ε`}`∈N with ε` ↓ 0 as ` → ∞, there
exists a subsequence, also denoted {ε`}`∈N, such that the following limit exists
(9.18) vT
.
= lim
`→∞
∇ε`ψ Γ¯(X)(T ).
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It suffices to show that vT = LZ(0)v0 must hold. Due to the uniqueness of the derivative
projection operators stated in Lemma 8.3, this is equivalent to showing that vT ∈ HZ(0) and
vT − v0 ∈ span[d(Z(0))].
We first show that vT − v0 ∈ span[d(Z(0))]. By (9.16), the Lipschitz continuity of the ESM
and the upper semicontinuity of I(·) (Lemma 2.1), we have, for all ` ∈ N sufficiently large:
(9.19) I(Zε`(t)) ⊆ I(Z(0)) for all t ∈ [0, T ].
Due to (2.16), condition 1 of the ESP and the fact that ψ is constant on [0, T ], it follows that
∇ε`ψ Γ¯(X)(T )−∇ε`ψ Γ¯(X)(0) =
1
ε`
[Yε`(T )− Yε`(0)− (Y (T )− Y (0))] .
When combined with condition 3 of the ESP, (9.16) and (9.19), this implies that for all ` ∈ N
sufficiently large,
∇ε`ψ Γ¯(X)(T )−∇ε`ψ Γ¯(X)(0) ∈ span[d(Z(0))].
Since span[d(Z(0))] is a closed subspace, taking limits as `→∞ and using (9.15) and (9.18), we
see that vT − v0 ∈ span[d(Z(0))].
We are left to prove that vT ∈ HZ(0), which is the more complicated part of the proof. We
consider two exhaustive and mutually exclusive cases separately. In Case 1, we show that there
exists a time-shifted version of the path, which starts in G \ N and satisfies the assumptions
of Lemma 9.9. We then invoke Lemma 9.9 to prove our result. In Case 2, we similarly apply
Lemma 9.9 to a time-shifted version of the path; however, that case is more complicated and will
make crucial use of condition 3 of the boundary jitter property.
Case 1: I(Z(t)) = I(Z(0)) for some t ∈ (0, T ).
Let U ∈ (0, T ) be such that I(Z(U)) = I(Z(0)). By (9.2) and the assumption that θn+1 > θn = 0,
(9.20) |I(Z(U))| = |I(Z(0))| = n.
By condition 2 of the boundary jitter property, there exists S ∈ (0, U) such that Z(S) 6∈ N .
Define XS , ZS , Y S as in (2.8)–(2.10), so XS ∈ CG and by the time-shift property of the ESP
(Lemma 2.7), (ZS , Y S) solves the ESP for XS . Define
τS
.
= inf{t ∈ [0,∞) : ZS ∈ W} = τ − S,
where the last equality uses (2.9), (3.7) and the fact that S < τ . Since (Z, Y ) satisfies the
boundary jitter property on [0, τ), it is straightforward to verify, using (2.9)–(2.10), that (ZS , Y S)
satisfies the boundary jitter property on [0, τS). Define θSn and θ
S
n+1 as in (9.2), but with Z
S
and τS in place of Z and τ , respectively. Since Z(S) 6∈ N and S ∈ (0, U), it follows from (9.2),
(2.9) and (9.20) that θSn ∈ (0, U −S]. By (2.9) and (9.16), ZS(t) ⊆ I(Z(0)) for all t ∈ [0, ρ1−S).
Together, the previous two sentences, along with the fact that U < T < ρ1, imply that
(9.21) I(ZS(θSn)) = I(Z(0)) and 0 < θSn ≤ U − S < θSn+1.
Set tS1
.
= θSn and define
ρS1
.
= inf{t ∈ (θSn , θSn + δ] : I(ZS(t)) 6⊆ I(ZS(θSn))} ∧ (θSn + δ)(9.22)
=
(
inf{t ∈ (0, θSn + δ] : I(Z(t)) 6⊆ I(Z(0))} ∧ (θSn + δ)
)− S
≥ ρ1 − S,
where the second line uses (2.9), (9.16) and (9.21), and the final line follows from the definition
(9.6) of ρ1 along with the fact that t1
.
= θn = 0. In addition, by our assumption that Statement
9.4 holds, Statement 9.2 holds with XS , ZS and tS1
.
= θSn in place of X,Z and T , respectively.
Therefore, the conditions in Lemma 9.9 (when k = 1) hold, so we can conclude that
(i) Statement 9.2 holds with XS , ZS and ρS1 in place of X,Z and T , respectively.
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Proceeding, by Lemma 9.6, we can choose a further subsequence of {ε`}`∈N, also denoted {ε`}`∈N,
such that the following limit exists
(9.23) vS
.
= lim
`→∞
∇ε`ψ Γ¯(X)(S).
Define
(9.24) ψˆS(·) .= vS + ψ(S + ·)− ψ(S).
The above definition, along with (9.1), (2.9) and the fact that ψ ∈ Cδ,Z , implies that ψˆS ∈ Cδ,ZS .
Thus, by (i) above, we have the following:
(ii) ∇ψˆS Γ¯(XS) exists on [0, ρS1 );
(iii) there exists a unique solution (φS , ηS) of the DP associated with ZS for ψˆS on [0, ρS1 ),
and φS(t) = ∇ψˆS Γ¯(XS)(t+) for t ∈ [0, ρS1 ).
We show that φS is constant on [θSn , ρ
S
1 ). By (9.21)–(9.22), we have I(ZS(t)) ⊆ I(Z(0)) for all
t ∈ [θSn , ρS1 ). Then (3.3) implies that HZ(0) ⊆ HZS(t) for all t ∈ [θSn , ρS1 ). When combined with
condition 2 of the DP and (9.21), we have
(9.25) φS(θSn) ∈ HZS(θSn) = HZ(0) ⊆ HZS(t), t ∈ [θSn , ρS1 ).
Since ψˆS ∈ Cδ,ZS and ZS(θSn) ∈ N , ψˆS is constant on [θSn , θSn + δ], and in particular, by (9.22),
ψˆS is constant on [θSn , ρ
S
1 ]. It is readily verified that if (φ
S , ηS) are also constant on [θSn , ρ
S
1 ), then
conditions 1–3 of the DP associated with ZS for ψˆS are satisfied for all s, t ∈ [θSn , ρS1 ). Therefore,
by the uniqueness of solutions to the DP, φS must be constant on [θSn , δ − S). This, together
with (iii) above and (9.25), implies that
(9.26) ∇ψˆS Γ¯(XS)(t) = φS(θSn) ∈ HZ(0), t ∈ (θSn , ρS1 ).
For each ` ∈ N, define XSε` , ZSε` , ψˆSε` as in (7.2)–(7.3) and (7.5), but with ε` in place of ε. Then
by (7.4) and (9.23)–(9.24), the following hold:
(iv) XSε` = X
S + ε`ψˆ
S
ε`
;
(v) ψˆSε` → ψˆS uniformly on [0,∞) as `→∞.
Since 0 < S < U < T < ρ1 by definition, θ
S
n ≤ U − S by (9.21), and ρ1 − S < ρS1 by (9.22), it
follows that T − S ∈ (θSn , ρS1 ). We can now conclude that
vT = lim
`→∞
Γ¯(X + ε`ψ)(T )− Γ¯(X)(T )
ε`
= lim
`→∞
Γ¯(XS + ε`ψˆ
S
ε`
)(T − S)− Γ¯(XS)(T − S)
ε`
= lim
`→∞
∇ε`
ψˆSε`
Γ¯(XS)(T − S)
= ∇ψˆS Γ¯(XS)(T − S) ∈ HZ(0),
where the first equality follows from (9.18) and (2.16); the second equality is due to the time-
shift property of the ESP and (iv); the third equality follows from (2.16); the final equality holds
because of (ii), (v) and Proposition 2.17; and the inclusion is due to (9.26). This proves Case 1.
Case 2: I(Z(t)) ( I(Z(0)) for all t ∈ (0, T ).
Since Z satisfies conditions 3 and 4 of the boundary jitter property, Z(0) ∈ N and I(Z(t)) (
I(Z(0)) for all t ∈ (0, T ), there is a nested decreasing sequence
(9.27) T > χ0 > u1 ≥ χ1 > · · · > uj ≥ χj > · · · > 0
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such that the conclusions of Lemma 4.7 hold. Condition 3 of the boundary jitter property, the
fact that T < τ and (4.17) imply that I(Z(0)) = ∪j≥mI(Z(χj)) for all m ∈ N. Let γ > 0 be
arbitrary. Define the compact set C ⊆ RJ by
(9.28) C
.
=
{
y ∈ RJ : |y| ≤ κΛκΓ¯|ψ(0)|
}
.
By (8.25) in Corollary 8.9, we can choose m = m(γ,C) ∈ N such that
(9.29) sup
y∈C
∣∣[LZ(χm) · · · LZ(χ1)] y − LZ(0)y∣∣ ≤ γ.
For j ∈ {0,m}, define Xχj , Zχj , Y χj as in (2.8)–(2.10), but with χj in place of S, so Xχj ∈ CG
and by the time-shift property of the ESP, (Zχj , Y χj ) solves the ESP for Xχj . As in Case 1,
define
τχj
.
= inf{t ∈ [0,∞) : Zχj ∈ W} = τ − χj ,
where the last equality last equality uses (2.9), (3.7) and the fact that χj < τ . As in Case 1,
since (Z, Y ) satisfies the boundary jitter property on [0, τ), (Zχj , Y χj ) satisfies the boundary
jitter property on [0, τχj ). Define θ
χj
n and θ
χj
n+1 as in (9.2), but with Z
χj and τχj in place of Z
and τ , respectively. Since I(Z(t)) ( I(Z(0)) for all t ∈ (0, T ), χj ∈ (0, T ) and |I(Z(0))| = n by
our assumption θn+1 > θn = 0, it follows from (2.9) that θ
χj
n ≥ T − χj . Set tχj1 .= θχjn and define
ρ
χj
1
.
= inf{t ∈ (θχjn , θχjn + δ] : I(Zχj (t)) 6⊆ I(Zχj (θχjn ))} ∧ (θχjn + δ) > T − χj .
By our assumption that Statement 9.4 holds, Statement 9.2 holds with Xχj , Zχj and t
χj
1
.
= θ
χj
n
in place of X,Z and T , respectively. Therefore, the conditions in Lemma 9.9 (when k = 1) hold,
so we can conclude that
(a) Statement 9.2 holds with Xχj , Zχj and ρ
χj
1 in place of X,Z and T , respectively.
By Lemma 9.6, there is a further subsequence of {ε`}`∈N, also denoted {ε`}`∈N, such that the
following limits exist:
(9.30) vχm
.
= lim
`→∞
∇ε`ψ Γ¯(X)(χm) and vχ0
.
= lim
`→∞
∇ε`ψ Γ¯(X)(χ0).
For j ∈ {0,m}, define
(9.31) ψˆχj (·) .= vχj + ψ(χj + ·)− ψ(χj).
Note that since ψ is constant on [0, ρ1] and T ∈ (0, ρ1),
(b) ψˆχj ≡ vχj on [0, T − χj ].
As in Case 1, the fact that ψ ∈ Cδ,Z implies that ψˆχj ∈ Cδ,Zχj . Thus, by (a), we have the
following:
(c) ∇ψˆχj Γ¯(Xχj ) exists on [0, ρ
χj
1 );
(d) there exists a unique solution (φχj , ηχj ) of the DP associated with Zχj for ψˆχj on [0, ρ
χj
1 ),
and φχj (t) = ∇ψˆχj Γ¯(Xχj )(t+) for t ∈ [0, ρ
χj
1 ).
For each ` ∈ N, define Xχjε` , Zχjε` and ψˆχjε` as in (7.2)–(7.3) and (7.5), but with χj and ε` in place
of S and ε, respectively. Then by (7.4) and (9.30)–(9.31),
(e) X
χj
ε` = X
χj + ε`ψˆ
χj
ε` ;
(f) ψˆ
χj
ε` → ψˆχj uniformly on [0,∞) as `→∞.
Let I
.
= I(Z(0)). Recall that ΠI denotes the orthogonal projection from RJ onto span({ni, i ∈
I(Z(0))}) = H⊥Z(0). By (2.9), (9.16) and (9.19), for all ` ∈ N sufficiently large, Zχ0(t), Zχ0ε` (t) ⊆ I
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for all t ∈ [0, T − χ0]. By (9.18), (2.16), the time-shift property of the ESP, Lemma 9.8 with
Z1 = Z
χ0
ε`
and Z2 = Z
χ0 , and (b), (e) and (f) above, we have
|ΠIvT | = lim
`→∞
|ΠI(Zε(T )− Z(T ))|
ε`
= lim
`→∞
|ΠI(Zχjε` (T − χj)− Zχj (T − χj))|
ε`
≤ lim
`→∞
κI‖ΠI ψˆχ0ε` ‖T−χ0 = κI |ΠIvχ0 |.
Thus, to prove that vT ∈ HZ(0), it suffices to show that vχ0 ∈ HZ(0).
We claim, and prove below, that for each 1 ≤ j ≤ m,
(9.32) φχm(χj−1 − χm) = LZ(χj)φχm(χj − χm).
Iterating this recursion relation yields
(9.33) φχm(χ0 − χm) =
[LZ(χ1) · · · LZ(χm)]φχm(0).
By (2.9) and Lemma 4.7, Zχm(χ0 − χm) = Z(χ0) ∈ G◦. By the continuity of Zχm and the fact
that G◦ is open, Zχm(t) ∈ G◦ for all t in a neighborhood of χ0 − χm. By condition 3 of the DP,
(2.2) and (3.3), this implies that ηχm is constant in a neighborhood of χ0 − χm. Since ψˆχm is
constant on [0, T − χm] by (b) above, condition 1 of the DP implies that φχm is also constant
in a neighborhood of χ0 − χm. In particular, φχm(χ0 − χm) = ∇ψˆχm Γ¯(Xχm)(χ0 − χm) due to
(d) above. This, along with (9.30), (2.16), the time-shift property of the ESP, (c) and (f) above,
Proposition 2.17 and (9.33), implies
vχ0 = lim
`→∞
∇ε`
ψχmε`
Γ¯(Xχm)(χ0 − χm)(9.34)
= ∇ψχm Γ¯(Xχm)(χ0 − χm)
= φχm(χ0 − χm)
=
[LZ(χ1) · · · LZ(χm)]φχm(0).
By (d) above, the Lipschitz continuity of the DM (Theorem 5.4), (9.31), (9.30), the Lipschitz
continuity of the ESM (Theorem 2.10) and because ψ is constant on [0, T ], we have
|φχm(0)| ≤ κΛ|ψˆχm(0)| = κΛ|vχm | ≤ κΛκΓ¯|ψ(0)|.
Then by (9.34), (9.28) and (9.29),
|vχ0 − LZ(0)φχm(0)| ≤ γ.
Since γ > 0 was arbitrary and LZ(0) projects onto HZ(0), we have vχ0 ∈ HZ(0).
We are left to prove that (9.32) holds. Fix 1 ≤ j ≤ m. We first show that φχm is constant on
[χj − χm, uj − χm], where uj is as in (9.27). By condition 2 of the DP, (2.9), (3.3) and (4.17),
φχm(χj −χm) ∈ HZ(χj) ⊆ HZ(t) for all t ∈ [χj , uj ]. Since ψˆχm is constant on [χj −χm, uj −χm],
it is readily checked that if φχm is constant on [χj−χm, uj−χm], then (φχm , φχm−ψχm) satisfies
conditions 1–3 of the DP associated with Zχm on the interval [χj −χm, uj −χm]. It then follows
from uniqueness of solutions to the DP that φχm must be constant on [χj −χm, uj −χm]. Next,
by condition 2 of the DP and (2.9), we have
(9.35) φχm(χj−1 − χm) ∈ HZ(χj−1).
By condition 3 of the DP and the facts that φχm is constant on [χj − χm, uj − χm] and ψˆχm is
constant on [0, T − χm] by (b) above, we have
φχm(χj−1 − χm)− φχm(χj − χm) = φχm(χj−1 − χm)− φχm(uj − χm)
∈ span[∪u∈(uj−χm,χj−1−χm]d(Zχm(u))].
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Due to (2.9) and (4.17), the above display implies
(9.36) φχm(χj−1 − χm)− φχm(χj − χm) ∈ span[d(Z(χj−1))].
Thus, (9.35)–(9.36) and the uniqueness of the projection operators shown in Lemma 8.3 imply
that (9.32) holds. 
Lemma 9.11. Given X ∈ CG, let (Z, Y ) denote the solution of the ESP for X. Define τ as in
(3.7) and assume that (Z, Y ) satisfies the boundary jitter property on [0, τ). Define θn and θn+1
as in (9.2) and assume that θn+1 > θn. Define {t(n)k }k=1,...,Kn , {ρ(n)k }k=1,...,Kn−1, Kn ∈ N, as in
(9.5)–(9.8). Let 1 ≤ k < Kn. Assume that Statement 9.2 holds with T = t(n)k . Then Statement
9.2 holds with T = t
(n)
k+1.
Proof. For notational convenience, we drop the superscript n notation and write tk, tk+1 and ρk
in place of t
(n)
k , t
(n)
k+1 and ρ
(n)
k , respectively.
Fix ψ ∈ Cδ,Z . By Lemma 9.9 and Lemma 9.10, Statement 9.2 holds with T = ρk, so if
ρk = tk+1, we are done. Suppose that ρk < tk+1. Let S ∈ (ρk, tk+1). By the definition (9.7)
of tk+1, |I(Z(t))| ≤ n for all t ∈ [S, tk+1). Since Statement 9.2 holds with T = ρk and S < ρk,
∇ψΓ¯(X)(S) exists. Define XS , ZS , Y S , ψˆS as in (2.8)–(2.10) and (7.6). Define τS .= inf{t ∈
[0,∞) : ZS ∈ W} = τ − S, where we have used (2.9) and the fact that S ∈ [0, τ). Then, since
(Z, Y ) satisfies the boundary jitter property on [0, τ), it is straightforward to verify, using (2.9)–
(2.10), that (ZS , Y S) satisfies the boundary jitter property on [0, τS). Using (2.9) and (7.6), it
is readily verified that ψˆS ∈ Cδ,ZS . Define θSn .= inf{t ∈ [0, τS) : |I(ZS(t))| ≥ n}∧ τS , so by (9.7)
and the fact that |I(ZS(t))| = |I(Z(S + t))| ≤ n for all t ∈ [0, tk+1 − S), we have tk+1 = S + θSn .
Since Statement 9.4 holds by assumption, Statement 9.2 holds with XS , ZS , ψˆS , φS , ηS and θSn
in place of X,Z, ψ, φ, η and T , respectively. Therefore, by Lemma 9.7 (with tk and S + θ
S
n in
place of T and U , respectively), Statement 9.2 holds with tk+1 in place of T . 
We conclude this section with the proof of Lemma 9.5.
Proof of Lemma 9.5. By assumption, Statement 9.2 holds with T = θn. Since t
(n)
1
.
= θn, State-
ment 9.2 holds with T = t
(n)
1 . Then Lemma 9.11 and the principle of mathematical induction
imply that Statement 9.2 holds with T = t
(n)
k for 1 ≤ k < Kn + 1. Since either Kn < ∞ and
t
(n)
Kn
= θn+1, or Kn = ∞ and t(n)k → θn+1 as k → ∞, it follows that Statement 9.2 holds with
T = θn+1. 
Appendix A. Proof of Lemma 3.13
In this section we prove Lemma 3.13. Throughout this section we fix an SP {(di, ni, ci), i ∈ I}
satisfying Assumption 3.9 and assume that (Z, Y ) is a solution of the SP for X ∈ CG.
Proof of Lemma 3.13. By [42, Definition 1.1], there exists a measurable function γ : [0,∞) 7→
SJ−1 such that γ(t) ∈ d(Z(t)) (d|Y |-almost everywhere) and
(A.1) Y (t) =
∫
(0,t]
γ(s)d|Y |(s).
By (2.4) and Assumption 3.9, there exists a unique (up to a set of d|Y |-measure zero) measurable
function ξ : [0,∞) 7→ RN+ such that
(A.2) γ(t) =
∑
i∈I(Z(t))
ξi(t)di d|Y |-almost everywhere.
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For each i ∈ I, define
(A.3) Li(t)
.
=
∫
(0,t]
1{Z(s)∈Fi}ξ
i(s)d|Y |(s).
Since ξ takes values in RN+ , (A.3) implies that for each i ∈ I, Li is nondecreasing and (3.12)
holds. By (A.1)–(A.3), for all t ∈ [0,∞),
Y (t) =
∑
i∈I
(∫
(0,t]
1{Z(s)∈Fi}ξ
i(s)d|Y |(s)
)
di = RL(t).
Together with the linear independence condition Assumption 3.9, this implies that L is uniquely
defined and there exists a positive constant κ˜ < ∞ such that if, for k = 1, 2, (Zk, Yk) is the
solution of the SP {(di, ni, ci), i ∈ I} for Xk ∈ CG and Lk is as above, but with Zk, Yk and Lk in
place of Z, Y and L, then for all T ∈ (0,∞), ‖L1−L2‖T ≤ κ˜‖Y1−Y2‖T . The Lipschitz continuity
property (3.13) then follows (with κL = κ˜(1 + κΓ)) from condition 1 of the ESP, the triangle
inequality and the Lipschitz continuity property (2.12). 
Appendix B. Proof of Lemma 9.1
In this section we prove that if Z satisfies condition 2 of the boundary jitter property, then
CZ is dense in C.
Proof of Lemma 9.1. Fix ψ ∈ C. We need to show that given T < ∞ and ε > 0, there exists
δ > 0 and ζ ∈ Cδ,Z such that ‖ψ − ζ‖T < ε. Let T < ∞ and ε > 0 be arbitrary. Since ψ is
uniformly continuous on the compact interval [0, T ], we can choose γ > 0 such that
wT (ψ, γ)
.
= sup
0≤s<t≤T,|t−s|<γ
|ψ(t)− ψ(s)| < ε.
Since Z is continuous and G \ N is relatively open in G, {s ∈ (0, T ) : Z(s) ∈ G \ N} is open
and can thus be written as the countable union of disjoint open intervals {(sj , tj)}j∈N ⊆ (0, T ).
By condition 2 of the boundary jitter property, we can choose m ∈ N sufficiently large so that∑
j=1,...,m |tj−sj | ≥ T −γ/4. Without loss of generality, we can assume the intervals are ordered
so that tj ≤ sj+1 for j = 1, . . . ,m− 1. Consequently, s1 ≤ γ/4, tm ≥ T − γ/4 and
{t ∈ [0,∞) : Z(t) ∈ N} ⊆ [0, s1] ∪ (∪j=1,...,m−1[tj , sj+1]) ∪ [tm,∞).
Let 0 < δ < γ4 ∧ 13 minj=1,...,m(tj − sj) and define the partially linearly interpolated paths
ζ ∈ C as follows: set ζ(t) .= ψ(s1 + δ) for all t ∈ [0, s1 + δ] and for j = 1, . . . ,m− 1, define
ζ(t)
.
=

ψ(t) t ∈ [sj + δ, tj − 2δ],
ψ(tj − 2δ) + ψ(sj+1+δ)−ψ(tj−2δ)δ (t− tj + 2δ) t ∈ [tj − 2δ, tj − δ],
ψ(sj+1 + δ) t ∈ [tj − δ, sj+1 + δ].
Set ζ(t)
.
= ψ(t) for all t ∈ [sm + δ, tm − δ] and ζ(t) .= ψ(tm − δ) for all t ∈ [tm − δ,∞). By
definition, ζ is constant on a δ-neighborhood of I in [0,∞), so ζ ∈ Cδ,Z . We are left to show that
‖ψ−ζ‖T < ε. Since δ < γ/4, s1 < γ/4, T −tm < γ/4 and sj+1−tj < γ/4 for all j = 1, . . . ,m−1,
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we have
‖ψ − ζ‖T ≤ sup
0≤t≤s1+δ
|ψ(t)− ψ(s1 + δ)|
∨ max
j=1,...,m−1
sup
t∈[tj−2δ,tj−δ]
|ψ(t)− ψ(sj+1 + δ)| ∨ |ψ(t)− ψ(tj − 2δ)|
∨ max
j=1,...,m−1
sup
t∈[tj−δ,sj+1+δ]
|ψ(t)− ψ(sj+1 + δ)|
∨ sup
tm−δ≤t≤T
|ψ(t)− ψ(tm − δ)|
≤ wT (ψ, γ) < ε,
which is our desired conclusion. 
Appendix C. Proof of Lemma 9.8
In this section we prove Lemma 9.8 which states that certain orthogonal projections of solutions
of the ESP satisfy Lipschitz continuity properties. In order to prove the lemma, we show that
these orthogonal projections of solutions of the ESP satisfy a transformed ESP in which the
directions of reflection are orthogonally projected.
Fix an ESP {(di, ni, ci), i ∈ I}. Given a subset I ⊆ I, let ΠI : RJ 7→ span({ni, i ∈ I}) denote
the orthogonal projection with respect to the usual Euclidean inner product 〈·, ·〉. For f ∈ C, we
define ΠIf ∈ C by (ΠIf)(t) .= ΠI(f(t)) for all t ∈ [0,∞).
Lemma C.1. Suppose that (Z, Y ) solves the ESP {(di, ni, ci), i ∈ I} for X ∈ C. Given T ∈
(0,∞] and I ⊆ I, suppose that I(Z(t)) ⊆ I for all t ∈ [0, T ). Then (ΠIZ,ΠIY ) solves the ESP
{(ΠIdi, ni, ci), i ∈ I} for ΠIX on [0, T ).
Proof. By condition 1 of the ESP {(di, ni, ci), i ∈ I} and the linearity of ΠI , (ΠIZ,ΠIY ) satisfies
condition 1 of the ESP {(ΠIdi, ni, ci), i ∈ I} for ΠIX. Next, ΠI being an orthogonal projection
onto span({ni, i ∈ I}), we have
(C.1) 〈ΠIZ(t), ni〉 = 〈Z(t), ni〉 ≥ ci for all t ∈ [0, T ) and i ∈ I,
so ΠIZ satisfies condition 2 of the ESP {(ΠIdi, ni, ci), i ∈ I}. To show (ΠIZ,ΠIY ) satisfies
condition 3 of the ESP {(ΠIdi, ni, ci), i ∈ I}, fix 0 ≤ s < t < T . Since (Z, Y ) satisfies the ESP
{(di, ni, ci), i ∈ I}, (2.5) implies that there exist ri ≥ 0, i ∈ ∪u∈(s,t]I(Z(u)), such that
Y (t)− Y (s) =
∑
i∈∪u∈(s,t]I(Z(u))
ridi =
∑
i∈∪u∈(s,t]I(ΠIZ(u))
ridi,
where the second equality uses the equality in (C.1) and the fact that I(Z(u)) ⊆ I for all u ∈ (s, t].
Then, by the linearity of ΠI ,
ΠIY (t)−ΠIY (s) =
∑
i∈∪u∈(s,t]I(ΠIZ(u))
riΠIdi,
so (ΠIZ,ΠIY ) satisfies condition 3 of the ESP {(ΠIdi, ni, ci), i ∈ I}. Lastly, the fact that
ΠIY (0) ∈ cone ({di, i ∈ I(ΠIZ(0))}) follows from an argument analogous to the one used to
prove that condition 3 of the ESP holds, so we omit it. 
In the next lemma, we show that if the ESP {(di, ni, ci), i ∈ I} satisfies Assumption 2.8, then
the transformed ESP {(ΠIdi, ni, ci), i ∈ I} also satisfies Assumption 2.8.
Lemma C.2. Given an ESP {(di, ni, ci), i ∈ I} satisfying Assumption 2.8 and I ⊆ I, there is a
compact, convex, symmetric set BI with 0 ∈ B◦I such that for all i ∈ I,
(C.2)
{
z˜ ∈ ∂BI
|〈z˜, ni〉| < 1
}
⇒ 〈ν˜,ΠIdi〉 = 0 for all ν˜ ∈ νBI (z˜).
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In other words, the ESP {(ΠIdi, ni, ci), i ∈ I} satisfies Assumption 2.8.
Proof. Fix I ⊆ I and let V .= span({ni, i ∈ I}). By Assumption 2.8, there is a compact, convex,
symmetric set B with 0 ∈ B◦ such that (2.11) holds. Define BI by
(C.3) BI
.
=
{
z + y : z ∈ B ∩ V, y ∈ V ⊥, |y| ≤ 1} .
Then BI is a compact, convex, symmetric set with 0 ∈ B◦I and
∂BI =
{
z + y : z ∈ ∂B ∩ V, y ∈ V ⊥, |y| ≤ 1}(C.4)
∪ {z + y : z ∈ B◦ ∩ V, y ∈ V ⊥, |y| = 1} .
We now prove that (C.2) holds. Suppose z˜ ∈ ∂BI satisfies |〈z˜, ni〉| < 1 for some i ∈ I and let
ν˜ ∈ νBI (z˜). By (C.4), z˜ = z + y where either
(i) z ∈ ∂B ∩ V and y ∈ V ⊥ satisfies |y| ≤ 1, or
(ii) z ∈ B◦ ∩ V and y ∈ V ⊥ satisfies |y| = 1.
In either case, since y ∈ V ⊥, we have |〈z, ni〉| = |〈z˜, ni〉| < 1.
Suppose (i) holds. Given u ∈ B, define u˜ .= ΠIu + y ∈ BI . Then u˜ − z˜ = ΠIu − ΠIz and
hence,
(C.5) 〈ΠI ν˜, u− z〉 = 〈ν˜,ΠIu−ΠIz〉 = 〈ν˜, u˜− z˜〉 ≥ 0,
where we have used that ΠI is self-adjoint in the first equality and the fact that ν˜ ∈ νBI (z˜),
z˜ ∈ ∂BI and u ∈ BI to justify the inequality. Since (C.5) holds for all u ∈ B, it follows that
ΠI ν˜ ∈ νB(z). Thus, by (i) and (2.11), 〈ν˜,ΠIdi〉 = 〈ΠI ν˜, di〉 = 0. On the other hand, suppose
(ii) holds. Then 〈ν˜, z˜ + y˜ − z − y〉 ≥ 0 for all z˜ ∈ B ∩ V and y˜ ∈ V ⊥ satisfying |y˜| ≤ 1. Letting
y˜ = y, we see that 〈ν˜, z˜ − z〉 ≥ 0 for all z˜ ∈ B ∩ V . Since z ∈ B◦, this implies ν˜ ∈ V ⊥ and so
〈ν˜,ΠIdi〉 = 〈ΠI ν˜, di〉 = 0. In either case, 〈ν˜,ΠIdi〉 = 0. This completes the proof of (C.2). 
Proof of Lemma 9.8. The lemma follows immediately from Lemma C.1, Lemma C.2 and Theo-
rem 2.10. 
Appendix D. Examples and counter-examples
D.1. An ESP with nonempty V-set. Our theory applies to ESMs that are not SMs (see
Remark 2.6 to recall the distinction between the two). Here, to illustrate this point, we provide
a concrete example of an ESP with a nonempty V-set that satisfies the stated assumptions.
Let J = 3, N = 4 and consider the ESP {(di, ni, 0), i ∈ I} given by di = ni = ei for i = 1, 2, 3,
and d4 = −
√
3e3, n4 =
1√
3
(e1 + e2 − e3). It is readily verified that V = {0} and W = ∅. Since
V 6= ∅, a solution to the ESP is not necessarily a solution to the SP. Define the closed, convex,
symmetric set B ⊆ R3 by
B
.
=
{
z ∈ R3 : |〈z, e1〉| ≤ 1, |〈z, e2〉| ≤ 1, |〈z, e3〉| ≤ 4
}
.
Let z ∈ ∂B. Suppose |〈z, ei〉| < 1 for some i ∈ {1, 2, 3}. Then it is clear that |〈z, ei〉| < 1 implies
〈ν, di〉 = 0 for all ν ∈ ν(z). Suppose |〈z, n4〉| < 1. Then−
√
3 < 〈z, e1〉 + 〈z, e2〉 − 〈z, e3〉 <
√
3.
This implies that |〈z, e3〉| < 4, from which it follows that z lies in D .= ∂B\{x ∈ B : |〈x, e3〉| = 4}.
Since {ν : ν ∈ νB(z), z ∈ D} ⊆ span({e1, e2}), it follows that for every ν ∈ νB(z), |〈ν, d4〉| =
|〈ν, e3〉| = 0. The above assertions, together show that the proposed set B satisfies Assumption
2.8. To verify that the ESP also satisfies Assumption 2.11, consider the map pi defined by
pi(x) = x if x ∈ G and for x 6∈ G, let ai = 〈x, ei〉 ∨ 0, i = 1, 2, 3, and
pi(x) = a1e1 + a2e2 + ((a1 + a2) ∧ a3)e3.
Then for x 6∈ G, it is readily verified that pi(x) ∈ ∂G and pi(x) − x ∈ d(pi(x)). Therefore, it
follows from Theorem 3.12 that given X ∈ CG, if the solution (Z, Y ) of the ESP for X satisfies
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the boundary jitter property, then ∇ψΓ¯(X) exists and its right continuous regularization can be
characterized as the unique solution of the DP associated with Z.
D.2. An SP with nonempty W-set. In this section we present an example of an SP with
nonemptyW-set, defined as in (3.6), and show that the directional derivative of the SM does not
necessarily exist at times t ∈ [0,∞) such that Z(t) ∈ W.
Let J = 2. Consider the SP {(di, ei, 0), i = 1, 2} on the nonnegative quadrant with di = (1, 1)′
for i = 1, 2. It is straightforward to verify that W = {0} and the SP satisfies Assumption 2.8
with δ = 1 and
B
.
= {x ∈ R2 : |〈x, e1〉 − 〈x, e2〉| ≤ 1, |〈x, e1〉+ 〈x, e2〉| ≤ 3},
and Assumption 2.11 with
pi(x)
.
= x+ (〈−x, e1〉 ∨ 〈−x, e2〉 ∨ 0)(1, 1)′.
Set t0 = 0, γ = 1/2 and define tn = 1 − γn so that tn → 1 as n → ∞. Consider the piecewise
linear function X ∈ C defined as follows: X(0) = (1, 0)′. For n ∈ N0, recursively define
X(t2n+1)
.
= X(t2n)− 3γ2n+1e1,
X(t2n+2)
.
= X(t2n+1)− 3γ2n+2e2.
Then linearly interpolate as follows: for t ∈ [0, 1),
X(t)
.
= X(tn) + (X(tn+1)−X(tn))(t− tn)γ−(n+1), t ∈ [tn, tn+1].
Observe that
X(t2n+2) = X(t2n)− 3γ2n+1e1 − 3γ2n+2e2 = (1, 0)′ + (−3/2,−3/4)′
n∑
j=0
γ2j .
Since
∑∞
j=0 γ
2j = 1/(1− γ2) = 1/3γ2, to ensure X is continuous, we define X(t) .= (−1,−1)′ for
t ∈ [1,∞).
Let Z = Γ¯(X). Then Z is given as follows: Z(0) = (1, 0)′ and for n ∈ N0, Z is recursively
given by
Z(t2n+1) = pi(Z(t2n)− 3γ2n+1e1) = (0, γ2n+1)′
Z(t2n+2) = pi(Z(t2n+1)− 3γ2n+2e2) = (γ2n+2, 0)′
and for n ∈ N0:
Z(t) = Z(tn) + (Z(tn+1)− Z(tn))(t− tn)γ−n−1, t ∈ [tn, tn+1].
The continuity of Z implies that Z(t) = 0 for all t ∈ [1,∞).
Let ψ ∈ C be the constant function ψ ≡ (1, 0)′. For each ε > 0, let Zε .= Γ¯(X + εψ). Consider
two sequences {εk}k∈N and {ε′k}k∈N given by
εk
.
= γ2k, k ∈ N,
ε′k
.
= γ2k+1, k ∈ N.
We show that limk→∞∇εkψ Γ¯(X)(1) 6= limk→∞∇ε
′
k
ψ Γ¯(X)(1) and thus ∇ψΓ¯(X)(1) does not exist.
Fix k ∈ N. Then Zεk(0) = (1 + γ2k, 0) and for n = 0, 1, . . . , k − 1, we have
Zεk(t2n+1) = pi(Zεk(t2n)− 3γ2n+1e1) = (0, γ2n+1 − γ2k)′,
Zεk(t2n+2) = pi(Zεk(t2n+1)− 3γ2n+2e2) = (γ2n+2 + γ2k, 0)′.
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For n = k, we have
Zεk(t2k+1) = pi(Zεk(t2k)− 3γ2k+1e1) = (γ2k+1, 0)′,
Zεk(t2k+2) = pi(Zεk(t2k+1)− 3γ2k+2e2) = (γ2k+1 + 3γ2k+2, 0)′.
For n = k + 1, k + 2, . . . , we have
Zεk(t2n+1) = pi(Zεk(t2n)− 3γ2n+1e1) =
0, γ2k+1 + 3 n∑
j=k+1
γ2j+1
′ ,
Zεk(t2n+2) = pi(Zεk(t2n)− 3γ2n+2e2) =
0, γ2k+1 + 3 n∑
j=k+1
γ2j+1 + 3γ2n+2
′ .
Letting n→∞, we see that Zεk(1) = (0, γ2k)′. Thus,
lim
k→∞
∇εkψ Γ¯(X)(1) = lim
k→∞
Zεk(1)− Z(1)
εk
= (0, 1)′.
We now perform the analogous computations with ε′k in place of εk. Fix k ∈ N. Then
Zε′k(0) = (1 + γ
2k+1, 0) and for n = 0, 1, . . . , k − 1, we have
Zε′k(t2n+1) = pi(Zε′k(t2n)− 3γ2n+1e1) = (0, γ2n+1 − γ2k+1)′,
Zε′k(t2n+2) = pi(Zε′k(t2n+1)− 3γ2n+2e2) = (γ2n+2 + γ2k+1, 0)′.
For n = k, we have
Zε′k(t2k+1) = pi(Zε′k(t2k)− 3γ2k+1e1) = (0, 0)′,
Zε′k(t2k+2) = pi(Zε′k(t2k+1)− 3γ2k+2e2) = (3γ2k+2, 0)′.
For n = k + 1, k + 2, . . . , we have
Zε′k(t2n+1) = pi(Zε′k(t2n)− 3γ2n+1e1) =
3 n∑
j=k+1
γ2j+1 + 3γ2n+2, 0
′ ,
Zε′k(t2n+2) = pi(Zε′k(t2n)− 3γ2n+2e2) =
3 n+1∑
j=k+1
γ2j+1, 0
′ .
Letting n→∞, we see that Zε′k(1) = (γ2k+1, 0)′. Thus,
lim
k→∞
∇ε′kψ Γ¯(X)(1) = lim
k→∞
Zε′k(1)− Z(1)
ε′k
= (1, 0)′.
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