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Abstract 
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1. Introduction 
 
In previous work (Schlesinger and Parisi, 2001) it has been found that if an artificial organism 
receives tactile input when its hand touches an object, this facilitates learning to reach the object 
with one’s hand, compared to a condition in which the organism has no tactile input when its hand 
touches the object. One might interpret these results as demonstrating the role of reward in learning. 
Schlesinger and Parisi used a genetic algorithm to train the neural networks controlling their 
organisms’ behaviour. Reaching an object with one’s hand increases an organism’s fitness. 
Therefore, tactile input can be interpreted as a signal of reward. Given this interpretation, one would 
predict that better learning is always obtained if an organism’s neural network receives an input 
from outside (from the external environment or from within the organism’s body) in the occasions 
in which the organism does something that increases its fitness. 
 
To test this prediction we have run a simulation in which an organism lives in a bidimensional 
environment containing randomly distributed food elements, receives sensory input telling the 
organism the location of the nearest food element, and increases its fitness when, by displacing 
itself (its entire body) in the environment, the organism reaches a food element. We have run two 
different versions of the simulation. In one version the neural network controlling the organism’s 
movements has input units for sensory input from food, output units for encoding the organism’s 
movements, and one layer of hidden units between the input and the output units. In the second 
version of the simulation the network includes an additional unit which is connected with the layer 
of hidden units. This additional unit has an activation value of 1 when the organism reaches a food 
element (and then the food element disappears - it is eaten) and an activation value of 0 otherwise. 
 
The results of the two versions of the simulation are identical (Figure 1).  
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Figure 1. Evolution of average fitness in a population of organisms that look for food in a 
bidimensional environment with and without an additional input unit which tells them when they 
have reached a food element 
 
Figure 1 shows that the additional input does not lead to any improvement in how the organisms 
learn to approach and reach the food elements. The additional input can be interpreted as either a 
tactile (or other sort of sensory) input which is only present when the organism reaches a food 
element, or as a signal of reward, because the input is present only when the organism’s fitness is 
increased. The results of the simulations, which indicate no advantages from this additional input, 
may justify the following two conclusions. If the additional input is interpreted as a signal of 
reward, we conclude that signals of reward are useless if learning is only evolutionary learning (as it 
is in our simulations). Signals of reward can be useful if an organism learns, i.e., it modifies its 
behaviour, during its life, because the signals of reward can tell the organism’s neural network how 
it should modify itself to generate better behaviours. But organisms that only change at the 
evolutionary level have no use for signals of reward. 
 
The second conclusion is that interpreting our additional input as a signal of reward may not be 
justified. Our additional input should be interpreted as just another type of sensory input: tactile 
input. And tactile input may play a useful role in some forms of learning but not in other forms. It 
seems not to have any useful role in learning to approach with one’s entire body some target, 
whereas it may be useful when one is learning to move a 2-segment arm to reach a target with the 
arm’s endpoint.  
 
Given this interpretation of our additional input as tactile input, we will describe in this paper some 
new simulations that address the role of tactile input in learning to reach an object with one’s hand 
and that explore different network architectures and different learning conditions. 
 
 
2. Model  
 
An artificial organism has to reach a visually perceived object with the endpoint of its 2-segment 
arm (hand). Everything takes place in a two-dimensional environment. Learning to reach the object 
is simulated using a genetic algorithm with a population of artificial organisms that reproduce 
selectively in a succession of generations.  
 
The neural network controlling the organism’s arm has 25 visual input units, 2 proprioceptive input 
units and, in some but not all simulations, 1 tactile input unit. The 25 visual input units project to a 
layer of 4 visual hidden units and the 2 proprioceptive input units project to a distinct layer of 4 
proprioceptive hidden units. Both hidden layers project to a second “associative” layer of 4 hidden 
units which are connected with two motor output units. The single tactile input unit, when present, 
projects to different units in different simulations. 
 
The 25 visual input units encode (a) the location of the fixed object that must be reached with the 
hand, i.e., with the arm’s endpoint, and (b) the position of the hand, which varies with the arm’s 
movements. The 25 visual input units represent a retina of 5x5 cells, with the object and the hand 
occupying a single cell. At any given time the 25 visual input units have a binary activation pattern 
with one unit set to 1 (the object) and all the other units set to 0, except when the hand is inside the 
visual field and therefore another unit is also set to 1. The 2 proprioceptive input units encode the 
current position of the arm and, more precisely, one unit encodes the angle of the arm with respect 
to the shoulder and the other unit encodes the angle of the forearm with respect to the arm. The two 
angles are mapped into the interval between 0 and 1. The tactile input unit, if present, has always an 
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activation value of 0 except when the hand reaches the object and the unit has an activation value of 
1. The hand is assumed to have reached the object when the distance between the centre of the 
object and the centre of the hand is less than X. The 2 motor output units encode the arm’s 
movements by specifying the angles that must be added to, or subtracted from, the current angles of 
the arm’s two segments. 
 
A simulation begins with a population of 100 organisms each with its neural network with the same 
architecture but randomly assigned connection weights. The connection weights vary in the interval 
between X and Y. Each organism lives for a total of 3,500 input/output cycles divided into 50 
episodes of 70 cycles each. At the beginning of each episode the object is positioned randomly and 
the arm is also positioned randomly provided the hand is inside the organism’s retina. (However, as 
a consequence of the arm’s movements, the hand can go outside the retina.) If in cycle N the hand 
reaches the object, the organism’s fitness is increased by one unit and in cycle N+1 the object is 
randomly re-positioned within the retina. Hence, an organism can reach the object more than once 
and obtain more than one unit of fitness during the same episode.  
 
At the end of life the 100 organisms are ranked in terms of their fitness, where an organism’s fitness 
is the total number of objects that have been reached by the organism’s hand during the agent’s life, 
and the 20 organisms with highest fitness are selected for reproduction. Each of the 20 organisms 
generates 5 new organisms with the same connection weights of their single parent, except for some 
random mutations that change an offspring’s connection weights with respect to those of its parents. 
The new 20x5=100 organisms constitute the second generation. The simulation lasts for 10,000 
generations. Each simulation is replicated N times starting with a different random seed. 
 
 
2. Simulations 
 
 
Simulation 1: Effect of feeling the object when the hand reaches the object 
 
In this simulation we contrast two conditions. In one condition the organisms’ neural network has 
no tactile input unit and, when the hand reaches the object, the organism does not feel the object. 
The only information that tells an organism that its hand has reached the object is indirect in that 
there is correspondence between the visually perceived position of the object and the 
proprioceptively perceived position of the hand. In the other condition the organism is directly 
informed that its hand has reached the object because there is a tactile input unit which has an 
activation value of 1 when the hand is on the object and an activation value of 0 when the hand is 
not on the object. We compare the condition in which there is no tactile unit with five different 
network architectures in which there is a tactile unit and the unit is connected in five different ways 
with the rest of the neural network. In different simulations the tactile unit may be connected with: 
 
(1) the 4 visual hidden units 
 
(2) the 4 proprioceptive hidden units 
 
(3) both the 4 visual hidden units and the 4 proprioceptive hidden units 
 
(4) the 4 associative hidden units of the second layer 
 
(5) the 2 output motor units. 
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The results obtained with the network lacking the tactile input unit and with the five networks 
endowed with the tactile input unit are summarized in Figure 2 for the average and the best 
individual in each of the 10,000 generations. The presence of tactile input facilitates learning to 
reach the object with one’s hand with all network architectures except the one in which the tactile 
input unit is directly connected with the two motor output units. In this last case the organisms 
perform less well than the organism lacking tactile input. The remaining network architectures with 
tactile input, although they are all better than the architecture without tactile input, produce different 
results. The best architectures are those in which the tactile input unit is directly connected only 
with the 4 visual hidden units or with both the 4 visual hidden units and the 4 proprioceptive hidden 
units. Somewhat less good is the architecture in which the tactile input unit is connected with only 
the 4 visual hidden units, and even less good is the architecture in which the tactile input unit is 
connected with the second “associative” layer of units. 
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Figure 2. Evolution of the capacity to reach an object with one’s hand in a simulation in which 
there is no tactile input telling the agent that the hand has reached the object and in five conditions 
in which this tactile input is present by the tactile input unit projects to different units of the neural 
network. 
 
We conclude that tactile input is useful unless it arrives too late to decide the motor output, when it 
may interfere with, rather than facilitate, the motor decisions. The tactile input is more 
advantageous if it arrives in the early stages of sensory-motor processing rather than in later stages, 
and it seems to be more useful for the processing of the visual input (which includes both object 
position and hand position), rather than for the processing of the proprioceptive input. 
 
 
Simulation 2: Seeing and feeling vs. only feeling but not seeing where is one’s hand 
 
In the simulations of the preceding section the organisms both see where is their hand (except when 
their hand is outside of the visual field - but our organisms quickly learn to keep their hand inside 
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their visual field) and feel where is their hand. The hand’s current position is encoded redundantly 
both in the organism’s retina and, more indirectly, in the proprioceptive input from the organism’s 
arm. In the simulations of this section we compare two conditions. In one condition the hand’s 
position is both seen and felt, as in the simulations of the preceding section. In the other condition 
the retina encodes the position of the object but not the position of the hand. The hand’s position is 
only indirectly known to the organism through the proprioceptive input from its arm but the hand is 
not seen. It is as if there is no light in the environment but the environment contains lighted objects 
that can be seen and that have to be reached. (We will return to these “experiments in the dark” in 
the next section.) 
 
The results of these simulations show that the organisms perform better if they cannot see their hand 
and they are only informed about their hand’s position from the proprioceptive input from their arm 
(Figure 3). When they see both the object and their hand, the visual information telling them where 
is their hand is redundant because they also know where is their hand based on the proprioceptive 
input from their arm. But their neural network has the problem of distinguishing, within the visual 
input, which part of the visual input concerns the object and which part concerns the hand. This 
problem does not arise when they see only the object and are informed about the current position of 
their hand from the proprioceptive input from their arm. Since their neural network has less work to 
do, perhaps it is no surprise that better results are obtained in the condition in which the organisms 
see only the object and they do not see their hand compared to the condition in which they see both 
the object and their hand. 
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Figure 3. Evolution of the capacity to reach an object with one’s hand when the organisms see both 
the object and their hand compared to a condition in which they see only the object but not their 
hand. The organisms either have or do not have a tactile input which directly tells them when their 
hand has reached the object. 
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These results refer to neural networks in which there is no tactile input. What happens if we add a 
tactile input which directly tells the network when the hand is in contact with the object? The results 
are reversed. If we add the tactile input unit and the organisms directly know when their hand has 
reached the object, better results are obtained by the organisms that see both the object and their 
hand compared with the organisms that see only the object but do not see their hand (Figure 3). 
 
 
Simulation 3: Agents that normally see their hand are tested “in the dark” when they have to reach 
a lighted object but cannot see their hand 
 
In some laboratory experiments the participants are asked to reach a target with their hand in the 
dark, when they cannot see their hand although their can see the target because the target is lighted. 
We have simulated these experiments by first evolving agents that learn to reach an object when 
they can see both the object and their hand and by testing them at the end in a condition in which 
their retina encodes only the object but not their hand. The results show that the organisms can 
reach the object in the dark although their performance, like that of human subjects (?), is somewhat 
less good compared to the usual condition in which they can see both object and their hand. 
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