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Abstract  
This paper presents a novel framework for a fully automatic optimization of Quadratic Time-frequency 
Distributions (QTFDs). This ‘black box’ approach automatically adjusts the QTFD kernel parameters by using a 
hybrid genetic algorithm (HGA). This results in an optimal use of QTFDs suitable for non-specialist users without 
requiring any additional input except for the signal itself. This optimization problem has been formulated as the 
minimization of the cost function of a modified energy concentration measure. The efficiency of the proposed 
method has been demonstrated by representing selected non-stationary signals in the time-frequency domain 
and testing robustness under different SNR conditions by estimating the instantaneous frequency. A fast 
implementation of QTFD optimization reduces computation time significantly; e.g., the computation time of a real 
world bat signal of     samples reduces to                   from its standard implementation          
            . 
Keywords: Energy concentration measure, Gradient descent, HGA, QTFD, Time-frequency optimization.  
1. Introduction  
Time-frequency Representations (TFRs) are able to improve the characterisation of many non-stationary signals 
compared with classical time     domain or frequency     domain representations. The most popular TFDs are the 
spectrogram at one end and the Wigner-Ville distribution (WVD) at the other end. The spectrogram is sensitive to 
the chosen analysis window whereas the WVD is almost free from analysis window considerations and provides 
superior component concentration; but it suffers from cross-terms potentially leading to confusion and 
misinterpretation (due to the quadratic nature of the transform) [1, Ch.3]. A well-known technique is to smooth or 
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filter the WVD by a kernel function in order to reduce the cross-terms, hence resulting in Reduced Interference 
Distributions (RIDs). Consequently, RIDs have been extensively used due to their high resolution, and easy 
interpretation in the       plane. However, the performance of RIDs depends on the optimal choice of kernel 
function and each kernel function has one or more kernel parameters balancing concentration, resolution and 
cross-terms in RIDs. The optimal choice of the kernel parameters are often selected manually based on visual 
inspection ([1], pp.93-94,297-298), [2]). This is time consuming and not feasible in certain applications, for 
example in automatic pattern recognition and classification [3]. Additionally, the specialist knowledge of cross-
terms, auto-terms, concentration and resolution that are also required for correct interpretation precludes non-
specialist operators. In this paper, we address and mitigate this complexity by providing a fully-automatic 
optimization of kernel parameters. The contributions and key topics covered by this paper are as follows: 
 The problem of optimization of RIDs (also called QTFDs due to the quadratic nature) has been formulated 
as minimizing the cost function of a modified energy concentration measure index for non-stationary 
signals without a priori signal information (section 3).  
 A hybrid genetic algorithm (HGA) has been proposed to find the optimal and fine-tuning QTFD 
parameters (section 4).  
 Different state-of-the-art QTFDs like SPWVD, EMBD, CKD and ADTFD have been used to demonstrate the 
proposed approach (section 5) and compared with other methods (section 8). 
 The robustness of the proposed method has been demonstrated under different signal-to-noise ratio 
(SNR) conditions and the results are illustrated and compared using IF estimation (section 6). 
 A fast and memory efficient optimization has also been implemented in section 7 for the optimized use of 
TFDs, especially for long recordings or multi-sensor data as for example, in multichannel EEG recordings.   
The aim of this study is to optimise the parameters of existing state-of-the-art QTFDs and the design of a new TFD 
is beyond the scope of this study. Appendix A describes the computer code used in this paper.  
2. Background Problem 
 RIDs are smoothed versions of the WVD which can be defined as [1, pp. 364]  
   [   ]      
   { [   ]
 
 
 
 
  [   ]   [   ] }           (1) 
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where  [   ]is the discrete time-lag kernel,  [ ] defines the analytic associate of the original signal,  [ ], 
 
 
 denotes 
the convolution in the discrete time domain, and       represents the complex conjugate. Table 1 provides the 
definition of different QTFDs, their time-lag kernel functions, and the controlling parameter(s) used in this study. For 
brevity, this paper confines the discussion to state-of-the-art fixed and adaptive QTFDs like Smoothed Pseudo Wigner-
Ville distribution (SPWVD), extended modified B distribution (EMBD), extended compact support kernel or compact 
kernel distribution (CKD) and adaptive directional TFD (ADTFD) [1].  This is because these TFDs have proven popular as 
they offer better resolution and concentration; this is because they can to independently adjust smoothing kernel 
parameters along the time and frequency axis (they are also called separable kernel TFDs). This adjustment ensures 
the signal dependent kernel results in a high resolution TFD [4]. In this paper, the adjustment of kernel parameters is 
formulated as an optimization problem that provides the most compact and high resolution time-frequency 
representation.    [Table 1 is here.] 
3. Formulation of the Optimization Problem 
An optimal QTFD maximizes the   [   ] concentration and resolution, as well as minimizes cross-terms for all signal 
components. To achieve this, a measure needs to be used as an objective or cost function    . TFDs information 
theoretic measures, the ratio of norms-based measure, the normalized instantaneous resolution measure and the 
energy concentration measure have been reported as TFD measurement indexes ([1], Ch.7). Each index has some pros 
and cons; for example, the norm-based concentration measure must be normalised to ensure accurate performance 
when cross-terms exists. In addition, it discriminates the low concentrated components relative to the highly 
concentrated ones within the same TFD; a detailed review can be found in [5]. A comprehensive resolution measure 
has been proposed in [6] and modified in ([1], pp. 438-444). This is an in-depth measure based on the morphology of a 
TFD and calculated by the weighted sum of concentration, resolution and cross-term interference [6]. However, the 
use of this method is computationally costly because the position of cross-terms can be defined only after an iterative 
procedure for a real-life multicomponent signal without a priori signal information [7]. On the other hand, the energy 
concentration measure (ECM) is a very simple index to implement, efficient and does not suffer from the problem of 
low energy concentration for weak signal components [5]. Due to its simplicity, this index is used as an objective 
function for the proposed optimization and can be defined for a normalized TFD       ∑ ∑   [   ]
 
   
 
       as:  
 
    [   ]  
 
  
|∑∑|  [   ]|
 
 ⁄
 
   
 
   
|
 
 
 
(2). 
The term (
 
  
) multiplies the original ECM index (hence, called modified ECM) to scale down the concentration as a 
convenience for the computation of some algorithms e.g., gradient descent. The rationale is that the ECM index i.e. 
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eqn. (2) is a square function and different function minimizers (e.g. see eqn. (6)) are based on the derivative of the 
cost function. Derivative of a square function produces 2 and 
 
 
 will cancel out the 2. Thus multiplying the original ECM 
index by 
 
 
 will remove the doubling effect and scale down the ECM index. In addition,  
 
 
 is also multiplied with the 
ECM index to make the cost function less dependent on the signal length (i.e. number of samples) and produces a 
normalization effect. This justifies the use of 
 
  
 as the ECM index scaling factor. A lower value of     [   ]  represents 
a more compact TFD representation. This value is signal dependent as it is affected by the number and closeness of 
signal components, signal duration (i.e. signal length) and signal complexities. The objective function for the proposed 
method can be formulated as  
    
                 
   (   [   ]                     ) (3). 
This general framework for the QTFD optimization problem can be interpreted as: “minimize the cost  (   [   ]  
                 )  as a function of QTFD kernel parameters.”   
To illustrate this optimization problem, the smoothed-pseudo WVD (SPWVD) is considered first. It belongs to a 
subclass of QTFDs known as separable kernel distributions [7]. Window length and window parameters are the kernel 
parameters in the case of SPWVD. A Kaiser-Kaiser window has been chosen in this paper as the controlling 
parameter     spans the fundamental window trade-off between main-lobe width and side-lobe level. The proper 
adjustment of the window length and controlling parameter can be done using a data-adaptive kernel. So, the 
controlling parameters of Kaiser-Kaiser SPWVD are:   ,   ,   ,    which represent the window lengths and window 
parameter in the time and frequency axis, respectively. The optimization problem in the case of the Kaiser-Kaiser 
SPWVD can then be formulated as: 
    
          
  ((       [   ])               ) 
(4) 
which is interpreted as: “minimize the cost   ((       [   ])               )  as a function of               .”  
The optimization problem for other QTFDs such as EMBD, CKD and ADTFD can be formulated in the same way. 
4. Proposed Optimisation: Hybrid Genetic Algorithm  
The optimization of QTFDs is a complex problem. Classical gradient-based optimization techniques for optimizing 
QTFDs are: (i) highly dependent on the initial values of the kernel parameters, (ii) they generate only a single point at 
each iteration resulting in many iterations and (iii) reaching a global minimum is not guaranteed. These constraints 
motivate us to use the genetic algorithm (GA) as it is derivative free and produces a population of TFD kernel 
parameters at each iteration and the best parameters in the population converge to an optimal QTFD [8]. Thus, the 
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GA is a useful method of solving such a complex problem, and it can be defined as eight-component tuples, i.e. 
                       where                  represent an encoding method of individual, fitness (or 
objective function), initial population, population size, selection, crossover and mutation operator and, termination 
condition respectively. It is based on the “natural selection” process, imitating the principles of biological evolution; 
i.e., repetitively adapt a population of individual solutions from the current population and treats them as parents to 
produce the offspring for the next generation. Over consecutive generations, the population approaches an optimum 
solution. An overview of GA can be found in [8], while the terminology and uses of “GA” can be found in [9].  
The GA can approach the optimal solution relatively fast, but to achieve convergence it requires the evaluation of 
many functions. The proposed method to optimize RIDs is to run the GA for a small number of generations. It will 
produce sub-optimal parameters for QTFDs that solves the initial value problem unlike classical optimization 
techniques, therefore making the technique fully automated. These QTFD parameters are then used as initial points 
for another optimizer that is faster and efficient for a derivative-free local search, based on the Nelder–Mead 
algorithm[10]. This combination is denoted as hybrid genetic algorithm (HGA) and shown in Fig. 1. The HGA setup 
parameters and functions are presented in Table 2 (See section 9 for detail discussions).  [Fig. 1 is here.  Table 2 is 
here. ] 
The GA can diverge from the feasible space if the creation of the initial populations is unbounded. To deal with that, 
populations are bounded by the known lower and upper bounds of the parameters. These bounds are recommended 
in previous studies ([1], pp. 125-128,299-305), [7]) and shown in Table 3.      [Table 3 is here.] 
5. Results 
Two signals are used to illustrate the performance of the proposed method: (a) a multicomponent simulated signal 
        with different orientations and (b) a real world bat signal       . For convenience, all       representations are 
given with the same MATLAB colormap in order to show results in a fair and comparable manner. Different QTFDs 
with their optimal kernel parameters are shown to exhibit the resulting high resolution and high concentration TFD. A  
better  trade-off  is  observed  between  the  interferences and  the       resolution  when the parameters are 
optimized, as detailed below. 
The simulated multicomponent signal       consists of linear FMs  constant FM and frequency modulated Gaussian 
(see supplementary document 1 for details). Fig. 2 illustrates the optimal       representation of this signal using the 
SPWVD, EMBD, CKD and ADTFD with HGA selected parameters. For comparative purposes, the ideal TFD and the WVD 
have also been represented. The optimized EMBD provides a sharp localization but suffers from cross-terms whereas 
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the SPWVD fails to separate closely spaced LFM components; the CKD provides the best compromise among the fixed 
TFDs. The ADTFD shows the best performance and very close to ideal TFD as it is adapted to       directions. All fixed 
and adaptive TFDs show a significant improvement in resolution when compared to the WVD.            [ Fig.  2 is here.  ] 
The real world bat signal       is also used to show the efficiency of the proposed method. The optimized SPWVD and 
CKD provide cross-term free signature whereas the EMBD provides a sharp localization but suffers from cross-terms. 
The optimized ADTFD offers the sharpest localization of all the components due to its adaptive procedure (see Fig. 3). 
Note that, an ideal TFD is not shown as it is not exactly known, given that it is a real world signal, and the WVD is also 
not shown as it is known to suffer from heavy cross-terms.      [Fig.  3 is here. ] 
6. IF Estimation  
One of the unique capabilities of       methods is the estimation of the signal instantaneous frequency (IF) ([1], pp. 
611-619, pp. 620-626). This IF estimation capability is often used as a performance evaluation criterion for TFDs, 
including its robustness in the presence of noise. In this paper, the IF is estimated by the component extraction 
method presented in ([1], pp. 611-619; [11]). To demonstrate the efficiency of the proposed method, the IF of a 
multicomponent signal consisting of two quadratic chirps is estimated by using the component extraction method. 
The signal model is defined as: 
                                                          (5) 
where      is additive white Gaussian noise. Figure 4 shows the logarithmic mean square error (MSE) between the 
actual and the estimated IF under different SNRs by performing 100 simulations at each SNR level. For this signal, 
different optimized TFDs showed better performance than the WVD. In addition, the locally optimized TFD also 
performs better than the globally adaptive TFDs (e.g., global and local adaptive EMBD). As expected, the ADTFD with 
optimal parameters outperforms the other TFDs for IF estimation. These results show that an accurate estimation of 
the IF of the signal components is directly related to the auto-term resolution property and cross-term suppression 
property of       methods. [ Fig. 4 is here. ] 
7. Fast and Memory Efficient Implementations of QTFDs  
In the era of ‘big data’, the issues of TFD computation and optimization present a significant challenge in the case of 
long recordings or multi-sensor data such as multichannel EEG signals. This is because TFDs are two dimensional (2D) 
functions and require         numerical operations (a basic FFT element requires        operations). Increase in 
the number of numerical operations will also result in an increase in computational time; programs often stop due to 
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‘out of memory’ error for long data. Therefore, designing memory efficient and optimized TFD implementations is 
very important ([1], Section 6.6).     
The separable-kernel TFD where  [   ]   [ ]  [ ] is usually oversampled. TFD computations and memory 
requirements can be significantly reduced by eliminating this oversampling. In addition, modern computers possess 
multicore processors and parallel computing can be used to further speed up the HGA optimization. Following the 
methodology presented in ([1], pp. 374-383) generating fast TFDs and parallel computing, the efficient optimization of 
TFDs is also implemented in this paper. This process not only optimizes TFDs in terms of optimizing the TFD 
parameters but also in terms of computational time. Table 4 compares the computational time of the optimal EMBD 
using a standard and memory efficient implementation. Further memory reduction can be done by generating under-
sampled TFDs computing only a subset of the TFDs (called decimated TFD method).    [Table 4 is here] 
8. Comparison with Other Techniques 
The TFD optimization method can be implemented in a straightforward way by minimizing the cost function using an 
exhaustive search. However, this process is computationally inefficient, especially in the case of multiple sensitive 
parameters. One of the state-of-the-art methods for optimizing TFDs is gradient descent [5] and it is selected here as 
it is one of the fast and simplest methods.  The main equation for optimizing TFDs using gradient descent can be 
expressed as  
 
         
   [         ]
   
 
(6) 
Where   is the set of controlling parameter(s) (e.g. for EMBD      )  and    is the step size selected by the user. The 
step size should not be too small or too large to avoid slow convergence and divergence, respectively. However, as 
stated before, the calculation of the differential part of eqn. (6) is a complex task; it can be approximated based on 
 [         ] calculated with    and it’s previous value      and repeated simultaneously to converge to the solution.  
 
         
  [         ]   [           ]
       
 
(7) 
This method can be applied to optimize any QTFDs e.g., EMBD. The EMBD,               , has two parameters 
  and    and the optimization of    and   using this method can be expressed as  
 
         
  [                 ]   [                   ]
       
 
 
(8) 
 
         
  [                 ]   [                   ]
       
 
(9) 
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Eqn. (8) and (9) are iterated simultaneously to converge to the solution. Due to space limitation, only the main 
method with the application to optimize EMBD has been discussed here. Other QTFDs can be optimized in the same 
way. 
Figure 5 shows the optimized representation of the EMBD and the effect of choosing initial parameters and step size. 
This happens due to different choice of initial parameters and step size; algorithm converges to different local minima. 
Another well-known optimization algorithm is Nelder–Mead Algorithm [10] which can also be used to find out the 
minimum or maximum of an objective function in a multidimensional space. This algorithm is also applied to 
optimizing TFDs as the complex derivative is not to be known unlike the gradient descent method [10]. However, like 
the gradient descent method, users need to supply initial parameters. Fig. 5(c-d) illustrate the optimized EMBD 
representation using this classical optimization algorithm.   [Fig.  5 is here. ] 
9. Discussion 
A fully automatic optimization of QTFDs using the HGA method is useful for characterising non-stationary signals 
without a priori signal information. The main improvement of HGA is to improve the accuracy of getting precise 
accurate signal dependant TFD kernel parameters with significantly reduced search space with respect to a direct 
search. In this way, HGA is able to improve the TFD representation of non-stationary signals in a reasonable time and 
makes the process fully automated. In addition, this study provides a general framework for optimizing the 
parameters of any QTFD. Reference [12] uses evolutionary programming to optimize only Multiform Tiltable TFD 
(MTED) based on the distribution norms. However, as mentioned in section 3, this criterion to optimize TFD fails to 
perform in the expected way when the interferences appear, especially in the case of multicomponent signals 
comprised of high and low amplitude components [5].  
Another issue is the selection of HGA setup parameters and functions shown in Table 2 as it plays a vital role on the 
optimization. This selection is based on several experiments performed on different signals and by observing the 
convergence curve define as “ bj    v   u           [   ] versus number of generation plot”  For example, Fig. 6 
shows the convergence curve when the CKD is applied on the simulated signal represented in Fig. 1. It can be seen 
that, after 20 “generations”, the solution      [   ]   is almost saturated and, therefore,       is chosen with 
confidence for the CKD. In addition, the Nelder-Mead algorithm is applied to further refine these parameters and 
finally the optimal parameters are chosen. Similar experiments have been done for other TFDs as well. [ Fig.  6 is here]  
To summarize 
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 The Gradient descent method is faster than HGA, but it is highly dependent on the choice of initial value of the 
kernel parameters and step size,  . Traditionally users need to supply the initial kernel parameters and step size. 
This requires specialist knowledge on TFDs and the signal under analysis; users often use trial and error (initial 
guess) by supplying different initial parameters and step size. The convergence of the HGA method is 
independent of the initial parameters and is suitable for fully automated optimization of QTFDs for most non-
stationary signals.  
 The classical optimization Nelder–Mead algorithm is derivative free and also converges faster than HGA. 
However, this method is also dependent on the correct choice of the initial kernel parameters and it suffers the 
same problems as the gradient descent. 
Due to the advantage of the HGA mentioned above, various QTFDs have been optimized by this method. Note that 
the performance of different QTFDs is different depending on the nature of non-stationary signals and the shape of 
the kernel. This paper proposes a method for optimizing various QTFDs and users need only to choose the optimal TFD 
for the signal they are going to analyse. One can also generate multiple “optimized” TFDs for their signal and select 
the most optimal TFD either by inspection, or selecting the TFD that offers the minimum cost,     [   ] . This fact 
indicates that, though this study automatically optimizes the TFDs in terms of balancing concentration, resolution, 
cross-terms and computation, it still requires specialist knowledge in terms of correct interpretation of the results. 
That can be addressed in future work by combining AI (Artificial Intelligence) techniques with TFD representation and 
implementation methods. Further improvement of the proposed method can also be achieved by applying post-
processing steps which are now under consideration ([1], pp. 418-423). 
10. Conclusion  
Over the last several decades, TFDs have gained much popularity and become a standard tool in many disciplines. 
Despite all the attention and improvements, it is still however difficult to adjust the kernel parameters for the optimal 
use of TFDs. This paper addresses this gap by providing a fully automatic procedure of adjusting these kernel 
parameters. This ‘black box’ approach to optimize QTFDs using HGA overcomes some of the shortcomings of current 
state-of-the-art QTFD optimization techniques such as gradient descent. In addition, this contribution also presents a 
data-adaptive kernel which can significantly reduce the presence of cross-terms, enhancing the TFDs concentration 
and resolution. The proposed method can be used to find an optimal representation of non-stationary signals in the 
      domain as demonstrated by a multi-component simulated and real world signals. The robustness of the 
proposed method has been illustrated by estimating the IF under different SNR conditions. For a simulated 
multicomponent signal, when compared to the WVD, the logarithmic MSE was improved by 2.3 dB with the optimal 
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ADTFD, and by 1 dB with the optimal CKD. The fast and optimized implementation of the TFD provides another 
contribution by which computation time reduces significantly; e.g., the computation time reduces from          
        sec to               sec for a signal length of    . This additional contribution can be advantageous to 
optimize use of TFDs in ‘big data’ science. The proposed method can also be suitable in signal detection and 
classification [3]; and convenient in many disciplines such as communications, radar, sonar, speech and acoustics, 
geophysics and, machine condition monitoring [1]. 
Appendix A  
 
All analyses have been done in Matlab and the TFSAP toolbox has been used generating the QTFDs. The TFSAP toolbox 
can be downloaded from the following link. http://time-frequency.net/tf/ .  
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Fig 1: Hybrid Genetic Algorithm (HGA) for TFD parameters optimization;         and           represent the 
population size and generation limit respectively. Firstly, a population         of TFD parameters are randomly 
selected within the bounds (see table 3) and then evaluated and applies genetic operations (selection, cross-over and 
mutation) to generate another population of TFD parameters for the next generation. It iterates until the termination 
criteria are satisfied and finally GA provides the best fitted TFD parameters. These parameters are further refined by a 
Nelder-Mead algorithm and finally the optimal TFD parameters are selected.  
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(a) 
 
(b) 
 
(c) 
 
(d) 
 
(e) 
 
(f) 
Fig.  2: (a) Ideal TFD representation [ECM index           ] and (b) WVD, [ECM index            ]. The 
optimization of QTFDs using HGA method: (c) Kaiser-Kaiser SPWVD,(             )                 
               [ECM index             ], (d) EMBD,                         [ECM index             ], 
(e) CKD,                                   [ECM index             ] and (f) ADTFD,    b              
[ECM index             ]. Optimized parameters and optimal ECM index are shown in brackets, (), [.] respectively.  
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(a) 
 
(b) 
 
(c) 
 
(d) 
Fig. 3: Optimization of QTFDs using HGA method: (a) Kaiser-Kaiser 
SPWVD,(             )                        , [ECM index            
 ]  (b) 
EMBD,                         , [ECM index            ] (c) CKD,                                  , 
[ECM index             ] and (d) ADTFD,    b               [ECM index            ]. Optimized parameters 
and optimal ECM index are shown in brackets, (), [.] respectively.  
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(a) 
 
(b) 
Fig. 4:  IF estimation of a multicomponent signals using different optimized QTFDs by the HGA method under different 
SNRs ranging from -15dB to      ; (a) logarithmic MSE for       signal component and (b) for       signal 
component. EMBD global adaptive represents that the same parameters (hence, called global) are used in EMBD in 
each iteration under all SNR conditions whereas EMBD local adaptive (as well as, in all other QTFD cases), the QTFD 
parameters are determined by the HGA in each iteration under all SNR conditions.  
  
14 
 
 
(a) 
 
(b) 
 
(c) 
 
(d) 
 
Fig.  5:  EMBD parameter optimization using gradient descent: (a) The final optimized parameters calculated by this 
method are                      [ECM index            ] when the initial parameters are      
                             and   
 
  
  and (b)                      [ECM index             ] 
when                                and   
 
   
. The final optimized EMBD parameters calculated by 
using Nelder–Mead algorithm: (c)                      [ECM index             ] when initial parameters 
are                and (d)                      [ECM index            
 ] when initial parameters 
are                . Optimal ECM index are shown in brackets [.]. 
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Fig.  6: Convergence curve for CKD parameter optimization. 
 
Table 5: QTFDs used in this study ([1],pp. 341). 
QTFDs  [   ] Controlling parameters 
WVD  [ ] - 
SPWVD  [ ] [ ]  [ ] = Kaiser window; 
               
 
 
EMBD 
       [ ]
∑        [ ] 
       [ ]
∑        [  ]
 
     
             
 
 
CKD [3]    
   
( 
   
(
 
 
)
 
   )   ( 
   
(
 
 
)
 
   ) 
 
      
ADTFD  See Ref. [1, pp. 299-305]   b 
 
 
 
Table 6: HGA setup. 
Max. number of generations See Table 7 
Stall generations 50 
Fitness function Eqn. (3) 
Population  
    size 20 
    type Double Vector 
Selection function Stochastic uniform 
Elite count 2 
Crossover  
    type Scattered 
    fraction 80% 
Mutation  
   Type Gaussian 
16 
    init. variance 1 
Migration  
    direction forward 
    interval 20 
    fraction 20% 
Scaling function Fit scaling rank 
Classical Optimizer  Nelder–Mead Algorithm 
 
 
 
 
 
Table 7: Number of Generations and QTFD parameter set up 
TFD Name 
 
Bounds 
SPWVD 
(Kaiser-Kaiser) 
EMBD CKD ADTFD 
Parameters 
 
   
        
                  b 
 
Lower Bounds 5 0.01 5 0.01 0 0 0.01 0.01 0.01 2 4 
 
Upper Bounds 
⌊
 
 
⌋ 
20 
⌊
 
 
⌋ 
20 1 1 10 1 1 3 30 
 
# of Generations 20 20 30 20 
⌊ ⌋ is the       function; & should be integer. 
 
 
 
Table 8: Computation time of standard and fast implementation of EMBD* 
Signals     Standard implementation 
(Sec) 
Fast implementation 
(Sec) 
Simulated signal                                       
Bat signal                                         
Newborn EEG Seizure                                           
*This experiment  was run in the Windows-7 on an Intel Core i-7 platforms having 8GB RAM and was connected to 4 
‘local workers’ using Matlab’s Parallel Computing Toolbox. Each signal was run 50 times and the mean standard 
deviation of the computation time is presented here. 
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Highlights 
 Optimized selection of parameters for Quadratic Time-Frequency Distributions (QTFDs). 
 A novel hybrid genetic algorithm is proposed for a full optimization of QTFDs. 
 Offers a ‘black box’ approach that needs no extra input except the signal itself. 
 The fast and memory efficient implementation is advantageous in ‘big data’ science.  
 Useful for the non-specialist users to optimally use QTFDs in many disciplines.   
 
 
