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POLYNOMIAL FUNCTIONS OF THE RING Zm[α] OF DUAL NUMBERS
MODULO m
AMR ALI AL-MAKTRY, HASAN AL-EZEH, AND SOPHIE FRISCH
Abstract. For any ring R, the dual numbers ring over R is R[α] = R[x]/(x2). We characterize
when a polynomial f ∈ R[α][x] is a null polynomial or a permutation polynomial on R[α] in
terms of the behaviour of its coordinate polynomials f1, f2 ∈ R[x], where f = f1 + f2α, on R.
By means of determining the order of the pointwise stabilizer of the subring of constants Zpn
in the group of polynomial permutations of Zpn [α] we derive explicit formulas for the number
of polynomial functions and polynomial permutations on Zpn [α] for n ≤ p.
Introduction
Let A be a finite commutative ring. A function F : A→ A is called a polynomial function on
A if there exists a polynomial f =
∑n
k=0 ckx
k ∈ A[x] such that F (a) =
∑n
k=0 cka
k for all a ∈ A.
When a polynomial function F is bijective, it is called a polynomial permutation of A, and f is
called a permutation polynomial on A.
Polynomial functions on A form a monoid with respect to the composition, which we dentote
by F(A). Its group of units consists of all polynomial permutations of A and we denote it by
P(A). Unless A is a finite field, not every function on A is a polynomial function and not every
permutation of A is a polynomial permutation.
For any ring R, the dual numbers ring over R is defined as R[α] = R[x]/(x2) for some variable
x, where α stands for x + (x2). Dual rings are of interest to computer scientists [2, 4]. In this
paper, we investigate the polynomial functions and polynomial permutations of rings of dual
numbers. Among other things, we derive explicit formulas for |F(Zpn [α])| and |P(Zpn [α])| where
p is a prime and n ≤ p.
Since every finite commutative ring is a direct sum of local rings, and evaluation of polynomial
functions factors through this direct sum decomposition, we may concentrate on local rings.
Dual numbers rings differ from the rings for which formulas of |F(A)| and |P(A)| are known
and the formulas consequently differ from the known ones, in the following sense: The known ex-
plicit formulas of |F(A)| and |P(A)|, where A is a local ring with maximal idealM of nilpotency
m, are all essentially similar to those derived in 1921 by Kempner [11] for A = Zpn = Z/p
n
Z,
|F(Zpn)| = p
∑n
k=1 µ(p
k) and |P(Zpn)| = p!p
p(p− 1)pp
∑n
k=3 µ(p
k) for n > 1, (1)
where p is a prime and µ(pk) is the minimal l ∈ N such that pk divides l!, that is, the minimal
l ∈ N such that
∑
j≥1
[
l
pj
]
≥ k.
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Kempner’s proof has been simplified [9, 17, 20] and his formulas have been shown to hold,
mutatis mutandis, for more general local rings [1, 5, 14]. However, the formulas have remained
the same, except for replacing p by q = |A/M | and n by m, the nilpotency of the maximal ideal
M . In contrast, the formulas for the number of polynomial functions and permutations for dual
numbers rings are of a different type, cf. Theorems 6.8 and 6.9.
All finite local rings that have been examined in detail by previous authors, have the following
property, which features prominently in all proofs: If m is the nilpotency of the maximal ideal
M of A, and we denote by w(a) the maximal k ≤ m such that a ∈Mk, then, for any a, b ∈ A,
w(ab) = min(w(a) + w(b),m),
that is, A allows a kind of truncated discrete valuation, with values in the additive monoid on
{1, 2, . . . ,m}, whose addition is w ⊕ v = min(w + v,m). Dual rings do not have this property,
except in trivial cases.
Known results about the number of polynomial functions and permutations of a completely
general finite commutative ring A are necessarily less explicit in nature than the counting
formulas in Equation (1) on one hand and Theorems 6.8 and 6.9 on the other hand. For a quite
general finite local commutative ring A, Jiang [8] has determined the ratio of |P(A)| to |F(A)|.
Also for a general finite local commutative ring, Go¨rcso¨s, Horva´th and Me´sza´ros [7] provided
a formula expressing the number of polynomial permutations in terms of the cardinalities of the
annihilators of certain ideals. The proofs of our counting formulas, however, are independent
of their results.
Chen [3], Wei and Zhang [19, 18], Liu and Jiang [12], amongst others, have generalized facts
about polynomial functions in one variable to several variables.
Beyond the number formulas, a few structural results about the groups of permutation poly-
nomials are due to No¨bauer [15, 16], Zhang [21] and Frisch and Krenn [6].
We derive structural results about F(R[α]) and P(R[α]) by relating them to F(R) and P(R).
Then we use these results to give explicit formulas for |F(Zpn [α])| and |P(Zpn [α])| in the case
n ≤ p.
Here is an outline of the paper. After establishing some notations in Section 1, we characterize
null polynomials and permutation polynomials on R[α] in Section 2, for any finite local ring R.
Section 3 contains a bound on the degree of a polynomial representing a polynomial function on
Zm[α]. Section 4 gives necessary and sufficient conditions for a polynomial to be a permutation
polynomial on Zpn [α]. Section 5 contains counting formulas for the numbers of polynomial
functions and polynomials permutations on Zpn [α] in terms of the order of the stabilizer of Zpn
in the group of polynomial permutations on Zpn [α]. In Section 6, the counting formulas are
made explicit for n ≤ p. Section 7 gives a canonical representation of the polynomial functions
on Zpn [α] for n ≤ p.
1. Basics
In this section, we summarize basic facts about polynomial functions, establish some nota-
tions, and introduce some properties of dual numbers.
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Definition 1.1. Let R be a ring and a0, . . . , an ∈ R. The polynomial f =
∑n
i=0 aix
i ∈ R[x]
defines (induces, or gives rise to) a function F : R→ R by substitution of the variable: F (r) =∑n
i=0 air
i. A function arising from a polynomial in this way is called a polynomial function.
If the polynomial function F : R → R induced by f ∈ R[x], is bijective, then F is called a
polynomial permutation of R and f is called a permutation polynomial on R. Let f ′ denote
the formal derivative of f , f ′ =
∑n
i=1 iaix
i−1.
Definition 1.2. Let S be a commutative ring, R an S-algebra and f ∈ S[x].
(1) The polynomial f gives rise to a polynomial function on R. We use the notation [f ]R
for this function. We just write [f ] instead of [f ]R, when there is no confusion.
(2) If [f ]R is a permutation on R, then we call f a permutation polynomial on R.
(3) If g ∈ S[x] and [f ]R = [g]R, this means that f and g induce the same function on R and
we abbreviate this with f , g on R.
Remark 1.3. (1) Clearly, , is an equivalence relation on R[x]. For the case when S = R,
there is bijective correspondence between equivalence classes of , and the polynomial
functions on R. In particular, if R is finite, then the number of different polynomial
functions on R equals the number of equivalence classes of , on R[x].
(2) In particular, for any integer m, Z/mZ is an Z-algebra and hence every f ∈ Z[x] induces
a polynomial function on Z/mZ that we denote [f ]m.
(3) We denote Z/mZ by Zm.
Having established our notations of polynomial functions and polynomial permutations, we
now introduce the class of rings whose polynomial functions and polynomial permutations we
intend to investigate.
Definition 1.4. Throughout this paper, if R is a commutative ring, then R[α] designates the
result of adjoining α, with α2 = 0, to R; that is, R[α] is R[x]/(x2), where α corresponds to
x+ (x2). The ring R[α] is called the ring of dual numbers of R.
Remark 1.5. Note that R is canonically embedded as a subring in R[α].
We summarize some easily verifiable facts about R[α] in the following:
Proposition 1.6. Let R be a commutative ring. Then the following hold.
(1) For a, a′, b, b′ ∈ R, we have:
(a) (a+ b α)(a′ + b′ α) = aa′ + (ab′ + a′b)α;
(b) (a+ b α) is a unit in R[α] if and only if a is a unit in R. In this case
(a+ b α)−1 = a−1 − a−2b α.
(2) R[α] is a local ring if and only if R is a local ring.
(3) If R is a local ring with a maximal ideal m of a nilpotency n, then R[α] is a local ring
whose maximal ideal m+ αR has a nilpotency n+ 1.
Lemma 1.7. Let R be a commutative ring and R[α] the ring of dual numbers of R as in
Definition 1.4. Let a, b ∈ R.
(1) Let f ∈ R[x]. Then
f(a+ b α) = f(a) + bf ′(a)α .
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(2) Let f ∈ R[α][x]. Then there exist unique f1, f2 ∈ R[x] such that f = f1 + f2 α and
f(a+ b α) = f1(a) + (bf
′
1(a) + f2(a))α .
The above lemma yields a necessary condition for a function F : R[α] −→ R[α] to be a
polynomial function.
Corollary 1.8. Let F : R[α] −→ R[α] be defined by F (a + b α) = c(a,b) + d(a,b) α where
c(a,b), d(a,b) ∈ R. If F is a polynomial function over R[α], then c(a,b) depends only on a, that is,
c(a,b) = c(a,b1) for every a, b, b1 ∈ R.
Proposition 1.9. Let p be a prime number, n ∈ N and R = Zpn [α], m the maximal ideal of R
and K the nilpotency of m. Then n = 1 if and only if R satisfies the condition
ab ∈ mk =⇒ there exist i, j ∈ N such that a ∈ mi, b ∈ mj and i+ j ≥ min(K, k).
Proof. Since Zpn is a local ring with maximal ideal (p), Zpn [α] is a local ring with maximal
ideal m = {ap + b α : a, b ∈ Zpn} and K = n+ 1 by Proposition 1.6. If n = 1, then the result
easily follows since m2 = (0). If n ≥ 2, then K = n + 1 > 2, α ∈ m, α /∈ mi for i > 1 and
α2 = 0 ∈ mn+1. 
Remark 1.10. Local rings satisfying the condition of Proposition 1.9 are called suitable [5].
This shows that, whenever n > 1, Zpn [α] is not a suitable ring.
2. Null polynomials and permutation polynomials on R[α]
Counting the number of polynomial functions on a ring A leads to determine the index of the
ideal of the polynomial ring A[x] formed by those polynomials that induce the zero function.
In this section, we study such polynomials in some detail for rings of the form A = R[α] as in
Notation 1.4.
Definition 2.1. Let f ∈ R[x]. We call f a null polynomial on R and write f , 0 if the
polynomial function induced by f on R is the constant zero. We define NR, N
′
R as:
(1) NR = {f ∈ R[x] : f , 0 on R};
(2) N ′R = {f ∈ R[x] : f , 0 on R and f
′ , 0 on R}.
Remark 2.2. Clearly, NR, N
′
R are ideals of R[x], and we have: |F(R)| = [R[x] : NR].
We derive statements about null polynomials on R[α] by using information about polynomials
with coefficients in R by using N ′R.
Lemma 2.3. Let f ∈ R[x]. Then:
(1) f is a null polynomial on R[α] if and only if f and f ′ are null polynomials on R;
(2) f α is a null polynomial on R[α] if and only if f is a null polynomial on R.
Proof. (1) By Lemma 1.7, for every a, b ∈ R, f(a+b α) = f(a)+bf ′(a)α. Thus by Definition 2.1,
f is a null polynomial on R[α] is equivalent to f(a) + bf ′(a)α = 0 for all a, b ∈ R. This is
equivalent to f(a) = 0 and bf ′(a) = 0 for all a, b ∈ R. Thus, if b = 1, we have that f(a) = 0
and f ′(a) = 0 for all a ∈ R. Hence f and f ′ are null polynomials on R.
(2) follows from Lemma 1.7. 
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Theorem 2.4. Let f ∈ R[α][x]. We write f = f1 + f2 α, where f1, f2 ∈ R[x]. Then f is a null
polynomial on R[α] if and only if f1, f
′
1 and f2 are null polynomials on R.
Proof. By Lemma 1.7, f(a+ b α) = f1(a)+ (bf
′
1(a)+ f2(a))α for all a, b ∈ R. This immediately
implies the “if” direction. To see “only if”, suppose that f is a null polynomial on R[α]. Then
f1(a) + (bf
′
1(a) + f2(a))α = 0 for all a, b ∈ R.
Clearly, f1 is a null polynomial on R. Substituting 0 for b, yields that f2 is a null polynomials
on R. Similarly, substituting 0 for b, yields that f ′1 is a null polynomials on R. 
Combining Lemma 2.3 with Theorem 2.4 gives the following criterion:
Corollary 2.5. Let f = f1 + f2 α, where f1, f2 ∈ R[x]. Then f is a null polynomial on R[α] if
and only if f1 and f2 α are null polynomials on R[α].
Corollary 2.6. Let f = f1 + f2 α and g = g1 + g2 α, where f1, f2, g1, g2 ∈ R[x].
Then f , g on R[α] if and only if the following three conditions hold:
(1) [f1]R = [g1]R;
(2) [f ′1]R = [g
′
1]R;
(3) [f2]R = [g2]R.
In other words, f , g on R[α] if and only if the following two congruences hold:
(1) f1 ≡ g1 mod N
′
R;
(2) f2 ≡ g2 mod NR.
Proposition 2.7. If R is finite, then
|F(R[α])| =
[
R[x] : N ′R
][
R[x] : NR
]
.
Moreover, [R[x] : N ′R] is the number of pairs of functions (F,E) with F : R→ R, E : R→ R,
arising as ([f ], [f ′]) for some f ∈ R[x], and [R[x] : NR] is the number of polynomial functions
on R.
Proof. Let f = f1 + f2 α and g = g1 + g2 α where f1, f2, g1, f2 ∈ R[x]. Then by Corollary 2.6,
f , g on R[α] if and only if f1 ≡ g1 mod N
′
R and f2 ≡ g2 mod NR. Thus the map
ϕ : R[x]×R[x] −→ F(R[α]), defined by ϕ(f1, f2) = [f ], where [f ] is the function induced on
R[α] by f = f1 + f2 α, is well defined. Since every polynomial function on R[α] is induced by
a polynomial f = f1 + f2 α, where f1, f2 ∈ R[x], we have that ϕ is onto. It is obvious that ϕ is
a group homomorphism. By Theorem 2.4, kerϕ = N ′R ×NR. Hence, by the first isomorphism
theorem,
|F(R[α])| = [R[x]×R[x] : N ′R ×NR] = [R[x] : N
′
R][R[x] : NR].
For the moreover part set
A = {(F,E) ∈ F(R)×F(R) : ∃f ∈ R[x] with f and f ′ induce F and E, respectively}.
Define ψ : R[x] −→ A by ψ(f) = ([f ]R, [f
′]R). It is a routine verification to show that ψ is a
group epimorphism. It is clear that kerψ = N ′R. Hence by the first isomorphism theorem of
groups we get [R[x] : N ′R] = |A|. 
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Theorem 2.8. Let R be a finite ring. Let f = f1 + f2 α, where f1, f2 ∈ R[x]. Then f is a
permutation polynomial over R[α] if and only if the following conditions hold:
(1) f1 is a permutation polynomial on R;
(2) for all a ∈ R, f ′1(a) is a unit of R.
Proof. (⇒) Let c ∈ R. Then c ∈ R[α]. Since f is a permutation polynomial over R[α], there
exists a, b ∈ R such that f(a+ b α) = c. Thus f1(a) + (bf
′
1(a) + f2(a))α = c by Lemma 1.7. So
f1(a) = c, therefore f1 is onto and hence a permutation polynomial on R.
Let a ∈ R and suppose that f ′1(a) is a non-unit in R. Then f
′
1(a) is a zerodivisor of R.
Let b ∈ R, b 6= 0, such that bf ′1(a) = 0. Then f(a + b α) = f1(a) + (bf
′
1(a) + f2(a))α =
f1(a) + f2(a)α = f(a). So f is not one-to-one, which is a contradiction. This proves (2).
(⇐) It is enough to show that f is one-to-one. Let a, b, c, d ∈ R such that f(a + b α) =
f(c + dα), that is, f1(a) + (bf
′
1(a) + f2(a))α = f1(c) + (df
′
1(c) + f2(c))α. Then we have
f1(a) = f1(c) and bf
′
1(a) + f2(a) = df
′
1(c) + f2(c). Hence a = c since f1 is a permutation
polynomial on R. Then b = d follows, because f ′1(a) is a unit of R. Thus a+ b α = c+ dα. 
This shows that the criterion to be a permutation polynomial on R[α] depends only on f1,
and this gives the following corollary:
Corollary 2.9. Let R be a finite ring. Let f = f1 + f2 α, where f1, f2 ∈ R[x]. Then f is a
permutation polynomial over R[α] if and only if f1 is a permutation polynomial over R[α].
Corollary 2.10. Let R be a finite ring. Let B denote the number of pairs of functions (H,G)
with
H : R −→ R bijective and G : R −→ {r ∈ R : r is unit}
that occur as ([g], [g′]) for some g ∈ R[x]. Then the number |P(R[α])| of polynomial permuta-
tions on R[α] is equal to
|P(R[α])| = B · |F(R)|.
Proof. Let F ∈ P(R[α]). Then by definition F is induced by a polynomial f , where by
Lemma 1.7 f = f1 + f2 α for f1, f2 ∈ R[x]. By Theorem 2.8,
[f1] : R −→ R bijective, [f
′
1] : R −→ {r ∈ R : r is unit} and [f2] ∈ F(R).
The rest follows from Corollary 2.6. 
Lemma 2.11. Let Fq be a finite field with q elements. Then for all functions
F,G : Fq −→ Fq
∃f ∈ Fq[x] such that
(F,G) = ([f ], [f ′]), and deg f < 2q.
Proof. Let f0, f1 ∈ Fq[x] such that [f0] = F and [f1] = G and set
f(x) = f0(x) + (f
′
0(x)− f1(x))(x
q − x).
Then
f ′(x) = (f ′′0 (x)− f
′
1(x))(x
q − x) + f1(x).
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Thus [f ] = [f0] = F and [f
′] = [f1] = G since (x
q −x) is a null polynomial on Fq. Moreover, we
can choose f0, f1 such that deg f0,deg f1 < q since (x
q − x) is a null polynomial on Fq. Hence
deg f < 2q 
Proposition 2.12. Let Fq be a finite field with q elements. The number |P(Fq[α])| of polyno-
mial permutations over Fq[α] is given by
|P(Fq[α])| = q!(q − 1)
qqq.
Proof. Let B be the set of pairs of functions (H,G) such that
H : Fq −→ Fq bijective and G : Fq −→ Fq \ {0}.
By Lemma 2.11, each (H,G) ∈ B arises as ([f ], [f ′]) for some f ∈ Fq[x]. Thus by Corollary 2.10,
|P(Fq[α])| = |B| · |F(Fq)|. Clearly |B| = q!(q − 1)
q and |F(Fq)| = q
q. 
Definition 2.13. Let Stabα(R) = {F ∈ P(R[α]) | F (a) = a for every a ∈ R}.
Evidently, Stabα(R) is a subgroup of P(R[α]).
Lemma 2.14. Let f, g ∈ R[x] with f , g on R. There exists h ∈ NR such that f = g + h.
Proof. Let h = f − g. Then h has the desirable property. 
Proposition 2.15. Let R be a finite commutative ring. Then
Stabα(R) = {F ∈ P(R[α]) : F is induced by x+ h(x), h ∈ NR}.
Proof. It is clear that
Stabα(R) ⊇ {F ∈ P(R[α]) : F is induced by x+ h(x), h ∈ NR}.
Now, let F ∈ P(R[α]) such that F (a) = a for every a ∈ R. Then F is represented by f1 + f2 α,
where f1, f2 ∈ R[x], and a = F (a) = f1(a) + f2(a)α for every a ∈ R. It follows that f2(a) = 0
for every a ∈ R, i.e., f2 is a null polynomial on R. Thus, f1+ f2 α , f1 on R[α] by Lemma 1.7,
that is, F is represented by f1. Also, f1 , idR on R and, therefore, f1(x) = x+ h(x) for some
h ∈ R[x] that is a null polynomial on R by Lemma 2.14. 
When R is a finite field, we have the following theorem
Theorem 2.16. Let Fq be a finite a field with q elements. Then:
(1) |Stabα(Fq)| = |{[f
′]Fq : f ∈ NFq and for every a ∈ Fq, f
′(a) 6= −1}|;
(2) |Stabα(Fq)| = |{[f
′]Fq : f ∈ NFq ,deg f < 2q and for every a ∈ Fq, f
′(a) 6= −1}|;
(3) |Stabα(Fq)| = (q − 1)
q.
Proof. (1) Set A = {[f ′]Fq : f ∈ NFq such that for every a ∈ Fq, f
′(a) 6= −1}. We define a
bijection ϕ from Stabα(Fq) to the set A. If F ∈ Stabα(Fq), then it is represented by x+ h(x),
where h ∈ Fq[x] is a null polynomial on Fq, by Proposition 2.15 Now h
′(a) 6= −1 for every
a ∈ Fq, by Theorem 2.8, whence [h
′]Fq ∈ A. Then we set ϕ(F ) = [h
′]Fq . Corollary 2.6 shows ϕ
to be well-defined and injective, and Theorem 2.8 shows it to be surjective.
(2) Follows from (1) and Lemma 2.11.
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(3) By (1), |Stabα(Fq)| = |{[f
′]Fq : f ∈ NFq and for every a ∈ Fq, f
′(a) 6= −1}|.
It is clear that
|Stabα(Fq)| ≤ |G : Fq −→ Fq \ {−1}}| = (q − 1)
q.
Consider the function G : Fq −→ Fq \ {−1}, then exists a polynomial f ∈ NFq such that
[f ′]Fq = G by Lemma 2.11. But h(x) = f(x) + x induces the identity on Fq, with h
′(a) 6= 0
for every a ∈ Fq. Thus h is a permutaion polynomial on Fq[α] by Theorem 2.8, and so h(x) =
f(x)+x inducing an element of Stabα(Fq). Therefore, by Corollary 2.6, two different functions
G,H : Fq −→ Fq \ {−1} corresponding to different elements of Stabα(Fq).
Hence |Stabα(Fq)| ≥ (q − 1)
q. This completes the proof. 
By Proposition 2.12 and Theorem 2.16, we have the following result.
Corollary 2.17. The number |P(Fq[α])| of polynomial permutations over Fq[α] is given by
|P(Fq[α])| = |P(Fq)||F(Fq)||Stabα(Fq)|.
3. Polynomial functions over Zm[α]
Throughout, let m,n be positive integers such that m > 1 and p a prime.
Definition 3.1. [10] By µ(m), we denote Kempner’s function, the smallest positive integer k
such that m divides k!.
Remark 3.2. It is easy to see that m divides the product of any µ(m) consecutive integers.
When n ≤ p, Kempner [10] remarked that µ(pn) = np. We use this fact frequently explicitly
and sometimes implicitly. When two polynomials f, g ∈ Z[x] induce the same function on Zm,
we write f , g (mod m). A polynomial f ∈ Z[x] is called a null polynomial modulo m if and
only if f induces the zero function on Zm.
Remark 3.3. Clearly, for any c ∈ Z, (x− c)µ(m) =
∏µ(m)−1
j=0 (x− c− j) is a null polynomial on
Zm, due to Kempner [11].
Theorem 3.4. Let m > 1. Then:
(1) ((x)µ(m))
2 is a null polynomial on Zm[α];
(2) (x)2µ(m) is a null polynomial on Zm[α].
Proof. The proofs of the two parts are similar and we only prove (2). Set f(x) = (x)2µ(m). In
view of Theorem 2.4, we need to show that f and f ′ are null polynomials on Zm. Clearly, f
is a null polynomial modulo m. Now consider f ′(x) =
2µ(m)−1∑
i=0
(x)2µ(m)
x−i
. Each term
(x)2µ(m)
x−i
is
divisible by a polynomial of the form
∏µ(m)−1
j=0 (x− c− j). Thus
(x)2µ(m)
x−i
is a null polynomial on
Zm by Remark 3.3. Hence f
′ is a null polynomial on Zm. 
In the case when m = pn, (x)2µ(pn) is a null polynomial on Zpn[α]. When n ≤ p this says
(x)2np is a null polynomial on Zpn [α], but we can say more.
Proposition 3.5. Let n ≤ p. Then (x)µ(pn)+p = (x)(n+1)p is a null polynomial on Zpn[α].
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Proof. We have µ(pn) = np since n ≤ p. Set f(x) = (x)µ(pn)+p. Then clearly, f is a null
polynomial on Zpn . We regroup in f
′(x) =
∑(n+1)p−1
i=0
(x)(n+1)p
x−i
the linear factors of (x)(n+1)p
into n+ 1 blocks as follows
(x)(n+1)p =
n∏
j=0
(j+1)p−1∏
k=jp
(x− k).
It becomes apparent that each term
(x)(n+1)p
x−i
is divisible by a product of n different polynomials
of the form
∏p−1
j=0(x− c− j). Hence the claim. 
Proposition 3.6. Let h1 ∈ R[α][x], h2 ∈ R[x] be monic null polynomials on R[α] and R,
respectively, such that deg h1 = d1 and deg h2 = d2. Then every polynomial function
F : R[α] −→ R[α] is induced by a polynomial f = f1 + f2 α, where f1, f2 ∈ R[x] such that
deg f1 < d1 and deg f2 < d2. Moreover, if F is induced by a polynomial f ∈ R[x] and h1 ∈ R[x]
(rather than in R[α][x]), then there exists a polynomial g ∈ R[x] with deg g < d1, such that
[g]R = [f ]R and [g
′]R = [f
′]R.
Proof. Suppose that h1 ∈ R[α][x] is a monic null polynomial on R[α] of degree d1. Let g ∈
R[α][x] be a polynomial that represents F . Then by the division algorithm, we have g(x) =
q(x)h1(x) + r(x) for some r, q ∈ R[α][x], where deg r ≤ d1 − 1. Then clearly, r(x) represents F .
By Lemma 1.7, r = f1 + r1 α for some f1, r1 ∈ R[x], and it is clear that deg f1,deg r1 ≤ d1 − 1.
Now, let h2 ∈ R[x] be a monic null polynomial on R of degree d2. Again, by the division
algorithm, we have r1(x) = q1(x)h2(x) + f2(x) for some f2, q1 ∈ R[x], where deg f2 ≤ d2 − 1.
Then by Corollary 2.6, r1 α , f2 α on R[α]. Thus f = f1 + f2 α is the desired polynomial.
For the moreover part, the existence of g ∈ R[x] with deg g < d1 such that f , g on R[α]
follows by a similar argument given in the previous part. By Corollary 2.6, [g]R = [f ]R and
[g′]R = [f
′]R. 
Corollary 3.7. Let F : Zm[α] −→ Zm[α] be a polynomial function. Then F can be represented
as a polynomial f ∈ Zm[α][x] with deg f ≤ 2µ(m) − 1. Moreover, f can be chosen such that
f = f1 + f2 α, with f1, f2 ∈ Zm[x], deg f1 ≤ 2µ(m)− 1 and deg f2 ≤ µ(m)− 1.
While, when R is a finite field, we have the following corollary.
Corollary 3.8. Let Fq be a finite field with q elements. Every polynomial function
F : Fq[α] −→ Fq[α] can be represented uniquely as a polynomial
f(x) =
2q−1∑
i=0
aix
i +
q−1∑
j=0
bjx
j α for ai, bj ∈ Fq. (2)
Moreover, |F(Fq[α])| = q
3q.
Proof. We note that the polynomials (xq − x)2 and (xq − x) satisfy the conditions of Propo-
sition 3.6. Thus every polynomial function is represented by polynomial as in Equation (2).
To show this representation is unique, it is sufficient to prove that every expression of the zero
function of type (2), is just the zero polynomial, by Corollary 2.6. Let f ∈ Fq[x] be a null
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polynomial on Fq[α] with f(x) =
2q−1∑
i=0
aix
i +
q−1∑
j=0
bjx
j α.
Then
2q−1∑
i=0
aix
i ∈ N ′
Fq
and
q−1∑
j=0
bjx
j ∈ NFq by Theorem 2.4.
It is clear that NFq = (x
q − x)Fq[x], so bj = 0 for j = 0, . . . , q − 1. We claim that
N ′
Fq
= (xq − x)2Fq[x], and hence ai = 0 for i = 0, . . . , 2q − 1. Thus f = 0.
To prove the claim, let g ∈ N ′
Fq
. Then clearly, g(x) = h(x)(xq − x). Hence
g′(x) = h(x)(qxq−1 − 1) + h′(x)(xq − x) = h′(x)(xq − x)− h(x),
and so
0 = g′(a) = h′(a)(aq − a)− h(a) = −h(a) for every a ∈ Fq.
Thus h is a null polynomial on Fq, and whence it is divisible by (x
q − x). Therefore, (xq − x)2 |
g(x), and whence N ′
Fq
= (xq − x)2Fq[x]. Furthermore, the number of all polynomials of the
form (2), equals q3q, which is the required number by the uniqueness of the representation.

4. Permutation polynomials on Zm[α]
Lemma 4.1. [13, Thm. XIII.17] Let n > 1 and suppose that f ∈ Z[x]. Then f is a permutation
polynomial modulo pn if and only if the following conditions hold:
(1) f is a permutation polynomial modulo p;
(2) for all a ∈ Z, f ′(a) 6≡ 0 modulo p.
Theorem 4.2. Let f ∈ Zpn [α][x], f = f1 + αf2 with f1, f2 ∈ Z[x]. Then the following are
equivalent:
(1) f is a permutation polynomial on Zpn [α] for all n ≥ 1;
(2) f is a permutation polynomial on Zpn [α] for some n ≥ 1;
(3) f1 is a permutation polynomial on Zpn[α] for all n ≥ 1;
(4) f1 is a permutation polynomial on Zpn[α] for some n ≥ 1;
(5) f1 is a permutation polynomial modulo p and for all a ∈ Z, f
′
1(a) 6≡ 0 modulo p;
(6) f1 is a permutation polynomial modulo p
n for all n ≥ 1;
(7) f1 is a permutation polynomial modulo p
n for some n > 1.
Proof. The equivalence of (5), (6) and (7) is implied by Lemma 4.1. The equivalence of (1) and
(3) is implied by Corollary 2.9. Again by Corollary 2.9, (2) is equivalent to (4).
By Theorem 2.8, (1) is equivalent to (6) together with the fact that f ′1(a) 6≡ 0 modulo p
for any a ∈ Z. But Lemma 4.1 shows that the condition on the derivative of f1 is redundant.
Therefore, (1) is equivalent to (6).
(1) implies (2) a fortiori. Finally, taking into account the fact that a permutation polynomial
modulo pn is also a permutation polynomial modulo p, Theorem 2.8 shows that (2) implies
(5). 
The special case f = f1 yields the following corollary.
Corollary 4.3. Let f ∈ Z[x]. Then the following are equivalent:
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(1) f is a permutation polynomial on Zpn [α] for all n ≥ 1;
(2) f is a permutation polynomial on Zpn [α] for some n > 1;
(3) f is a permutation polynomial modulo p and for all a ∈ Z; f ′(a) 6≡ 0 modulo p;
(4) f is a permutation polynomial modulo pn for all n ≥ 1;
(5) f is a permutation polynomial modulo pn for some n > 1.
We exploit the equivalence of being a permutation polynomial on Zpn [α] and being a permu-
tation polynomial on Zpn (only valid for n > 1) in the following corollary.
Corollary 4.4. Let n > 1 and let f, g ∈ Z[x]. Suppose that f is a permutation polynomial on
Zpn and g is a null polynomial on Zpn . Then f + g is a permutation polynomial on Zpn [α].
Proof. Set h = f + g. Then for all a ∈ Z, h(a) ≡ f(a) modulo pn and h is, therefore, a
permutation polynomial modulo pn. Since n > 1, Corollary 4.3 applies and h(x) is a permutation
polynomial on Zpn [α]. 
The following remark shows that the condition n > 1 in Theorem 4.2 (7) and Corollary 4.4
is necessary.
Remark 4.5. The assumption n > 1, above, is necessary. For instance, consider the polyno-
mials f(x) = x and g(x) = x2 − x. Then, clearly, f is a permutation polynomial on Z2 and on
Z2[α], while g(x) is a null polynomial modulo 2. Now, h(x) = f(x) + g(x) = x
2 permutes the
elements of Z2, but h is not a permutation polynomial on Z2[α], since h(α) = h(0).
By applying the Chinese Remainder Theorem to Theorem 4.2 and Corollary 4.4, we get the
following two results.
Theorem 4.6. Suppose that f = f1 + f2 α, where f1, f2 ∈ Z[x]. Then f is a permutation
polynomial on Zm[α] if and only if for every prime number p that divides m, f1 is a permutation
polynomial (mod p) and f ′1(a) 6≡ 0 (mod p) for every a ∈ Z.
Corollary 4.7. Let m = pn11 · · · p
nk
k , where p1, . . . , pk are distinct primes and suppose that
nj > 1 for j = 1, . . . , k. Let f, g ∈ Z[x]. Suppose that f is a permutation polynomial modulo m
and that g(x) is a null polynomial on Zm. Then f + g is a permutation polynomial on Zm[α].
5. The stabilizer of Zpn in the group of polynomial permutations of Zpn [α]
Recall from Definition 2.13 the definition of Stabα(Zm), the stabilizer of Zm in the group
P(Zm[α]). This subgroup plays an important role in the counting formulas for polynomial
functions and permutation polynomials on Zm[α]. We, therefore, investigate it in some details.
Definition 5.1. Let
NZm(< k) = {f ∈ Zm[x] : f ∈ NZm with deg f < k},
N ′Zm(< k) = {f ∈ Zm[x] : f ∈ N
′
Zm
with deg f < k}.
Proposition 5.2. Let m = pn11 · · · p
nl
l , where p1, . . . , pl are distinct primes and suppose that
nj > 1 for j = 1, . . . , l. Then:
(1) |Stabα(Zm)| = |{[f
′]m : f ∈ NZm}|;
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(2) if there exists a monic polynomial h ∈ Z[x] of degree k that is a null polynomial on
Zm[α], then
|Stabα(Zm)| = |{[f
′]m : f ∈ NZm with deg f < k}|;
(3) with k as in the previous item and notation as in Definition 5.1,
|Stabα(Zm)| = [NZm : N
′
Zm
] =
|NZm(< k)|
|N ′
Zm
(< k)|
.
Proof. (1) We define a bijection ϕ from Stabα(Zm) to the set of different functions induced on
Zm by the derivatives of null polynomials modulom. By Proposition 2.15, every F ∈ Stabα(Zm)
is represented by x+h(x), where h ∈ Z[x] is a null polynomial modulo m. We set ϕ(F ) = [h′]m.
Then Corollary 2.6 shows ϕ to be well-defined and injective, and Corollary 4.7 shows it to be
surjective.
(2) If g ∈ NZm , then by Proposition 3.6, there exists f ∈ Zm[x] with deg f < k such that
[f ]m = [g]m and [f
′]m = [g
′]m. Clearly, f ∈ NZm
(3) For the index, define ϕ : NZm −→ F(Zm) by ϕ(f) = [f
′]m. Clearly, ϕ is a homomorphism
of additive groups. Furthermore,
kerϕ = N ′Zm and Imϕ = {[f
′]m : f ∈ NZm}
By (1), |Stabα(Zm)| = [NZm : N
′
Zm
].
For the ratio, consider the sets NZm(< k) and N
′
Zm
(< k) as defined in Definition 5.1. The
equivalence relation in Definition 1.2 restricted to these two additive subgroups and the analo-
gous proof to the previous part shows that
|Stabα(Zm)| = [NZm(< k) : N
′
Zm
(< k)].

Substituting concrete numbers for the degrees of monic null polynomials from Theorem 3.4
and Proposition 3.5 for the k in Proposition 5.2 (2) and (3), we obtain:
Corollary 5.3. Let m = pn11 · · · p
nk
k , where p1, . . . , pk are distinct primes and suppose that
nj > 1 for j = 1, . . . , k. Then:
(1) |Stabα(Zm)| = |{[f
′]m : f ∈ NZm with deg f < 2µ(m)}|;
(2) |Stabα(Zm)| =
|NZm(< 2µ(m))|
|N ′
Zm
(< 2µ(m))|
.
Corollary 5.4. For a prime number p and a natural number n, where 1 < n ≤ p, we have:
(1) |Stabα(Zpn)| = |{[f
′]pn : f ∈ NZpn with deg f < (n+ 1)p}|;
(2) |Stabα(Zpn)| =
|NZpn (< (n+ 1)p)|
|N ′
Zpn
(< (n+ 1)p)|
.
Remark 5.5. When m = p, the behavior of Stabα(Zp) is different, and this case is included in
Theorem 2.16.
Notation 5.6. Let PZ(Zpn [α]) := {F ∈ P(Zpn [α]) : F = [f ] for some f ∈ Z[x]}.
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Lemma 5.7. PZ(Zpn [α]) is a subgroup of P(Zpn [α]) and
ϕ : PZ(Zpn [α]) −→ P(Zpn), F 7→ F∣∣Zpn ,
where F∣∣Zpn denotes the restriction of the function F to Zpn, is a group epimorphism with
kerϕ = Stabα(Zpn). In particular:
(1) Every element of P(Zpn) occurs as the restriction to Zpn of some F ∈ PZ(Zpn [α]).
(2) PZ(Zpn [α]) contains Stabα(Zpn) as a normal subgroup and
PZ(Zpn [α])
/
Stabα(Zpn)
∼= P(Zpn).
Proof. Clearly, PZ(Zpn [α]) is closed under composition. Since it is finite, it is a subgroup of
P(Zpn [α]).
(1) For n > 1, this is evident from Corollary 4.3, and for n = 1 from Lemma 2.11.
(2) Stabα(Zpn) is contained in PZ(Zpn [α]), because every element of Stabα(Zpn) can be rep-
resented by a polynomial with integer coefficients, by Proposition 2.15.
Now define ϕ : PZ(Zpn [α]) −→ P(Zpn) by ϕ(F ) = F∣∣Zpn , where F∣∣Zpn is the restriction of the
function F to Zpn . Then ϕ is a group homomorphism with kerϕ = Stabα(Zpn). Also, ϕ is an
epimorphism by (1). 
Corollary 5.8. For any fixed F ∈ P(Zpn),
|Stabα(Zpn)| =
∣∣{([f ]pn , [f ′]pn) | f ∈ Z[x], [f ] ∈ PZ(Zpn [α]) and [f ]pn = F}∣∣
Proof. Let f ∈ Z[x] be a permutation polynomial on Zpn [α] with [f ]pn = F . Such an f exists by
Lemma 5.7 (1). We denote by [f ] the permutation induced by f on Zpn [α]. Then the coset of
[f ] with respect to Stabα(Zpn) has |Stabα(Zpn)| elements. By Lemma 5.7 (2) this coset consists
of all polynomial permutations G ∈ PZ(Zpn [α]) with [f ]pn = G∣∣Zpn . Let g ∈ Z[x] with [g] = G.
By Corollary 2.6, G 6= [f ] if and only if the pair ([f ]pn , [f
′]pn) differs from ([g]pn , [g
′]pn). Thus
we have a bijection between the coset of [f ] with respect to Stabα(Zpn) and the set of pairs
([g]pn , [g
′]pn) occurring for g ∈ Z[x] such that [G] permutes Zpn[α] and [f ]pn = G∣∣Zpn . 
Theorem 5.9. For any integer n ≥ 1,
|P(Zpn [α])| = |F(Zpn)| · |P(Zpn)| · |Stabα(Zpn)|.
Proof. The case n = 1 is covered in Corollary 2.17, so assume that n > 1.
Set B =
⋃
F∈P(Zpn )
{([f ]pn , [f
′]pn) : f ∈ Z[x], [f ] ∈ PZ(Zpn [α]) and [f ]pn = F}.
Then |B| = |P(Zpn)| · |Stabα(Zpn)| by Corollary 5.8.
Now we define a function Ψ : P(Zpn [α]) −→ B×F(Zpn) as follows: if G ∈ P(Zpn [α]) is induced
by g = g1 + g2 α, where g1, g2 ∈ Z[x], we let Ψ(G) = (([g1]pn , [g
′
1]pn), [g2]pn). By Theorem 4.2
and Corollary 2.6, Ψ is well-defined and one-to-one. The surjectivity of Ψ follows by Lemma 4.1
and Theorem 4.2. Therefore
|P(Zpn [α])| = |B ×F(Zpn)| = |P(Zpn)| · |Stabα(Zpn)| · |F(Zpn)|.

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Theorem 5.10. For any integer n > 1,
|F(Zpn [α])| = |F(Zpn)|
2 · |Stabα(Zpn)|.
Proof. Set B =
⋃
F∈F(Zpn )
{([f ]pn , [f
′]pn) : [f ]pn = F and f ∈ Z[x]}.
By Corollary 2.6, the union in the expression of B is disjoint. We leave to the reader to show
that |F(Zpn [α])| = |B| · |F(Zpn)|. We only show that |B| = |F(Zpn)| · |Stabα(Zpn)|.
Let F ∈ F(Zpn). Then it is enough to prove that
|{([f ]pn , [f
′]pn) : [f ]pn = F and f ∈ Z[x]} = |Stabα(Zpn)|. To do so, we fix a polynomial
g ∈ Z[x], where [g]pn = F . Now, we claim that
{([g + h]pn , [g
′ + h′]pn) : h ∈ NZpn} = {([f ]pn , [f
′]pn) : [f ]pn = F and f ∈ Z[x]}.
The left inclusion is clear. For the other inclusion, let f ∈ Z[x] with [f ]pn = F .
Then there exists h ∈ NZpn such that f = g + h by Lemma 2.14.
So ([f ]pn , [f
′]pn) = ([g+h]pn , [g
′+h′]pn) ∈ {([g+h]pn , [g
′+h′]pn) : h ∈ NZpn}. Hence the claim.
Therefore, by Proposition 5.2,
|Stabα(Zpn)| = |{[h
′]pn : h ∈ NZpn}| = |{([g + h]pn , [g
′ + h′]pn) : h ∈ NZpn }|
= |{([f ]pn , [f
′]pn) : [f ]pn = F and f ∈ Z[x]}|.

Corollary 5.11. For every integer n > 1,
|F(Zpn [α])| =
(
p2p
p!(p− 1)p
|P(Zpn)|
)2
· |Stabα(Zpn)|
and
|P(Zpn [α])| =
p2p
p!(p− 1)p
|P(Zpn)|
2 · |Stabα(Zpn)|
Proof. The equalities follow from Theorems 5.9 and 5.10, and by recalling that, from equa-
tion (1), |F(Zpn)| =
p2p
p!(p−1)p |P(Zpn)| from equation (1). 
Equation (1) gives an explicit formula for |P(Zpn)|. To make the expressions for |F(Zpn [α])|
and |P(Zpn [α])| explicit, we need an explicit formula for |Stabα(Zpn)|. This is what we are going
to derive in the next section for n ≤ p.
6. On the number of polynomial functions on Zpn[α].
In this section we explicitly find the counting formulas for the number of polynomial permu-
tations and the number of polynomial permutations over Zpn [α] for n ≤ p.
Lemma 6.1. [6, Lemma 2.5] Every polynomial f ∈ Z[x] is uniquely represented as
f(x) = f0(x) + f1(x)(x
p − x) + f2(x)(x
p − x)2 + · · ·
with fk ∈ Z[x],deg fk < p, for all k ≥ 0. Moreover, if n ≤ p, then f is null polynomial
(mod pn) if and only if fk ∈ p
n−k
Z[x] for 0 ≤ k ≤ n. 
Corollary 6.2. Let n ≤ p. Then |NZpn (< (n+ 1)p)| = p
n(n+1)p
2 .
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Proof. Let f ∈ NZpn (< (n + 1)p). Then by Lemma 6.1, f(x) =
n∑
k=0
fk(x)(x
p − x)k, where
fk(x) =
p−1∑
j=0
ajkx
j such that ajk ≡ 0 (mod p
(n−k)) for k ≤ n. Therefore fk can be chosen by p
kp
ways for 0 ≤ k ≤ n. Thus |NZpn (< (n+ 1)p)| =
∏n
k=0 p
kp = p
p
n∑
k=0
k
= p
n(n+1)p
2 . 
Lemma 6.3. Let f ∈ Z[x], where f(x) =
∑
k≥0
fk(x)(x
p − x)k such that fk(x) =
p−1∑
j=0
ajkx
j . We
expand f ′ in a similar way, f ′(x) =
∑
k≥0
fˆk(x)(x
p − x)k, where fˆk(x) =
p−1∑
j=0
aˆjkx
j . Then the
relations between the coefficients of fk(x) and fˆk(x) are given by
aˆ0k = (kp + 1)a1k − (k + 1)a0 k+1,
aˆjk = (kp + j + 1)aj+1 k + (k + 1)(p − 1)aj k+1 for 1 ≤ j ≤ p− 2,
aˆp−1k = (k + 1)(p − 1)ap−1 k+1 + (k + 1)pa0 k+1 for k ≥ 0.
(3)
Proof. Consider(
fk(x)(x
p − x)k
)′
= f ′k(x)(x
p − x)k − kfk(x)(x
p − x)k−1 + kpxp−1fk(x)(x
p − x)k−1. (4)
To get an integer linear-combination of terms xj(xp − x)k, we substitute
xp+j = xj+1 + xj(xp − x) for 0 ≤ j < p in xp−1fk(x) =
p−1∑
j=0
ajkx
p+j−1 in the third term of
Equation (4), and get
kpxp−1fk(x)(x
p − x)k−1 =
p−1∑
j=0
kpajkx
p+j−1(xp − x)k−1
=

p−1∑
j=1
kpajkx
p+j−1 + kpa0kx
p−1

 (xp − x)k−1
=

p−1∑
j=1
kpajk(x
j + xj−1(xp − x)) + kpa0kx
p−1

 (xp − x)k−1
=

p−2∑
j=1
kpajkx
j + (kpap−1 k + kpa0k)x
p−1

 (xp − x)k−1 +

p−2∑
j=0
kpaj+1kx
j

 (xp − x)k
and, therefore,
(
fk(x)(x
p − x)k
)′
=

−ka0k + p−2∑
j=1
k(p− 1)ajkx
j + (k(p − 1)ap−1 k + kpa0k)x
p−1

 (xp − x)k−1
+

p−2∑
j=0
(kp+ j + 1)aj+1 kx
j

 (xp − x)k. (5)
Thus for f ′ we get the following expression
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f ′(x) =
∑
k≥0
(fk(x)(x
p − x)k)′ =
∑
k=0
fˆk(x)(x
p − x)k,
fˆk(x) = (kp+ 1)a1k − (k + 1)a0 k+1 +
p−2∑
j=1
(
(kp+ j + 1)aj+1 k + (k + 1)(p − 1)aj k+1
)
xj
+ ((k + 1)(p − 1)ap−1 k+1 + (k + 1)pa0 k+1)x
p−1.
Finally, expressing the aˆjk in terms of the ajk, we get
aˆ0k = (kp + 1)a1k − (k + 1)a0 k+1,
aˆjk = (kp + j + 1)aj+1 k + (k + 1)(p − 1)aj k+1 for 1 ≤ j ≤ p− 2,
aˆp−1k = (k + 1)(p − 1)ap−1 k+1 + (k + 1)pa0 k+1 for k ≥ 0.

Corollary 6.4. Let n ≤ p and suppose that f(x) =
m∑
k=0
(fk(x)(x
p − x)k) ∈ Z[x], where fk(x) =
p−1∑
j=0
ajkx
j. Then f and f ′ are null polynomials modulo pn if and only if
aj0 ≡ 0 (mod p
n),
ajk ≡ 0 (mod p
n−k+1) for 1 ≤ k < min(p, n+ 1), (6)
ajk is an arbitrary integer for k ≥ min(p, n+ 1); where 0 ≤ j ≤ p− 1
Proof. (⇒) Suppose that f, f ′ are null polynomials modulo pn. Then by Lemma 6.3,
f ′(x) =
m∑
k=0
fˆk(x)(x
p−x)k, where fˆk(x) =
p−1∑
j=0
aˆjkx
j , such that ajk and aˆjk satisfy Equation (3).
Since f ′ is a null polynomial modulo pn, we have by Lemma 6.1, for j = 0, . . . , p − 1:
aˆjk ≡ 0 (mod p
n−k) for k ≤ n and aˆjk is arbitrary whenever k > n. (7)
By assumption, it is clear that
aj0 ≡ 0 (mod p
n) for j = 0, 1, . . . , p− 1. (8)
For 1 ≤ k < min(p, n + 1), we use induction. Then setting k = 0 in Equation (3), yields
aˆ00 = a10 − a0 1,
aˆj0 = (j + 1)aj+1 0 + (p− 1)aj 1 for 1 ≤ j ≤ p− 2,
aˆp−1 0 = (p − 1)ap−1 1 + pa0 1.
(9)
From Equations (7), (8), and (9), we easily conclude that aj1 ≡ 0 (mod p
n), j =, 0, 1, . . . , p−1.
Now, for 1 ≤ k < min(p, n+ 1), suppose that
ajk ≡ 0 (mod p
n+1−k) for j =, 0, 1, . . . , p− 1. (10)
Then we rewrite Equation (3) as the following
(kp+ 1)a1k = aˆ0k + (k + 1)a0 k+1,
(kp+ j + 1)aj+1 k = aˆjk − (k + 1)(p − 1)aj k+1 for 1 ≤ j ≤ p− 2,
(k + 1)(p − 1)ap−1 k+1 = aˆp−1 k − (k + 1)pa0 k+1 for k = 0, 1, . . . , n− 1.
(11)
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Since k + 1 < p and n+ 1− k > n− k, Equations (11), (7) and the induction hypothesis
( Equation (10)) give aj k+1 ≡ 0 (mod p
n−k) for j =, 0, 1, . . . , p − 1.
For k ≥ min(p, n+1), we note that (xp − x)k ∈ N ′
Zpn
. Hence fk(x)(x
p − x)k ∈ N ′
Zpn
. Therefore
ajk is an arbitrary integer for j = 0, . . . , p− 1. 
Corollary 6.5. Let n ≤ p. Then (xp − x)r is a monic null polynomial on Zpn [α] of minimal
degree, where r =
{
p if n = p,
n+ 1 if n < p.
Proof. By Lemma 2.3, (xp − x)r is a null polynomial on Zpn [α]. Let h ∈ Z[α][x] be a null
polynomial on Zpn [α] with deg h < rp. By Corollary 2.5, it suffices to consider h ∈ Z[x]. We
show that h is not monic. If h = 0 the result is evident, but for h 6= 0, Lemma 6.1 and
Corollary 6.4 give
h(x) = h0(x) + h1(x)(x
p − x) + · · ·+ hr−1(x)(x
p − x)r−1
with hk(x) =
p−1∑
j=0
ajkx
j ∈ Z[x] such that for 0 ≤ j ≤ p− 1:
aj0 ≡ 0 (mod p
n),
ajk ≡ 0 (mod p
(n−k+1)) for 1 ≤ k < r − 1.
If l is the largest number such that hl(x) 6= 0, then ap−1 l 6= 1, since ap−1 l ≡ 0 (mod p
(n−l+1)).
Thus h can not be monic. 
Corollary 6.6. Let n ≤ p. Then |N ′
Zpn
(< (n+ 1)p)| =

p
n(n−1)p
2 if n < p,
p
(n2−n+2)p
2 if n = p.
Proof. Let f ∈ N ′
Zpn
(< (n+ 1)p). Then by Lemma 6.1, we can represent f uniquely as
f(x) =
n∑
k=0
fk(x)(x
p − x)k, where fk(x) =
p−1∑
j=0
ajkx
j ∈ Z[x]. As f and f ′ are null polynomials
modulo pn we can apply Corollary 6.4 to the coefficients ajk for 0 ≤ k ≤ n and 0 ≤ j ≤ p− 1.
Thus, when n < p, we can choose the ajk by p
k−1 different ways for k = 1, 2, . . . , n and
j = 0, 1, . . . , p − 1. Hence the total number of ways of choosing all coefficients, when n < p, is
equal to
n∏
k=1
pp(k−1) =
n−1∏
k=0
ppk = p
p
n−1∑
k=0
k
= p
pn(n−1)
2 .
If n = p, ajn can be chosen in p
n ways, then the required number is
pnp
n−1∏
k=1
pp(k−1) = pnp
n−2∏
k=0
ppk = p
np+p
n−2∑
k=0
k
= p
p(n2−n+2)
2 .

Theorem 6.7. Let 1 ≤ n ≤ p. Then |Stabα(Zpn)| =


(p− 1)p if n = 1,
pnp if 1 < n < p,
p(n−1)p if n = p.
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Proof. The case n = 1 is a special case of Theorem 2.16 (3). Let 1 < n ≤ p, by Corollary 5.4,
|Stabα(Zpn)| =
|NZpn (< (n+ 1)p)|
|N ′
Zpn
(< (n+ 1)p)|
.
Now, by Corollary 6.2, |NZpn (< (n+ 1)p)| = p
n(n+1)p
2 , while by Corollary 6.6
|N ′Zpn (< (n+ 1)p)| =

p
n(n−1)p
2 if n < p,
p
(n2−n+2)p
2 if n = p.
Therefore |Stabα(Zpn)| is as stated. 
Theorem 6.8. Let 1 ≤ n ≤ p. Then the number |P(Zpn [α])| of polynomial permutations over
Zpn [α], is given by
|P(Zpn [α])| =
{
p!(p− 1)pp(n
2+2n−2)p if n < p,
p!(p− 1)pp(n
2+2n−3)p if n = p.
Proof. The case n = 1 is covered by Proposition 2.12. Now, let 1 < n ≤ p. Recall from
Equation (1) the number of polynomial permutations modulo pn:
|P(Zpn)| = p!(p − 1)
pppp
n∑
k=3
µ(pk)
.
After simplifications, for 1 < n ≤ p, we get |P(Zpn)| = p!(p− 1)
pp−2pp
np(n+1)
2 .
Then by Corollary 5.11, we have
|P(Zpn [α])| =
p2p
p!(p − 1)p
|P(Zpn)|
2 · |Stabα(Zpn)|.
Substituting the formula from Theorem 6.7 for |Stabα(Zpn)|, and the above |P(Zpn)|, we obtain
the desired result. 
Theorem 6.9. Let n ≤ p. The number |F(Zpn [α])| of polynomial functions over Zpn [α], is
given by
|F(Zpn [α])| =
{
p(n
2+2n)p if n < p,
p(n
2+2n−1)p if n = p.
Proof. The case n = 1 is covered by Corollary 3.8. For 1 < n ≤ p, in the formula for |F(Zpn [α])|
of Corollary 5.11, substitute for |P(Zpn)| the expression from equation (1), and for |Stabα(Zpn)|,
the expression from Theorem 6.7. 
7. A canonical form
Lemma 7.1. [17, Theorem 10] Let F be a polynomial function on Zm. Then F is uniquely
represented by a polynomial f ∈ Z[x] such that
f(x) =
µ(m)−1∑
i=0
aix
i with 0 ≤ ai <
m
gcd(m, i!)
.
18
Theorem 7.2. Let F : Zm[α] −→ Zm[α] be a polynomial function over Zm[α]. Then F can be
represented by a polynomial f(x) =
2µ(m)−1∑
i=0
aix
i +
µ(m)−1∑
j=0
bjx
j α for ai, bj ∈ Zm, and bj can be
uniquely chosen such that 0 ≤ bj <
m
gcd(m,j!) .
Proof. By Corollary 3.7, F can be represented by a polynomial g = g1 + g2 α, where
g1(x) =
2µ(m)−1∑
i=0
cix
i, g2(x) =
µ(m)−1∑
j=0
djx
j, with ci, dj ∈ Z
for i = 0, . . . , 2µ(m)− 1, j = 1, . . . , µ(m)− 1.
Then it is sufficient to choose ai, bj to be the smallest non negative integers such that ci ≡ ai
and dj ≡ bj (mod m) respectively. Furthermore, by Lemma 7.1 [17, Theorem 10] bj can be
uniquely chosen such that 0 ≤ bj <
m
gcd(m,j!) . 
By combining Theorem 7.2 and Proposition 3.5, we get the following corollary
Corollary 7.3. Let p be a prime number and let n be a positive integer such that n ≤ p. Let
F : Zpn[α] −→ Zpn [α] be a polynomial function over Zpn [α]. Then F can be represented as a
polynomial f(x) =
(n+1)p−1∑
i=0
aix
i +
np−1∑
j=0
bjx
j α for ai, bj ∈ Zpn . Moreover, bj can be uniquely
chosen such that 0 ≤ bj <
pn
gcd(pn,j!) .
Theorem 7.4. Let n ≤ p. Every polynomial function F on Zpn [α] is uniquely represented by a
polynomial f(x) =
l−1∑
k=0
fk(x)(x
p − x)k +
np−1∑
i=0
bix
i α with fk(x) =
p−1∑
j=0
ajkx
j , where 0 ≤ aj0 < p
n,
0 ≤ ajk < p
n−k+1 and 0 ≤ bi <
pn
gcd(pn,i!) for j = 0, . . . , p−1, k = 0, . . . , l−1 and i = 0, . . . , np−1,
with l =
{
p if n = p,
n+ 1 if n < p.
Proof. Let F be a polynomial function on Zpn[α]. By definition F is represented by f = g+hα,
with g, h ∈ Z[x]. By Corollary 7.3, deg g < (n+ 1)p − 1, and h(x) =
np−1∑
i=0
bix
i, with
0 ≤ bi <
pn
gcd(pn,i!) , where the coefficients bi in this representation are unique. By Corollary 6.5
(xp − x)l is null on Zpn[α]. Thus we can choose deg g(x) < pl by Proposition 3.6. Therefore
g(x) =
l−1∑
k=0
gk(x)(x
p−x)k, where gk(x) =
p−1∑
j=0
cjkx
j ∈ Z[x] by Lemma 6.1. Then by the Euclidean
division we have cj0 = p
nqj0 + aj0, cjk = p
n−k+1qjk + ajk with 0 ≤ aj0 < p
n, 0 ≤ ajk < p
n−k+1
for j = 0, . . . , p− 1, and k = 0, . . . , l − 1.
Now, by Corollary 6.4,
pn(xp − x) , pn−k+1(xp − x)k , 0 on Zpn[α].
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Thus, if we set fk(x) =
p−1∑
j=0
ajkx
j for k = 0, . . . , l − 1 , we have by Corollary 2.6,
g(x) =
l−1∑
k=0
gk(x)(x
p − x)k ,
l−1∑
k=0
fk(x)(x
p − x)k on Zpn [α], and hence we can replace g by
l−1∑
k=0
p−1∑
j=0
fk(x)(x
p − x)k in the representation of the function F . Therefore F is induced by
f = g + hα, where g(x) =
l−1∑
k=0
p−1∑
j=0
ajkx
j(xp − x)k, with 0 ≤ aj0 < p
n, 0 ≤ ajk < p
n−k+1 for
j = 0, . . . , p− 1, and k = 0, . . . , l − 1; and h as above.
To count the number of ways of selecting such a polynomial f , we need to count the number of
ways for selecting g and h. First, we do that for g. Then we note that f0(x) can be determined
in pnp ways, since aj0 < p
n for j = 0, . . . , p − 1. While if 1 ≤ k ≤ l − 1, then fk(x) can be
selected in pp(n−k+1) ways, since 0 ≤ ajk < p
n−k+1 for j = 0, . . . , p− 1. So g can be chosen in
pnp
l−1∏
k=1
pp(n−k+1) = pnp
l−2∏
k=0
pp(n−k) ways .
On the other hand, simple calculations show that
np−1∑
i=0
bix
i α can be chosen in p
pn(n+1)
2 ways,
since 0 ≤ bi <
pn
gcd(pn,i!) . Thus the number of ways that f can be chosen is
pnp
l−2∏
k=0
pp(n−k) · p
pn(n+1)
2 =
{
p(n
2+2n)p if n < p;
p(n
2+2n−1)p if n = p,
= |F(Zpn [α])|.
Therefore, such a representation is unique. 
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