In this study, the relationship between weather regime transitions and the interannual variability of the North Atlantic Oscillation (NAO) in winter during 1978-2008 is examined by using a statistical approach. Four classical weather regimes-the two phases of the NAO (NAO ) transitions take place. Furthermore, the NAO regime transition is found to be more likely to enhance the eastward shift of the NAO 1 (NAO 2 ) anomaly. Thus, it is hypothesized that the interannual change in the winter-mean NAO index from P1 to P2 is related to the intraseasonal NAO 2 to NAO 1 (NAO 1 to NAO 2 ) transition events during P1 (P2) because of the variation of the NAO pattern in intensity, location, and frequency (number of days). This finding is also seen from calculations of the winter monthly mean NAO index with and without NAO regime transitions.
Introduction
The North Atlantic Oscillation (NAO) is a prominent low-frequency dipole mode found over the North Atlantic in the Northern Hemisphere (Lau 1988; Rogers 1997) . This phenomenon has attracted a great deal of attention as it can modulate local and global climate (Hurrell 1995) . In recent years, the mechanisms that drive NAO events on intraseasonal time scales have been an important subject of atmospheric dynamics research from an observational, modeling (e.g., Feldstein 2003; Benedict et al. 2004; Franzke et al. 2004) , and theoretical perspective (e.g., Luo et al. 2007a,b; Luo et al. 2010a Luo et al. ,b, 2011 .
It is well known that the winter-mean [DecemberFebruary (DJF)] NAO index was primarily negative during 1960-70 and mostly positive during 1980 -2000 (Hurrell 1995; Feldstein 2000; Li and Wang 2003) . Based on their finding from a CO 2 doubling experiment, Ulbrich and Christoph (1999) noted that the positive trend of the NAO index since 1978 may have arisen from the Atlantic storm track intensification that accompanies anthropogenic warming (Hall et al. 1994; Paeth et al. 1999; Ulbrich et al. 2008) . Many investigations have revealed that the position of the NAO anomalies has exhibited a significant eastward shift during the past three decades (Hilmer and Jung 2000; Jung et al. 2003; Cassou et al. 2004; Luo and Gong 2006; Johnson et al. 2008) .
It was also noted that the winter-mean NAO index since 1978 has exhibited remarkable interannual variability with a linear upward trend during 1978-90 (P1) and linear downward trend during 1991-2008 (P2) , even though global warming has continued up until the present day (e.g., Hurrell 1995; Cohen and Barlow 2005) . This implies that interdecadal NAO changes and global warming may be unrelated. However, many studies have indicated that variability on longer time scales could be thought of as being caused by external processes such as changes in sea surface temperature, increased greenhouse gas concentrations, depletion of stratospheric ozone, solar insolation, and so on (Graf et al. 1995; Timmermann et al. 1998; Rodwell et al. 1999; Shindell et al. 1999; Hoerling et al. 2001; Marshall et al. 2001; Schneider et al. 2003; Osborn 2004; Scaife et al. 2005; Mü ller et al. 2008) . Nevertheless, the interannual variability of the annular mode may actually arise from the much shorter intrinsic (intraseasonal) time-scale weather fluctuations, sometimes referred to as climate noise (Feldstein 2000 (Feldstein , 2002 . It would therefore be interesting to separately identify the contribution to climate variability from intrinsic weather fluctuations and that which arises from external processes (Franzke 2009 ). In addition, an important unsolved problem is how to distinguish between a ''real'' trend and an apparent trend that is part of a low-frequency oscillation. Some numerical studies have suggested that the observed NAO record could be explained by a combination of internal variability and external forcing (Gillet et al. 2003; Osborn 2004) . However, estimating the contribution of internal variability to the observed NAO trend is difficult. The question of internal variability versus external forcing of the NAO has been examined from a climate noise perspective by Feldstein (2000 Feldstein ( , 2002 , Overland and Wang (2005) , and Franzke (2009) , where climate noise is defined as the internal variability that arises from intraseasonal time-scale stochastic fluctuations [climate noise is explained in detail by Feldstein (2002) ]. These studies estimate the ranges of interannual trends that can arise from intraseasonal time-scale stochastic processes, such as firstorder autoregressive processes [AR(1)] with a 10-day time e-folding scale, which is typical for the NAO. They show that the internal variability due to an intraseasonal timescale AR(1) stochastic process can yield large linear trends on the time scale of decades. As the time period under consideration increases, the range of likely trend values declines. Therefore, from our perspective, both internal variability (due to intraseasonal time-scale processes) and external forcing can account for trends.
As will be shown in the next section, the upward linear NAO trend in P1 and the downward linear NAO trend in P2 are statistically significant. However, since the results of Franzke (2009) suggest that the NAO does not exhibit a statistically significant long-term trend (i.e., the long-term NAO trend can be explained by climate noise), it is possible that the NAO trends in P1 and P2 arise from decadal variability and are not externally forced.
In this study we do not distinguish between internal variability and external forcing. Instead, we accept the P1 and P2 trends as real and focus on trying to establish a link between weather regime transitions and the interannual variation (trend) of the winter NAO index during the 1978-2008 period.
Previous studies have revealed four classical weather regimes: the two phases of the NAO (NAO 1 , NAO 2 ) and the Scandinavian blocking (SBL) and Atlantic ridge (AR) patterns (Vautard 1990; Cheng and Wallace 1993; Kimoto and Ghil 1993a; Michelangeli et al. 1995; Corti et al. 1999; Yiou and Nogaj 2004; Cassou et al. 2004; Cassou 2008 ). Kimoto and Ghil (1993b) found that transitions between regimes exist both in the North Atlantic and North Pacific sectors. Yiou and Nogaj (2004) suggested that the winter NAO index is mostly connected to the two NAO regimes. Cassou (2008) found that the NAO regimes are affected by the tropical Madden-Julian oscillation (MJO) [a similar result was also observed by Lin et al. (2009)] and suggested that there are preferred transitions between regimes that follow the path NAO 1 to SBL to NAO 2 . A similar path from the NAO 1 to NAO 2 involving the SBL pattern was found in a theoretical model (Luo et al. 2011) and in a diagnostic analysis that involved Rossby wave breaking (Michel and Riviè re 2011) . However, it is unclear whether the interannual variability of the winter-mean NAO index from P1 to P2 is connected to changes in the frequency of NAO transition events, such as NAO 1 to NAO 2 and NAO 2 to NAO 1 events. In the present study, two important questions are addressed: 1) Is there a significant difference in the number of NAO transition events between P1 and P2? 2) If there is, does this difference make an important contribution to the opposite trends observed in the winter-mean NAO index from P1 to P2?
Since the interannual variability of the winter-mean NAO index arises from changes in parameters such as the phase, intensity, frequency (day number), and location of individual NAO events, it would be useful to examine the impact of NAO transition events on the variation of these parameters between P1 and P2. Based on the result obtained, we will able to conclude that there is a likely connection between the NAO regime transitions and the interannual variability of the wintermean NAO index.
This paper is organized as follows: Section 2 presents the time series of the normalized winter-mean NAO index, along with the difference between the long-term linear and interannual trends. In section 3, four typical flow regimes over the North Atlantic during the period from 1978 to 2008 are obtained with k-means cluster analysis, followed by a computation of the number of days per winter for each regime. Based on these results, we present a likely connection between the weather regimes and the NAO index. In section 4, it is found that NAO 2 to NAO ) events for the subperiod P1 (P2). Cluster analysis and probability density distribution (PDF) calculations will show that the preferred NAO 2 to NAO 1 (NAO 1 to NAO 2 ) transitions during P1 (P2) result in changes in the strength and day number of the intraseasonal NAO anomaly. In section 5, the impact of NAO transition events on the interannual variation of the winter NAO index is examined by constructing a new monthly mean NAO index based upon the daily NAO index of NAO events with and without transition events. The main conclusions and a discussion are presented in section 6.
Long-term linear trend and interannual variability of the winter-mean NAO index
The dataset used in the present study is the National Centers for Environmental Prediction (NCEP)-National Center for Atmospheric Research (NCAR) daily mean, multilevel, gridded (2.58 3 2.58) reanalysis from December 1950 to December 2010. A seasonal cycle is subtracted from the fields at each grid point.
In this study, the daily and monthly mean NAO indices used here are available from the National Oceanic and Atmospheric Administration (NOAA) and the Climate Prediction Center (CPC; http://www.cpc.noaa.gov/). The daily NAO index is defined as the principal component time series of the leading rotated empirical orthogonal function (REOF) of the 500-hPa geopotential height. This REOF analysis is applied to the months of December, January, and February for the years 1978-2010, and the seasonal cycle has been subtracted.
An ) event is specified as being less than or equal to 45 days; otherwise, a transition event does not take place. Figure 1a shows the time series of the normalized winter-mean NAO index. It is seen that the index has undergone a marked change from being dominated by the NAO 2 during 1950-70 to being dominated by the NAO 1 from 1978 to 2010. To examine the impact of intraseasonal NAO transition events on NAO interannual variability after 1977, we exclude the two recent cold winters (2009/10 and 2010/11) . This is because the NAO 2 events in these recent winters are particularly strong (Wang et al. 2010 ) and because no regime transition events take place in those winters. If the two winters are included, the actual contribution of the NAO transition to the NAO variability after 1990 will be underestimated. For this reason we will focus our study on the variation of the NAO index during 1978 NAO index during -2008 NAO index during rather than during 1978 NAO index during -2010 . Although this index is mostly positive during the 1978-2008 time period, it exhibits different trends for two relatively short subperiods: 1978-1990 (P1) and 1991-2008 (P2) , which indicate linear upward and downward trends, respectively. Here, subdividing 1978-2008 into two subperiods, P1 and P2, is based on the NAO index variation (Cohen and Barlow 2005; Luo et al. 2011) , shown in Fig. 1a , and the onset of a shift in the Euro-Atlantic weather regimes during 1981-90 (Werner et al. 2000) . Since the linear trends during the two subperiods reflect the interannual variation of the winter-mean NAO index, they can be referred to as ''interannual trends.'' The linear upward trend within P1 is statistically significant at the 95% level for a Student's
t test, but the linear downward trend during P2 is not statistically significant when the two recent winters are excluded. In contrast, this linear downward trend does become statistically significant if the recent two winters are included (not shown). These t tests were performed with a null hypothesis of a zero trend value. The statistical significance of these trends suggests that they may be externally forced. However, as discussed earlier, during relatively short periods, large interannual trends of the NAO index are likely to exist, with these trends arising from climate noise (Feldstein 2002; Overland and Wang 2005) . This perspective is consistent with the findings of Franzke (2009), who showed for a much longer time period, which includes P1 and P2, that the long-term NAO index trend can be explained by climate noise. Crudely speaking, the long time evolution of the NAO time series as shown in Fig. 1a can be approximated as the sinusoidal curve depicted in Fig. 1b . It is to be expected that the NAO index would have no ''long-term linear trend'' as the sinusoidal curve in Fig. 1b has a zero trend. In this study, our primary purpose is to investigate whether there is a link between intraseasonal NAO transition events and the interannual variability of the winter-mean NAO index. More specifically, we address the question whether the interannual variability in intraseasonal NAO transition events can explain the very different linear interannual trends of the NAO index between P1 and P2. We do not investigate why longer time periods, such as 1950-2008, fail to exhibit a significant trend. A possible cause of this is that phenomenon such as the NAO, whose statistical properties resemble those of an AR(1) process with an 10-day e-folding time scale (Feldstein 2002 ), on average, will not exhibit a linear trend for a sufficiently long period of investigation.
Cluster analysis and multiple flow regimes over the North Atlantic
Before examining the relationship between weather regime transitions and the interannual variability of the winter-mean NAO index during 1978-2008, we first identify the multiple circulation regimes over the North Atlantic. Four weather regimes based on the daily 300-hPa geopotential height anomalies during 1978-2008 are obtained with a k-means clustering technique (Michelangeli et al. 1995) . Their number, spatial structure, and frequency of occurrence are shown in Fig. 2 . Consistent with previous studies, four weather regimes are obtained: the positive and negative phases of the NAO (NAO 1 and NAO 2 , respectively) and the AR and SBL patterns (Vautard 1990; Michelangeli et al. 1995; Yiou and Nogaj 2004; Cassou et al. 2004; Cassou 2008) . A hidden Markov model (HMM) approach was also used by Franzke et al. (2009) which two of the regimes correspond to positive and negative phases of the northern annular mode. As can be seen below, the four weather regimes can be interdependent. That is, to some extent, the AR and SBL regimes project onto the NAO pattern, thus affecting the NAO variability (Casado et al. 2009 ). Also, it has been recognized that the NAO pattern is influenced by the Pacific-North American wave train pattern (PNA) (Bongioannini Cerlini et al. 1999; Honda et al. 2001 Honda et al. , 2005 Song et al. 2009; Pinto et al. 2011) . In particular, during 1973-94 there is a link between the Aleutian low and Island low (Honda et al. 2001 (Honda et al. , 2005 and between PNA and NAO due to the influence of the PNA on the North Atlantic storm track activity over Newfoundland. Of course, it would be quite interesting to explore the impact of this possible connection between North Pacific /North Atlantic influence on the number of transitions between NAO phases. This problem will be investigated in future work. In this paper, we will directly examine the impact of NAO regime transitions on the interannual NAO variability, even though the AR and SBL patterns do project onto the NAO pattern.
Since the NAO variability is directly connected to the two phases of the NAO, it is possible that interannual changes in the frequency of occurrence of the NAO weather regimes can account in part for the interannual variability of the winter-mean NAO index (Fig. 1a) . To evaluate this possibility, we calculate the number of days per winter for each regime for the 1978-2008 time period using the cluster analysis (Fig. 3) ) regime decreases (increases) during P1 and vice versa during P2. Only the upward trend of the number of NAO 1 days within P1 is statistically significant at the 95% confidence level for a Student's t test, as the other linear trends are not statistically significant. It is not surprising that the opposite variation between the number of NAO 1 and NAO 2 days within P1 (P2) enhances the upward (downward) trend of the winter-mean NAO index (Fig. 1a) . This suggests that there is a link between intraseasonal NAO events and the interannual variability of the NAO index. However, in the present work our attention will be focused on examining the impact of intraseasonal NAO transition events on the interannual NAO variability because the NAO events within P1 and P2 include different transition events, as can be seen in the next section. Moreover, it is found that there is a negative correlation of 20.48 for the number of days corresponding to the AR and SBL regimes, a value that is statistically significant at the 95% level for a Student's t test. Although the AR and SBL do not exhibit distinct linear trends during 1978-2008, especially during P2, the NAO 2 to NAO 1 and NAO 1 to NAO 2 transitions are both found to be related to the AR and SBL, as will be examined in detail in Part II (Luo et al. 2012, hereafter Part II) . Thus, it is concluded that the interannual variability of the winter-mean NAO index during 1978-2008 is related to changes in the frequency of occurrence of the NAO weather regimes. In fact, such changes in the NAO regime events may be attributed mainly to the in situ development (i.e., NAO events of one phase that are not preceded by NAO events of the opposite phase) and NAO transition events. There is also a possible link between the two NAO regimes and the other two weather regimes because the SBL and AR patterns are modulated by the phase of the NAO (Luo et al. 2007a; Croci-Maspoli et al. 2007 ) and because there is a preferred transition between regimes following the route NAO 1 to SBL to NAO 2 (Cassou 2008; Luo et al. 2011; Michel and Riviere 2011) . This link is possible even though it cannot be seen directly from the cluster analysis. Since the aim of our study is to examine the dynamical processes that account for the positive NAO trend in P1 and the negative NAO trend in P2, we do not examine all the preferred transitions among the four dominant patterns (i.e., the two NAO phases and the AR and SBL patterns).
Recently, Johnson et al. (2008) found that the secular eastward shift of the NAO from the period 1958-77 to 
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the period 1978-97 can be understood as a change in dominance from westward-displaced NAO 2 patterns to eastward-displaced NAO 1 patterns. This result may arise from changes in the frequency of in situ development and transitions between the NAO 1 and NAO 2 regimes. However, if one can differentiate between the role of in situ NAO events and NAO transition events for the interannual variability of the NAO, then we are more likely to understand the mechanism that drives the different NAO trends in P1 and P2. In the next section, a link between the NAO transition events and the interannual variability of the NAO index is examined by performing the cluster analysis and by calculating the PDF of the daily NAO index within P1 and P2. Of course, some studies have indicated that in situ development of the NAO regimes can have an important effect on the interannual NAO variability (Cassou et al. 2004; Johnson et al. 2008) . Before examining the impact of the NAO regime transitions on the interannual NAO variability, we first look at the frequency of occurrence of NAO 2 to NAO 1 and NAO 1 to NAO 2 transition events within P1 and P2. We show two typical NAO transition events that satisfy the definition of an NAO transition event presented in section 2 in Fig. 4 . The corresponding daily NAO indices are presented in Fig. 5 . Figure 4a shows an NAO 2 to NAO 1 transition event that occurred during the period from 16 December 1978 to 13 January 1979. On 16 December 1978, a weak ridge, typical of an NAO 2 event, is located over the western Atlantic. It is seen that the westward expansion of an intensifying large-scale trough over the European continent takes place prior to the decay of the NAO 2 event (from 24 to 30 December). This is followed by the emergence of an NAO 1 event as the trough undergoes further intensification, anticyclonic wave breaking (Benedict et al. 2004; Franzke et al. 2004; Riviere and Orlanski 2007) , and westward propagation. The time scale of this NAO 2 to NAO 1 transition event is about 27 days, as shown in Fig. 5a , indicating that this is an intraseasonal time-scale process. Figure 4b shows the life cycle of an NAO 1 to NAO 2 transition event. After anticyclonic synoptic-scale wave breaking is observed (15 January), we see that the NAO 1 event undergoes decay as an intensified blocking flow over Europe shifts westward. This is followed by the formation of an NAO 2 event (23-30 January). The time scale of this NAO 1 to NAO 2 transition event is about 30 days, again within the range of intraseasonal timescale variability. Because the lifetime of the individual NAO 1 (NAO 2 ) event within the NAO transition event is about 15 days (Feldstein 2003; Benedict et al. 2004 ), the total period of the NAO transition event is at the intraseasonal time scale.
Transitions between NAO

b. NAO transition events and its occurrence frequency within P1 and P2
For the NAO 2 to NAO 1 and NAO 1 to NAO 2 transition events as shown in Fig. 4 , they satisfy the definition of an NAO transition event presented in section 2. According to this definition, the number of all NAO 2 and NAO 1 events, along with the number of transition events, is shown in Fig. 6 Thus, it is conjectured that the difference in the occurrence frequency of NAO transition events in both event and day numbers between P1 and P2 is likely to result in the interannual variation of the winter-mean NAO index in the two time intervals even though there 
c. Multiple weather regimes over the North Atlantic and the impact of the NAO regime transition
To investigate the impact of the NAO transition events on changes in multiple weather regimes over the North Atlantic, the cluster analyses is performed for two cases. Case 1 corresponds to a calculation in which all days are retained, and case 2 to a calculation for which the NAO 1 (NAO 2 ) events within the NAO 2 to NAO 1 (NAO 1 to NAO 2 ) transition events in P1 (P2) are removed. Comparing the results for these two cases allows us to examine the role of the NAO regime transitions.
For case 1, we show the four North Atlantic weather regimes for the two subperiods (Fig. 8) , P1 and P2, while Fig. 9 shows the corresponding regimes for case 2. It is seen from Fig. 8 that the northern center of the NAO 1 (NAO 2 ) anomaly within P1 (P2) is much stronger than that during P2 (P1). We also note that the SBL is stronger and located farther westward within P2 than within P1. By comparing Figs. 8a and 9a, it can be seen that the NAO 2 to NAO 1 transition events coincide with enhanced NAO 1 and AR patterns within P1. Because the AR pattern exhibits a northeast-southwest-tilted lowover-high dipole structure, the AR pattern can strengthen the NAO 1 anomaly if it undergoes retrograde and southward movement. This is because an enhanced AR can strengthen the difference between the high pressure in lower latitudes and the low pressure in higher latitudes, thus causing the intensification of the NAO 1 anomaly. Thus, it appears that the NAO 2 to NAO 1 transition within P1 is likely to be related to the enhancement of the AR pattern. This hints that the NAO 2 to NAO 1 transition takes place through the AR pattern (i.e., the NAO 2 to AR to NAO 1 path). This is indirectly indicated by the observational study of Woollings et al. (2011) , who found that the strengthening of the AR does coincide with the northward displacement of the Atlantic eddy-driven jet stream, a feature that corresponds to the positive phase of the NAO. Using an HMM approach, Franzke et al. (2011) 
) anomaly being markedly enhanced (weakened).
A comparison between Figs. 8b and 9b also shows for the NAO 1 to NAO 2 transition events that the SBL is enhanced and exhibits a westward-displaced position. The strengthening and westward-displaced position of the SBL within P2 takes place with the intensification of the NAO 2 anomaly. Thus, the NAO 1 to NAO 2 transition appears to be connected to the excitation of the enhanced SBL pattern. These results suggest that the enhancement of the SBL pattern plays a role for the NAO 1 to NAO 2 transition events. Thus, the NAO 1 to NAO 2 transition event is likely to coincide with an increase in the amplitude and the westward-displaced position of the SBL pattern. As noted by Cassou (2008) , a greater frequency of occurrence of the SBL can lead to an NAO 1 to SBL to NAO 2 transition. More recently, Michel and Riviere (2011) found two distinct regime transitions: a Scandinavian blocking to Greenland anticyclone (or NAO 2 ) transition, and a zonal flow (NAO 1 ) to the Scandinavian blocking transition. In particular, the Scandinavian blocking to Greenland anticyclone transition is found to be triggered by Rossby wave breaking events, and the nonlinear interactions among the high-frequency transient eddies play an important role in such a transition. However, Luo et al. (2011) storm track is particularly strong. This is because the transient eddy forcing (feedback) becomes more important when the Atlantic storm track is enhanced (Choi et al. 2010) . As a result, the intensification and retrograde shift of the downstream blocking occurs because of the onset of an NAO 1 event that is able to transit toward an NAO 2 event (Luo et al. 2011 ). However, the dynamical process that drives these NAO regime transitions is not fully clear even though there is a possibility that the NAO regime transition is connected to the enhanced AR and SBL patterns. In Part II, we will further examine the dynamical processes that drive both the NAO 2 to NAO 1 and NAO 1 to NAO 2 transition events, along with the role played by the enhanced AR and SBL patterns in these transitions, respectively.
Although the results from the cluster analyses cannot directly tell us how the transitions between NAO regimes are connected to the variations of the SBL and AR patterns, the above findings do at least suggest a likely link. Such a link can be better seen from composites of geopotential height anomalies at 300 hPa for the NAO 2 to NAO 1 (NAO 1 to NAO 2 ) transition events. Nonetheless, the most important finding obtained in the present study is that the different frequencies of occurrence of the NAO regime transition events (NAO 2 to NAO 1 and NAO 1 to NAO 2 ) within P1 and P2 may be a contributing factor toward the interannual variability of the winter-mean NAO index. The different impact of both the in situ NAO events and the NAO transition events on the interannual NAO variability can be further seen from a calculation with the NAO transition events subtracted (see below).
d. Probability density function and the variation of the NAO index
To evaluate the impact of the NAO regime transitions on the winter-mean NAO index, it is helpful to examine the difference between two types of PDFs of the daily NAO index: one with all NAO 1 and NAO 2 events retained, and the other with the NAO 1 (NAO 2 ) events within the NAO 2 to NAO 1 (NAO 1 to NAO 2 ) transitions in P1 (P2) removed. Figure 10 shows the PDFs of the daily NAO index for these two cases and the corresponding Gaussian PDFs. In this figure, the thick solid (dashed) curve corresponds to the case with (without) the NAO 2 to NAO 1 (NAO 1 to NAO 2 ) transition events within P1 (P2), whereas the thin solid (dotted) curve represents the corresponding Gaussian PDF in P1 (P2). As revealed in this figure, the positive NAO index tends to have both a higher probability density and a shift to large positive values within P1 when the NAO 2 to NAO 1 transition events take place. This point is more evident, as can be seen from the Gaussian PDF distributions even though the probability density of the daily NAO index is far from being Gaussian. In contrast, the positive NAO index appears to have a lower probability density and a tendency toward relatively small positive values in P2 when NAO 1 to NAO 2 transition events occur. Thus, as Fig. 10 indicates, the NAO transition events can affect the NAO index by changing the frequencies of NAO 1 and NAO 2 events within P1 and P2. Furthermore, a comparison of Figs. 8 and 9 shows that the strength and location of the NAO anomaly is influenced by the frequency of NAO transition events. Thus, it is likely that the interannual variability of the winter NAO index within P1 and P2 is related to the different number of intraseasonal NAO 2 to NAO 1 and NAO 1 to NAO 2 transition events in the two time intervals. ) transitions are removed (Fig. 11b) . Such an approach can indicate the impact of in situ events on interannual NAO variability. It is seen in Fig. 11a that the number of NAO 1 days increases (decreases) within P1 (P2), whereas the number of NAO 2 days decreases (slightly increases) within P1 (P2). The NAO 1 and NAO 2 event day time series tend to have a negative correlation of 20.73, which is statistically significant at the 99% confidence level for a two-sided Student's t test. Among the various trends in Fig. 11 , it is only the linear upward trend of the NAO 1 days during P1 that is found to be statistically significant at the 85% confidence level for a Student's t test. The other linear trends are less significant.
On the other hand, we can see in Fig. 11b that when there are no NAO 2 to NAO 1 (NAO 1 to NAO 2 ) transition events, the linear trends of the NAO 1 and NAO 2 event days within P1 and P2 become weaker. The number of NAO 2 days exhibits a slightly smaller linear downward trend during P1 and P2. As a result, during P2 the linear trend of the NAO 2 days without NAO regime transition events becomes opposite to that with NAO regime transition events, indicating the important role of NAO regime transition events in the NAO interannual variability. The results can also be found by using cluster analysis (not shown). These results, especially when comparing the trends in Fig. 11b with those in Figs. 3a and 11a, suggest that the NAO regime transitions can have an important impact on the interannual variation of the winter-mean NAO index.
In previous studies (Cassou et al. 2004; Johnson et al. 2008) , the frequency of occurrence of NAO 1 (NAO 2 ) events includes the frequency of the NAO transition events. In this work, we have found that the different frequency of NAO transition events between P1 and P2 can contribute to the interannual variability of the NAO pattern.
b. Impact of the regime transition on the variation of the winter monthly mean NAO index
In this subsection, to see the contribution of NAO transition events to the NAO index variability, we use the daily indices of NAO events to construct two new monthly mean NAO indices: one based on the removal of NAO transition events and the other on the retention of the transition events. Here, the removal of NAO transition events is represented by removing NAO 1 (NAO (NAO 1 to NAO 2 ) transition events within P1 (P2) are removed. A similar conclusion is obtained if the wintermean NAO index is used (not shown). Thus, it is suggested from the result obtained here that NAO transition events can significantly affect the linear trends of the NAO interannual variability in winter within P1 and P2.
c. Regime transition and NAO location
One can also see the impact of the NAO transition events on the location of the NAO anomalies by performing a separate cluster analysis for those times when both the NAO 1 and NAO 2 events of the NAO 2 to NAO 1 (NAO 1 to NAO 2 ) transition events are included and when they are removed. In contrast to the previous cluster analysis, all NAO transition events during 1978-2008 are excluded. The same four weather regimes as in previous calculations are obtained (see Fig. 13 ). A comparison with Fig. 2 shows that the northern center of the NAO pattern exhibits an eastward displacement when all NAO transition events during 1978-2008 are retained. Such an eastward shift appears more evident for the negative phase. Many studies have revealed that the NAO pattern has undergone a noticeable eastward displacement since the late 1970s (Hilmer and Jung 2000; Peterson et al. 2003) . Several mechanisms have been proposed to account for this eastward shift (Ulbrich and Christoph 1999; Peterson et al. 2003; Cassou et al. 2004; Luo and Gong 2006; Johnson et al. 2008; Luo et al. 2010a ). However, here we propose a new mechanism that the frequent occurrence of NAO transition events is also another important cause of the marked FIG. 12 
Conclusions and discussion
In this study, we have examined interannual changes in NAO 2 to NAO 1 and NAO 1 to NAO 2 transition events within P1 and P2 and evaluated their likely link with the interannual variability of the winter-mean NAO index. It was shown that in P1 the frequency of NAO 2 to NAO 1 transition events is about twice that for the NAO 1 to NAO 2 transition events. During P2, the transition events showed very different characteristics, as the frequency of NAO 1 to NAO 2 transition events was double that of the NAO 2 to NAO 1 transition events. A cluster analysis showed that the difference in the number of NAO regime transition events between P1 and P2 can account in part for changes in the NAO amplitude, frequency, and location for each phase between the two subperiods, thus contributing toward the upward trend of the NAO event day time series in P1 and its downward trend in P2. Moreover, the frequent occurrence of the NAO regime transition events is also found to play an important role in the interannual eastward shift of the NAO centers of action found by many investigators (Hilmer and Jung 2000; Peterson et al. 2003; Cassou et al. 2004; Johnson et al. 2008) .
Although the present study describes a plausible link between the intraseasonal NAO regime transitions and interannual variability of the NAO pattern from P1 to P2, it must be pointed out, however, that the interannual or decadal variability of the NAO index can be interpreted as a combination of both internally and externally generated variations (Osborn 2004) . The externally generated variations are generally forced by the increased greenhouse gas concentrations (Ulbrich and Christoph 1999; Osborn 2004) , stratospheric processes (Scaife et al. 2005) , ocean warming (Selten et al. 2004; Li et al. 2010) , etc., while the internally generated variations arise from climate noise (Feldstein 2000 (Feldstein , 2002 or are induced by the air-sea coupling (Timmermann et al. 1998; Hoerling et al. 2001; Mü ller et al. 2008) . In this work, we did not examine the different roles of internal variability and external forcing in the interannual variability of the NAO index. Instead we have evaluated the impact of the intraseasonal NAO regime transitions on the interannual variability of the NAO pattern and have found that the intraseasonal NAO regime transitions can contribute significantly to the interannual variability of the winter-mean NAO index. The occurrence of NAO transition events may also be linked to changes in the strengths of the AR and SBL patterns. Nevertheless, it is unclear how the NAO transitions depend upon the occurrence of AR and SBL regime events. Moreover, the dynamical processes that drive the NAO 1 to SBL to NAO 2 (NAO 2 to AR to NAO 1 ) transitions within P2 (P1) are not examined in this work. The investigation of these problems will be the main purpose of Part II.
