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Abstract
This paper investigates regression quantiles (RQ) for unstable autoregressive models. The
uniform Bahadur representation of the RQ process is obtained. The joint asymptotic
distribution of the RQ process is derived in a uniﬁed manner for all types of characteristic
roots on or outside the unit circle. It involves stochastic integrals in terms of a sequence of
independent and identically distributed multivariate Brownian motions with correlated
components. The related L-estimator is also discussed. The asymptotic distributions of the RQ
and the L-estimator corresponding to the nonstationary componentwise arguments can be
transformed into a function of a normal random variable and a sequence of i.i.d. univariate
Brownian motions. This is different from the analysis based on the LSE in the literature. As an
auxiliary theorem, a weak convergence of a randomly weighted residual empirical process to
the stochastic integral of a Kiefer process is established. The results obtained in this paper
provide an asymptotic theory for nonstationary time series processes, which can be used to
construct robust unit root tests.
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1. Introduction
An autoregressive (AR) time series process fytg of order p is unstable if
yt ¼ f0 þ f1yt1 þ?þ fpytp þ Et; ð1:1Þ
where f0 ¼ 0; fEtg is a sequence of independent and identically distributed (i.i.d.)
random disturbances with a distribution F ; zero mean and a ﬁnite variance s2; yt is
the observation with starting values ðy0; y1;y; ypþ1Þ independent of fEtg; and the
characteristic polynomial fðzÞ ¼ 1 f1z ? fpzp has the decomposition
fðzÞ ¼ cðzÞð1 zÞað1þ zÞb
Yl
k¼1
½ð1 zeiykÞð1 zeiykÞ
dk ;
where a; b; l; dk; k ¼ 1;y; l; are nonnegative integers, 0oykop and cðzÞ is a
polynomial of degree q ¼ p  ½a þ b þ 2ðd1 þ?þ dlÞ
 with all roots outside the unit
circle. Model (1.1) is a general nonstationary autoregressive (AR) time series, which
may include real or complex unit roots with various different multiples. Such a
model without drift was investigated by Chan and Wei [4], Jeganathan [13], Truong-
Van and Larramendy [34], and van der Meer et al. [26]. Recently, Ling and Li [23,24]
considered an unstable ARMA model with GARCH errors and an unstable
fractionally integrated ARMA model. Such research on unstable time series models
is important because it provides a comprehensive understanding of the nature of
nonstationary time series processes.
Nonstationary time series have played an important role in both econometric
theory and applications over the last 15 years, and a substantial literature has
developed in this ﬁeld (see [6,7,27,29]). A detailed set of references is given in [30].
Recently, there has been increasing interest in exploring robust estimation methods
for nonstationary time series. For example, Cox and Llatas [5] considered maximum
likelihood (ML)-type estimation for a near unit root process; Lucas [25] investigated
M-estimators and related unit root tests for the unit root process with drift; Herce
[12] considered least absolute deviation (LAD) estimation, and showed through
simulation that unit root tests based on mixing LAD and least-squares estimators
(LSE) are more robust than those based on LSE alone for non-Gaussian unit root
processes; and Hasan and Koenker [10] proposed robust rank tests based on the
regression score rank process.
Note that the LAD estimator is a special quantile estimator and the regression
score rank process is also related to the regression quantiles (RQ) process (see [21]).
According to the same robustness principle, it would be expected that quantile
estimators, as well as the L-estimator based on the RQ, will retain the robustness of
non-Gaussian nonstationary time series processes. The RQ ﬁrst developed by
Koenker and Bassett [14] have been popularly accepted as a powerful approach for
the robust analysis of linear models, and have led to a number of interesting
extensions (cf. [1,15,16,31,32]). Recently, Koul and Saleh [21] extended RQ to
stationary AR models, and obtained the uniform Bahadur representation of the
autoregression quantile process, and some related asymptotic distributions.
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This paper investigates RQ for unstable AR models. The uniform
Bahadur representation of the RQ process is obtained. The joint asymptotic
distribution of the RQ process is derived in a uniﬁed manner for all types of
characteristic roots on or outside the unit circle. It involves stochastic inte-
grals in terms of a sequence of i.i.d. multivariate Brownian motions
with correlated components. The related L-estimator is also discussed. The
asymptotic distributions of the RQ and the L-estimator corresponding to the
nonstationary componentwise arguments can be transformed into a function of a
normal random variable and a sequence of i.i.d. univariate Brownian motions. This
is different from the analysis based on the LSE, for which the result depends only on
a sequence of i.i.d. univariate Brownian motions. Koul and Saleh [21] applied the
uniform closeness of the randomly weighted residual empirical process (RWREP) in
Koul and Ossiander [20] for the RQ process in the stationary AR model. In this
paper, we also establish a weak convergence of a RWREP to the stochastic integral
of a Kiefer process, so that the uniform closeness can be applied to the RQ process in
model (1.1).
The paper proceeds as follows. Section 2 develops two auxiliary theorems. Section
3 presents the main results. Section 4 uses our results to construct unit root tests for
some special nonstationary AR models. Section 5 provides the proofs of the main
results. Throughout this paper, the following notation is used: A0 denotes the
transpose of the matrix or vector A; Opð1Þ (or opð1Þ) denotes a sequence of random
variables that are bounded (or converge to zero) in probability; !p (or !L ) denotes
convergence in probability (or in distribution); jj  jj denotes the Euclidean norm; Ik
denotes a k  k identity matrix; D ¼ D½0; 1
 denotes the space of functions on ½0; 1

which is deﬁned and equipped with the Skorokhod topology [3]; Dn ¼ D  D 
? D (n factors); and D2 denotes the space of functions on ½0; 1
2 which is deﬁned
and equipped with the Skorokhod topology in [2,33].
2. Auxiliary theorems
This section introduces two auxiliary theorems. The ﬁrst theorem is the weak
convergence of a RWREP, which will be used to establish Theorem 3.1 in Section 3.
The second theorem is an invariance principle, which will be used to establish the
limiting distribution in Theorem 3.2.
Let SnðtÞ be a stochastic process on tA½0; 1
 and Snðt=nÞ be Ft1-measurable,
where t ¼ 1;y; n and Ft ¼ sfEt;y; E0; y0;y; ypþ1g: Deﬁne etðxÞ as one of the
random variables: IðEtpxÞ  FðxÞ; ð1Þt½IðEtpxÞ  FðxÞ
; ðsin tyÞ½IðEtpxÞ  FðxÞ

and ðcos tyÞ½IðEtpxÞ  FðxÞ
; where xAR and yAð0; pÞ: Let xnt be a sequence of
Ft1-measurable random variables. Furthermore, deﬁne
UnðxÞ ¼ 1ﬃﬃﬃ
n
p
Xn
t¼1
Sn
t
n
 
etðx þ xntÞ and UnðxÞ ¼
1ﬃﬃﬃ
n
p
Xn
t¼1
Sn
t
n
 
etðxÞ:
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Denote Kðt; aÞ as a Kiefer process in D2; a two-parameter Gaussian process with
zero mean and covariance covðKðt1; a1ÞKðt2; a2ÞÞ ¼ ðt14t2Þða14a2  a1a2Þ: The
following theorem shows the weak convergence of UnðxÞ and UnðxÞ:
Theorem 2.1. Assume that FðxÞ has a uniformly continuous and a.e. positive density
f ðxÞ on fx: 0oFðxÞo1g: Suppose that: (i) SnðtÞ!L SðtÞ in D and SðtÞ is continuous in
tA½0; 1
; (ii) the finite-dimensional distributions of fUnðF1ðaÞÞ; aA½0; 1
g converge to
those of fR 1
0
SðtÞdKðt; aÞ; aA½0; 1
g in distribution; and (iii) max1ptpn jxntj ¼ opð1Þ:
Then
ðaÞ sup
xAR
jUnðxÞ UnðxÞj ¼ opð1Þ;
ðbÞ UnðF1ðaÞÞ!L
Z 1
0
SðtÞ dKðt; aÞ in D;
ðcÞ UnðF1ðaÞÞ!
L
Z 1
0
SðtÞ dKðt; aÞ in D:
Remark 2.1. Koul and Ossiander [20] studied the weak convergence of
the RWREP, UnðxÞ ¼ n1=2
Pn
t¼1 gnt½IðEtpx þ xntÞ  Fðx þ xntÞ
 and UnðxÞ ¼
n1=2
Pn
t¼1 gnt½IðEtpxÞ  FðxÞ
: Under the assumption that
Pn
t¼1 g
2
nt=n converges to
a positive random variable g2 in probability, they obtained the asymptotic
distribution of UnðxÞ and UnðxÞ; which is the product of g and a Brownian bridge
on D: Here we provide a different condition set, i.e. condition (i) replaces their
condition that
Pn
i¼1 g
2
ni=n ¼ g2 þ opð1Þ with g2 being a positive random variable
and n1=2max1pipn g2ni ¼ opð1Þ; and obtain a different weak convergence of a
RWREP. In Theorem 2.1, if conclusions (a)–(c) are modiﬁed as follows: (a)
supxAfx: FðxÞA½o1;o2
gjUnðxÞ UnðxÞj ¼ opð1Þ; (b) UnðF1ðaÞÞ-L
R 1
0 StðtÞ dKðt; aÞ
in D½o1;o2
; and (c) UnðF1ðaÞÞ-L
R 1
0 StðtÞ dKðt; aÞ in D½o1;o2
; where
½o1;o2
Cð0; 1Þ; then the uniform continuity of FðxÞ can be weakened as the
assumptions in Theorem 3.1 in the next section.
Proof of Theorem 2.1. The proof is quite similar to that of Theorem 1.1 in [20]. Thus,
we give only an outline here. We ﬁrst introduce the following events:
Ana ¼ max
1ptpn
Sn
t
n
 			 			oa ﬃﬃﬃnp
 ;
Bnb ¼ max
1ptpn
jxntjpb

 
and Cnc ¼ 1
n
Xn
t¼1
S2n
t
n
 
pc
" #
;
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where a; b; c40: For any ﬁxed xAR; and a; b; c40 with Fðx þ bÞ  Fðx  bÞpa; it
follows that
Pð½jUnðxÞ UnðxÞj4Z
-Ana-Bnb-CncÞpexp 
Z2
2aðZþ cÞ
 
: ð2:1Þ
In fact, let Xn ¼
Pn
t¼1 SnðtnÞI ½jSnðtnÞjpa
ﬃﬃﬃ
n
p 
½etðx þ xntÞ  etðxÞ
: Then Xn is a
martingale with respect to Fn: Using the monotonicity of FðxÞ; on the set
Ana-Bnb-Cnc; it follows that
1
n
Xn
t¼1
S2n
t
n
 
I Sn
t
n
 			 			pa ﬃﬃﬃnph iEf½etðx þ xntÞ  etðxÞ
2jFt1g
p1
n
Xn
t¼1
S2n
t
n
 
I Sn
t
n
 			 			pa ﬃﬃﬃnph i½Fðx þ bÞ  Fðx  bÞ

pa
n
Xn
t¼1
S2n
t
n
 
;
where IðÞ is the indicator function. By Freedman’s [8] inequality, we
have that
Pð½jUnðxÞ UnðxÞj4Z
-Ana-Bnb-CncÞ
pP ½jXnj4Z
ﬃﬃﬃ
n
p 
- 1
n
Xn
t¼1
S2n
t
n
 
I Sn
t
n
 			 			h
" 
pa ﬃﬃﬃnp i½Fðx þ bÞ  Fðx  bÞ
pac
#!
pexp  Z
2
2aðZþ cÞ
 
:
Inequality (2.1) has a similar purpose as Lemma 2.3 in [20].
We next introduce the metric:
dbðx; yÞ ¼ sup
jajpb
jFðx þ aÞ  Fðy þ aÞj1=2; x; yAR; and bX0:
Deﬁne Nðd; bÞ as the minimal number of d-nets covering R with respect to db;
InZðd; bÞ ¼
Z d
dðnÞ
½1þ lnNðu; bÞ
1=2 du; ZX1; d
½1þ lnNðd; bÞ
1=2
X4
Z
n
 1=2
;
where 2dðnÞ ¼ d1=2f½1þ lnNðd; bÞ
Z=ng1=4; d40 and bX0: For any xAR; let pdbðxÞ
be a real number such that pdbðxÞXx; dbðpdbðxÞ; xÞpd; and pdbðxÞ belongs to a
minimal d-net in ðR; dbÞ,fNg:
Using Freedman’s [8] inequality and (2.1) with a truncation argument,
and following exactly the proof of Proposition 2.1 in [20], we can show that,
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for any nX1;
P sup
x
jUnðxÞ UnðpdbðxÞÞj4ðc1 þ Zc2Þðdþ InZðd; bÞÞ

 
- max
t
Sn
t
n
 			 			p ﬃﬃﬃnp d=ð1þ lnNðd; bÞÞ1=2
 -Bnb-CnZ

pc3eZ; ð2:2Þ
where c1; c2 and c3 are constants.
By condition (i) given in this theorem and the continuous mapping theorem,
max
t
Sn
t
n
 			 			 !L max
0ptp1
jSðtÞj; ð2:3Þ
1
n
Xn
t¼1
S2n
t
n
 
!L
Z 1
0
S2ðtÞ dt: ð2:4Þ
Thus, by (2.2)–(2.4), we can show that
lim sup
n
P sup
x
jUnðxÞ UnðpdbðxÞÞj


4ðc1 þ Zc2Þ dþ
Z d
0
ð1þ lnNðu; bÞÞ1=2 du
 
pP
Z 1
0
S2ðtÞ dt4Z
 
þ c3eZ; ð2:5Þ
lim sup
n
P sup
x
jUnðxÞ UnðpdbðxÞÞj


4ðc1 þ Zc2Þ dþ
Z d
0
ð1þ lnNðu; bÞÞ1=2 du
 
pP
Z 1
0
S2ðtÞ dt4Z
 
þ c3eZ: ð2:6Þ
By (2.5)–(2.6), in a similar manner to the proof of (1.9) of Theorem 1.1 in [20], we
can obtain
sup
x
jUnðxÞ UnðxÞj ¼ opð1Þ;
so that (a) holds. By (2.6), we know that the fUnðxÞg process is eventually tight in
metric db: Moreover, by condition (ii), we know that (c) holds and, by (a) and (c), (b)
holds. This completes the proof. &
Before giving the second theorem, we need the following notation: At ¼ ½Et;B0t
0
and Bt ¼ ½IðEtpF1ða1ÞÞ  a1;y; IðEtpF1ðamÞÞ  am
0; where 0oa1o?oamo1:
Furthermore, for each ﬁxed *a  ða1;y; amÞ; deﬁne Wiðt; *aÞ ¼ ½BiðtÞ;K0iðt; *aÞ
 as a
sequence of i.i.d. ðm þ 1Þ-dimensional Brownian motions with parameter t and with
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mean zero and covariance
t *O ¼ t s
2 O11
O011 O
 !
; ð2:7Þ
O ¼ ðsijÞmm; sij ¼ ai  aiaj; 1pipjpm; O11 ¼ ðs1;y; smÞ and si ¼
R ai
0 F
1ðsÞ ds;
where Kiðt; *aÞ ¼ ½Kiðt; a1Þ;y; Kiðt; amÞ
0; and i ¼ 1;y; 2l þ 2: Here, each Kiðt; aÞ is
a Kiefer process in D2; deﬁned as Kðt; aÞ in Theorem 2.1.
Theorem 2.2. Let fzt: t ¼ 1;y; ng be generated by the AR(q) model, zt ¼Pq
i¼1 cizti þ Et; with all roots of the polynomial 1
Pq
i¼1 ciB
i outside the unit
circle. Denote St ¼ ½A0t; ð1ÞtA0t; ðsin ty1ÞA0t; ðcos ty1ÞA0t;y; ðsin tylÞA0t; ðcos tylÞA0t;
B0t#Z
0
t1
0; where yiAð0; pÞ; yiayj if iaj; i; j ¼ 1;y; l; and Zt1 ¼ ðzt1;y; ztqÞ0:
Then
1ﬃﬃﬃ
n
p
X½nt

t¼1
St !L Wðt; *aÞ in D2ðmþ1Þðlþ1Þþqm; ð2:8Þ
where Wðt; *aÞ ¼ ½W 01ðt; *aÞ; W 02ðt; *aÞ;y; W 02lþ1ðt; *aÞ; W 02lþ2ðt; *aÞ; N 0ðtÞ
0; and NðtÞ is
an mq-dimensional Brownian motion independent of Wiðt; *aÞ; and has mean zero and
covariance tO#S; with S ¼ EðZt1Z0t1Þ:
Proof. Let l ¼ ðl1;y; l2ðmþ1Þðlþ1Þ; l0mqÞ0 be a ½2ðm þ 1Þðl þ 1Þ þ mq
-dimensional
constant vector with l0la0; where lmq is an mq-dimensional constant. Denote
at ¼ l0St: Then fatg is a sequence of martingale differences in terms of Ft: It is
straightforward to show that *O is positive deﬁnite and
1
n
X½nt

t¼1
Eða2t jFt1Þ!
p
tl0Ol40; ð2:9Þ
where O ¼ diagðI2ðlþ1Þ# *O;O#SÞ: Denote a˜t ¼ c0 þ c1jEtj þ c2
Pq
i¼1 jztij; where
c0; c1 and c2 are constant such that a
2
tpa˜2t : Since Ea˜2toN; for any small Z;
1
n
X½nt

t¼1
E½a2t Iðjatj4
ﬃﬃﬃ
n
p
ZÞ
p1
n
Xn
t¼1
E½a˜2t Iðja˜tj4
ﬃﬃﬃ
n
p
ZÞ

¼ E½a˜2t Iðja˜tj4
ﬃﬃﬃ
n
p
ZÞ
 ¼
Z N
x4
ﬃﬃ
n
p
Z
x2 dP-0; ð2:10Þ
where P is the distribution of a˜t: By (2.9) and (2.10), we can show that the conditions
of Theorem 3.3 in [11] are satisﬁed. Furthermore, applying the invariance principle
in [11, Theorem 3.3] and the Grame´r-Wold advice, we can complete the proof. &
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3. Main results
Let ut ¼ fðBÞð1 BÞayt; vt ¼ fðBÞð1þ BÞbyt; zt ¼ fðBÞc1ðBÞyt; and xt ¼
fðBÞð1 2B cos yk þ B2Þdk yt; where B is the backward shift operator and k ¼
1;y; l: Then ð1 BÞaut ¼ Et; ð1þ BÞbvt ¼ Et; and ð1 2B cos yk þ B2Þdk xt ¼ Et:
Denote ut ¼ ðut;y; utaþ1Þ0; vt ¼ ðvt;y; vtbþ1Þ0; Zt ¼ ðzt;y; ztqþ1Þ0; and xtðkÞ ¼
ðxt;y; xtdkþ1Þ0; k ¼ 1;y; l: As shown in (3.2) of Chan and Wei [4], abbreviated
hereafter as CW, there exists a nonsingular matrix Q such that
QX˜t ¼ ðu0t; v0t; x0tð1Þ;y; x0tðlÞ; Z0tÞ0; ð3:1Þ
where X˜t ¼ ðyt;y; ytpþ1Þ0: Furthermore, let UtðjÞ ¼ ð1 BÞajut for j ¼ 0; 1;y; a;
Ut ¼ ðUtðaÞ;y; Utð1ÞÞ0; VtðjÞ ¼ ð1þ BÞbjvt for j ¼ 0; 1;y; b; Vt ¼ ðVtðbÞ;y;
Vtð1ÞÞ0; Ytðk; jÞ ¼ ð1 2B cos yk þ B2Þdkjxt for j ¼ 0; 1;y; dk; and YtðkÞ ¼
ðYtðk; 1Þ; Yt1ðk; 1Þ; y; Ytðk; dkÞ; Yt1ðk; dkÞÞ0; where k ¼ 1;y; l: Then there exist
nonsingular matrices M; M˜ and Ck; such that
Mut ¼ Ut; M˜vt ¼ Vt; CkxtðkÞ ¼ YtðkÞ; k ¼ 1;y; l:
Denote Xt1 ¼ ð1; yt1;y; ytpÞ0 and G ¼ diagð1; M; M˜; C1;y; Cl ; IqÞdiagð1; QÞ: It
follows that
GXt ¼ ð1; U 0t ; V 0t ; Y 0t ð1Þ;y; Y 0t ðlÞ; Z0tÞ0: ð3:2Þ
Thus, Xt has been decomposed into various nonstationary componentwise argument
vectors corresponding to the locations of unit roots and the stationary component-
wise argument vector.
Let haðuÞ ¼ auIðu40Þ  ð1 aÞuIðup0Þ; where uAR and aAð0; 1Þ: Following
[14,21], deﬁne the ath regression quantile (RQ) as any member #fnðaÞ of the set
#RnðaÞ ¼ lARpþ1:
Xn
t¼1
haðyt  X 0t1lÞ ¼ minimum
( )
;
and refer to f #fnðaÞ: 0oao1g as a RQ process. In practice, #fnðaÞ can be obtained
using a linear programming version of the minimization problem above, as given in
[16,17]. #fnð1=2Þ is the important LAD estimator of f; where f ¼ ðf0;f1;y;fpÞ0:
Denote fðaÞ ¼ fþ ðF1ðaÞ; 0;y; 0Þ0: Deﬁne
Tnðs; aÞ ¼
Xn
t¼1
Xt1½IðEtpF1ðaÞ þ s0d0nXt1Þ  a
; ð3:3Þ
where aA½0; 1
; sARpþ1; dn ¼ G0J1n ; Jn ¼ diagð
ﬃﬃﬃ
n
p
; N1;y; Nlþ2;
ﬃﬃﬃ
n
p
IqÞ; N1 ¼
diagðna; na1;y; nÞ; N2 ¼ diagðnb; nb1;y; nÞ; and Nkþ2 ¼ diagðnI2;y; ndk I2Þ; k ¼
1;y; l þ 1:
The following theorem gives the Bahadur representation of the RQ, #fnðaÞ:
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Theorem 3.1. Under model (1.1), if it is assumed that FðxÞ has a continuous and
positive density function f ðxÞ on fx: 0oFðxÞo1g; then
#fnðaÞ  fðaÞ ¼  qðaÞ
Xn
t¼1
Xt1X 0t1
" #1
Tnð0; aÞ þ dnopð1Þ;
where qðaÞ ¼ f ðF1ðaÞÞ and opðÞ holds uniformly for aAoðeÞ ¼ ½e; 1 e
 with any
eAð0; 1=2
:
The following notation is needed to state the limiting distribution of #fnðaÞ:
xð*aÞ ¼
Z 1
0
Ga1ðsÞ dK01ðs; *aÞ;y;
Z 1
0
G0ðsÞ dK01ðs; *aÞ
 0
;
G0ðtÞ ¼ B1ðtÞ; GjðtÞ ¼
Z t
0
Gj1ðsÞ ds; G ¼ ðWijÞaa; Wij ¼
Z 1
0
GiðsÞGjðsÞ ds;
Zð*aÞ ¼ 
Z 1
0
*Gb1ðtÞ dK02ðt; *aÞ;y;
Z 1
0
F˜0ðtÞ dK02ðt; *aÞ
 0
;
*G0ðtÞ ¼ B2ðtÞ; *GjðtÞ ¼
Z t
0
*Gj1ðsÞ ds; *G ¼ ð *WijÞaa; *Wij ¼
Z 1
0
*GiðsÞ *GjðsÞ ds;
zkð*aÞ ¼ ðx1ð*aÞ;y; x2dkð*aÞÞ0;
Hk ¼ ðsijÞ2dk2dk ; f0ðtÞ ¼ B2kþ1ðtÞ; g0ðtÞ ¼ B2kþ2ðtÞ;
fjðtÞ ¼ 1
2 sin y
sin y
Z t
0
fj1ðsÞ ds  cos y
Z t
0
gj1ðsÞ ds
 
;
gjftÞ ¼ 1
2 sin y
cos y
Z t
0
fj1ðsÞ ds þ sin y
Z t
0
gj1ðsÞ ds
 
;
x2j1ð*aÞ ¼
1
2 sin y
Z 1
0
fj1ðsÞ dK02kþ2ðs; *aÞ 
Z 1
0
gj1ðsÞ dK02kþ1ðs; *aÞ
 
;
x2jð*aÞ ¼
1
2 sin y
cos y
Z 1
0
fj1ðsÞ dK02kþ2ðs; *aÞ 
Z 1
0
gj1ðsÞ dK02kþ1ðs; *aÞ

 
 sin y
Z 1
0
fj1ðsÞ dK02kþ1ðs; *aÞ þ
Z 1
0
gj1ðsÞ dK02kþ2ðs; *aÞ

 
;
s2i1;2j1 ¼ s2i;2j ¼ 1
4 sin2 y
Z 1
0
fi1ðsÞfj1ðsÞ ds þ
Z 1
0
gi1ðsÞgj1ðsÞ ds
 
;
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s2i1;2j ¼ s2j;2i1 ¼ 1
4 sin2 y
cos y
Z 1
0
fi1ðsÞfj1ðsÞ ds þ
Z 1
0
gi1ðsÞgj1ðsÞ ds

 
sin y
Z 1
0
fj1ðsÞgi1ðsÞ ds 
Z 1
0
gj1ðsÞfi1ðsÞ ds

 
;
where i; j ¼ 1;y; dk; k ¼ 1;y; l; and ½BiðsÞ;K0iðs; *aÞ
 is deﬁned in Theorem 2.2.
Theorem 3.2. Under the assumption of Theorem 3.1,
d1n ½ #fnða1Þ  fða1Þ;y; #fnðamÞ  fðamÞ

!L  ðK1ð1; *aÞ; x0ð*aÞÞ
1 x
x
0
G
 1
; ð *G1Zð*aÞÞ0;
"
ðH11 z1ð*aÞÞ0; y; ðH1l zlð*aÞÞ0; N 0*a
#0
diag
1
qða1Þ;y;
1
qðamÞ

 
;
for any 0oa1oa2o?oamo1; where x ¼ ð
R 1
0 Ga1ðsÞ ds;y;
R 1
0 G0ðsÞ dsÞ0 and N*a is
a q  m-variate normal matrix independent of ½BiðtÞ; K0ið*a; tÞ
; and has a null mean
matrix and covariance matrix O#S1; with O and S defined in Theorem 2.2.
Let n be a ﬁnite signed measure with compact support on (0,1). The L-estimator of
f is deﬁned by
#fnn ¼
Z 1
0
#fnðaÞ dnðaÞ:
Denote fðn; FÞ ¼ f R 1
0
dnðaÞ þ ðR 1
0
F1ðaÞ dnðaÞ; 0;y; 0Þ0: The following theorem
follows directly from Theorems 3.1 and 3.2.
Theorem 3.3. Under the assumption of Theorem 3.1,
ðaÞ #fnn  fðn; FÞ ¼ 
Xn
t¼1
Xt1X 0t1
" #1Z 1
0
½Tnð0; aÞ=qðaÞ
dnðaÞ þ dnopð1Þ;
ðbÞ d1n ½ #fnn  fðn; FÞ
!
L  ðKn1ð1Þ; x0ðnÞÞ
1 x
x
0
G
 1
;
"
ð *G1ZðnÞÞ0; ðH11 z1ðnÞÞ0; y; ðH1l zlðnÞÞ0; N 0n
#0
;
where xðnÞ; ZðnÞ and zkðnÞ are defined as xð*aÞ; Zð*aÞ and zkð*aÞ in Theorem 3.2, with
½BiðtÞ;K0iðt; *aÞ
 replaced by ½Bni ðtÞ; Kni ðtÞ
 which are a sequence of i.i.d. bivariate
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Brownian motions with mean zero and covariances given by tOn ¼ t s
2 sEn
sEn s2n
 
;
sEn ¼
Z 1
0
1
qðaÞ
Z a
0
F1ðsÞ ds dnðaÞ; ð3:4Þ
s2n ¼
Z 1
0
Z 1
0
1
qðaÞqðsÞ ðs4a saÞ dnðaÞ dnðsÞ; ð3:5Þ
and Nn is a q-dimensional normal random vector with mean zero and covariance s2nS
1:
Remark 3.1. The assumptions and the asymptotic distributions of the RQ and
the L-estimator corresponding to the stationary componentwise argument in
Theorems 3.2 and 3.3 are the same as those given in [21]. Those corresponding to
the nonstationary componentwise arguments are new results and involve
a sequence of i.i.d. bivariate Brownian motions. These distributions can be
transformed into a function of a normal random variable and a sequence of i.i.d.
univariate Brownian motions (see the special cases in Section 4). Thus, our
asymptotic distributions corresponding to the nonstationary componentwise
arguments are different from those of the LSE given by Chan and Wei [4],
Jeganathan [13], Truong-Van and Larramendy [34], and van der Meer et al. [26],
which depend only on a sequence of i.i.d. univariate Brownian motions. The result
here is similar to that given by Ling and Li [23] for ML estimators, which can also be
transformed into a function of a normal random variable and a sequence of i.i.d.
univariate Brownian motions.
4. Two special cases
In this section, we apply the results in Section 3 to two special nonstationary AR
models and construct corresponding unit root tests.
4.1. AR(1) model
Consider the AR(1) model,
yt ¼ f0 þ fyt1 þ Et; ð4:1Þ
where f0 ¼ 0 and f ¼ 1: This model is a special case of model (1.1) with a ¼ 1;
b ¼ l ¼ 0 and cðzÞ ¼ 1: Let ½ #f0nðaÞ; #fnðaÞ
 be the ath RQ of ðf0;fÞ ¼ ð0; 1Þ: Then
we can obtain directly from Theorem 3.1 thatﬃﬃﬃ
n
p
#f0nðaÞ
n½ #fnðaÞ  1

 !
!L  1
R 1
0 BðtÞ dtR 1
0 BðtÞ dt
R 1
0 B
2ðtÞ dt
 !1
Kð1; aÞR 1
0 BðtÞ dKðt; aÞ
 !
; ð4:2Þ
where, for each ﬁxed a; ðBðtÞ; Kðt; aÞÞ is a bivariate Brownian motion with
covariances t *O ¼ t s
2 s1
s1 s211
 
; s1 ¼
R a
0
F1ðsÞ ds=qðaÞ and s211 ¼ ða a2Þ=q2ðaÞ:
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From (4.2), we can obtain that
n½ #fnðaÞ  1
!L rðaÞ  
R 1
0
BðtÞ dKðt; aÞ  Kð1; aÞ R 1
0
BðtÞ dtR 1
0 B
2ðtÞ dt ðR 10 BðtÞdtÞ2 : ð4:3Þ
Let
w1ðtÞ ¼ 1s BðtÞ and w2ðtÞ ¼ 
s1
s2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
s2
s2s211  s21
s
BðtÞ þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
s2
s2s211  s21
s
Kðt; aÞ:
Then w1ðtÞ and w2ðtÞ are two independent standard Brownian motions. As shown in
[12], we have
n½ #fnðaÞ  1
 !L 
s1½
R 1
0
w1ðtÞ dw1ðtÞ  w1ð1Þ
R 1
0
w1ðtÞ dt

s2½R 10 w21ðtÞ dt ðR 10 w1ðtÞdtÞ2


ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
s2s211  s21
q
s2
R 1
0
w1ðtÞ dw2ðtÞ  w2ð1Þ
R 1
0
w1ðtÞ dt
½R 10 w21ðtÞ dt ðR 10 w1ðtÞ dtÞ2
 : ð4:4Þ
The second term in (4.4) can be simpliﬁed to ½
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
s2s211  s21
q
=s2
½R 10 w21ðtÞ dt
ðR 10 w1ðtÞdtÞ2
1=2F; where F is a standard normal random variable independent ofR 1
0 w
2
1ðtÞ dt ð
R 1
0 w1ðtÞ dtÞ2 (see [28]). Thus, it follows that
n½ #fnðaÞ  1
 !L 
s1½
R 1
0
w1ðtÞ dw1ðtÞ  w1ð1Þ
R 1
0
w1ðtÞ dt

s2½R 10 w21ðtÞ dt ðR 10 w1ðtÞ dtÞ2

þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
s2s211  s21
q
s2
Z 1
0
w21ðtÞ dt
Z 1
0
w1ðtÞ dt
 2" #1=2
F: ð4:5Þ
If it is further assumed that Et has median zero, then s211 ¼ 1=½4f 2ð0Þ
 and s1 ¼
EðjEtjÞ=½2f ð0Þ
: In this case, n½ #fnð1=2Þ  1
; as well as its asymptotic distribution
above, are the same as those given by Herce [12].
Let #fnn be the L-estimator of f ¼ 1 and assume
R 1
0 dnðaÞ ¼ 1: Similarly, we can
obtain that
nð #fnn  1Þ!
L
rðnÞ  
R 1
0 BðtÞ dKðt; nÞ  Kð1; nÞ
R 1
0 BðtÞ dtR 1
0
B2ðtÞ dt ðR 1
0
BðtÞ dtÞ2
; ð4:6Þ
where ðBðtÞ; Kðt; nÞÞ is a bivariate Brownian motion with covariance tOn deﬁned as
in Theorem 3.3. Furthermore, let
w˜2ðtÞ ¼ sEns2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
s2
s2s2n  s2En
s
BðtÞ þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
s2
s2s2n  s2En
s
Kðt; nÞ:
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Then w1ðtÞ and w˜2ðtÞ are two independent standard Brownian motions. It can be
shown that
nð #fnn  1Þ !
L sEn½
R 1
0
w1ðtÞdw1ðtÞ  w1ð1Þ
R 1
0
w1ðtÞ dt

s2½R 10 w21ðtÞ dt ðR 10 w1ðtÞ dtÞ2

þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
s2s2n  s2En
p
s2
Z 1
0
w21ðtÞ dt
Z 1
0
w1ðtÞ dt
 2" #1=2
F: ð4:7Þ
Since the limiting distributions in (4.5) and (4.7) include nuisance parameters, it is
difﬁcult to directly use them for testing unit roots. However, they can be used to
construct unit root tests by the following two methods.
The ﬁrst method is to combine the LSE so that the nuisance parameter can be
cancelled. Denote #fLS as the LSE of f: It is well known that nð #fLS  1Þ !L
½R 1
0
w1ðtÞ dw1ðtÞ  w1ð1Þ
R 1
0
w1ðtÞ dt
=½
R 1
0
w21ðtÞ dt ð
R 1
0
w1ðtÞ dtÞ2
: Deﬁne
Ma ¼ s
2ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
s2s211  s21
q n½ #fnðaÞ  1
 þ s1s2½nð #fLS  1Þ

n o
;
Mn ¼ s
2ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
s2s2n  s2En
p nð #fnn  1Þ þ sEns2 ½nð #fLS  1Þ

n o
;
Ma;t ¼ 1
n2
Xn
i¼1
ðyi1  %yÞ2
" #1=2
Ma and Mn;t ¼ 1
n2
Xn
i¼1
ðyi1  %yÞ2
" #1=2
Mn;
where %y ¼Pni¼1 yi1=n: It is straightforward to show that
Ma!L
Z 1
0
w21ðtÞ dt
Z 1
0
w1ðtÞ dt
 2" #1=2
F;
Mn!L
Z 1
0
w21ðtÞ dt
Z 1
0
w1ðtÞ dt
 2" #1=2
F;
Ma;t !L F and Mn;t !L F:
Herce [12] derived the limiting distributions of M1=2 and M1=2;t: The results above
provide a more general asymptotic theory. Ma; Ma;t; Mn and Mn;t can be used to test
for a unit root in model (4.1). From the simulation results given in [12,25], these tests
should be more robust, especially for a non-Gaussian unit root process. Note that
these asymptotic distributions are invariant to a and n; so that the critical values
given by Herce [12] can still be used.
As the LSE is used in the above method, it may not be quite robust.
Another method of accommodating the nuisance parameters is given in [9]. Let
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M˜a ¼ n½ #fnðaÞ  1
s=s11 and M˜n ¼ n½ #fnn  1
s=sn: Then
M˜a !L
ra½
R 1
0 w1ðtÞdw1ðtÞ  w1ð1Þ
R 1
0 w1ðtÞ dt

½R 10 w21ðtÞ dt ðR 10 w1ðtÞ dtÞ2

þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 r2a
q Z 1
0
w21ðtÞ dt
Z 1
0
w1ðtÞ dt
 2" #1=2
F;
M˜n !L
rn½
R 1
0
w1ðtÞ dw1ðtÞ  w1ð1Þ
R 1
0
w1ðtÞ dt

½R 10 w21ðtÞ dt ðR 10 w1ðtÞ dtÞ2

þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 r2n
q Z 1
0
w21ðtÞ dt
Z 1
0
w1ðtÞ dt
 2" #1=2
F;
where ra ¼ s1=ss11 and rn ¼ sen=ssn: It is easy to see that ra and rnAð0; 1Þ:
Similarly, let M˜t ¼ n½ #fnðaÞ  1
½
Pn
i¼1 ðyi1  %yÞ2
1=2=s11 and M˜n;t ¼ n½ #fnn  1

½Pni¼1 ðyi1  %yÞ2
1=2=sn; so that we can write down their limiting distributions.
These distributions include a nuisance parameter so that the critical values can be
determined by the simulation method for different ra and rn (see [9]).
4.2. AR(p) model with one unit root
Consider the model
fðBÞyt ¼ f0 þ Et; ð4:8Þ
where f0 ¼ 0 and fðBÞ ¼ ð1 BÞfðBÞ; with all the roots of fðBÞ outside the unit
circle. Reparameterize (4.8) as
yt ¼ f0 þ g1yt1 þ
Xp
i¼2
giðytiþ1  ytiÞ þ Et;
where g1 ¼
Pp
i¼1 fi and gj ¼ 
Pp
i¼j fi; j ¼ 2;y; p: Suppose that #fnðaÞ and #fnn are
the ath RQ and the L-estimator of the parameter f ¼ ðf1;y;fpÞ0; respectively, andR 1
0 dnðaÞ ¼ 1: Denote g ¼ ðg1;y; gpÞ0 and #gnðaÞ ¼ ð#g1;y; #gpÞ0; with #g1 ¼
Pp
i¼1 #fi
and #gj ¼ 
Pp
i¼j #fi; j ¼ 2;y; p; where #fi is the ith element of #fnðaÞ; and similarly
deﬁne #gnn: Then, by Theorems 3.1 and 3.2, as in [23], we can show that
G1n ½#gnðaÞ  g
!
L ½crðaÞ; N 0a
0 and G1n ð#gnn  gÞ!
L ½crðnÞ; N 0n
0;
where Gn ¼ diagð1=n; Iðp1Þðp1Þ=
ﬃﬃﬃ
n
p Þ; c ¼ 1=ð1Ppi¼2 giÞ; rðaÞ and rðnÞ are
deﬁned as in (4.3) and (4.6), respectively, and Na and Nn are normal random
vectors with zero means and covariances s2aEðZt1Z0t1Þ and s2nEðZt1Z0t1Þ;
respectively, and independent of rðaÞ and rðnÞ; where Zt1 ¼ ðzt1;y; ztpþ1Þ0 and
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zt ¼ yt  yt1: As in Section 4.1, the asymptotic distributions, rðaÞ and rðnÞ; can be
used to construct robust unit root tests of g1 ¼ 1:
5. Proofs
Before giving the proofs of our results, we will need the following seven lemmas.
Lemma 5.1. Suppose that fytg is generated by model (1.1). Then
ðaÞ sup
1ptpn
jjd0nXt1jj ¼ opð1Þ;
ðbÞ 1ﬃﬃﬃ
n
p
Xn
t¼1
jjd0nXt1jj ¼ Opð1Þ;
ðcÞ
Xn
t¼1
jjd0nXt1jj2 ¼ Opð1Þ:
Proof. A direct application of Lemma 2.1 in [22] completes the proof. &
Let gnt be an Ft1-measurable random variable and assume that the following
condition is satisﬁed:
Xn
t¼1
½jgntj  jjd0nXt1jj
 ¼ Opð1Þ: ð5:1Þ
Denote Re ¼ R-fx: epFðxÞp1 eg; gþnt ¼ maxf0; gntg; gnt ¼ gþnt  gnt;
gtðs; lÞ ¼ s0d0nXt1 þ ljjd0nXt1jj ð5:2Þ
and
*Z7n ðx; s; lÞ ¼
Xn
t¼1
g7nt ½IðEtpx þ gtðs; lÞÞ
 Fðx þ gtðs; lÞÞ  IðEtpxÞ þ FðxÞ
; ð5:3Þ
where eAð0; 1=2
; sARpþ1 and lAR:
Lemma 5.2. Let Z7n ðx; sÞ ¼ *Z7n ðx; s; 0Þ and Znðx; sÞ ¼ Zþn ðx; sÞ Zn ðx; sÞ: Under
the assumption of Theorem 3.1 and (5.1), if supxARE j *Z7n ðx; s; lÞj ¼ opð1Þ for any
sARpþ1 and lAR; then
sup
sADD
sup
xARe
jZnðx; sÞj ¼ opð1Þ;
where DD ¼ ½D;D
pþ1CRpþ1:
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The proof of Lemma 5.2 is similar to that of Lemma 3.2 in [19] (also see [18]). The
main difference is to use Lemma 5.1 to replace Koul’s Lemma 3.1, and hence the
details are omitted. In the following, we will state three lemmas. Lemmas 5.1 and 5.2
and these three lemmas are used to prove Lemma 5.6. In addition, these three
lemmas will be used to derive the limiting distribution in Theorem 3.2.
Denote Uþt ðjÞ ¼ maxf0; UtðjÞg; Ut ðjÞ ¼ Uþt ðjÞ  UtðjÞ; Gþj ðtÞ ¼ maxf0;GjðtÞg
and Gj ðtÞ ¼ GjðtÞ  Gþj ðtÞ: For the process fUtg deﬁned in (3.2), we have the
following lemma.
Lemma 5.3. Under the assumption of Theorem 3.1,
ðaÞ 1ﬃﬃﬃ
n
p N11
Xn
t¼1
Ut1!L x;
ðbÞ N11
Xn
t¼1
Ut1B0t !
L
xð*aÞ;
ðcÞ
Xn
t¼1
N11 Ut1U
0
t1N
1
1 !
L
G;
ðdÞ nj
Xn
t¼1
U7t1ðjÞBt !
L
Z 1
0
G7j1ðtÞ dK1ðt; *aÞ; j ¼ 1;y; a:
Proof. For (a), note that
Utð1Þ ¼
Xt
i¼1
Uið0Þ ¼
Xt
i¼1
Ei; Utðj þ 1Þ ¼
Xt
k¼1
UkðjÞ;
where j ¼ 0;y; a  1: By Theorem 2.3 of CW and Theorem 2.2,
n
1
2jU½nt
ðjÞ!L Gj1ðtÞ in D for j ¼ 1;y; a: ð5:4Þ
By Theorem 2.3 of CW and (5.4), we obtain the joint convergence, i.e.,ﬃﬃﬃ
n
p
N11 U½nt
 !
L ðGa1ðtÞ;y;G0ðtÞÞ0 in Da: ð5:5Þ
By (5.5) and the continuous mapping theorem [3, Theorem 5.1],
1ﬃﬃﬃ
n
p
Xn
t¼1
N11 Ut1 ¼
1
n
Xn
t¼1
ð ﬃﬃﬃnp N11 Ut1Þ!L x in Da; ð5:6Þ
so that (a) holds. By (5.5) and Theorem 2.2, applying Theorem 2.4 of CW, (b) holds.
By (5.5) and the continuous mapping theorem, it is easy to show that (c) holds.
Again by (5.5) and the continuous mapping theorem, we have
n
1
2jU7½nt
ðjÞ !
L
G7j1ðtÞ in D for j ¼ 1;y; a: ð5:7Þ
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Furthermore, by Theorem 2.4 of CW and Theorem 2.2, we know that (d) holds. This
completes the proof. &
Denote Vþt ðjÞ ¼ maxf0; ð1ÞtVtðjÞg; Vt ðjÞ ¼ Vþt ðjÞ  ð1ÞtVtðjÞ; *Gþj ðtÞ ¼
maxf0; *GjðtÞg and *Gj ðtÞ ¼ *Gþj ðtÞ  *GjðtÞ: For the process fVtg deﬁned in (3.2),
we have the following lemma.
Lemma 5.4. Under the assumptions of Theorem 3.1,
ðaÞ 1ﬃﬃﬃ
n
p N12
Xn
t¼1
Vt1!p 0;
ðbÞ N12
Xn
t¼1
Vt1B0t !
L
Zð*aÞ;
ðcÞ
Xn
t¼1
N12 Vt1V
0
t1N
1
2 !
L *G;
ðdÞ nj
Xn
t¼1
V7t1ðjÞð1ÞtBt !
L
Z 1
0
*G7j1ðtÞdK2ðt; *aÞ; j ¼ 1;y; b:
Proof. It is similar to the proof of Lemma 5.3, and hence is omitted. &
In the following, we will show the asymptotic properties of the process fYtðkÞg
deﬁned in (3.2), where k ¼ 1;y; l: Let
Stðk; jÞ ¼
Xt
i¼1
Yiðk; jÞ sin yk and Ttðk; jÞ ¼
Xt
i¼1
Yiðk; jÞ cos yk:
Denote Sþt ðk; jÞ ¼ maxf0; Stðk; jÞg and St ðk; jÞ ¼ Sþt ðk; jÞ  Stðk; jÞ; and similarly
deﬁne T7t ðk; jÞ; where k ¼ 1;y; l; j ¼ 0;y; dk:
Lemma 5.5. Under the assumption of Theorem 3.1,
ðaÞ 1ﬃﬃﬃ
n
p N1kþ2
Xn
t¼1
Yt1ðkÞ !p 0;
ðbÞ N1kþ2
Xn
t¼1
Yt1ðkÞB0t !
L
zkð*aÞ;
ðcÞ N1kþ2
Xn
t¼1
Yt1ðkÞY 0t1ðkÞN1kþ2 !
L
Hk;
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ðdÞ nj
Xn
t¼1
S7t1ðk; jÞ
T7t1ðk; jÞ
 !
ðcos tykB0t; sin tykB0tÞ!
L
Z 1
0
f7kj ðtÞ
g7kj ðtÞ
 !
dðK02kþ1ðt; *aÞ;K02kþ2ðt; *aÞÞ;
where f þkj ðtÞ ¼ maxf0; fkjg and f kj ðtÞ ¼ f þkj ðtÞ  fkjðtÞ; and similarly define g7kj ðtÞ:
Proof. By direct veriﬁcation, we have
Ytðk; jÞsin yk ¼ Stðk; j  1Þsin ðt þ 1Þyk  Ttðk; j  1Þcos ðt þ 1Þyk; ð5:8Þ
where j ¼ 1;y; dk: By Lemma 3.3.7 of CW,ﬃﬃﬃ
2
p
nj1=2ðS½nt
ðk; jÞ; T½ns
ðk; jÞÞ !L ðfkjðtÞ; gkjðsÞÞ in D2; ð5:9Þ
where k ¼ 1;y; l; j ¼ 0;y; dk  1: By Proposition 8 of [13], we obtain
max
1pipn
1
n
Xi
t¼1
nðj1Þ1=2St1ðk; j  1Þsin tyk
					
					 ¼ opð1Þ; ð5:10Þ
max
1pipn
1
n
Xi
t¼1
nðj1Þ1=2Tt1ðk; j  1Þcos tyk
					
					 ¼ opð1Þ; ð5:11Þ
where j ¼ 1;y; dk: By (5.8) and (5.10)–(5.11), we have
1ﬃﬃﬃ
n
p
Xn
t¼1
N1kþ2Yt1ðkÞ
					
					
					
					 ¼ opð1Þ; k ¼ 1;y; l;
so that (a) holds. By Theorem 2.2, (5.10) and (5.11), the proofs of (b) and (c) are
similar to those given in CW, and hence are omitted. By Theorem 2.4 of CW, (5.9),
Theorem 2.2, and the continuous mapping theorem, we can show that (d) holds. This
completes the proof. &
Lemma 5.6. Under the assumption of Theorem 3.1, for any constant MX0;
ðaÞ sup
aAoðeÞ;jjsjjpM
d0n Tnðs; aÞ  Tnð0; aÞ 
Xn
t¼1
Xt1X 0t1dnsqðaÞ
" #					
					
					
					 ¼ opð1Þ;
ðbÞ sup
aAoðeÞ
jjd0nTnð0; aÞjj ¼ Opð1Þ:
Proof. By (3.2),
d0nXt ¼ ½n1=2; ðN11 UtÞ0; ðN12 VtÞ0; ðN13 Ytð1ÞÞ0;y; ðN1lþ2YtðlÞÞ0; n1=2Z0t
0:
ð5:12Þ
Let SnðtÞ ¼ n1=2jU7½nt
ðjÞ and xnt ¼ gtðs; 0Þ: By (5.7), Lemma 5.3(d), and Lemma
5.1(a), fSnðtÞ; tA½0; 1
g and xnt satisfy the conditions of Theorem 2.1. Thus, by
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Theorem 2.1, for any sARpþ1;
sup
aAoðeÞ
nj
Xn
t¼1
U7t1ðjÞ½IðEtpF1ðaÞ þ gtðs; 0ÞÞ
					
 FðF1ðaÞ þ gtðs; 0ÞÞ  IðEtpF1ðaÞÞ þ a

					 ¼ opð1Þ; ð5:13Þ
nj
Xn
t¼1
U7t1ðjÞ½IðEtpF1ðaÞÞ  a
!
L
Z 1
0
G7j1ðtÞ dK1ðt; aÞ in D½oðeÞ
; ð5:14Þ
where K1ðt; aÞ is a Kiefer process in D2 with the ﬁnite-dimensional distribution
K1ðt; *aÞ: Let gnt ¼ njUt1ðjÞ: By Lemma 5.1(c), we know that (5.1) is satisﬁed. By
Lemma 5.2, we have
sup
aAoðeÞ;jjsjjpM
nj
Xn
t¼1
Ut1ðjÞ½IðEtpF1ðaÞ þ gtðs; 0ÞÞ
					
 FðF1ðaÞ þ gtðs; 0ÞÞ  IðEtpF1ðaÞÞ þ a

					 ¼ opð1Þ: ð5:15Þ
By (5.14) and the continuous mapping theorem,
sup
aAoðeÞ
nj
Xn
t¼1
Ut1ðjÞ½IðEtpF1ðaÞÞ  a

					
					!L supaAoðeÞ
Z 1
0
Gj1ðtÞ dK1ðt; aÞ
				
				;
that is,
sup
aAoðeÞ
nj
Xn
t¼1
Ut1ðjÞ½IðEtpF1ðaÞÞ  a

					
					 ¼ Opð1Þ; ð5:16Þ
where j ¼ 1;y; a: By the triangle inequality, (5.15) and (5.16), we obtain
sup
aAoðeÞ;jjsjjpM
N11
Xn
t¼1
Ut1½IðEtpF1ðaÞ þ gtðs; 0ÞÞ
					
					
 FðF1ðaÞ þ gtðs; 0ÞÞ  IðEtpF1ðaÞÞ þ a

					
					 ¼ opð1Þ; ð5:17Þ
sup
aAoðeÞ
N11
Xn
t¼1
Ut1½IðEtpF1ðaÞÞ  a

					
					
					
					 ¼ Opð1Þ: ð5:18Þ
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Similarly, by Lemma 5.4(d), Theorem 2.1 and Lemmas 5.1 and 5.2, we can show
that
sup
aAoðeÞ;jjsjjpM
N12
Xn
t¼1
Vt1½IðEtpF1ðaÞ þ gtðs; 0ÞÞ
					
					
 FðF1ðaÞ þ gtðs; 0ÞÞ  IðEtpF1ðaÞÞ þ a

					
					 ¼ opð1Þ; ð5:19Þ
sup
aAoðeÞ
N12
Xn
t¼1
Vt1ðkÞ½IðEtpF1ðaÞÞ  a

					
					
					
					 ¼ Opð1Þ: ð5:20Þ
In a similar manner to (5.15) and (5.16), by (5.9), Lemma 5.5(d), Lemmas 5.1 and
5.2 and Theorem 2.1, we can show that
sup
aAoðeÞ;jjsjjpM
nj
Xn
t¼1
St1ðk; jÞ
Tt1ðk; jÞ
 
ðcos tyk; sin tykÞ½IðEtpF1ðaÞ þ gtðs; 0ÞÞ
					
					
 FðF1ðaÞ þ gtðs; 0ÞÞ  IðEtpF1ðaÞÞ þ a

					
					 ¼ opð1Þ; ð5:21Þ
sup
aAoðeÞ
nj
Xn
t¼1
St1ðk; jÞ
Tt1ðk; jÞ
 
ðcos tyk; sin tykÞ½IðEtpF1ðaÞÞ  a

					
					
					
					 ¼ Opð1Þ;
ð5:22Þ
where k ¼ 1;y; l and j ¼ 1;y; dk: Using the equation:
Yt1ðk; jÞsin yk ¼ cos yk½St1ðk; jÞcos ðt þ 1Þyk  Tt1ðk; jÞsin ðt þ 1Þyk

 sin yk½St1ðk; jÞsin ðt þ 1Þyk þ Tt1ðk; jÞcos ðt þ 1Þyk

ffor k ¼ 1;y; l and j ¼ 1;y; dk; and by (5.8), (5.21), (5.22), and the triangle
inequality, we can show that
sup
aAoðeÞ;jjsjjpM
jjN1kþ2
Xn
t¼1
Yt1ðkÞ½IðEtpF1ðaÞ þ gtðs; 0ÞÞ
 FðF1ðaÞ þ gtðs; 0ÞÞ  IðEtpF1ðaÞÞ þ a
jj ¼ opð1Þ; ð5:23Þ
sup
aAoðeÞ
jjN1kþ2
Xn
t¼1
Yt1ðkÞ½IðEtpF1ðaÞÞ  a
jj ¼ Opð1Þ: ð5:24Þ
Let *gt be 1 or any element of Zt1: Since fZt1g is stationary and ergodic, we have
ðn1Pnt¼1 *g2t Þ1=2 ¼ *gþ opð1Þ; where *g is a positive constant. By Lemma 5.1(a),
n1=2 max1ptpn j*gtj ¼ opð1Þ and max1ptpn jgtðs; 0Þj ¼ opð1Þ: Now applying
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Theorem 1.1 of [20] and Lemma 5.2, we can show that
sup
aAoðeÞ;jjsjjpM
1ﬃﬃﬃ
n
p
Xn
t¼1
*gt1½IðEtpF1ðaÞ þ gtðs; 0ÞÞ
					
 FðF1ðaÞ þ gtðs; 0ÞÞ  IðEtpF1ðaÞÞ þ a

					 ¼ opð1Þ; ð5:25Þ
sup
aAoðeÞ
1ﬃﬃﬃ
n
p
Xn
t¼1
*gt1½IðEtpF1ðaÞÞ  a

					
					 ¼ Opð1Þ: ð5:26Þ
By (5.12), (5.17), (5.19), (5.23), (5.25) and the triangle inequality, we can show that
(a) holds. Similarly by (5.12), (5.18), (5.20), (5.24) and (5.26), we can show that (b)
holds. This completes the proof. &
Lemma 5.7. Under the assumption of Theorem 3.1,
sup
aAoðeÞ
jjd0nTnðd1n ½ #fnðaÞ  fðaÞ
; aÞjj ¼ opð1Þ:
Proof. Denote Wn ¼ ½X1;y; Xn
0 and Yn ¼ ½1; y1;y; yn
0: Under model (1.1), the
rows of Wn are linearly independent a.s. and the columns of Wn are also linearly
independent a.s. (otherwise, Et will be Ft1-measurable). Let h be a subset of
f1;y; ng of size p þ 1 and Wh (or YhÞ be the subdesign matrix (or subresponse
vector) with row X 0i1; iAh (or coordinates yi; iAhÞ: Then Wh is invertible a.s. By a
linear programming algorithm given by Koenker and Bassett [14] and Koul and
Saleh [21], #fnðaÞ is a solution of the form b ¼W1h Yh: Furthermore, note that
Tnðd1n ½ #fnðaÞ  fðaÞ
; aÞ ¼
Pn
t¼1 Xt1fIðEtp½ #fnðaÞ  fðaÞ
0Xt1 þ F1ðaÞÞ  ag ¼Pn
t¼1 Xt1fIðyt  #f0nðaÞXt1p0Þ  ag: In a similar manner to [21], by the inequality
in (3.1) of Theorem 3.3 of [14], we can show that
sup
aAoðeÞ
jjd0nTnðd1n ½ #fnðaÞ  fðaÞ
; aÞjjp2ðp þ 1Þ max
1ptpn
jjd0nXt1jj:
By Lemma 5.1(a), this completes the proof. &
Proof of Theorem 3.1. Denote UnðaÞ ¼ d1n ½ #fnðaÞ  fðaÞ
: For any E; Z40; by
Lemma 5.7, there exists an integer n140 such that, when n4n1;
P sup
aAoðeÞ
jjd0nTnðUnðaÞ; aÞjj4Z
( )
oE:
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Thus, for a positive constant M; when n4n1;
PfjjUnðaÞjjXM; 8aAoðeÞg
pPfjjUnðaÞjjXM; jjd0nTnðUnðaÞ; aÞjjpZ; 8aAoðeÞg
þ Pfjjd0nTnðUnðaÞ; aÞjjXZ; 8aAoðeÞg
pP inf
jjs1jjXM
jjd0nTnðs1; aÞjjpZ; 8aAoðeÞ
 
þ E: ð5:27Þ
Note that s01d
0
nTnðls1; aÞ is a nondecreasing function of l for any aAð0; 1Þ and
s1ARpþ1: Writing s1 as s1 ¼ ls with lX1 and jjsjj ¼ M for any jjs1jjXM; by the
Cauchy–Schwarz inequality, we have
inf
jjsjj¼M
js0d0nTnðs; aÞjp infjjsjj¼M;lX1 js
0d0nTnðls; aÞjpM infjjs1jjXM jjd
0
nTnðs1; aÞjj:
Thus, by (5.27),
PfjjUnðaÞjjXM; 8aAoðeÞg
pP inf
jjsjj¼M
jjs0d0nTnðs; aÞjjpZM; 8aAoðeÞ
 
þ E: ð5:28Þ
Denote
On ¼ d0n
Xn
t¼1
Xt1X 0t1dn; qe ¼ inf
aAoðeÞ
qðaÞ;
RnðaÞ ¼ sup
jjsjj¼M
js0d0n½Tnðs; aÞ  Tnð0; aÞ
  s0OnsqðaÞj:
Since
js0d0nTnðs; aÞjX infjjsjj¼M ½s
0OnsqðaÞ
  RnðaÞ  sup
jjsjj¼M
js0d0nTnð0; aÞj;
by (5.28),
P jjUnðaÞjjXM; 8aAoðeÞf g
pP RnðaÞX infjjsjj¼M ½s
0OnsqðaÞ
  sup
jjsjj¼M
js0d0nTnð0; aÞj  ZM; 8aAoðeÞ
( )
þ E:
ð5:29Þ
By Theorem 3.5.1 of CW and (5.35) below, On converges to a matrix Ox in
distribution and Ox is positive deﬁnite a.s. Denote ln and l0 as the minimum
eigenvalues of On and Ox; respectively. Then ln converges to l0 in distribution with
l040 a.s. For the above E; there exists a constant c040 such that Pðl0oc0ÞoE=2:
Furthermore, there exists an integer n2 such that, when n4n2;
P inf
jjsjj¼M
s0Onsoc0M2
 
pPðlnoc0ÞoPðl0oc0Þ þ E=2oE: ð5:30Þ
ARTICLE IN PRESS
S. Ling, M. McAleer / Journal of Multivariate Analysis 89 (2004) 304–328 325
By Lemma 5.6(b), there exists a large constant M1 and an integer n3 such that, when
n4n3;
P sup
jjsjj¼M
js0d0nTnð0; aÞj4MM1; 8aAoðeÞ
 !
pPðjjd0nTnð0; aÞjj4M1; 8aAoðeÞÞoE: ð5:31Þ
Thus, by (5.30) and (5.31), when n4maxfn2; n3g;
P
(
RnðaÞX infjjsjj¼M ½s
0OnsqðaÞ
  sup
jjsjj¼M
js0d0nTnð0; aÞj  ZM; 8aAoðeÞ
)
pP RnðaÞX infjjsjj¼M ½s
0OnsqðaÞ
  sup
jjsjj¼M
js0d0nTnð0; aÞj  ZM;
(
sup
jjsjj¼M
js0d0nTnð0; aÞjpMM1; infjjsjj¼M ½s
0Ons
Xc0M2; 8aAoðeÞ
)
þ P sup
jjsjj¼M
js0d0nTnð0; aÞj4MM1; 8aAoðeÞ
 !
þ P inf
jjsjj¼M
½s0Ons
oc0M2
 
pP RnðaÞXc0M2qe  MM1  ZM; 8aAoðeÞ
 þ 2E: ð5:32Þ
We may choose M large enough such that c ¼ c0Mqe  M1  Z40: For the constant
c; by Lemma 5.6(a), there exists an integer n4 such that, when n4n4;
PfRnðaÞXMc; 8aAoðeÞg
pP sup
jjsjj¼M
jjd0n½Tnðs; aÞ  Tnð0; aÞ
  s0OnsqðaÞ
jjXc; 8aAoðeÞ
( )
oE: ð5:33Þ
Thus, by (5.29), (5.32) and (5.33), when n4maxfn1; n2; n3; n4g; PfjjUnðaÞjjXM;
8aAoðeÞgo4E: Finally, by Lemmas 5.6(a) and 5.7, we have
#fnðaÞ  fðaÞ ¼ ½qðaÞ
Xn
t¼1
Xt1X 0t1
1Tnð0; aÞ þ opðdnÞ;
where opðÞ holds uniformly for aAoðeÞ: This completes the proof. &
Proof of Theorem 3.2. Since Zt is a stationary and ergodic time series, by the
ergodic theorem, n1
Pn
t¼1 Zt1 ¼ opð1Þ and n1
Pn
t¼1 Zt1Z
0
t1 ¼ Sþ opð1Þ: By
Theorems 3.4.1 and 3.4.2 in CW, the quantities
Pn
t¼1 ðN11 Ut1V 0t1N12 Þ;Pn
t¼1ðN11 Ut1Y 0t1ðkÞN1kþ2Þ;
Pn
t¼1ðN12 Vt1Y 0t1ðkÞN1kþ2Þ; n1=2
Pn
t¼1ðN11 Ut1Z0t1Þ;
n1=2
Pn
t¼1 ðN12 Vt1Z0t1Þ and n1=2
Pn
t¼1 ðN1kþ2Yt1ðkÞZ0t1Þ converge to zero
in probability, where k ¼ 1;y; l: Furthermore, by Lemmas 5.3–5.5(a)–(c),
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we have
d1n
Xn
t¼1
Xt1B0t !
LfK01ð1; *aÞ; xð*aÞ; Zð*aÞ; z1ð*aÞ;y; zlð*aÞ; N*ag; ð5:34Þ
d1n
Xn
t¼1
Xt1X 0t1d
1
n !
L
diag
1 x
x
0
F
 
; F˜; H1;y; Hl ;S
 
: ð5:35Þ
By Theorem 3.5.1 of CW, the limiting matrix of (5.35) is positive deﬁnite a.s. By
Theorem 3.1,
d1n ½ #fnða1Þ  fða1Þ;y; #fnðamÞ  fðamÞ

¼  d1n
Xn
t¼1
Xt1X 0t1d
1
n
" #1
 d1n
Xn
t¼1
Xt1B0t
" #
diag
1
qða1Þ;y;
1
qðamÞ

 
þ opð1Þ: ð5:36Þ
Note that the random matrices and vectors involved in (5.34) and (5.35) are
functionals of the corresponding process of (2.8). By (5.34)–(5.36) and the
continuous mapping theorem, we complete the proof. &
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