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ON MAJORIZATION AND RANGE INCLUSION OF
OPERATORS ON HILBERT C∗-MODULES
XIAOCHUN FANG1, MOHAMMAD SAL MOSLEHIAN2, AND QINGXIANG XU3∗
Abstract. It is proved that for adjointable operators A and B between
Hilbert C∗-modules, certain majorization conditions are always equivalent
without any assumptions on R(A∗), where A∗ denotes the adjoint opera-
tor of A and R(A∗) is the norm closure of the range of A∗. In the case
that R(A∗) is not orthogonally complemented, it is proved that there al-
ways exists an adjointable operator B whose range is contained in that of
A, whereas the associated equation AX = B for adjointable operators is
unsolvable.
1. Introduction
Hilbert C∗-modules are generalizations of Hilbert spaces by allowing inner
products to take values in some C∗-algebras instead of the field of complex
numbers. Hilbert C∗-modules are useful tools in AW ∗-algebra theory, theory of
operator algebras, operator K-theory, group representation theory and theory
of operator spaces. Some basic properties of Hilbert spaces are no longer
valid in setting of Hilbert C∗-modules in their full generality. For example,
a closed submodule may not be orthogonally complemented and a bounded
linear operator between Hilbert C∗-modules may have no adjoint operator.
Therefore, when we are studying Hilbert C∗-modules, it is always of interest
under which conditions the results analogous to those for Hilbert spaces can
be reobtained, as well as which more general situations might appear.
Douglas [2] studied the equation AX = B for bounded linear operators on
Hilbert spaces, and gave his so-called Douglas theorem. This result extensively
applied in division and quotients of operators, operator equations, operator
range inclusions, generalized inverses, and operator inequalities. This is not
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the case in more general situations, e.g. in the framework of Banach spaces.
There however are some variants of this theorem under some conditions in
various settings, see e.g. [1, 5, 9, 10, 11] and references therein.
A generalization of Douglas theorem to the Hilbert C∗-module case was
given in [3], which can be stated as follows:
Theorem 1.1. [3, Theorem 1.1] Let A be a C∗-algebra, E,H and K be Hilbert
A-modules. Let T ∈ L(E,K) and T ′ ∈ L(H,K) be such that R(T ∗) is orthog-
onally complemented. Then the following statements are equivalent:
(i) T ′(T ′)∗ ≤ λTT ∗ for some λ > 0;
(ii) There exists µ > 0 such that ‖(T ′)∗z‖ ≤ µ‖T ∗z‖, for any z ∈ K;
(iii) There exists a solution X ∈ L(H,E) of the so-called Douglas equation
T ′ = TX;
(iv) R(T ′) ⊆ R(T ).
Much attention has been paid since the publication of [3], and Theorem 1.1
was cited in many literatures; see the references in [12] as well as [4]. It follows
from the proof of [3, Theorem 1.1] that “(iv)=⇒ (ii)” and “(ii)+(iv)=⇒ (iii)=⇒
(i)=⇒ (ii)” are true. Clearly, “(iii)=⇒ (iv)” is valid, so conditions (iii) and (iv)
in Theorem 1.1 are really equivalent if R(T ∗) is orthogonally complemented.
Unfortunately, a counterexample is constructed in [12] which indicates that the
implication “(i)=⇒ (iv)” is false even if R(T ∗) is orthogonally complemented.
A gap is then contained in [3] to the proof of the implication “(ii)=⇒ (i)”, see
also [7].
The purpose of this paper is to cover the gap mentioned above, and to inves-
tigate the equivalence of the conditions above when R(T ∗) is not orthogonally
complemented. Actually, we will prove, without taking account R(T ∗) is or-
thogonally complemented or not, conditions (i) and (ii) are always equivalent;
see Corollary 2.5. It is remarkable that the same is not true for conditions
(iii) and (iv). In fact, for any Hilbert A-module E,K, and any operator
T ∈ L(E,K), a Hilbert A-module G and an operator S ∈ L(G,K) can be
introduced as (3.1) such that R(S) is contained in R(T ) evidently, whereas
the equation S = TX forX ∈ L(G,E) is solvable only ifR(T ∗) is orthogonally
complemented.
The rest of this paper is arranged as follows. In Section 2, we first recall
some basic knowledge about Hilbert C∗-modules. Based on a slight modifi-
cation of the proof of [6, Lemma 3.4], an inequality is clarified in Lemma 2.3
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for the square of two positive elements in a C∗-algebra. As an application,
the equivalence of two majorization conditions is proved in Theorem 2.4. The
equivalence of conditions (i) and (ii) then follows directly without any as-
sumptions on R(T ∗). In Section 3, we focus on the study of the orthogonally
complemented condition for R(T ∗). Two equivalent conditions are provided
in Theorem 3.2, which indicate the mentioned unsolvbility of the equation
S = TX for X ∈ L(G,E) when R(T ∗) is not orthogonally complemented.
Finally, an example is constructed in Proposition 3.4 where T ∈ L(H,K) and
T ′ ∈ L(K) are such that R(T ′) is contained in R(T ) properly, whereas the
equation TX = T ′ for X ∈ L(K,H) in unsolvable.
2. Equivalence of two majorization conditions
Throughout the rest of this paper, A is a C∗-algebra. An inner-product
A-module is a linear space E which is a right A-module, together with a map
(x, y)→ 〈x, y〉 : E×E → A such that for any x, y, z ∈ E, α, β ∈ C and a ∈ A,
the following conditions hold:
(i) 〈x, αy + βz〉 = α〈x, y〉+ β〈x, z〉;
(ii) 〈x, ya〉 = 〈x, y〉a;
(iii) 〈y, x〉 = 〈x, y〉∗;
(iv) 〈x, x〉 ≥ 0, and 〈x, x〉 = 0⇐⇒ x = 0.
An inner-product A-module E which is complete with respect to the induced
norm (‖x‖ = √‖〈x, x〉‖ for x ∈ E) is called a (right) Hilbert A-module.
A closed submodule F of a Hilbert A-module E is said to be orthogonally
complemented if E = F ⊕ F⊥, where
F⊥ = {x ∈ E : 〈x, y〉 = 0 for any y ∈ F} .
Now suppose that H and K are two Hilbert A-modules, let L(H,K) be the
set of operators T : H → K for which there is an operator T ∗ : K → H such
that
〈Tx, y〉 = 〈x, T ∗y〉 for any x ∈ H and y ∈ K.
It is known that any element T ∈ L(H,K) must be a bounded linear operator,
which is also A-linear in the sense that T (xa) = (Tx)a, for x ∈ H and a ∈ A.
We call L(H,K) the set of adjointable operators from H to K. For any
T ∈ L(H,K), the range and the null space of T are denoted by R(T ) and
N (T ), respectively. In case H = K, L(H,H) which is abbreviated to L(H), is
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a C∗-algebra. Let L(H)+ be the set of positive elements in L(H), which can
be characterized as follows:
Lemma 2.1. [6, Lemma 4.1] Let H be a Hilbert A-module and T ∈ L(H).
Then T ∈ L(H)+ if and only if 〈Tx, x〉 ≥ 0 for all x in H.
For any C∗-algebraB, letB+ be the set of all positive elements ofB. Trivial
as it is, the following lemma is stated for the sake of completeness.
Lemma 2.2. [8, Proposition 1.3.5] Let B be a C∗-algebra and x, y ∈ B+ be
such that x ≤ y. Then ‖x‖ ≤ ‖y‖ and z∗xz ≤ z∗yz for each z ∈ B.
Along the same line in the proof of [6, Lemma 3.4], we get a lemma as
follows:
Lemma 2.3. Let B be a C∗-algebra and a, b ∈ B+ be such that
‖ac‖ ≤ ‖bc‖ for all c ∈ B+. (2.1)
Then a2 ≤ b2.
Proof. Without loss of generality, we may assume that ‖a‖ ≤ 1 and ‖b‖ ≤ 1.
Suppose that the inequality a2 ≤ b2 is not true. Then there exists t0 ∈ sp(a2−
b2) such that t0 > 0, where sp(a
2 − b2) denotes the spectrum of a2 − b2. It
follows that
m = max
{
t : t ∈ sp(a2 − b2)} > 0.
Let f be any continuous real-valued function defined on the real line such
that
0 ≤ f(t) ≤ 1 for all t ∈ (−∞,+∞),
f(t) = 0 for all t ∈ (−∞, m
2
],
f(t) = 1 for all t ∈ [m,+∞).
Put c = f(a2 − b2). Then c ∈ B+ since f is nonnegative. By use of the
functional calculus [8, Sec. 1.1], we have
‖c(a2 − b2)c‖ = max{tf(t)2 : t ∈ sp(a2 − b2)} = m > 0. (2.2)
Since t > m
2
whenever f(t) 6= 0, it follows again by use of the functional
calculus that
c(a2 − b2)c ≥ m
2
c2. (2.3)
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Note that cb2c is self-adjoint, so there exists a state ρ acting on B such that
ρ(cb2c) = ‖cb2c‖. Then by (2.3) and the assumption ‖b‖ ≤ 1, we have
‖ca2c‖ ≥ ρ(ca2c) ≥ ρ(cb2c) + m
2
ρ(c2) ≥ m+ 2
2
ρ(cb2c) =
m+ 2
2
‖cb2c‖.
This shows that if cb2c 6= 0, then ‖ca2c‖ > ‖cb2c‖. On the other hand, if
cb2c = 0, then it follows from (2.2) that ‖ca2c‖ > 0. So in either case we have
‖ac‖2 = ‖ca2c‖ > ‖cb2c‖ = ‖bc‖2,
in contradiction to the assumption that ‖ac‖ ≤ ‖bc‖. 
Now, we state the main result of this section as follows:
Theorem 2.4. Let E,H and K be Hilbert A-modules, T ∈ L(E,K) and
S ∈ L(H,K). Then the following two statements are equivalent:
(i) TT ∗ ≤ SS∗;
(ii) ‖T ∗x‖ ≤ ‖S∗x‖ for all x ∈ K.
Proof. “(i)=⇒(ii)” follows directly from Lemmas 2.1 and 2.2.
“(ii)=⇒(i)”: Given any x ∈ K, let a = 〈TT ∗x, x〉, b = 〈SS∗x, x〉. Then
a, b ∈ A+, and for any c ∈ A+, it holds that
‖a 12 c‖2 = ‖cac‖ = ‖c〈TT ∗x, x〉c‖ = ‖〈TT ∗(xc), (xc)〉‖
≤ ‖〈SS∗(xc), (xc)〉‖ = ‖b 12 c‖2.
Therefore, by Lemma 2.3, we have a ≤ b, and thus
〈TT ∗x, x〉 ≤ 〈SS∗x, x〉 for all x ∈ K,
which means, by Lemma 2.1, that TT ∗ ≤ SS∗. 
A direct application of the preceding theorem is as follows:
Corollary 2.5. Let E,H and K be Hilbert A-modules, T ∈ L(E,K) and
S ∈ L(H,K). Then the following two statements are equivalent:
(i) T ′(T ′)∗ ≤ λTT ∗ for some λ > 0;
(ii) There exists µ > 0 such that ‖(T ′)∗z‖ ≤ µ‖T ∗z‖ for all z ∈ K.
Remark 2.6. Let E,H and K be Hilbert A-modules, and let T ∈ L(E,K) and
T ′ ∈ L(H,K) be such that T ′(T ′)∗ ≤ λ0TT ∗ for some λ0 > 0. Put
α = inf{λ : T ′(T ′)∗ ≤ λTT ∗}.
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Since L(K)+ is a closed cone, we have T ′(T ′)∗ ≤ αTT ∗ = (
√
αT ) (
√
αT )
∗
. It
follows from Theorem 2.4 that
‖(T ′)∗z‖ ≤ √α ‖T ∗z‖ for all z ∈ K. (2.4)
Put V1 : R(T ∗) → R ((T ′)∗), V1(T ∗z) = (T ′)∗z for any z ∈ K. Then by (2.4)
V1 is well-defined and can be extended to be a bounded linear operator V from
R(T ∗)⊕N (T ) to H , such that V ∣∣
N (T )
= 0 and ‖V ‖ ≤ √α. For any z ∈ K, it
holds that
‖(T ′)∗z‖ = ‖V (T ∗z)‖ ≤ ‖V ‖ ‖T ∗z‖ = ‖(‖V ‖T )∗ z‖ .
Once again from Theorem 2.4 we conclude that T ′(T ′)∗ ≤ ‖V ‖2TT ∗. Hence
α ≤ ‖V ‖2 and furthermore α = ‖V ‖2. By definition we have V T ∗ = (T ′)∗, it
may however happen that T ′ 6= TV ∗ since V ∗ may not exist.
3. Characterization of the orthogonally complemented
condition
Let E,K be Hilbert A-modules and T be in L(E,K). In this section, we
study the orthogonally complemented condition forR(T ∗), and the equivalence
of conditions (iii) and (iv) in Theorem 1.1.
Lemma 3.1. [6, Theorem 3.2] Let E,K be Hilbert A-modules and suppose that
T ∈ L(E,K) has closed range. Then R(T ) is orthogonally complemented.
Now for any T ∈ L(E,K), let
G = R(T ∗) and S be the restriction of T on G. (3.1)
Clearly, R(S) ⊆ R(T ) and S ∈ L(G,K) which satisfies
S∗u = T ∗u for all u ∈ K. (3.2)
Theorem 3.2. Let E,K be Hilbert A-modules and T be in L(E,K). Then
the following statements are equivalent:
(i) R(T ∗) is orthogonally complemented;
(ii) For any Hilbert A-module H and any T ′ ∈ L(H,K), the equation T ′ =
TX for X ∈ L(H,E) is solvable whenever R(T ′) ⊆ R(T );
(iii) The equation S = TX for X ∈ L(G,E) is solvable, where G and S are
defined by (3.1).
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If condition (i) is satisfied and T ′ ∈ L(H,K) is such that R(T ′) ⊆ R(T ), then
there exists a unique D ∈ L(H,E) which satisfies
T ′ = TD and R(D) ⊆ N (T )⊥. (3.3)
In this case,
‖D‖2 = inf {λ : T ′(T ′)∗ ≤ λTT ∗} . (3.4)
Proof. “(i)=⇒(ii)” follows from the proof of [3, Theorem 1.1]. “(ii)=⇒(iii)” is
obvious.
“(iii)=⇒(i)”: Suppose that there exists X ∈ L(G,E) such that S = TX .
Taking ∗-operation, we get X∗T ∗ = S∗. This, together with (3.2) and the
definition of G given by (3.1), yields
X∗z = z for all z ∈ G. (3.5)
Note that X∗ ∈ L(E,G), so by (3.5) we conclude that R(X∗) = G, which is
closed. It follows from Lemma 3.1 that G is orthogonally complemented.
Suppose that condition (i) is satisfied and R(T ′) ⊆ R(T ). By the proof of
[3, Theorem 1.1] we know that in this case, condition (ii) in Theorem 1.1 is
satisfied and the operator V defined in Remark 2.6 is adjointable such that
V ∗ is the unique solution to (3.3). Furthermore, by Remark 2.6 we know that
‖V ∗‖2 = ‖V ‖2 = inf{λ : T ′(T ′)∗ ≤ λTT ∗}. 
Remark 3.3. Let T ∈ L(E,K) be such that R(T ∗) is not orthogonally com-
plemented. Then from the preceding theorem we conclude that the equation
S = TX for X ∈ L(G,E) is unsolvable, where G and S are defined by (3.1).
This kind of unsolvability may also happen for other Hilbert A-modules H and
certain operator T ′ ∈ L(H,K). Such an example is as follows:
Proposition 3.4. There exist Hilbert A-modules H,K, and T ∈ L(H,K) and
T ′ ∈ L(K) such that R(T ′) is contained in R(T ) properly, whereas the equation
TX = T ′ for X ∈ L(K,H) has no solution.
Proof. Let E be any countably infinite dimensional Hilbert space, B(E) (resp.K(E))
be the set of all bounded (resp. compact) linear operators on E, and IE be the
identity operator on E. Let A = B(E), H = B(E) and K = K(E). Then
H and K are Hilbert A-modules whose A-valued inner-products are given by
〈x, y〉 = x∗y for any x, y ∈ H and x, y ∈ K, respectively.
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Choose any element s ∈ K+ such that sK = K, where sK = {sy : y ∈
K} and sK denotes the norm closure of sK (see [12, Example 3.1] for the
construction of such an element s). Let T ∈ L(H,K) be defined by
T (x) = sx for any x ∈ H. (3.6)
Then clearly, T ∗ ∈ L(K,H) and T ′ def= (TT ∗) 12 ∈ L(K) are given by
T ∗(y) = T ′(y) = sy for any y ∈ K. (3.7)
As IE ∈ H and K ⊆ H , it follows from (3.6) and (3.7) that s ∈ R(T ) and
R (T ′) ⊆ R(T ). We prove that s /∈ R (T ′). Indeed, if s = sy for some y ∈ K,
then y∗s = s, which means by sK = K that y∗z = z for all z ∈ K. This
happens only if IE = y
∗ ∈ K, in contradiction to the assumption that E is
infinite dimensional. This completes the proof thatR(T ′) is contained inR(T )
properly.
Assume that there exists X ∈ L(K,H) such that TX = T ′. Taking ∗-
operation, we get X∗T ∗ = T ′. This, together with (3.7) and the equality
sK = K, yields X∗y = y for all y ∈ K. Thus, for any u, v ∈ K, we have
(Xu)∗v = 〈Xu, v〉 = 〈u,X∗v〉 = 〈u, v〉 = u∗v,
which means that (Xu)∗ = u∗, and hence Xu = u for any u ∈ K.
Put a = X∗(IE). Then a ∈ K. For any u ∈ K, we have
u∗ = 〈u, IE〉 = 〈Xu, IE〉 = 〈u, a〉 = u∗a.
Taking ∗-operation, we get a∗u = u for any u ∈ K, hence a∗ = IE ∈ K, which
is a contradiction. 
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