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DIFFERENCE SETS AND POSITIVE EXPONENTIAL SUMS I.
GENERAL PROPERTIES
MA´TE´ MATOLCSI AND IMRE Z. RUZSA
Abstract. We describe general connections between intersective properties of sets in
Abelian groups and positive exponential sums. In particular, given a set A the maximal
size of a set whose difference set avoids A will be related to positive exponential sums
using frequencies from A.
1. Introduction
This work studies the difference-intersective property of sets, that is, the maximal size
(or density) of a set whose difference set avoids a given set. We will explore connections
to positive exponential sums using frequencies from the given set. In this first part we
establish some general properties for sets in finite commutative groups. In the second
part we plan to consider power residues in Zm, and in the third part sets of k-th powers
in Z.
Difference sets are always symmetric and contain 0; similarly, the spectrum of a
positive exponential sum is symmetric and contains 0. This motivates the following
definition.
Definition 1.1. Let G be a finite commutative group. We call a set A ⊂ G a standard
set, if A = −A and 0 ∈ A.
We found the above version the most comfortable to work with; other versions are
also possible.
Definition 1.2. Let G be a finite commutative group, |G| = q, and let A ⊂ G be a
standard set. Write
∆(A) = max
{|B| : B ⊂ G, (B − B) ∩ A = {0}},
∆(A) = max
{|B| : B ⊂ G,B − B ⊂ A},
δ(A) = ∆(A)/q,
δ(A) = 1/∆(A).
We call δ(A) the measure of intersectivity of the set A.
Next we list the quantities related to positive character sums. We fix our notation as
follows. A character is a homomorphism into
C1 = {z ∈ C : |z| = 1}.
The set of all characters is the dual group of G, denoted by Gˆ. We will use additive
notation for G and multiplicative notation for Gˆ, and accordingly 1 ∈ Gˆ denotes the
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identity element of Gˆ, the principal character. The Fourier transform of a function f
on G is defined as
fˆ(γ) =
∑
x∈G
γ(x)f(x).
We define certain classes of functions, whose behaviour on A and G \A is prescribed
in various senses. The notation f 6≡ 0 means that f is not identically zero. Put
S(A) = {f : G→ R, f 6≡ 0, f |G\A = 0} ,
S−(A) = {f : G→ R, f 6≡ 0, f |G\A ≤ 0} ,
S+(A) = {f : G→ R, f 6≡ 0, f |G\A = 0, f |A ≥ 0} ,
S±(A) = {f : G→ R, f 6≡ 0, f |G\A ≤ 0, f |A ≥ 0} .
These classes of functions are used to define the relevant quantities in relation with
positive exponential sums.
Definition 1.3. Let G be a finite commutative group, |G| = q, and let A ⊂ G be a
standard set. Write
λ(A) = min
{
f(0)
fˆ(1)
: f ∈ S(A), fˆ(γ) ≥ 0 for all γ
}
,
λ−(A) = min
{
f(0)
fˆ(1)
: f ∈ S−(A), fˆ(γ) ≥ 0 for all γ
}
,
λ+(A) = min
{
f(0)
fˆ(1)
: f ∈ S+(A), fˆ(γ) ≥ 0 for all γ
}
,
λ±(A) = min
{
f(0)
fˆ(1)
: f ∈ S±(A), fˆ(γ) ≥ 0 for all γ
}
.
Sometimes λ(A) is called the Tura´n constant, λ−(A) the Delsarte constant of the set A
(for the history of these names and some related problems see [13]).
Of these quantities λ± seems to be the least interesting; we include it to exhaust
all possible combinations of restrictions on A and G \ A. Seemingly these definitions
depend on the ambient group G; in the next section we will show that this is not the
case, so the notations are justified.
We shall study inequalities between these numbers; how they change under set-
theoretical operations (union, intersection, complement, direct product); and how they
behave for a random set.
The main inequality connecting the various δ and λ quantities is the following.
Theorem 1.4. Let G be a finite commutative group, |G| = q, and let A ⊂ G be a
standard set. We have
(1.1) 1/q ≤ δ(A) ≤ λ−(A) ≤
{
λ(A)
λ±(A)
}
≤ λ+(A) ≤ δ(A) ≤ 1.
All the inequalities can hold with equality, as well as with strict inequality. There is
no inequality between λ(A) and λ±(A); each can be greater than the other, and they can
also be equal.
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We will prove this theorem in Section 3. The main unsolved problem is whether there
is any connection between these quantities in the other direction.
Problem 1.5. Is there a function f : [0, 1] → [0, 1] such that f(x) → 0 as x → 0 and
we have always λ−(A) ≤ f(δ(A))? Is there such a function for which we have always
λ(A) ≤ f(λ−(A))?
This question can be asked for any other pair of the quantities defined above. We
have the following partial answer.
Theorem 1.6. (a) Let G be a finite commutative group, |G| = q, and assume that 3 ∤ q.
There is a standard set A ⊂ G such that δ(A) = 1/2 and
λ+(A) ≤ cq−1/6(log q)1/2,
with an absolute constant c.
(b) Let ε > 0. For every sufficiently large n there is a standard set A ⊂ Zn2 such that
λ(A) < ε, λ±(A) > 1/2− ε.
(c) Let ε > 0. For infinitely many values of q there is a standard set A ⊂ Zq such
that
δ(A) < ε, λ+(A) > 1/2− ε.
We will prove part (a) of this theorem in Section 9 and part (b) in Section 10. Part
(c) is essentially a theorem of Bourgain [3] Bourgain’s setting and terminology is quite
different from ours. We do not give an account of his method in the hope that the
stronger result in part (b) can also be extended to cyclic groups. We also remark here
that the most difficult part in the proof of part (b) is a result of Samorodnitsky [15];
more details are given in Section 10.
Most of the defined quantities make sense also in infinite groups; the exception is
δ, whose definition involves division by q. Here the proper generalization involves a
concept of density; a very general formulation in locally Abelian groups can be found
in a paper of Re´ve´sz [13]. Here we restrict our attention to the finite case.
It seems to be difficult to say anything nontrivial about the cases of equality in
Theorem 1.4. However, the extremal values are easily described.
Proposition 1.7. Let G be a finite commutative group, |G| = q, and let A ⊂ G be a
standard set.
(a) If A = G, then
(1.2) δ(A) = λ−(A) = λ(A) = λ±(A) = λ+(A) = δ(A) = 1/q.
In any other case δ(A) ≥ 2/q.
(b) If A = {0}, then
(1.3) δ(A) = λ−(A) = λ(A) = λ±(A) = λ+(A) = δ(A) = 1.
In any other case δ(A) ≤ 1/2.
Both statements are immediate consequences of the definitions.
4 MA´TE´ MATOLCSI AND IMRE Z. RUZSA
2. Invariance properties
In Definition 1.2 and 1.3 the ambient group G occurs. A set A may be a subset of
several groups (they being subgroups of a common group), and the definitions could,
in principle, return different values. We show here that this is not the case, hence our
notations δ(A), λ(A), etc. are justified.
To formulate the results rigorously we temporarily extend the notation and write
δ(A,G), λ(A,G), . . . , instead. Also, it will be convenient to introduce the following
general notation.
Definition 2.1. If X is a subset of Y , and f : Y → R is a function on Y then fX
denotes the restriction of f to X . Conversely, if g : X → R is a function on X then gY
denotes the extension of g to Y with value 0 outside X .
Theorem 2.2. Let G be a commutative group, G1, G2 finite subgroups of G, and A ⊂
G1 ∩G2 a standard set. Let ϕ be any of the functionals δ, δ, λ, λ−, λ+, λ±. We have
ϕ(A,G1) = ϕ(A,G2).
Proof. The claim is obvious for δ, whose definition does not contain any reference to G.
We prove the rest.
First we consider the particular case when G2 = G. Write |G1| = q1, |G| = q.
Consider the case of δ. Let B,B1 be the maximal sets in G and G1, resp., with the
property that
(B −B) ∩ A = (B1 − B1) ∩ A = {0}.
Consider a coset t+G1 of G1. Since the set Bt = (t+G1)∩B satisfies B′t = Bt− t ⊂ G1
and (B′t − B′t) ∩ A ⊂ {0}, we conclude |Bt| ≤ |B1|. Applying this for each coset and
summing we obtain |B| ≤ (q/q1)|B1|. On the other hand, take a representative from
each coset, say t1, . . . , tq/q1. The set
⋃
(ti +B1) demonstrates |B| ≥ (q/q1)|B1| .
Consider now the case when ϕ is any of the functionals λ, λ−, λ+, λ±. First, if f :
G1 → R is an appropriate function with f(0)/fˆ(0) = ϕ(A,G1) then it is straightforward
to see that fG has all the required properties to testify that ϕ(A,G) ≤ ϕ(A,G1).
To see the reverse inequality assume that g : G→ R is an appropriate function with
g(0)/gˆ(1) = ϕ(A,G), and consider the restricted function h = gG1 . If ϕ = λ or λ
+ then
h obviously testifies that ϕ(A,G1) ≤ ϕ(A,G). In the case ϕ = λ− or λ± we still have
h(0) = g(0) and hˆ(1) ≤ gˆ(1), and therefore h(0)/hˆ(1) ≤ ϕ(A,G). Also, h falls into the
class S−(A,G1) or S±(A,G1). It remains to show that the Fourier coefficients of h are
nonnegative. To see this, let γ ∈ Gˆ1 and consider all ψ ∈ Gˆ such that ψG1 = γ. There
exist q/q1 such characters ψ. Then
(2.1)
0 ≤
∑
ψ:ψG1=γ
gˆ(ψ) =
∑
ψ
∑
x∈G
ψ(x)g(x) =
∑
ψ
∑
x∈G1
ψ(x)g(x) +
∑
ψ
∑
x/∈G1
ψ(x)g(x)
=
q
q1
hˆ(γ) +
∑
x/∈G1
(
g(x)
∑
ψ
ψ(x)
)
=
q
q1
hˆ(γ)
where we have used that the inner summation in the last sum always returns 0. This
shows that hˆ(γ) ≥ 0.
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Finally, in the general case, G1, G2 ≤ G, let H ≤ G be the subgroup generated by
G1 and G2. Then H is also finite, and by the argument above ϕ(A,G1) = ϕ(A,H) =
ϕ(A,G2). 
3. The basic inequality
In this section we prove Theorem 1.4. We will only prove δ(A) ≤ λ−(A) and λ+(A) ≤
δ(A), the other inequalities are trivial.
To see δ(A) ≤ λ−(A), assume f ∈ S−(A) is any function such that fˆ ≥ 0, and B ⊂ G
is such that (B − B) ∩ A = {0}. Introduce the function Bˆ(γ) =∑b∈B γ(b), and notice
that |Bˆ(γ)|2 = ∑b1,b2∈B γ(b1 − b2). We now evaluate the sum S = ∑γ∈Gˆ fˆ(γ)|Bˆ(γ)|2.
On the one hand, all terms are nonnegative, hence by considering the term γ = 1 only
we get a lower bound S ≥ fˆ(1)|B|2. On the other hand, by exchanging the order of
summation and using the Fourier inversion formula we obtain
S =
∑
γ
∑
b1,b2
fˆ(γ)γ(b1 − b2) =
∑
b1,b2
∑
γ
fˆ(γ)γ(b1 − b2) = q
∑
b1,b2
f(b1 − b2).
In the last summation all the terms are non-positive by assumption, except when b1 = b2.
Hence, S ≤ f(0)|B|, and comparing the lower and upper bounds |B|
q
≤ f(0)
fˆ(1)
follows.
To see λ+(A) ≤ δ(A), assume B ⊂ G is such that B − B ⊂ A. Define the function
f : G → R by setting f(x) to be the number of ways x can be written in the form
x = b1 − b2 where b1, b2 ∈ B. In other words, f = 1B ∗ 1−B. Clearly, f ∈ S+(A) and
f(0)
fˆ(0)
=
|B|
|B|2 =
1
|B| .
Furthermore, fˆ = |1ˆB|2 ≥ 0, so f satisfies each criterion in the definition of λ+(A), and
we conclude that λ+(A) ≤ 1/|B|.
Example 3.1. The cases when all our quantities are equal are connected with tilings.
Indeed, assume that δ(A) = δ(A) = δ, say. Take sets B,B such that
|B| = δq, (B −B) ∩A = {0},
|B| = 1/δ, (B −B) ⊂ A.
The conditions on difference sets imply that all the sums x+y : x ∈ B, y ∈ B are distinct
and their number is |B||B| = q, so (B,B) is a tiling of G. Conversely, any tiling (B,B)
induces examples of equality as follows. Take any set E ⊂ G \ ((B − B) ∪ (B − B)).
The set A = (B − B) ∪ E satisfies δ(A) ≤ 1/|B| and δ(A) ≥ |B − B|/q = 1/|B|, hence
δ(A) = δ(A) = 1/|B|.
Example 3.2. Let q be a prime, q ≡ 1 (mod 4), G = Zq and let A be the set of
quadratic residues. By the familiar propertes of Gaussian sums one easily shows that
λ−(A) = λ+(A) = 1/
√
q (the case of composite q is more difficult). On the other hand
δ(A) < 1/
√
q < δ(A), since the δ’s must be rational. It is natural to conjecture that δ
is much smaller, perhaps of size O
(
(log q)c
)
, like for a random set (for random sets see
Section 9), but nothing much stronger than 1/
√
q is known.
Examples where the λ’s are different, as well as examples where the δ’s are very
different from the λ’s, will be given in Sections 9 and 10.
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4. Complements and linear duality
Definition 4.1. Two standard sets in a groupG are standard complements, if A∪A′ = G
and A ∩A′ = {0}.
The various quantities δ and λ of standard complements are nicely related to each
other by the following theorem.
Theorem 4.2. Let G be a finite commutative group, |G| = q, and let A,A′ ⊂ G be
standard complements. We have
(4.1) δ(A)δ(A′) = λ(A)λ(A′) = λ−(A)λ+(A′) = λ±(A)λ±(A′) = 1/q.
We express this by saying that δ and δ are dual quantities, and so are λ− and λ+,
while λ and λ± are self-dual.
Proof. The relation δ(A)δ(A′) = 1/q is clear from ∆(A′) = ∆(A).
We prove the other three equalities. Let ϕ denote one of the functionals λ, λ−, λ±
and ϕ′ its dual, i.e. λ, λ+, λ±, respectively.
First we show the easy inequality 1/q ≤ ϕ(A)ϕ′(A′). To this end take any two
functions f1 and f2 satisfying the requirements in the definition of ϕ(A) and ϕ
′(A′).
Consider the function h = f1f2. Then h(0) = f1(0)f2(0) and
hˆ(1) =
1
q
(fˆ1 ∗ fˆ2)(1) ≥ 1
q
(fˆ1(1)fˆ2(1)).
Also, by the signs of f1 and f2 we see that h is non-positive everywhere except at 0.
Therefore h(0) ≥ hˆ(1) which implies
f1(0)f2(0) ≥ 1
q
(fˆ1(1)fˆ2(1)).
To prove the converse inequality we will apply linear duality. Let f be any real func-
tion on G and consider the values f(x) as variables (as x ranges through G). Consider
the following systems of inequalities:
For ϕ = λ:
(4.2) f(x) = 0 if x /∈ A,
∑
x∈G
f(x) ≥ 1,
∑
x∈G
f(x)γ(x) ≥ 0 if 1 6= γ ∈ Gˆ
For ϕ = λ−:
(4.3) f(x) ≤ 0 if x /∈ A,
∑
x∈G
f(x) ≥ 1,
∑
x∈G
f(x)γ(x) ≥ 0 if 1 6= γ ∈ Gˆ
For ϕ = λ±:
(4.4)
f(x) ≤ 0 if x /∈ A, f(x) ≥ 0 if x ∈ A,
∑
x∈G
f(x) ≥ 1,
∑
x∈G
f(x)γ(x) ≥ 0 if 1 6= γ ∈ Gˆ
In each case we know that the inequalities imply f(0) ≥ ϕ(A). Therefore, by the
principle of linear duality (see e.g. [18] Theorem 5.2 for a convenient formulation), the
inequality f(0) ≥ ϕ(A) is the weighted linear combination of the inequalities above, i.e.
there exist coefficients h1(1) ≥ 0, h1(γ) ≥ 0 (for γ 6= 1), and h2(x) (with appropriate
signs for x ∈ A and x /∈ A; see the restrictions below), such that
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f(0) = h1(1)
(∑
x∈G
f(x)
)
+
∑
γ 6=0
h1(γ)
(∑
x∈G
f(x)γ(x)
)
+
∑
x∈G
h2(x)f(x)
≥ h1(1) = ϕ(A).
(4.5)
The restrictions for h2(x) are as follows:
For ϕ = λ:
(4.6) h2(x) = 0 if x ∈ A
For ϕ = λ−:
(4.7) h2(x) = 0 if x ∈ A, h2(x) ≤ 0 if x /∈ A
For ϕ = λ±:
(4.8) h2(x) ≥ 0 if x ∈ A, h2(x) ≤ 0 if x /∈ A
From (4.5) we conclude that h1(1) = ϕ(A). Let g : G → R be the function such
that gˆ = h1. Then gˆ ≥ 0 by definition. Also, gˆ(1) = ϕ(A), and qg(0) =
∑
γ∈Gˆ h1(γ) =
1−h2(0), as it is the coefficient of f(0) in (4.5). For any x 6= 0, comparing the coefficients
of f(x) in (4.5) we get
0 =
∑
γ∈Gˆ
h1(γ)γ(x) + h2(x) = qg(x) + h2(x),
which implies the following inequalities:
For ϕ = λ:
(4.9) g(x) = 0 if x ∈ A (x 6= 0)⇒ g ∈ S(A′).
For ϕ = λ−:
(4.10) g(x) = 0 if x ∈ A (x 6= 0), g(x) ≥ 0 if x /∈ A⇒ g ∈ S+(A′).
For ϕ = λ±:
(4.11) g(x) ≤ 0 if x ∈ A (x 6= 0), g(x) ≥ 0 if x /∈ A⇒ g ∈ S±(A′).
Therefore, the function g testifies that
ϕ′(A′) ≤ 1− h2(0)
qϕ(A)
≤ 1
qϕ(A)
.

Remark. Perhaps the first application of linear duality to this sort of problem is in a
paper by the second author[14]; a good account can be found in Montgomery’s book[10].
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5. Automorphisms
In this section we state some simple but useful properties of the behaviour of our
quantities under automorphisms.
Proposition 5.1. Let G be a finite commutative group, pi an automorphism of G and
let ϕ be any of the functionals δ, δ, λ, λ−, λ+, λ±. For every A ⊂ G we have
ϕ(A) = ϕ(pi(A)).
We omit the simple proof. As an application, let q be a prime, q ≡ 1 (mod 4),
G = Zq, and let A be the set of quadratic residues. The standard complement of A is
A′, the set of nonresidues. Since the multiplication by a nonresidue is an automorphism
that transforms A into A′, we have ϕ(A) = ϕ(A′) for any of the above functionals.
On the other hand, from Theorem 4.2 we know that λ(A)λ(A′) = λ±(A)λ±(A′) =
1/q, so we immediately get that λ(A) = λ±(A) = 1/
√
q. While this fact, and also
the values of λ+(A) and λ−(A) are easily found directly using Gaussian sums, it is
somewhat surprising that we can find them without resorting to any real number theory.
Unfortunately this argument does not work for composite moduli or higher powers.
Proposition 5.2. Let G be a finite commutative group, A ⊂ G, and let Π be the set of
those automorphisms that leave A fixed (as a set, not necessarily pointwise). Let ϕ be
any of the functionals λ, λ−, λ+, λ±, and let T be the corresponding class of functions
(one of S(A),S−(A),S+(A) or S±(A), restricted to functions with nonnegative Fourier
transform). There is an f ∈ T such that ϕ(A) = f(0)/fˆ(1) which is invariant under
Π, that is, f = f ◦ pi for all pi ∈ Π.
Proof. Indeed, take any f0 ∈ T for which ϕ(A) = f0(0)/fˆ0(1) and form
f(x) =
∑
pi∈Π
f(pi(x)).

For sets that have lots of automorphisms, like power residues, this restricts the class
of functions to be considered for finding the value of λ, etc.
6. Union and intersection
In this section we consider the behaviour of the various δ and λ quantities under
intersection and union of standard sets.
Theorem 6.1. Let G be a finite commutative group, |G| = q, and let A1, A2 ⊂ G be
standard sets. We have
(6.1) δ(A1 ∩ A2) ≤ qδ(A1)δ(A2).
Proof. Take sets Bi such thatBi−Bi ⊂ Ai, i = 1, 2. Any set of the formB = B1∩(t−B2)
satisfies B −B ⊂ A1 ∩ A2, and an obvious averaging argument shows that there exists
a t such that |B| ≥ |B1||B2|/q. 
Theorem 6.2. Let G be a finite commutative group, |G| = q, and let A1, A2 ⊂ G be
standard sets. We have
(6.2) δ(A1 ∪ A2) ≥ δ(A1)δ(A2),
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Proof. Using the duality δ(A)δ(A′) = 1/q the statement follows from the previous result
applied to the standard complements of A1 and A2. 
Theorem 6.3. Let G be a finite commutative group, |G| = q, and let A1, A2 ⊂ G be
standard sets. We have
(6.3) λ(A1 ∩ A2) ≤ qλ(A1)λ(A2),
(6.4) λ+(A1 ∩A2) ≤ qλ+(A1)λ+(A2),
(6.5) λ−(A1 ∩A2) ≤ qλ−(A1)λ+(A2),
(6.6) λ±(A1 ∩A2) ≤ qλ±(A1)λ+(A2).
Proof. Let f1, f2 be functions, belonging to some of the S-classes of the sets A1, A2.
Their product h = f1f2 belongs to an S-class of the intersection as follows:
f1 ∈ S(A1), f2 ∈ S(A2) ⇒ h ∈ S(A1 ∩A2),
f1 ∈ S+(A1), f2 ∈ S+(A2) ⇒ h ∈ S+(A1 ∩A2),
f1 ∈ S−(A1), f2 ∈ S+(A2) ⇒ h ∈ S−(A1 ∩A2),
f1 ∈ S±(A1), f2 ∈ S+(A2) ⇒ h ∈ S±(A1 ∩A2).
Clearly h(0) = f1(0)f2(0). Furthermore we have hˆ = (fˆ1 ∗ fˆ2)/q, which shows that
hˆ ≥ 0 and hˆ(1) ≥ fˆ1(1)fˆ2(1)/q, and we conclude
h(0)
hˆ(1)
≤ q f1(0)
fˆ1(1)
f2(0)
fˆ2(1)
.
By taking the minimum over all admissible f1, f2 we get the inequalities of the theorem.

Theorem 6.4. Let G be a finite commutative group, |G| = q, and let A1, A2 ⊂ G be
standard sets. We have
(6.7) λ(A1 ∪ A2) ≥ λ(A1)λ(A2),
(6.8) λ+(A1 ∪ A2) ≥ λ+(A1)λ−(A2),
(6.9) λ−(A1 ∪ A2) ≥ λ−(A1)λ−(A2),
(6.10) λ±(A1 ∪ A2) ≥ λ±(A1)λ−(A2).
Proof. Using the duality relations these statements are easily seen to be equivalent to
the statements of the previous theorem applied to the standard complements of A1 and
A2. For example, in the case of (6.8) the calculation runs as follows:
1/q
λ+(A1 ∪ A2) = λ
−(A′1 ∩ A′2) ≤ qλ−(A′1)λ+(A′2) = q
1/q
λ+(A1)
1/q
λ−(A2)

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Most of the above functionals satisfy a trivial monotonicity property. Let ϕ be any
of the functionals δ, δ, λ, λ−, λ+.
(6.11) If A1 ⊂ A2 then ϕ(A2) ≤ ϕ(A1).
This observation can be applied to complement the upper estimates for intersection
by the lower estimate
ϕ(A1 ∩A2) ≥ max
(
ϕ(A1), ϕ(A2)
)
,
and the lower estimates for union by the upper estimate
ϕ(A1 ∪ A2) ≤ min
(
ϕ(A1), ϕ(A2)
)
.
Equality holds when A1 = A2, so in general nothing stronger can be asserted.
We will see in Example 10.4 that inequality (6.11) may fail for λ±.
Problem 6.5. Find a nontrivial lower estimate for λ±(A1 ∩A2) and a nontrivial upper
estimate for λ±(A1 ∪ A2).
7. Subgroups and factor groups
Let G be a commutative group and H a subgroup. We use G/H to denote the factor
group, and we use the cosets of H to represent its elements. We also introduce the
following natural notions.
Definition 7.1. For any set A ⊂ G we write A/H = {H + a : a ∈ A} to denote the
collection of cosets that intersect A (= the image of A under the canonical homomor-
phism from G to G/H). For any function f : G → R we introduce the factorization
of f by H as the function f/H on G/H defined by f/H(x +H) =
∑
t∈H f(x+ t). Con-
versely, for a function g : G/H → R we introduce the lifting g×H of g to the group G
as g×H(x) = g(x+H).
The following is essentially a result of Kolountzakis and Re´ve´sz [7].
Theorem 7.2. Let G be a finite commutative group, H a subgroup, G1 = G/H. Let
A ⊂ G be a standard set, and put AH = A ∩H ⊂ H, A1 = A/H ⊂ G1. We have
(7.1) δ(A) ≥ δ(AH)δ(A1),
(7.2) δ(A) ≥ δ(AH)δ(A1),
(7.3) λ(A) ≥ λ(AH)λ(A1),
(7.4) λ+(A) ≥ λ+(AH)λ+(A1),
(7.5) λ−(A) ≥ λ−(AH)λ−(A1),
(7.6) λ±(A) ≥ λ±(AH)λ−(A1).
Proof. To see (7.1) let BH be a set such that BH ⊂ H and (BH − BH) ∩ AH = {0},
and let B1 ⊂ G1 be a set such that (B1 − B1) ∩ A1 = {0}. The elements of B1 are
cosets of H . Take a representative xi ∈ G from each such coset, and consider the set
B = ∪i(xi +BH) ⊂ G. It is clear that |B| = |BH ||B1| and (B −B) ∩A = {0}.
Inequality (7.2) is equivalent to ∆(A) ≤ ∆(AH)∆(A1). Take a set B ∈ G such that
B − B ⊂ A. In each coset x + H there can be at most ∆(AH) elements of B. Also,
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the number of cosets that contain some elements of B is at most ∆(A1). Therefore,
|B| ≤ ∆(AH)∆(A1).
We will prove the remaining four inequalities. Let f : G → R be any function and
consider the functions fH : H → R and f/H : G1 → R. The following implications are
straightforward:
f ∈ SG(A) ⇒ fH ∈ SH(AH), f/H ∈ SG1(A/H),
f ∈ S+(A) ⇒ fH ∈ S+H(AH), f/H ∈ S+G1(A/H),
f ∈ S−(A) ⇒ fH ∈ S−H(AH), f/H ∈ S−G1(A/H),
f ∈ S±(A) ⇒ fH ∈ S±H(AH), f/H ∈ S−G1(A/H), .
Assuming that fˆ ≥ 0 the relation fˆH ≥ 0 can be seen in the same manner as in (2.1)
in the proof of Theorem 2.2. Note also that
(7.7)
fH(0)
fˆH(1)
=
f(0)∑
x∈H f(x)
.
Furthermore, fˆ/H ≥ 0 also holds, because for each γ ∈ Gˆ1 we have
fˆ/H(γ) =
∑
x+H∈G1 f/H(x + H)γ(x + H) =
∑
x+H∈G1(
∑
y∈(x+H) f(y))γ(x + H) =∑
x+H∈G1(
∑
y∈(x+H) f(y)γ
×H(y)) = fˆ(γ×H) ≥ 0. Observing that
(7.8)
f/H(0)
fˆ/H(1)
=
∑
x∈H f(x)
fˆ(1)
and using (7.7) we obtain the required inequalities (7.3), (7.4), (7.5), (7.6). 
We note here that the last inequality is less symmetric than the others. We do not
know whether the stronger inequality
λ±(A) ≥ λ±(AH)λ±(A1)
holds or not.
8. Direct products
In this section we consider the behaviour of the various δ and λ quantities under the
direct product operation.
Theorem 8.1. Let G = G1×G2 be the direct product of two finite commutative groups,
and let A = A1 × A2, where A1 ⊂ G1, A2 ⊂ G2. We have
(8.1) λ(A) = λ(A1)λ(A2),
(8.2) λ+(A) = λ+(A1)λ
+(A2),
(8.3) λ−(A1)λ−(A2) ≤ λ−(A) ≤ λ−(A1)λ+(A2),
(8.4) λ±(A1)λ−(A2) ≤ λ±(A) ≤ λ±(A1)λ+(A2).
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Proof. The claimed lower bounds on λ(A), λ+(A), λ−(A), λ±(A) follow from inequalities
(7.3), (7.4), (7.5), (7.6), respectively.
To prove the upper bounds, let f1 and f2 be appropriate functions for the sets A1,
A2, and consider the function h(x, y) = f1(x)f2(y). The following implications are
straightforward:
f1 ∈ S(A1), f2 ∈ S(A2) ⇒ h ∈ S(A1 × A2),
f1 ∈ S+(A1), f2 ∈ S+(A2) ⇒ h ∈ S+(A1 × A2),
f1 ∈ S−(A1), f2 ∈ S+(A2) ⇒ h ∈ S−(A1 × A2),
f1 ∈ S±(A1), f2 ∈ S+(A2) ⇒ h ∈ S±(A1 × A2).
Also, hˆ ≥ 0 follows from fˆ1 ≥ 0 and fˆ2 ≥ 0, and h(0) = f1(0)f2(0) and hˆ(1) =
fˆ1(1)fˆ2(1). Therefore, the function h testifies the upper bounds in (8.1), (8.2), (8.3)
and (8.4), 
Theorem 8.2. Let G = G1×G2 be the direct product of two finite commutative groups,
and let A = A1 × A2, where A1 ⊂ G1, A2 ⊂ G2. We have
(8.5) δ(A) = δ(A1)δ(A2),
(8.6) δ(A1)δ(A2) ≤ δ(A) ≤ δ(A1)δ(A2).
Proof. Given sets B1, B2 with B1−B1 ⊂ A1, B2−B2 ⊂ A2, their product B = B1×B2
satisfies B − B ⊂ A. Conversely, if B − B ⊂ A, and B1, B2 are the projections of B,
then we have B1 − B1 ⊂ A1, B2 − B2 ⊂ A2 and B ⊂ B1 ×B2. This shows (8.5).
Given sets B1 ⊂ G1, B2 ⊂ G2 with (B1−B1)∩A1 = {0}, (B2−B2)∩A2 = {0} their
product B = B1 × B2 satisfies (B − B) ∩ A = {0}. This shows the lower estimate in
(8.6).
To prove the upper estimate we rewrite it in the form
∆(A)
q
≤ ∆(A1)
q1
1
∆(A2)
,
where qi = |Gi| and q = |G| = q1q2. This can be rearranged as
(8.7) ∆(A2)∆(A) ≤ q2∆(A1) = ∆(A1 × {0}).
Let B2 ⊂ G2, B ⊂ G be maximal sets with the properties B2−B2 ⊂ A2, (B−B)∩A =
{0}. Then the left hand side of (8.7) is |B2||B|. Notice that ({0} × B2) + B is a
packing in G: if (0, bi) ∈ B2 and (ti, ui) ∈ B (for i = 1, 2) then (0, b1) + (t1, u1) =
(0, b2) + (t2, u2) is equivalent to (0, b1 − b2) = (t2 − t1, u2 − u1), which is possible only
if both coordinates are 0. Let C = ({0} × B2) + B. Then |C| = |B2||B| due to
the packing property. Also, we claim that C − C ∩ (A1 × {0}) = {(0, 0)}. Consider
(v1, v2) = (0, b1 − b2) + (t1 − t2, u1 − u2) ∈ C − C. Here b1 − b2 ∈ A2 so v2 can only be
zero if u2−u1 ∈ A2, which means that u1−u2 ∈ A2 (recall that A2 is symmetric). Also,
v1 ∈ A1 means that that t1 − t2 ∈ A1. Therefore (t1 − t2, u1 − u2) ∈ A1 × A2, which is
only possible if (t1 − t2, u1 − u2) = {0, 0}, and (v1, v2) = {(0, 0)}. 
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Example 8.3. Let G1 = G2, A1 ⊂ G1 arbitrary, A2 its standard complement, A =
A1 ×A2 ⊂ G = G1 ×G2, |G| = q = q21 . We have
δ(A) = λ(A) = 1/q1 = q
−1/2.
Indeed, δ(A) ≤ λ(A) = λ(A1)λ(A2) = |G1|−1 = 1/q1 by the previous theorem and
duality. We also have δ(A) ≥ 1/q1, since the diagonal B = {(x, x) : x ∈ G1} satisfies
(B − B) ∩A = {0}.
This is also an example when the upper estimate of (8.6) holds with equality, since
δ(A1)δ(A2) = 1/q1 by duality.
In contrast, δ(A) = δ(A1)δ(A2) can be quite near 1. A random set satisfies
max(∆(A1),∆(A2) . (log q)
2,
see the next section, and then we have δ(A) & (log q)−4.
9. Random sets
First we describe our notion of a random standard set. Given a finite group G, write
G1 = {x ∈ G : 2x = 0},
the set of elements of order 2 (and the unit). The set G \G1 is a disjoint union of pairs
{x,−x}; let G2 be a set containing exactly one element of each pair. We have
G = G1 ∪G2 ∪ −G2,
a disjoint union. Write |Gi| = qi, so that q = q1 + 2q2.
Take a real number ρ ∈ (0, 1). Let {ξy, y ∈ G1 ∪ G2} be a collection of independent
0-1 valued random variable satisfying
P(ξy = 1) = ρ.
Our random standard set corresponding to the prescribed probability ρ will be
R = {0} ∪ {y ∈ G1 : ξy = 1} ∪
⋃
y∈G2,ξy=1
{y,−y}.
Nothing depends on the value of ξ0 as 0 must be in R deterministically, but some
formulas will look nicer using it. Observe that
E(|R|) = 1 + ρ(q − 1).
The standard complement of a random set will be a random standard set correspond-
ing to the probability 1 − ρ. In the case ρ = 1/2 this observation, together with the
dualities of Section 4 shows that the medians of λ and λ± are both q−1/2.
To control various quantities related to our random set we need a large deviation
estimate. Many forms of Bernstein’s (or Chernov’s) inequality will work; we quote one
from Tao and Vu’s book [17][Theorem 1.8] which is comfortable for us.
Lemma 9.1. Let X1, . . . , Xn be independent random variables satisfying |Xi−E(Xi)| ≤
1 for all i. Put X = X1 + . . . +Xn and let σ
2 be the variance of X. For any t > 0 we
have
P(|X − E(X)| ≥ tσ) ≤ 2max
(
e−t
2/4, e−tσ/2
)
.
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Theorem 9.2. Assume
1 < c <
q
32 log q
(hence implicitely q ≥ 164) and
16c
log q
q
< ρ < 1− 16c log q
q
.
With probability exceeding 1 − 2q1−c the random set R corresponding to probability ρ
satisfies ∣∣|R| − ρq∣∣ < 3√cρ(1− ρ)q log q,
1
3
√
c log q
√
1− ρ
ρq
< λ−(R) ≤ λ+(R) < 3
√
c log q
√
1− ρ
ρq
.
Proof. Put f0(x) = ξx if x ∈ G1 ∪G2, f0(x) = ξ−x if x ∈ −G2. The function testifying
the upper estimate will be this with a modified value at 0.
We calculate the expectation and variance of fˆ0. Clearly
fˆ0(γ) =
∑
y∈G1
ξyγ(y) + 2
∑
y∈G2
ξyRe γ(y),
hence
E(fˆ0(γ)) = ρ
∑
y∈G1
γ(y) + 2ρ
∑
y∈G2
Re γ(y) =
{
ρq if γ = 1,
0 otherwise.
Similaly, the variance is
D2(fˆ0(γ)) = ρ(1 − ρ)
(∑
y∈G1
γ(y)2 +
∑
y∈G2
(
2Re γ(y)
)2)
=
{
ρ(1− ρ)(2q2 + q) if γ2 = 1,
2ρ(1− ρ)q2 otherwise,
consequently
D2(fˆ0(γ)) < 2ρ(1− ρ)q.
We apply Lemma 9.1 with an obvious rescaling (the variables 2Re γ(y)ξy are bounded
by 2 rather than 1) to obtain that in the range t ≤ 2√ρ(1− ρ)q
P
(|fˆ0(γ)| ≥ t√ρ(1− ρ)q) ≤ 2e−t2/8 (γ 6= 1),
P
(|fˆ0(1)− ρq| ≥ t√ρ(1− ρ)q) ≤ 2e−t2/8.
We put t =
√
8c log q (this is in accordance with t ≤ 2√ρ(1 − ρ)q, as the assumptions
of the theorem on ρ show), so that the right hand sides above become 2q−c. Since there
are altogether q possible characters γ, with probability 1 − 2q1−c none of the above
events happens. In this favourable case we write
a = t
√
ρ(1− ρ)q =
√
8cρ(1− ρ)q log q,
f(x) =
{
f0(x) + a if x = 0,
f0(x) otherwise,
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fˆ(γ) = fˆ0(γ) + a ≥
{
0 always ,
ρq if γ = 1.
This shows f ∈ S+(R) and consequently
λ+(R) ≤ f(0)
fˆ(1)
<
1 + a
ρq
< 3
√
c log q
√
1− ρ
ρq
.
To prove the lower estimate let R′ be the standard complement of R, which is a
random standard set for probability 1− ρ, hence the above argument gives
λ+(R′) < 3
√
c log q
√
ρ
(1− ρ)q
with the same probability. The lower estimate follows from the duality relation in
Theorem 4.2.
The estimate of |R| follows from |R| = fˆ0(1) or fˆ0(1) + 1. 
Our lower and upper estimates differ by a factor of log q. We have no guess whether
this is necessary, or the values of the λ’s are more concentrated. The large deviation
estimate used is quite sharp. If the values of fˆ0(γ) were independent for different
characters γ, one could deduce that
min fˆ0(γ) < −c1a
with high probability, with some positive constant c1. They are far from independent,
but still it is likely that their dependence is not very strong, and the existence of large
negative values can be proved. On the other hand there is no reason to think that the
uniform weights used in the proof above are near optimal.
Now we turn to estimating the δ quantities. This problem drew some attention in the
case ρ = 1/2, in the context of estimating the clique number of Cayley graphs. Alon
and Orilitsky [1] proved that typically ∆(R) . (log q)2 in this case. Below we adapt
their proof for general ρ. Green [5] improved this estimate to the optimal O(log q) for
cyclic groups. (Green considers sumsets rather than difference sets, but an adaptation
to differences is possible.) Prakash [11] improved Alon and Orilitsky’s estimate for
general commutative groups with cardinality composed of few primes. It is likely that
Green’s and Prakash’ methods can also be extended to general ρ.
Theorem 9.3. (a) Assume
q−1/2 < ρ < 1− q−1/3log q.
With probability exceeding 1 − exp
(
−c1 log2 q/ log 1ρ
)
the random set R corresponding
to probability ρ satisfies
(9.1) ∆(R) < c2
(
log q
log 1
ρ
)2
, δ(R) >
1
c2
(
log 1
ρ
log q
)2
.
Here c1, c2 are absolute constants. In the range
1− q−1/3log q < ρ < 1− 16c log q
q
, 1 < c <
q
32 log q
with probability exceeding 1− 2q1−c we have
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∆(R) < 3
√
c log q
√
ρq
1− ρ, δ(R) >
1
3
√
c log q
√
1− ρ
ρq
.
(b) Assume
q−1/3log q < ρ < 1− q−1/2.
With probability exceeding 1− exp
(
−c1 log2 q/ log 11−ρ
)
the random set R corresponding
to probability ρ satisfies
(9.2) ∆(R) < c2
(
log q
log 1
1−ρ
)2
, δ(R) <
c2
q
(
log q
log 1
1−ρ
)2
.
Here c1, c2 are the same constants. In the range
16c
log q
q
< ρ < q−1/3log q, 1 < c <
q
32 log q
with probability exceeding 1− 2q1−c we have
∆(R) < 3
√
c log q
√
(1− ρ)q
ρ
, δ(R) < 3
√
c log q
√
(1− ρ)
ρq
.
For small values of ρ estimate (9.3) stops improving; we shall study later the passage
of ∆ from 2 to 3. For ρ very near 1 the estimate becomes trivial.
We start with some preparation. We define the effective cardinality of a standard set
by the formula
|A|′ = |A ∩ (G1 ∪G2)| − 1.
This quantity is between (|A| − 1)/2 and |A| − 1. The probability that a difference set
of a given set B is contained in a random standard set is
P(B − B ⊂ R) = ρ|B−B|′ .
Consequently the expected number of difference sets of sets of cardinality k contained
in R is ∑
B⊂G,|B|=k
ρ|B−B|
′
.
This quantity is difficult to control, because we do not know enough about the distribu-
tion of |B − B|. When k is small compared to q, we expect that for most sets |B −B|
will be of size > ck2, but there is no applicable result of this kind. Instead we will select
such subsets of an arbitrary set.
Lemma 9.4. Let A be a finite set in a commutative group, |A| = m, and let k be an
integer, 1 ≤ k ≤ √m. There is a B ⊂ A, |B| = k satisfying
(9.3) |B −B| ≥ 1 + k(k − 1)
2
(
1− k(k − 1)
2m
)
.
This lemma is also in Alon and Orilitsky’s paper; below we give a slightly simpler
proof.
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Proof. We use induction on k. Assume we found a k-element subset
B = {b1, . . . , bk}.
We try to add a further element a ∈ A. The elements a − bi will be in the difference
set of the set B′ = B ∪ {a}; let za be the number of those that are already contained in
B − B. This quantity does not exceed the number of solutions of
a− bi = bu − bv, 1 ≤ i, u, v ≤ k
(it may be smaller, as several pairs u, v may exist for a given i). Hence∑
a∈A
za ≤ k3,
consequently there is an a ∈ A with za ≤ k3/m. This means that at least k−k3/m new
differences occur, and this provides the inductive step. 
By a theorem of Komlo´s, Sulyok, Szemere´di [8], in Zq we can find a set B ⊂ A of
size |B| > c√m which is a Sidon set, that is, all differences are distinct. In general
groups we could only show the analogous result with |B| > c 3√m; however, the weaker
property given in Lemma 9.4 is equally applicable for our aims.
Proof of Theorem 9.3. We are going to estimate P
(
∆(R) ≥ m). Set k = [√m]. By the
lemma above, the event ∆(R) ≥ m is contained in the event
∃B : B − B ⊂ R, |B| = k, B satisfies (9.3).
Since (9.3) implies
|B − B|′ ≥ |B −B| − 1
2
≥ c4m
with a suitable positive constant c4, for a given B the probability is ≤ ρc4m. Since the
number of k-element sets is less than qk, we obtain
P
(
∆(R) ≥ m) < q√mρc4m.
This immediately gives the estimate in (9.1). The validity of this estimate is not re-
stricted to the range given in Theorem 9.3; however, for ρ near to 1 we get a better
result by applying Theorem 9.2 and the inequality δ(R) ≥ λ+(R). This is presented in
the next formula.
This proves part (a); part (b) is the dual formulation. 
Remark. One can give a lower estimate for ∆(R) as follows. Select sets B1, . . . , Bm
satisfying |Bi| = k and
(Bi − Bi) ∩ (Bj − Bj) = {0}
whenever i 6= j. Then the events Bi − Bi ⊂ R will be independent and we have
P
(
∆(R) ≥ k) ≥ P(Bi − Bi ⊂ R) for some i)
=
∏(
1− ρ|Bi−Bi|′
)
.
To make use of this one needs to find many such Bi with small difference set. This is
comparably easy, if G has no element of order < k: we take arithmetic progressions
Bi = {0, bi, 2bi, . . . , (k − 1)bi}, and a simple greedy algorithm yields m ≥ q/k2 such
sets. For ρ = 1/2 this shows that ∆(R) & log q with high probability, so together with
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Green’s bound this shows the proper order of magnitude for certain groups. For general
groups a weaker form of this argument gives ∆(R) &
√
log q.
We now study the threshold as ∆ passes from 2 to 3. Elements of order 3 play a
special role here. Assume x is an element of order 3. The difference set of the 3-element
set (subgroup) {0, x,−x} is itself, hence ∆(A) < 3 is possible only if elements of order 3
are all absent from A. To avoid this we assume that 3 ∤ q, that is, there are no elements
of order 3. With some extra effort the next result can be extended (with a properly
modified notion of a random set) to all groups, save those isomorphic to Zk3.
Theorem 9.5. Let G be a finite commutative group, |G| = q, and assume that 3 ∤ q.
For 6
5
q−1 < ρ < q−2/3 the random set R corresponding to probability ρ satisfies
P(∆(R) ≤ 2) > 1− q2ρ3.
Proof. It is easy to see that the property ∆(R) ≥ 3 is equivalent to the existence of
a, b, c ∈ R, all different from 0, such that a+ b+ c = 0. For a given a, b, c ∈ G we have
P(a, b, c ∈ R) =
{
ρ3 if they are all distinct,
ρ2 if two coincide .
(All three cannot coincide by the absence of elements of order 3, and one cannot coincide
with the negative of another.) The number of such triples a, b, c containing distinct
elements is < q2, order counted, so without ordering it is < q2/6; the number of triples
containing two identical elements (that is, a, a,−2a) is exactly q − 1. We obtain
P(∆(R) ≥ 3) < q2ρ3/6 + qρ2 < q2ρ3.

Remark. If ∆(R) ≤ 2, its value can be 1 or 2. The probability that it is 1 is exactly
(1− ρ)q1+q2−1; it becomes negligible around ρ ∼ (log q)/q.
With some effort the above theorem could be complemented by an upper estimate
showing that P(∆(R) ≥ 3)→ 1 if ρq2/3 →∞.
Part (a) of Theorem 1.6 follows from the results of this section. Indeed, if ρ = q−2/3/2,
then the corresponding random set satisfies δ(R) = 1/2 and λ+(R) < cq−1/6(log q)1/2
with positive probability, according to Theorems 9.5 and 9.2.
10. Balls in dyadic groups
In this section we will prove part (b) of Theorem 1.6 by studying some sets in the
group G = Zn2 (so now q = 2
n). The elements will be written as 0-1 sequences. For an
x ∈ G by its norm we mean the number of coordinates equal to 1, denoted by ‖x‖. We
consider the ball
Bk = {x ∈ G : ‖x‖ ≤ k},
and its standard complement, the antiball
Ak = {x ∈ G : ‖x‖ > k} ∪ {0}.
The size of maximal difference sets contained in Bk is known: for even k < n we have
(10.1) ∆(Bk) = ∆(Ak) = |Bk/2| =
∑
i≤k/2
(
n
i
)
,
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see Kleitman [6]. Much less is known about ∆(Bk), in spite of much attention, due to its
interpretation as the maximal size of a set of error-detecting codes. In this context the
inequality δ(Bk) ≤ δ(Bk) is known as the Hamming bound, while Delsarte [4] introduced
the improved bound δ(Bk) ≤ λ−(Bk). Asymptotically, as k/n→ γ for some 0 < γ < 1,
the best current upper estimate for λ−(Bk) is by McEliece et al. [9], and numerical
results in [2] suggest this estimate actually gives the correct value of λ−(Bk). The best
lower bound for δ(Bk) is the Gilbert-Varshamov bound given by the usual covering
argument (see [12]). Samorodnitsky [16] proved that the Delsarte bound cannot match
the Gilbert-Varshamov bound.
In the sequel we apply Samorodnitsky’s method from [15] to estimate certain λ’s of
the sets Bk and Ak. We focus on the case k > n/2, which is uninteresting from the
point of view of coding theory. Samorodnitsky’s aspect is rather different from ours, so
we repeat a part of the argument in our words. The central ingredient is the following
inequality, which is Lemma 3.3 in [15].
Lemma 10.1. Let F be a polynomial of degree at most k, satisfying F (0) = 1 and
F (i) ≥ 0 for integer values of i, 0 ≤ i ≤ n. Assume k ≤ n and write α = k/(2n). We
have
(10.2)
n∑
i=0
(
n
i
)
F (i) ≥ c1n−1/4
(
2n
k
)−1/2
2n ≥ c2α1/4
(
2αα(1− α)1−α)n
with positive absolute constants c1, c2.
Theorem 10.2. Assume k ≤ n and write α = k/(2n),
β = −(α log2 α + (1− α) log2(1− α)).
We have
(10.3) λ(Bk) ≥ c2α1/4
(
αα(1− α)1−α)n = c2α1/4q−β,
(10.4) λ(Ak) ≤ c3α−1/4qβ−1,
with positive absolute constants c2, c3.
Proof. We want to estimate f(0)/fˆ(1) for functions f ∈ S(Bk) such that fˆ ≥ 0. By
Proposition 5.2 we may assume that f is invariant under automorphisms that leave Bk
fixed. Permutations of coordinates are such automorphisms, hence f depends only on
the number of coordinates equal to 1. This means that there are real numbers a0, . . . , ak
such that f(x) = ai if ‖x‖ = i ≤ k, and f(x) = 0 if ‖x‖ > k. Consequently
(10.5) fˆ(γ) =
k∑
i=0
ai
∑
‖x‖=i
γ(x).
The characters of G are easily described in the form
γy(x) = (−1)〈x,y〉, y ∈ G
where 〈x, y〉 is the scalar product in the usual sense, so it is an integer between 0 and
n. This defines a natural norm for characters; we write ‖γ‖ = ‖y‖ if γ = γy.
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It is easily seen, by grouping the elements x ∈ G according to the value of j = 〈x, y〉
that whenever ‖y‖ = m, we have
∑
‖x‖=i
γy(x) =
min(i,m)∑
j=0
(−1)j
(
m
j
)(
n−m
i− j
)
.
The important point is that this is a polynomial of degree i in m (these are called
Krawchouk polynomials). By substituting this into (10.5) we obtain that
fˆ(γ) = F (‖γ‖),
where F is a polynomial of degree at most k. We have
fˆ(1) = F (0)
and, by Fourier inversion,
f(0) =
1
q
∑
γ
fˆ(γ) =
1
q
∑
γ
F (‖γ‖) = 1
q
n∑
m=0
(
n
m
)
F (m).
Inequality (10.3) now follows by applying (10.2), and inequality (10.4) by duality (The-
orem 4.2). 
So far we did not succeed in finding a function that would constructively demonstrate
inequality (10.4).
We complement these inequalities by some easy bounds for λ±.
Theorem 10.3. Assume n/2− 1 < k ≤ n.
We have
(10.6) λ±(Bk) ≤ 2k + 2
q(2k + 2− n) ,
(10.7) λ±(Ak) ≥ 1− n
2k + 2
.
Proof. Consider the characters, corresponding to the basis vectors (with some abuse of
notation):
γj(x1, . . . , xn) = (−1)xj = 1− 2xj .
Clearly ∑
γj(x) = n− 2‖x‖,
hence the function
f(x) = 2k + 2− n +
∑
γj(x) = 2(k + 1− ‖x‖)
satisfies
f ∈ S±(Bk), f(0) = 2k + 2, fˆ(1) = q(2k + 2− n).
This shows (10.6), and (10.7) follows by duality (Theorem 4.2). 
Let us summarize the results for the set Ak in the case when
1
4
< α = k
2n
< 1
2
.
By equation (10.1) and standard approximations for the binomial coefficients we have
δ(Ak) = q
β−1+o(1). Equation (10.4) shows that λ(Ak) is in the same range λ(Ak) =
qβ−1+o(1). On the other hand, equation (10.7) shows that λ±(Ak) ≥ 1− 14α . If α ≈ 1/2
this proves part (b) of Theorem 1.6.
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Example 10.4. We show how examples of λ− < λ± are related to monotonicity of
λ±. Let A be a set such that λ−(A) < λ±(A), e.g. the antiball Ak above. Take an
f ∈ S−(A) which produces the value of λ−(A), and put
A+ = {x : f(x) > 0}.
We have clearly A+ ⊂ A and f ∈ S±(A+), hence
λ±(A+) ≤ f(0)/fˆ(1) = λ−(A) < λ±(A).
References
[1] N. Alon and A. Orlitsky, Repeated communications and Ramsey graphs, IEEE Transactions on
Information Theory, 41, (1995) 1276–1289.
[2] A. Barg and D. B. Jaffe, Numerical results on the asymptotic rate of binary codes, in “Codes and
Association Schemes” (A. Barg and S. Litsyn, Eds.), Amer. Math. Soc., Providence, (2001).
[3] J. Bourgain, Ruzsa’s problem on sets of recurrence, Israel J. Math. 59 (1987), 150–166.
[4] Ph. Delsarte, An algebraic approach to the association scheme of coding theory, Philips Res. Rep.,
Suppl. 10 (1973).
[5] B. Green, Counting sets with small sumset, and the clique number of random Cayley graphs, Com-
binatorica, 25(3), (2005), 307–326.
[6] D. J. Kleitman, On a combinatorial conjecture of Erdo˝s, J. Comb. Theory 1 (1966), 209–214.
[7] M. N. Kolountzakis and Sz. Gy. Re´ve´sz, Tura´n’s extremal problem for positive definite functions on
groups, J. London Math. Soc. (2), 74(2), (2006), 475–496.
[8] J. Komlo´s, M. Sulyok, and E. Szemere´di, Linear problems in combinatorial number theory, Acta
Math. Hungar. 26 (1975), 113–121.
[9] R. J. McEliece, E. R. Rodemich, H. Rumsey Jr., and L. R. Welch, New upper bounds on the rae
of a code via the Delsarte-MacWilliams inequalities, IEEE Trans. Inform. Theory IT-23 (1977),
157–166.
[10] H. L. Montgomery, Ten lectures on the interface between analytic number theory and harmonic
analysis, American Mathematical Society, 1994.
[11] G. Prakash, Number of sets with small sumset and the clique number of random Cayley graphs,
preprint available at http://arxiv.org/abs/0711.0081v3
[12] J. MacWilliams and N. J. A. Sloane, The Theory of Error Correcting Codes, Amsterdam, North-
Holland, 1977.
[13] Sz. Re´ve´sz, Tura´n’s extremal problem on locally compact abelian groups, Anal. Math., 37, (2011),
Issue 1, pp 15–50.
[14] I. Z. Ruzsa, Connections between the uniform distribution of a sequence and its differences, Topics
in Number Theory (Budapest 1981), Coll. Math. Soc. J. Bolyai, vol. 34, Akade´miai Kiado´, Budapest,
1984, pp. 1419–1443.
[15] A. Samorodnitsky, Extremal properties of solutions for Delsarte’s linear program, manuscript avail-
able at http://www.cs.huji.ac.il/∼salex/ (1998).
[16] A. Samorodnitsky, On the Optimum of Delsarte’s Linear Program, Journal of Combinatorial The-
ory, Series A, 96, Issue 2, (2001), 261–287.
[17] T. Tao and V. H. Vu, Additive combinatorics, Cambridge University Press, Cambridge, 2006.
[18] R. J. Vanderbei, Linear Programming: Foundations and Extensions, Second Edition, Springer-
Verlag, 2001.
Alfre´d Re´nyi Institute of Mathematics, Budapest, Pf. 127, H-1364 Hungary, (also
at BME Department of Analysis, Budapest, H-1111, Egry J. u. 1)
E-mail address : matomate@renyi.hu
Alfre´d Re´nyi Institute of Mathematics, Budapest, Pf. 127, H-1364 Hungary
E-mail address : ruzsa@renyi.hu
