A flexible direct-drive target platform is used to implode cryogenic deuterium-tritium (DT) capsules on the OMEGA laser [Boehly et al., Opt. Commun. 133, 495 (1997)]. The goal of these experiments is to demonstrate ignition hydrodynamically equivalent performance where the laser drive intensity, the implosion velocity, the fuel adiabat, and the in-flight aspect ratio (IFAR) are the same as those for a 1.5-MJ target [Goncharov et al., Phys. Rev. Lett. 104, 165001 (2010)] designed to ignite on the National Ignition Facility [Hogan et al., Nucl. Fusion 41, 567 (2001)]. The results from a series of 29 cryogenic DT implosions are presented. The implosions were designed to span a broad region of design space to study target performance as a function of shell stability (adiabat) and implosion velocity. Ablation-front perturbation growth appears to limit target performance at high implosion velocities. Target outer-surface defects associated with contaminant gases in the DT fuel are identified as the dominant perturbation source at the ablation surface; performance degradation is confirmed by 2D hydrodynamic simulations that include these defects. A trend in the value of the Lawson criterion [Betti et al., Phys. Plasmas 17, 058102 (2010)] for each of the implosions in adiabat-IFAR space suggests the existence of a stability boundary that leads to ablator mixing into the hot spot for the most ignition-equivalent designs. V C 2013 AIP Publishing LLC.
I. INTRODUCTION
Layered cryogenic deuterium-tritium (DT) capsules are being imploded on the 60-beam OMEGA laser 1 at the Laboratory for Laser Energetics (LLE) to demonstrate hydrodynamic implosion performance equivalent to that of a symmetric direct-drive target designed to ignite with the laser energy available on the National Ignition Facility (NIF). 2 Hydrodynamic equivalence implies that the shell velocity at the end of acceleration (typically referred to as the implosion velocity or V imp ), the in-flight aspect ratio (IFAR, defined as the ratio of the shell radius and the shell thickness evaluated after the shell has imploded to 2/3 of its initial radius), and the peak laser drive intensity (I L ) are the same as those of a symmetric ignition design 3 for the NIF. The demonstration of direct-drive hydrodynamic equivalence is viewed as an important scientific prerequisite for proceeding with a polardrive (PD)-ignition campaign on the NIF later in this decade. 4 The PD concept 5 was developed in 2004 to provide a platform for directly driven implosions on the NIF while the facility is configured for x-ray drive. A preliminary assessment of PD hot-spot target designs has shown that directdrive ignition might be achieved on the NIF with a laser energy as low as 1 MJ UV . 6 The experimental plan to support the PD-ignition campaign is based on the validation of symmetric direct-drive performance modeling (laser coupling, [7] [8] [9] [10] shock timing 11 and thermal transport, 12, 13 hot-electron generation, 14 and adiabat control 15 ) using cryogenic layered DT implosions on OMEGA. Additionally, select 40-beam, ambient gas-filled PD implosions are being used to confirm drive symmetry modeling. 16 Therefore, PD-ignition designs for the NIF will be based on physics models embedded in the radiation-hydrodynamic design codes that have been validated against symmetric direct-drive-implosion data.
The cryogenic implosion database at the Omega Laser Facility includes over 270 layered fuel implosions (roughly half using pure deuterium D 2 fuel and half using DT). The first cryogenic D 2 capsule implosions 17 were performed in 2000 and cryogenic DT implosions 18 (nominally the minimum areal density needed to sustain a thermonuclear burn wave), and the demonstration of yields relative to 1D predictions in excess of 15%. 21 This manuscript describes recent progress toward demonstrating ignition hydrodynamically equivalent implosion performance on OMEGA. The concept of hydrodynamic similarity and the requirements for OMEGA target design are discussed in Sec. II. The data from 29 symmetrically driven cryogenic DT implosions spanning a design space that includes ignition are shown in Sec. III. A discussion of the data in this section concludes that target performance on OMEGA is impacted by capsule surface perturbations, leading to ablator mixing into the hot spot. The origin and hydrodynamic modeling of these capsule surface perturbations are discussed in Sec. IV. In Sec. V, all of the cryogenic DT data are plotted using the experimental ignition threshold factor (ITFx) formalism described in Ref. 22 scaled appropriately for the target mass and laser energy differences between OMEGA and the NIF. The ITFx formalism is a convenient metric for comparing relative target performance across a broad design space and is related to the generalized Lawson criterion applied to inertial confinement fusion (ICF) derived by Zhou and Betti 23 Concluding remarks are given in Sec. VI.
II. HYDRODYNAMIC SIMILARITY AND EXPERIMENTAL DESIGN
Hydrodynamic similarity can be used to extrapolate implosion performance from the 26-kJ UV OMEGA to the 1.8-MJ UV NIF laser. In this way, implosions can be performed on OMEGA to probe the design space for targets on the NIF. In Ref. 24 , Betti et al. showed explicitly that an ignition design for the NIF based on a specific adiabat (a, defined as the ratio of the shell pressure to the Fermi degenerate pressure), implosion velocity, and laser intensity can be reproduced on OMEGA with the same adiabat, implosion velocity, and laser intensity. While this scaling should lead to the same peak stagnation pressure and density in the OMEGA and NIF cores, the resulting yields and fuel areal density will necessarily be lower on OMEGA because of the smaller fuel mass and laser energy. Indeed, for hydrodynamic similarity, the target mass scales as the laser energy E L , the target radius as E 1=3 L , the laser power as E 2=3 L , and the laser pulse length as E 1=3 L . The assumption implicit in the hydro scaling argument is that the ablation pressure and preheat sources are independent of target scale (and facility). This is unlikely to be the case, however, since the coronal plasma scale length on the NIF relative to OMEGA will scale as the radius of the capsule (approximately 4Â longer) for hydrodynamically similar implosions. The longer plasma scale lengths will reduce the ablation pressure via light-scattering losses and increased cross-beam energy transfer (CBET) 8 and will increase the production of hot electrons (and potentially fuel preheating) from the two-plasmon-decay (TPD) instability.
14,25 Although these laser-plasma instabilities do not a priori restrict the design space available on OMEGA for ignition-relevant implosions, they may limit the ultimate performance that can be achieved. The cryogenic target design for the experiments discussed in this manuscript is shown in Fig. 1 . This design is scaled from the 1.5-MJ symmetric direct-drive-ignition design published by Goncharov et al. 3 The capsule ablator material [ Fig. 1(a) ] is pure CD or CD doped with a few atomic percent of silicon (the dopant tailors the adiabat at the ablation surface to reduce the imprint growth rate 7 ). The peak intensity of the triple-picket drive pulse [ Fig. 1(b) Based on the hydrodynamic similarity argument above, this target platform can be used to access a broad region of design space that includes the 1.5-MJ ignition design. With constant drive intensity and laser energy, the V imp and IFAR are varied by changing the thickness of the ablator and DT ice layer and adjusting the picket energies and temporal spacing to achieve the desired adiabat at the inner fuel surface (the picket adjustments are used to ensure the correct shock timing and radial convergence). Figure 2 is a scatter plot in IFAR and adiabat space of 29 layered cryogenic DT capsule implosions on OMEGA (i.e., each point represents an implosion on OMEGA with the indicated adiabat and IFAR). These implosions are selected from a set of nearly 60 experiments (performed over the past 18 months) based on a set of "physics quality" criteria that include target alignment at shot time (within 15 lm of target chamber center), ice layer quality (less than 2-lm rms over all modes), and pulse-shape quality (typically picket energies within 10% of the design specification). The shaded region for IFAR > 23 shows the approximate design space for ignition with implosion velocities between 350 and 400 km/s. Figure 1 (a) shows the range of ablator and ice thickness used for the points shown in Fig. 2 . The implosion velocities range from 250 km/s to 380 km/s (e.g., a 9.2-lm CD ablator with an ice layer of 48 lm is predicted to achieve a V imp of 350 km/s). Although the adiabat, IFAR, and V imp are calculated quantities (based on the 1D design code LILAC 
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Phys. Plasmas 20, 056317 (2013) V imp is confirmed experimentally by measuring the implosion burn history using the neutron temporal diagnostic (NTD).
27
LILAC incorporates nonlocal thermal transport 12 and a stimulated Brillouin scattering (SBS) model 8 to account for crossbeam energy transfer. A 10% change in the predicted velocity is a timing shift of 150 ps in the NTD. The absolute temporal accuracy of the NTD is 25 ps so the implosion velocity is known to within a few percent.
III. MEASUREMENTS AND DISCUSSION
The ICF Lawson criterion 23 can be used to connect the design parameters (V imp , adiabat, and IFAR) to the experimentally measured observables. These observables include the primary neutron yield Y n , the compressed fuel areal density qR, the hot-spot ion temperature T ion , the absorbed laser energy, and the neutron burn history. The Lawson criterion is defined as v ¼ Ps/Ps(T) ign > 1, 28 where P is the plasma pressure and s is the energy confinement time. In Ref. 
where T ion is given in keV and qR in g/cm 2 . The superscript "no a" indicates that alpha-particle-energy deposition is turned off in the 1D simulations used to validate the analytic scaling. Recognizing that implosion nonuniformities significantly degrade 1D performance, the authors used a simple 3D burn model to derive a generalized Lawson criterion
YOC 3D (yield-over-clean) is the ratio of the estimated 3D yield to the predicted 1D yield and m is analytically given as 0.64 but is between 0.4 and 0.5 based on fitting simulation yields with an ignition criterion of v $ 1. It is difficult to use this form of v to evaluate absolute implosion performance given the dependence on simulations and the measured T ion , which is sensitive to fuel motion. Therefore, Betti et al.
24
modified Eq. (2) to remove the explicit dependence on the YOC parameter and replace the T ion with the absolute yield Y n . This version of the "measurable" generalized Lawson criterion for ICF is given by
where qR is in g/cm 2 , Y n is in units of 10
16
, and M fuel is in mg. This form of v depends only on the measured fuel qR and the neutron yield and is roughly equivalent to the cube root of the ITFx derived by Haan et al.
22
It can be shown 24 that ignition hydrodynamically equivalent implosions on OMEGA occur for values of v > 0.16. This can be satisfied for a range of areal densities and yields. Given that a qR of $300 mg/cm 2 has already been demonstrated on OMEGA, 3, 20 a v $ 0.16 corresponds to a yield of 4 Â 10 13 . These values of Y n and qR provide a convenient metric for demonstrating ignition hydrodynamically equivalent implosion performance with symmetric direct drive on OMEGA and are consistent with an earlier analysis discussed in Ref. 20 . Figure 3 shows the dependence of the 1D fractional measured qR (qR/qR 1D ) as a function of the calculated fuel adiabat [ Fig. 3(a) ] and IFAR [ Fig. 3(b) ] for the 29-shot database shown in Fig. 2 . As expected, the fraction of the 1D qR produced in the implosions is lower for higher-convergence, lower-adiabat implosions. The trend of lower qR with decreasing shell stability is also clear as a function of IFAR. The measured fraction of the 1D qR approaches 80% for values of the adiabat above $2.5 and for values of IFAR below $20. Burn truncation 29 and 3 He buildup in the capsule due to tritium b-decay can account for much of the degradation relative to the prediction. Estimates of the void pressure caused by the buildup of 3 He are sufficient to cause a degradation of the predicted qR of 10% to 15%. The 1D prediction for the points in Fig. 3 does not take into account the increased pressure in the capsule caused by 3 He buildup as the target ages.
The qR measurements in Fig. 3 were obtained with two independent instruments: the magnetic recoil spectrometer (MRS) 30 
FIG. 3. (a)
The correlation between the ratio of the measured and 1D-predicted areal density and the calculated adiabat for the implosions in Fig. 2 shows a drop in the measured qR for adiabats generally less than 2.5.
(b) The correlation between the ratio of the measured and 1D-predicted areal density and the calculated IFAR for the implosions in Fig. 2 shows a drop in the measured qR for IFARs generally greater than 17.
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Phys. Plasmas 20, 056317 (2013) (nTOF) detector. 31 The areal density inferred from the nTOF is based on a different part of the (n,T) scattering cross section 32 than used in the reduction of the MRS data. While the MRS measures the fraction of the primary yield forward scattered by the compressed DT, the nTOF measures the (n,T) backscatter edge at 3.5 MeV to infer the triton density in the compressed fuel. The systematic error on the qR inferred from the nTOF is somewhat higher (estimated to be <15%) than that from the MRS (6%). However, where both measurements are available (a small number of the experiments did not have the nTOF available), the value of the qR used in Fig. 3 is the average of the two measurements. Figure 4 is a duplicate of Fig. 2 with contours of constant qR/qR 1D for the 29 experiments. In this 2D design space, a stability boundary suggested by Figs. 3(a) and 3(b) is clearly evident. For this set of experiments, the edge of the boundary can be roughly defined as IFAR ¼ 20(a/3) 0.8 . While Fig. 3(b) suggests that the measured qR begins to deviate from the 1D prediction for values of IFAR > 17, the 2D contour plot clearly shows that the 1D qR is recovered for larger IFAR as long as the adiabat is suitably large. This further confirms that the stability of these targets is sensitive to design details that can be fully accessed based on the flexibility of the target platform. Figure 5 shows the measured (red circles) and 1D predicted (black circles) Y n [ Fig. 5(a) ] and T ion [ Fig. 5(b) ] as a function of the calculated implosion velocity. The measured yield increases uniformly with implosion velocity from 250 km/s to 380 km/s. The larger spread in the experimental yields for V imp $ 300 to 320 km/s suggests that the shell is becoming increasingly unstable as the implosion velocity is increased. The data points at higher V imp were therefore acquired using a higher fuel adiabat to stabilize perturbation growth at the ablation surface and the ice-gas interface. This additional stabilization is clearly evident in Fig. 5(b) , where there is little variation in the measured T ion with increasing V imp until the fuel adiabat is raised to access V imp above $320 km/s. With the higher-adiabat implosions, T ion increases rapidly with V imp reaching 90% to 95% of the prediction at 380 km/s. Figure 6 is a duplicate of Fig. 2 with contours of constant Y n =Y n 1D [this is the ratio of the measured and simulated yields from Fig. 5(a) , commonly referred to as YOC] across the 29 experiments. The vertical contours indicate that the measured yield depends primarily on the adiabat for values of IFAR < 20 to 22. Only at the highest adiabat does the yield appear to be independent of IFAR for ignition-relevant values (a target is unlikely to ignite at these adiabats with the energy available on the NIF). The YOC for these few data points is >20%. The YOC for ignition-relevant values of the adiabat and IFAR is generally less than 10%.
The largest value of v [Eq. (3)] in this data set is 0.09. For this shot (and several others in the 0.08 range), the value of the measured qR and Y n are approximately half of the values needed to demonstrate ignition hydrodynamically equivalent implosion performance. These highest-performing implosions are not associated with ignition-relevant values of IFAR and adiabat. This is seen in Fig. 7 where contours of constant v=v 1D are plotted in the IFAR-adiabat space of Fig.  2 across the 29-point experimental database. The contours clearly show that relative to 1D prediction, target performance decreases with increasing IFAR and decreasing adiabat. Not surprisingly, this is consistent with the stability boundary identified in Fig. 4 . 
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Phys. Plasmas 20, 056317 (2013) Together, these data suggest that as the design approaches ignition hydrodynamic equivalence, the fuel shell breaks apart during acceleration, leading to a drop in the burn-averaged fuel areal density. The subsequent loss in the hot-spot pressure and temperature leads to a drop in the primary yield. The shell breakup during acceleration suggests Rayleigh-Taylor (RT) perturbation growth from the ablation surface (as opposed to deceleration driven growth at the ice--gas interface). Such growth would be expected to mix ablator material in the core. This mixing is confirmed in Fig. 8 , where the yield-normalized x-ray emission from the core is plotted as a function of the adiabat. The yield normalization factor comes from a fit of the 1D-predicted x-ray emission. When normalized to Y 0:57 1D ; simulated core x-ray emission is approximately constant for all of the experiments. This is shown by the black circles in Fig. 8 . If carbon mixing enhances the core emission, this should be evident when the experimental x-ray emission is normalized to Y 0:57 measured : These values are plotted as red squares. The data clearly show that when the adiabat is less than 2.5, the core x-ray emission is strongly enhanced relative to the high-adiabat experiments where Figs. 4 and 6 show that the shell is likely integral through acceleration. The normalization of the experimental and simulated points at high adiabats is arbitrary as are the units of the normalized emission. The simulated x-ray emission used to establish the yield normalization is restricted to the sensitivity range of the gated x-ray imager used for the measurement (roughly 4-7 keV).
IV. CAPSULE SURFACE QUALITY AND 2D SIMULATIONS
As discussed in Sec. III, the accumulated data suggest a high level of ablator mixing into the hot spot at peak burn. This level of mix would require a significant source of perturbations on the capsule surface to drive CD into the core before stagnation. The shadowgraphy-based imaging system used to characterize the ice layer quality was refocused to image the capsule surface. Figure 9 shows a stitched image in pixel space of five capsule surface images acquired at the same focal depth as the target was rotated. The stitched image contains about 2/3 of the capsule surface and shows dozens of surface "defects" distributed randomly (there is no discernible pattern from one target to another) across the surface.
A detailed optical analysis of these defects confirms that most of the features reside on the outer capsule surface and originate during the high-pressure fill and cooling cycle (Ref. 18 describes the permeation filling process and the DT layering/characterization in detail), i.e., the features do not correspond with fabrication defects identified prior to the fill. A subset of the filled capsules has a small number of dendritic defects on the inner surface of the CD shell. An analysis of one of these inner-surface dendritic defects following a controlled depressurization of a filled capsule showed that the radial depth is of the order of 0.1 lm or less, within the smoothness specification for the capsule.
Every target imploded on OMEGA since January 2012 has had the surface defects analyzed based on images such as the one shown in Fig. 9 . The analysis identifies the type of defect (outer surface or inner surface) and the defect area. Figure 10 . Figure 10(b) shows a histogram of the target defect frequency distribution (bin size is ten defects). The defect count can exceed 100 on a single target. The total defect area for the 29 targets discussed in this paper ranged from a few thousand up to 15 000 lm 2 (nearly 1% of the total capsule surface area). The variation in defect count and total area from target to target and fill to fill is not understood.
Two-dimensional simulations of a single isolated surface defect suggest that the defects account for much of the observed target performance degradation relative to 1D prediction. The implosion performance of several targets was simulated by assuming a uniform distribution of constant-size defects (80 lm 2 ) with a thickness of 1 lm. The thickness of the defects cannot be measured with the optical imaging system used to characterize the DT ice layer (limited spatial resolution and contrast) unless they can be resolved on the limb of the images. In some cases, this has been possible; however, most of the defects cannot be identified on the limb of the capsule images. A thickness of 1 lm was used in the simulations as a compromise-some will be larger while most are smaller. A 2D simulation with a single defect and reflecting boundary conditions was performed using a sector defined as 4p/N, where N is the number of defects on the target. The reflecting boundaries mimic the presence of neighboring defects in this simplified 2D simulation. Assuming that the defects are identical and uniformly distributed around a target, the predicted yield is then N times the results of the simulation. The simulated ion temperature and neutron averaged qR are taken as the average for the target. Table I shows the results of these simulations for shot 66999 (August 2012).
The first row is the 1D prediction using LILAC with nonlocal thermal transport and a SBS model to account for cross-beam energy transfer in the absorbed energy. 8 The second row is the 2D simulation described above including single-beam laser imprint 33 but no isolated defects. The third row is the 2D simulation including the average isolated defect with N ¼ 150. The fourth row is the experimentally measured values. The isolated defect simulation reproduces the experimental measurements reasonably well, while the imprint-only simulations cannot explain the observed implosion performance. The other simulated implosions show a quantitatively similar behavior with respect to measured target performance. While the number of defects simulated was larger than the average number shown in Fig. 10(b) and the area of each defect was less than the average shown in Fig. 10(a) , the total defect area was similar to the average of most targets in the 2012 database. The key point is that injecting the proper amount of ablator material into the core via ablation-front RT growth reproduces the experimental performance observables.
Further progress toward the demonstration of ignition hydrodynamically equivalent implosion performance requires that these isolated defects be eliminated from the capsules. Few, if any, of these defects are particulate in nature. Steps taken in 2011 eliminated the identified sources for particulate debris. The defects are condensed non-hydrogenic gases entrained in the closed DT fuel supply; analysis confirms that the fuel supply contains nearly 0.5% organics and hundreds of ppm of nitrogen, water, and CO 2 . The organics are likely generated by the energetic tritium b-decay electrons that liberate carbon atoms from the CD capsule and the cryogenic epoxies used in the target mounts (the target and support structures are immersed in DT gas during the diffusion fill and the pressure is ramped up to hundreds of atmospheres at room temperature over a 24-to 36-h period). 18 Since the DT fuel supply is operated as a closed loop, organics formed during a fill remain entrained in the fuel for subsequent fills.
The gases condense on the outer surface of the capsule as it is being cooled under pressure. As the temperature of the DT approaches the triple point, the DT liquefies, immersing the capsule and effectively stopping further contaminant gas condensation from the vapor phase on the outer surface. The contaminant gases are presumably on the inside of the capsule as well since the shell is quite permeable at room temperature. The gases likely form monolayers on the inner surface as the temperature falls below the various triple points. Based on the characterization possible to date, there is no visible evidence of crystalline or condensation-related features on the inner surface of the CD shell. Any features on the inner surface would need to first feed out to the ablation surface (where the amplitudes would be quite reduced) to be associated with carbon mixing in the core (recall Fig. 8) .
Two facility projects are underway to eliminate these "trace" gases in the fuel supply: The first-a PdAg filter 34 that will pass only hydrogen into the high-pressure permeation cell with the capsules-will be available in early 2013. An isotope separation unit is under development to remove all contaminants from the DT fuel supply including protium ( V. ITFx
The goal of the National Ignition Campaign (NIC) was to demonstrate alpha heating and ignition using indirectly driven (ID) cryogenic DT implosions on the NIF. 35 Using multidimensional hydrodynamic simulations, Haan et al. 22 derived a convenient metric (ITFx) for tracking the relative implosion performance as capsule and drive parameters were tuned to achieve the required implosion symmetry, fuel adiabat, and implosion velocity. The ITFx is given by ITFxðIDÞ ¼ ðY n =3:2 Â 10 15 Þ Â ðDSR=0:07Þ 2:3 ;
where DSR is the "down-scatter ratio" 36 in percent and related 37 to the total fuel areal density by qR (g/cm 2 ) ¼ 21 Â DSR (%), i.e., the normalization factor of 0.07 is effectively a fuel areal density of 1.5 g/cm 2 . The normalization factors on the yield and areal density are set so that an ITFx of unity implies a 50% probability that the target would ignite (given the spectrum of tolerances used in the simulations). Symmetric DD implosions on OMEGA can be plotted using the ITFx(ID) on an equivalent performance basis by using the standard hydrodynamic scaling relations 24 qR $ E 
where ITFx (ID X) is Eq. (4) with the OMEGA (X) measured quantities, E is the laser energy, M is the fuel mass, and YOC is based on an equivalent perturbation spectrum for each facility. 24 The assumption is that the YOC on the NIF will be higher than on OMEGA for an equivalent perturbation spectrum given the larger capsule and consequent smaller perturbation wavelengths. For E NIF ¼ 1. Figure 11 shows the distribution of the scaled ITFx (NIF DD) for the 29 implosions discussed above in a plot of measured yield and qR. The blue squares are pure CD ablators, while the orange diamonds are Si-doped ablators (typically a few atomic % of silicon in the outer few microns of the shell). The red circles are from a high areal density series of experiments performed in 2009. 3, 20 There is no discernible difference between the doped and undoped ablators, confirming the conclusion from Table I that , very similar to the values derived by Betti et al. 24 from the generalized Lawson criterion for ICF and discussed above.
VI. CONCLUSION
The goal of the cryogenic DT implosion experiments at LLE is to demonstrate ignition hydrodynamic similarity. In little more than a year, cryogenic DT implosions on OMEGA have probed a broad region of design space that includes fuel adiabats from <2 to nearly 4, IFARs from <15 to more than 25, and implosion velocities from 250 to 380 km/s. Several of the targets would have demonstrated ignition hydrodynamic equivalence had the measured performance agreed with the 1D prediction. The key to this rapid progress is the flexible, symmetric direct-drive target platform on the OMEGA laser. With the peak drive intensity defined by the hydro scaling discussed in Sec. II, the adiabat on any layered DT target can be easily changed by adjusting the laser drive picket energies and relative timings while the implosion velocity and IFAR are set by the mass of the ablator and ice.
The conclusion from the data and 2D simulations is that the stability of the imploding shell is compromised by dozens of isolated outer surface defects. These defects act as perturbation seeds that grow rapidly at the ablation surface and mix ablator material into the core. The defects appear on the capsules following the permeation fill process and are most likely caused by contaminant gases in the DT fuel supply that freeze on the surface of the capsule as it is being cooled under pressure. Defect-free targets are expected within a few months once the DT fuel is purified (the first step is the use of a palladium-silver filter to remove the nonhydrogen contaminants reaching the capsules; this will be followed later in 2013 with an isotope separation capability that will remove all of the contaminants including 1 H). 
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Phys. Plasmas 20, 056317 (2013) High implosion velocities are achieved with higheradiabat target designs that stabilize the defect growth at the ablation surface. At the highest adiabats, the measured areal density and primary neutron yield are >80% and >20% of the 1D prediction, respectively. Comparable performance relative to 1D at adiabats around 2 is needed to demonstrate ignition hydrodynamic similarity. Two-dimensional simulations of the defect growth show that this is the primary cause of performance degradation. Eliminating the defects is a high priority for LLE and the first targets fielded in 2013 are expected to be defect free (apart from fabrication defects and the intrinsic capsule smoothness achieved during manufacturing). Once free of the isolated surface defects, LLE will perform lower-adiabat implosions (implying higher qR) with improved shell stability (little or no ablator mix) at high implosion velocity. The goal is to achieve a yield of approximately 4 Â 10 13 and a DT fuel areal density of 300 mg/cm 2 . This will be a v $ 0.16 and a scaled ITFx greater than unity. 
