In this paper the boundary layer ow of a micropolar uid due to a linearly stretching sheet which is a nonlinear system two-point boundary value problem (BVP) on semi-in nite interval has been considered. This the sheets are included the suction and injection. We solve this problem by two di erent collecation approaches and compare their results with solution of other methods. The proposed approaches are equipped by the direct (DRBF) and indirect radial basis functions (IRBF). Direct approach (DRBF) is based on a di erential process and indirect approach (IRBF) is based on an integration process. These methods reduce solution of the problem to solution of a system of algebraic equations. Numerical results and residual norm show that the IRBF performs better than the common DRBF, and has an acceptable accuracy and high rate of convergence of IRBF process.
Introduction . Introduction of the problem
In recent researches the ows of micro-polar uids has been increasingly favored due to the occurrence of these uids in industrial processes, such as solidi cation of the liquid crystals, cooling of a metallic plate in a bath, exotic lubricants extrusion of metals and polymers drawing of plastic lms, production of glass and paper sheets and solution of colloidal suspension. The theory of micro-polar uids introduced by Erington [1, 2] can display the e ects of local rotary inertia and couple stresses, also it is capable of explaining the ow behavior in which the classical Newtonian uids theory is inadequate. Extensive reviews of the theory and applications were given by Łukaszewicz [3] . In this book the mathematical aspects of micro-polar uid ow are presented. Also Ariman et al. [4] have given an excellent review of micro-polar uids and their applications. As the problem of stretching sheet has been of great use in engineering studies, Crane [5] rst studied the ow caused by an elastic sheet whose velocity varies linearly with the distance from a xed point on the surface. Since then many researchers have reported results on stretching sheet. The micro-polar ow on a moving at plate was studied by Ishak et al. [6] [7] [8] . Hassanien and Gorla [9] by considering suction and injection obtained numerical solution. The same problem, using a method of successive approximations, was analyzed by Hady [10] . The Newtonian uid counterpart was studied by Gupta and Gupta [11] . Recently, some new aspects of micro-polar uids and their applications have been investigated by Rahman et al. [12] [13] [14] [15] [16] [17] . More recently, limiting behavior of micro-polar ow due to a linearly stretching porous sheet have been investigated by [18, 19] . In present investigation we deal with the boundary layer ow of a micro-polar uid due to linearly stretching sheet.
. Introduction of radial basis functions
Radial basis functions (RBFs) interpolations are techniques for representing a function starting with data on scattered nodes. This technique rst appears in the literature as a method for scattered data interpolation, and the method was highly favored after being reviewed by Franke [20] , who found it to be the most impressive of the many methods he tested. Later, Kansa [21, 22] in 1990 proposed an approximate solution of linear and nonlinear differential equations (DEs) using RBFs. For the last years, the radial basis functions (RBFs) method was known as a powerful tool for the scattered data interpolation problem. The main advantage of numerical methods which use radial basis functions is the meshless characteristic of these methods. The use of radial basis functions as a meshless method for the numerical solution of ordinary di erential equations (ODEs) and partial di erential equations (PDEs) is based on the collocation method. Kansa's method has recently received a great deal of attention from researchers [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] .
Recently, Kansa's method was extended to solve various ordinary and partial di erential equations including the nonlinear Klein-Gordon equation [27] , regularized long wave (RLW) equation [33] , high order ordinary differential equations [34] , the case of heat transfer equations [35] , Hirota-Satsuma coupled KdV equations [36] , second-order parabolic equation with nonlocal boundary conditions [37] , Second-order hyperbolic telegraph equation [38] , incompressible Eyring-Powell uid over a linear stretching sheet [66] , pricing of options [67, 68] , inverse Cauchy-Stefan problem [69, 70] , non-Fickian ows with mixing length growth in porous media [71] , unsteady ow of gas in a semi-in nite porous medium [72] , and so on [73] . All of the radial basis functions have global support, and in fact many of them, such as multiquadrics (MQ), do not even have isolated zeros [27, 33, 39] . The RBFs can be compactly and globally supported, in nitely di erentiable, and contain a free parameter c, called the shape parameter [33, 39, 40] . For more basic details about RBFs the interested readers can refer to the recent books and paper by Buhmann [39, 41] and Wendland [42] , compactly and globally supported; and convergence rate of the radial basis functions.
Despite many studies done to nd algorithms for selecting the optimum values of c [43] [44] [45] , the optimal choice of shape parameter is an open problem which is still under intensive investigation. For example, Carlson and Foley [44] found that the shape parameter is problem dependent. They [44] observed that for rapidly varying functions, a small value of c should be used, but a large value should be used if the function has a large curvature. Tarwater [45] found that by increasing c, the Root-MeanSquare (RMS) of error dropped to a minimum and then increased sharply afterwards. In general, as c increases, the system of equations to be solved becomes ill-conditioned. Cheng et al. [43] showed that when c is very large then the RBFs system error is of exponential convergence. But there is a certain limit for the value c after which the solution breaks down. In general, as the value of the shape parameter c increases, the matrix of the system to be solved becomes highly ill-conditioned and hence the condition number can be used in determining the critical value of the shape parameter for an accurate solution [43] . For some new work on optimal choice of shape parameter, we refer the interested reader to the recent work of [46] .
There are two basic approaches for obtaining basis functions from RBFs, namely direct approach (DRBF) based on a di erential process [22] and indirect approach (IRBF) based on an integration process [25, 34, 47] . Both approaches were tested on the solution of second order DEs and the indirect approach was found to be superior to the direct approach [25] .
In contrast, the integration process is much less sensitive to noise [34, 48] . Based on this observation, it is expected that through the integration process, the approximating functions will be much smoother and therefore have higher approximation power [34, 48] . To numerically explore the IRBF methods with shape parameters for which the interpolation matrix is too poorly conditioned to use standard methods mentioned by the authors as ref [49] . This is perhaps the major advantage of the IRBFs as RBFs methods are typically not employed in applications using the optimal shape parameters, but using some value of the parameter safely away from the region of ill-conditioning [50] .
Some of the in nitely smooth RBFs choices are listed in Table 1 . The RBFs can be of various types, for example: polynomials of any chosen degree such as linear, cubic, etc., thin plate spline (TPS), multiquadrics (MQ), inverse multiquadrics (IMQ), Gaussian forms (GA), hyperbolic secant (sech) form etc. Regarding the inverse quadratic, inverse multiquadric (IMQ), hyperbolic secant (sech) and Gaussian (GA), the coe cient matrix of RBFs interpolating is positive de nite and, for multiquadric (MQ), it has one positive eigenvalue and the remaining ones are all negative [51] . In this paper, we use the multiquadric (MQ) to direct approach and inverse multiquadrics (IMQ) to indirect approach radial basis functions for nding the solution of main problem. The MQ was rst developed by Hardy [52] in 1971 as a multidimensional scattered interpolation 
This paper is arranged as follows: in Section 2 we present a brief formulation of the problem. In Section 3, we describe the properties of radial basis functions. In Section 4 we implement the problem with direct and indirect radial basis functions methods and in Section 5 we report our numerical nding and demonstrate the accuracy of the proposed methods. The conclusions are discussed in the nal Section.
Problem formulation
An incompressible micro-polar uid in steady twodimensional motion, driven by a at sheet that is linearly stretching away from a xed point is assumed. Otherwise; the uid would have been at rest. The governing boundary layer equations obtained by [18] , as systems of nonlinear ordinary di erential equation are given by:
with boundary conditions
where prime denotes di erentiation with respect to η; the similarity coordinate measuring distances normal to the sheet. F , H, ε, β and ϕ are velocity, micro-rotation, coupling parameter, a constant characteristic of the uid and suction velocity through the porous surface.
Radial basis functions . De nition of radial basis functions
Let R + = {x ∈ R, x ≥ } be the non-negative half-line and
where X, X i ∈ R d and . denotes the Euclidean distance between X and X i s. If one chooses N points
is called a radial basis functions as well [54] . The standard radial basis functions are categorized into two major classes [36] : Class 1. In nitely smooth RBFs [36, 55] : These basis functions are in nitely di erentiable and heavily depend on the shape parameter c e.g. Hardy multiquadric (MQ), Gaussian(GA), inverse multiquadric (IMQ), and inverse quadric(IQ) (See Table 1 ). Class 2. In nitely smooth (except at centers) RBFs [36, 55] :
The basis functions of this category are not in nitely di erentiable. These basis functions are shape parameter free and have comparatively less accuracy than the basis functions discussed in the Class 1. For example, thin plate spline, etc [36] .
As far as the radial basis functions are concerned, several choices are possible, such as the so-called multiquadrics, inverse multiquadrics, Gaussian RBFs (see, for example, [41] ). In particular, the multiquadrics, the inverse multiquadrics and the Gaussian RBFs contain a free shape parameter on which the performances of the RBF approximation strongly depend. Precisely, values of the shape parameters that yield a high spatial resolution (i.e. a high level of accuracy) also lead to severely ill-conditioned linear systems. Therefore, one has to nd a value of the shape parameter such that the numerical results are satisfactorily accurate but at the same time the overall approximation do not blow up (due to ill-conditioning problems). Now, in the technical literature, various approaches for selecting the RBF shape parameter have been proposed, see, e.g., [20, 43, 44, 46, [59] [60] [61] [62] [63] . These algorithms, which are often based on rules of thumbs and on semi-analytical relations, can yield satisfactory results in some circumstances. Nevertheless, to the best of our knowledge, a method to choose the RBF shape parameter which is rigorously established and is proven to perform well in the general case is still lacking.
. RBFs interpolation
The one dimensional function y(x) to be interpolated or approximated can be represented by an RBFs as:
where
x is the input and {λ i } N i= are the set of coe cients to be determined. By choosing N interpolate nodes {x i } N i= , we can approximate the function y(x).
To summarize discussion on coe cient matrix, we de ne:
All the in nitely smooth RBFs choices are listed in Table  1 will give coe cient matrices A in Eq. (3.3) which are symmetric and nonsingular [51] , i.e. there is a unique interpolant of the form Eq. (3.1) no matter how the distinct data points are scattered in any number of space dimensions. In the cases of inverse quadratic, inverse multiquadric (IMQ), hyperbolic secant (sech) and Gaussian (GA) the matrix A is positive de nite and, for multiquadric (MQ), it has one positive eigenvalue and the remaining ones are all negative [51] .
. Direct radial basis functions (DRBF)
In this method, we write the goal function y(x) by using a linear combination of N RBFs:
which Φ(x) and Λ are intruduced in the Eq. (3.2). Now, for derivative of any order y(x), we have
Let p be the highest order of the derivative under consideration the boundary value ODEs in general form:
where e i ∈ {a, b} and y 
The set of equations for obtaining the coe cients {λ i }
N i=
come from equalizing Eq. 
.
Indirect radial basis functions (IRBF)
In this approach [34, [56] [57] [58] , RBFs are used to represent the highest order derivatives p of a function y(x), e.g.
The obtained derivative expression is then integrated to yield expressions for lower order derivatives and nally for the original function itself [34] . Let p be the highest order of the derivative under consideration the boundary value ODEs in general form Eq. (3.6). We de ne integral operation I as:
then we can de ne:
T dp ,
where:ŷ
Now to obtain {λ i } N i= , we de ne the residual function:
14)
N i=
and {d j } p− j= come from equalizing Eq. (3.14) to zero at N interpolate nodes {x j }
N j=
Res(x j ) = , j = , , ..., N,
Solving the model
In the rst step of our analysis, we approximate F(η) and H(η) for solving the model by DRBF:
Also, F (η) and H (η) for solving the model by IRBF:
The general form of problem appear to:
(4.3)
To solve this problem we de ne residual functions for DRBF:
Res (η) = R(η, y , y , y , y , ...), (4.4) and residual functions for IRBF:
Res (η) = R(η,ŷ ,ŷ ,ŷ ,ŷ , ...).
(4.5)
The unknown coe cients {λ
come from equalizing Res (η) and Res (η) to zero at N interpolate nodes η i from zeros of the shifted Legendre polynomial (For more detail about this polynomial, please see [64, 65] ) between and η∞ which we set η∞ = for this problem. 
. Solving the model by DRBF
By using N − interpolate nodes i } i= will be obtained.
. Solving the model by IRBF
Res (x j ) = , j = , , ..., N,
Remark: It is worth to mention that it is so di cult generally to solve the nal system of nonlinear equations (Sections 4.1 and 4.2) even by Newton's method. The main di culty with a such system is that how we can choose initial guess to handle the Newton's method, in other words, how many solutions the system of nonlinear equations admit. We think the best way to discover proper initial guess (or initial guesses) is to solve system analytically for very small N (by using symbolic softwares program such as 
Numerical results and discussion
In this section, the numerical results of the model equations presented in Section 1, obtained by using DRBF and IRBF are discussed. The numerical implementation is carried out in microsoft.maple.13, with hardware con guration: desktop 64-bit Intel Core 2 Duo CPU, 4 GB of RAM, 64-bit Operating System. For this propose and understand the e ects of ow parameters, we presented Figures 1-15 and Tables 2-7 . Figures 1-2 show the e ect of β as a constant characteristic of the uid on the H(η) as the micro-rotation. It is observed that by increasing the value of β, micro-rotation Table 3 : Comparison between direct RBFs and other solutions of F ( ) and H ( ) for some ε at β = and ϕ = .
Runge
Table 4:
Comparison between direct RBFs and other solutions of F ( ) and H ( ) for some ϕ at β = and ε = . .
Table 5:
Comparison between indirect RBFs and other solutions of F ( ) and H ( ) for some β at ε = . and ϕ = . Table 6 : Comparison between indirect RBFs and other solutions of F ( ) and H ( ) for some ε at β = and ϕ = .
Table 7:
Comparison between indirect RBFs and other solutions of F ( ) and H ( ) for some ϕ at β = and ε = . . pro le H(η) increases in the adjacency of the sheet but the reverse happens as one move away from it. The parameter β have the few e ect on the velocity F (η). For this reason, we have not drawn the gure of it. Figures 3-4 displayed the e ect of coupling parameter ε on micro-rotation H(η) and uid velocity F (η). As shown in Figure 3 , micro-rotation H(η) increases with the increasing values of the coupling parameter ε near the surface of the sheet. Also in Figure 4 shows that with increase of ε the value of wall shear stress |F ( )| decreases near the wall. Figures 5-6 illustrate the e ect of ϕ in cases of suction ϕ > and injection ϕ < on micro-rotation H(η) and the velocity F (η) pro le. As shown in Figure 5 , by increasing the value of ϕ, micro-rotation pro le H(η) increases in the adjacency of the sheet but the reverse happens as one move away from it. Also in Figure 6 displays that velocity pro le F (η) decreases with increasing the values of ϕ.
In the case of IRBF method, we discussed the results on β in Figures 7-8 , on coupling parameter ε in Figures 9-10, on ϕ in Figures 11-12 . Results above are also true for IRBF solution.
The radial basis functions listed in Table 1 contain a shape parameter c that must be speci ed by the user. But here, by the meaning of residual function, we try to minimize Res(z) by choosing good shape parameter c. , ε = . , ϕ = ) are shown in Figure 13 and Figure 14 , respectively. This graphs illustrates the convergence rate of the method. Comparison between DRBF solution and IRBF solution shows that the convergence of the IRBF method is faster, because of using less numbers of collocation points.
Finally, in Figure 15 we compared DRBF and IRBF solutions for two cases, one is for β = . , ϕ = and ε = . and the other is for β = , ϕ = and ε = . Table 2 shows the DRBF approximations of F ( ) and H ( ) for some β when ε = . and ϕ = . This table demonstrates the wall shear stress F ( ) decreases with growth of β while the values of H ( ) increases. Numerical results are compared with Runge-Kutta solution which are obtained by the MATLAB software command ODE45 which is used by [19] and HAM solutions by [19] . Table 3 demonstrates the numerical values of F ( ) and H ( ) for some values of ε when ϕ = and β = . Table 4 presents the e ects of suction and injection ϕ on F ( ) and H ( ) for ε = . and β = . It also shows that suction increases the values of shear stress F ( ) at the surface but injection acts exactly in opposition to the suction.
In the case of IRBF method, we discussed the results on β in Table 5 , on coupling parameter ε in Table 6 , on ϕ in Table 7 . The results above are also true for IRBF solution.
It should be noted that in this paper we only say that our proposed scheme is numerically more e cient than other methods that are applied to solve this model. Moreover, this model is solved only in the paper [19] using a semi-analytical method named homotopy analysis method (HAM). We can compare the solutions obtained from two meshless methods proposed in this paper with a solution computed in [19] . Bararnia and his/her co-authors [19] proposed a semi-analytical scheme named homotopy analysis method for solving the model. HAM is a multiparameter homotopy method. In fact, in HAM we have some parameters and some auxiliary operators for adjusting the convergence controller. As pointed out by Liao in his book [74] , the convergence and rate of approximation for the HAM solution strongly depends on the value of auxiliary parameter , the initial approximation, the auxiliary linear operator, the auxiliary function. However, according to what was reported in [19] , the semi-analytical proposed therein allows us to obtain the solution with the error approximately equals − using 15th-order. In [19] , the authors say no any things about the computer time of algorithm but in the other papers, researchers said that the computer time of homotopy analysis method is too high which is much more than method proposed in this paper. The main reasons of why the our numerical methods are more e cient than the one proposed by [19] are the following:
(1) In contrast to the proposed meshless methods in this paper, the homotopy analysis method is a iterative scheme so that it needs a lot of iteration numbers. So HAM is complex as pointed out by many researchers.
(2) In HAM, the main disadvantage is that we should suitably choose an initial guess, or in nite iterations are required. In fact, HAM is very much depended on choosing auxiliary parameter which unfortunately has the effect of restricting the application of such methods. Therefore, HAM includes many unknown convergence-control parameters which makes it time consuming for calculating.
(3) In contrast to the proposed meshless methods in this paper, another disadvantage of these semi-analytical methods such as HAM is the symbolic evaluation of the integrations which can be complex even for a computer algebra package.
(4) HAM gives an approximation to the true solution only in a small region.
(5) In contrast to the proposed meshless methods in this paper, HAM needs too much CPU time to calculate even if the order of approximation is not very high, and thus is often useless in practice even for ordinary di erential equations. So it is really hard to implement this semianalytical scheme for solving complex partial di erential equation in regular or non-regular domain with a small amount of complexity.
It was shown that the present work provides acceptable approach for incompressible micro-polar uid in steady two-dimensional motion, driven by a at sheet that is linearly stretching away from a xed point. It was also con rmed by logarithmic gures of residual function that this approach has an exponentially convergence rate. Additionally, high convergence rates and good accuracy are obtained by the proposed method using relatively low numbers of data points.
The numerically convergence error of proposed approximated solution is shown in Figures 13 and 14 . Paying wise attention to these gures, it can be seen that the residual function decreases, as the number of basis increases. In fact, in Figure 13 , we can see when N = ,
Res(x)
− and when N = , Res(x) − .
It shows fast convergence of the proposed method. Comparison between DRBF solution and IRBF solution in Tables (2)- (7) shows that the convergence of the IRBF method is faster than DRBF, also IRBF in comparison with DRBF has same accuracy while it use less numbers of collocation points. Paying attention, from these tables and gures we observe that the accuracy grows as the number of nodes increases gradually, this fact can be understood more clearly from the data shown in Figures 13 and 14 since as the number of nodes increases, we nd the approximations that possess more correct digits. Then the option price can be computed with a small error in a small computer time. This indicates that the numerical solution converges to the true solution as the number of nodes increases gradually. Again we do con rm that the true solution is not available here. Therefore, we use instead the reference solution which is described in [19] , where it has been obtained by performing a simulation named RK method.
Concluding remarks
Collocation method based on radial basis functions is applied to observe the behavior of micro-polar ow due to a linearly stretching of porous sheet. Here, we proposed two numerical methods for this problem, one is the direct RBFs by using the Multiquadrics (MQ) function and the other is indirect RBFs by using inverse multiquadrics (IMQ) function. In both methods, we have the zeros of the shifted Legendre polynomial as the collocation nodes. Numerical results show that the present IRBF method achieves a high degree of accuracy and high rate of convergence. It was also con rmed by logarithmic gures of residual functions that these approaches have an exponentially convergence rate. Additionally, through the comparison with other methods [19] , we have showed that the both RBFs approaches have good reliability and e ciency.
