Structural variants (SVs) can contribute to oncogenesis through a variety of mechanisms. Despite their importance, the identification of SVs in cancer genomes remains challenging. Here, we present a framework that integrates optical mapping, highthroughput chromosome conformation capture (Hi-C), and whole-genome sequencing to systematically detect SVs in a variety of normal or cancer samples and cell lines. We identify the unique strengths of each method and demonstrate that only integrative approaches can comprehensively identify SVs in the genome. By combining Hi-C and optical mapping, we resolve complex SVs and phase multiple SV events to a single haplotype. Furthermore, we observe widespread structural variation events affecting the functions of noncoding sequences, including the deletion of distal regulatory sequences, alteration of DNA replication timing, and the creation of novel three-dimensional chromatin structural domains. Our results indicate that noncoding SVs may be underappreciated mutational drivers in cancer genomes.
S
tructural variants (SVs), including inversions, deletions, duplications, and translocations, are a hallmark of most cancer genomes 1 . The discovery of recurrent SVs and their molecular consequences for gene organization and expression has greatly advanced our knowledge of oncogenesis. Numerous oncogenes have been identified as the products of recurrent translocations and have provided successful targets for drug therapies [2] [3] [4] [5] [6] , particularly for hematopoietic malignancies.
Despite their importance, identifying SVs in cancer genomes remains challenging. Historically, G-band karyotyping has been the major method and is routinely performed in the clinic 7 . However, it is an inherently low-resolution and low-throughput method that cannot characterize extensively rearranged genomes. Microarrays are another commonly used method for detecting gains and losses of genetic material 8 , but they do not provide precise location of rearrangements and cannot detect balanced rearrangements. Targeted approaches such as fluorescence in situ hybridization (FISH) and PCR are also used extensively in the clinic. However, such methods require a priori knowledge of the rearrangements and hence are not suitable for de novo SV detection. Recently, high-throughput sequencing-based methods, such as RNA sequencing (RNA-seq) and whole-genome sequencing (WGS), have emerged as attractive methods for SV identification; they can identify gene fusions and genomic rearrangements with high resolution [9] [10] [11] [12] [13] [14] [15] [16] . Despite their success, these short-read-based approaches cannot effectively detect SVs in the repetitive regions in the genome and have limited power to determine complex SVs in a haplotype-resolved manner.
Here we propose an integrative framework to comprehensively detect SVs by using a combination of technologies, including WGS, next-generation optical mapping (Irys system; Bionano Genomics), and high-throughput chromosome conformation capture (Hi-C). In addition, we developed a novel algorithm that uses Hi-C data to detect SVs genome-wide. By integrating the results from different platforms, we compiled a list of high-confidence SVs in eight human cancer cell lines (Table 1) . We observed that optical mapping and Hi-C excelled at detecting large and complex structural , Victoria T. Le 1 alterations, whereas high-coverage WGS was adept at identifying SVs with high resolution. We identified numerous instances of three-dimensional (3D) genome organization alterations as a result of structural genome variation, such as the formation or dissolution of topologically associating domains (TADs), suggesting a critical role for structural variation in gene misregulation in oncogenesis.
Results
An integrated approach for SV detection. To evaluate the ability of different platforms in detecting SVs, we compared WGS, optical mapping, and Hi-C data in eight cancer cell lines and one karyotypically normal control (GM12878) (Fig. 1a and Supplementary Table 1 ). We generated WGS data in seven cancer cell lines with an average coverage of > 30× , and downloaded the data for LNCaP and GM12878 cells from a previous study 17 and the Platinum Genome Dataset (Illumina), respectively. We built an in-house pipeline that integrates the results from the LUMPY, Delly, and Control-FREEC software (see URLs) [18] [19] [20] for initial SV detection, and then performed extensive data filtering (Supplementary Fig. 1 and Supplementary  Tables 2,3 ). Next, we performed optical mapping in the same nine cell lines with an average coverage of approximately 100× . We used RefAligner 6119 (Bionano Genomics) and pipeline 6498 to conduct de novo assembly and SV detection, and we designed an in-house pipeline to perform further data filtering (Supplementary Fig. 2 and Supplementary Table 4 ). Lastly, we performed Hi-C experiments in 14 cancer cell lines and analyzed an additional 21 previously published data sets [21] [22] [23] [24] [25] [26] [27] . We developed a novel algorithm to use Hi-C data to identify rearrangement events, including translocations, inversions, deletions, and tandem duplications (Supplementary Table 5 and Supplementary Figs. 3 and 4) . After comparing and merging the results from each platform, we identified thousands of insertions and deletions (> 50 bp), hundreds of tandem duplications and interchromosomal translocations, and tens of inversions (Supplementary Table 2 ). We compiled a list of high-confidence SVs that were predicted by at least two methods (Supplementary Table 6 ). An example is shown in Fig. 1b , where a translocation between chromosomes 2 and 3 in Caki2 cells was detected by all three methods. This translocation was also validated by observation of dramatic shifts in DNA replication timing profiles in the same region. Finally, we observed that the cancer genomes displayed many more rearrangement events compared with normal cells, as illustrated by circular genome structural profiles 28 ( Fig. 1c, Supplementary Fig. 5 ).
Detection of large-scale rearrangements using Hi-C data. Several groups have reported unusual interchromosomal interactions in Hi-C data and suggested these signals are the results of SVs 21, [29] [30] [31] ; however, to identify the breakpoints, they mainly relied on visual inspection 32, 33 . Software tools have recently been developed to identify copy number alterations (CNAs) or interchromosomal translocations in Hi-C data sets [32] [33] [34] [35] . However, to our knowledge, no algorithm has been developed that can use Hi-C for genome-wide detection of a full range of SVs, including deletions, inversions, tandem duplications, and interchromosomal translocations.
In a Hi-C experiment in karyotypically normal cells, interchromosomal interactions are rare (left panel in Fig. 2a ). However, this pattern does not hold in cancer cells. For example, in Caki2 cancer cells, we observed strong "interchromosomal" interactions (right panel in Fig. 2a ), which might be due to the fusion of chromosomes 6 and 8. The challenge is to determine whether the increased signals are due to rearrangement or normal variation in 3D genome organization. We first developed probabilistic models for "normal" 3D genome organization features, including genomic distance between loci, TADs, A/B compartments, and the increased interactions between small chromosomes and between subtelomeric regions (Supplementary Fig. 3 and Supplementary Methods (see Supplementary Note)). In the event of a rearrangement, the two rearranged regions are genetically fused, altering the linear distance between loci. This leads to local clusters of deviations from the expected interaction frequencies, and such patterns can be used to detect SVs (Fig. 2a,b) . To systematically identify this signature, we developed an iterative approach to pinpoint local clusters of interaction frequencies suggestive of the presence of rearrangements. The method progressively reduces the bin size to refine the resolution of breakpoints to as high as 1 kb (Supplementary Fig. 6 ).
We first evaluated our algorithm with a well-characterized chronic myelogenous leukemia cell line (K562) and compared the results with the published karyotype. Of the 19 Hi-C predicted rearrangements, 11 can be confirmed and the remaining 8 are novel 36 . Since these eight events were found in both of the two replicate experiments that were performed in two independent laboratories, they are not likely a product of clonal evolution. Several of the events are complex rearrangements. One event is between chromosome 16 and two different regions of chromosome 6 (Fig. 2c) . Another is a rearrangement involving chromosomes 1, 6, 18, and 20 ( Supplementary Fig. 7 ). We performed FISH experiments to validate the novel predicted translocations; 18 of the 19 predicted translocations using Hi-C data were validated by either FISH or previous karyotyping (Supplementary Table 7 ), suggesting that our algorithm can identify large-scale structural variation with high specificity.
To further evaluate the algorithm, we performed Hi-C in ES cells derived from the Tc1 mouse ( Supplementary Fig. 8a ), which are engineered to carry a copy of human chromosome 21 37 . In the process of establishing this cell line, human chromosome 21 was subject to gamma irradiation 37 , leading to massive genomic rearrangements, a subset of which have been previously identified using PCR and Sanger sequencing 38 . We evaluated the sensitivity of our algorithm GM12878  0  0  0  0  0   T47D  4  2  6  13  30   Caki2  2  2  5  4  26   K562  4  5  6  11  33   A549  1  2  0  3  12   NCI-H460  2  1  0  0  7   SK-N-MC  2  2  6  3  9   PANC-1  3  0  0  4  14   LNCaP  3  0  0  4  9 at various sequencing depths by subsampling, and found that the algorithm can achieve decent sensitivity with as few as 5-10 million reads. The performance reaches a plateau at approximately 100 million sequencing read pairs with a sensitivity of 90% ( Supplementary  Fig. 8b ). The predicted breakpoints are internally consistent when at least 50 million reads are available ( Supplementary Fig. 8c,d ). We noticed that sometimes Hi-C and WGS call breakpoints in the same regions but report different strandedness ( Supplementary Fig. 8e-h ). The discrepancies usually involve complex events, where Hi-C reports the larger-scale SVs and WGS reports the smaller SVs for the sample complex event. To evaluate the effect of sample heterogeneity, we simulated mixed tumor/normal samples by combining Hi-C reads from K562 and GM12878 cells at different fractions while keeping the total sequencing depth at 100 million reads. We observed a limited loss of sensitivity even with tumor fractions as low as 30%, indicating that the performance of Hi-C-based SV finding is robust under conditions of moderate sample heterogeneity ( Supplementary Fig. 8i ). Finally, we expanded our Hi-C analysis to 27 cancer cell lines and 9 karyotypically normal cell lines (Fig. 2d) . On average, we reported 25 rearrangements in cancer cells and virtually no such events in normal cells, with an interchromosomal to intrachromosomal rearrangement ratio of roughly 2:1 (424 versus 274 in all cell lines). Our algorithm appears to identify mostly large SVs, with only 4.3% of intrachromosomal SVs being < 2 Mb in size ( Supplementary Fig. 8j ). This is likely because it is challenging to distinguish the strong Hi-C signals resulting from structural variation from those strong local interaction signals within the same TAD.
Validation of Hi-C breakpoints by replication timing. Next, we compared our Hi-C-defined breakpoints with altered DNA replication timing as an independent functional test. Eukaryotic genomes replicate via the synchronous firing of clusters of origins, which together produce multi-replicon domains, each of which completes replication in a short (45-60 min) burst during the S phase of the cell cycle 39, 40 . Genome-wide profiling of replication timing shows that these domains can be replicated at different times during S phase, with adjacent earlier and later replicating domains punctuated by regions of replication timing transition 39, 40 . Consequently, translocations that fuse the domains of early and late replication can result in earlier replication of the late replicating domain and/or delayed replication of the early replicating domain 41, 42 . When mapped to the reference genome, these changes appear as abrupt shifts in replication timing profiles that have the potential to validate breakpoints ( Fig. 2e and Supplementary Fig. 9a ). Our Hi-C pipeline identified 249 translocations (at the 10-kb or 100-kb resolution) in 10 cell lines with available replication timing. Among them, 75 translocations were associated with an abrupt shift in replication timing. Since an abrupt shift is only expected for translocations between domains that replicate at different times, we classified the genome into regions that are constitutively early (CE) replicating, constitutively late (CL) replicating, and regions that switch replication timing during development (S), using 48 replication timing profiles of noncancerous cell lines and differentiation intermediates 43, 44 (Supplementary Methods and Supplementary Fig. 9b ). Among the 249 translocations detected by Hi-C, 9 were CE to CL fusions and 32 were CE to CE or CL to CL fusions. As expected, an abrupt shift in timing was identified in CE to CL with a much higher frequency (~67%) than in CE to CE or CL to CL fusions (~13%) (Supplementary Fig. 9c ). Translocations between CE and CE were observed with a frequency three times higher than expected by chance ( Supplementary Fig. 9c ), which is consistent with previous reports linking chromosomal breakpoints to early replication and higher transcriptional activity 45, 46 . Overall, replication timing can provide functional validation of a specific class of translocation events that fuse regions that are replicated at different times in S phase.
Cross-platform comparison and integration of SV detection. To systematically evaluate the performance of different platforms, we compared the SVs predicted by Hi-C, optical mapping, WGS, fusion transcripts, karyotyping 36, [47] [48] [49] [50] [51] [52] [53] [54] , and paired-end tag sequencing (PETseq) 55, 56 ( Supplementary Fig. 10 and Supplementary as high-confidence SVs. To approximate sensitivity and specificity, we defined the contribution of a method as the fraction of highconfidence SVs that are detected by this method; the overlap rate refers to the proportion of SVs from one method that overlap with high-confidence SVs. Overall, we observed that 20% of all interchromosomal translocations were identified by at least two platforms ( Supplementary  Fig. 11a-b) . Compared with previously known karyotypes in each lineage, many of the observed translocations are novel. For example, to our knowledge, 14 out of 26 translocations in T47D cells found in this study have not been reported before (Supplementary Fig. 11c ). We selected eight of them for further validation, and all of them were confirmed by PCR (Supplementary Table 7) . Hi-C is a method with significant contribution and a high overlap rate (48 and 66%), and with better performance for interchromosomal translocations (53 and 66%) than intrachromosomal SVs (43 and 71%) (Supplementary Table 9 and Supplementary Fig. 12 ). Integration of Hi-C, optical mapping, and WGS increases the overall contribution to 90% (their individual contributions are 48, 40, and 64%, respectively). Karyotyping has a high overlap rate with the highconfidence calls for all kinds of large SVs (88%) and relatively good contribution for interchromosomal translocations (56%).
Next, we merged the results across different platforms in the same cell line into a final high-confidence SV list and refined the breakpoints using the highest resolution available (Supplementary Table 8 and Supplementary Fig. 12c ). More importantly, we resolved the SV type for a subset of unclassified large intrachromosomal rearrangements detected by WGS and optical mapping. For example, Irys reported 24 unclassified intrachromosomal rearrangements (≥ 5 Mb) in T47D cells. By comparing this with Hi-C or WGS data, we were able to identify the SV types for 9 of them (37.5%).
We also identified thousands of gains or losses of genetic material by optical mapping and WGS in each cancer cell line. Optical mapping detects fewer but larger deletions than WGS (Supplementary Table 10 ). In T47D cells, WGS detected 2,943 deletions with a median size of 552 bp, while Irys reported 1,128 deletions with a median size of 1,335 bp (Fig. 3a,b) . Eighty-five percent (2,495 of 2,945) of WGS-detected deletions are missed by Irys. Among them, 78% are < 1 kb. These are likely to be missed by optical mapping because its resolution is limited by the minimum distance between two nicking sites; 3% of the deletions predicted by Irys overlap with multiple smaller WGS deletions, and in those cases, the summed size of these WGS deletions is close to the Irys-detected deletion ( Supplementary Fig. 13a -c and Supplementary Table 11 ). Fiftyeight percent of the Irys-detected deletions are not captured by WGS. We tested a subset of deletions detected by Irys, and 87.5% (14 of 16) were validated by PCR (Supplementary Table 7 ). Further, optical mapping can identify deletions within repetitive regions where WGS reads are not mapped ( Fig. 3c ) and in regions with lower mappability around the breakpoints ( Supplementary Fig.  13d ). We detected many megabase-scale deletions in the cancer cell lines. In contrast, the largest deletion we found in the GM12878 cells was a 700-kb event associated with potential V(D)J recombination ( Supplementary Fig. 14) . We found that WGS, Irys, and Hi-C can detect different sets of interchromosomal and large-scale rearrangements ( Supplementary Fig. 15 ). Besides mappability, we observed that both Hi-C and Irys are particularly powerful at detecting rearrangements involved with unalignable junctions ( Supplementary  Fig. 16a ,b), which could come from a third chromosome that is too short to be recognized, the non-templated addition of bases to the genome, or exogenous DNA sequences, such as those from viruses.
In summary, we found that an integrative approach combining complementary methods is essential to gain a more comprehensive understanding of structural variation in cancer genomes ( Table 2 ). An example is in shown in Fig. 3d , where we used optical mapping to thread the putative local structure, the WGS calls to pinpoint breakpoints, and the Hi-C data to validate the linkage of several adjacent rearrangements on the same allele ( Fig. 3e , Supplementary Fig. 17 ).
Better estimation of gaps in the human genome. We noticed that optical mapping can be used to better estimate the size of gap regions. We detected a number of deletions in multiple samples, including GM12878, when we used the hg19 reference genome, but these deletions disappeared when we processed data with a more recent version of the reference genome (GRCh38). Further investigation shows that many such "deletions" identified in the hg19 consist of gaps in the reference genome and that the size of these gaps has been corrected in the GRCh38 build. The corrected size in GRCh38 is very similar to our predictions (Supplementary  Table 12 ). However, we noticed that there remain several such "deletions" over gap regions even in the GRCh38 build, indicating that either these gap sizes can be further refined or they represent polymorphisms in the population. We compared our results with two recent studies that also re-estimated the genomic gaps in the GRCh38 reference genome 57, 58 . While overall our data show consistency with previous results (Supplementary Table 13 ), we observed differences due to possible population polymorphisms, including a gap region where we reported a range of sizes from 889 bp to 1,535 bp across 9 different individual cell lines. (The estimation is 1,299 bp by Pendleton et al. 57 and 705 bp from Seo et al. 58 , respectively.)
Functional consequences of SVs in cancer genomes. To investigate the functional consequences of SVs, we first analyzed the RNA-seq data of 11 cancer cell lines to identify fused gene transcripts. We detected many RNA-seq read pairs whose two ends are mapped to different chromosomes, crossing the translocation breakpoints identified in this study (Supplementary Table 14) . We also discovered many novel fusion transcripts involving bona fide oncogenes, such as EVI1-CFAP70 in the T47D cells. Whether these gene fusion events contribute to oncogenic potential remains to be further investigated. CNAs represent another class of genetic variation in cancer. We profiled the CNAs in the T47D breast cancer cell line and compared them with the WGS data of 560 breast cancer patients 16 . Eight out of the top ten frequently mutated oncogenes in patients were also amplified in the T47D cancer cells; tumor suppressor genes such as ATRX and CDKN1B displayed loss of copies (Fig. 4a) , suggesting that the T47D cells reflect the CNA landscape in breast cancer. We further compared the RNA-seq data in T47D and human mammary epithelial cells (HMECs) and found that loss of heterozygosity (LOH) and homozygous deletions lead to significantly reduced gene expression, which was also observed in other cancer cell lines ( Supplementary Fig. 18a-d) . We found exon deletions in 25 COSMIC (Catalogue of Somatic Mutations in Cancer; see URLs) tumor-related genes, and the majority (76%) showed decreased transcription ( Supplementary Fig. 18e ). We noticed widespread amplification of known oncogenes (such as MYC) and loss of cell cycle checkpoint genes (such as CDKN2A and CDKN2B, Supplementary  Fig. 19) . We found over 100 highly amplified (≥ 5 copies) or deleted genes in cancer cells that were not reported in COSMIC, suggesting potential roles in cancer ( Supplementary Fig. 20) .
Deletions in cancer and normal cell lines differed in their likelihood of disrupting repetitive or functional elements. GM12878 cells are more enriched for deletions in repetitive elements when compared with cancer cell lines (70 versus 50%; the expected value based on genomic background is 50%) (Supplementary Table 15 ). Interestingly, deletions of genes and enhancers are depleted in GM12878 cells relative to the genomic background (12 versus 60, empirical P value < 0.001, Supplementary Fig. 21a ).
To identify deletions specific to cancer genomes, we compared the observed deletions with the Database of Genomic Variants (see URLs), which compiles known polymorphic SVs identified by previous studies. Ninety-five percent of the deletions identified in GM12878 cells have been previously reported, suggesting they are polymorphisms in the population. The fraction of polymorphic deletions in cancer cells is lower at 90% (Supplementary Fig. 18f and Supplementary Fig. 22a ), likely due to the presence of somatic mutations. In total, cancer cells suffer a greater loss of genetic material compared with normal cells (Supplementary Fig. 22b ). Further analysis shows that polymorphic deletions are enriched for repetitive elements (70 versus 50% genomic background) and depleted of exons (1.5 versus 4% genomic background) ( Supplementary  Fig. 22c-d) . In the six cancer cell lines where we can find control cells with enhancer annotations, we found that the polymorphic deletions are resistant to enhancer loss (empirical P < 0.005 in all cell lines; Supplementary Fig. 21b ). In contrast, the novel deletions are not enriched in repeats or depleted of enhancers or exons ( Supplementary Figs. 21c and 22) . Instead, they are enriched in COSMIC tumor-related genes ( Supplementary Fig. 18f ) 59 , suggesting 
Three methods
Resolution of breakpoint
Region of low mappability Hi-C data from HMEC indicates that there is an interaction between the deleted enhancer and the promoter of gene GNB4. This enhancer-promoter linkage is also reported in GM12878 cells by the Capture Hi-C data. According to the WGS data, the local region is amplified and has six copies in the T47D cells, but the enhancer is deleted in five of the six copies. c, Compared with HMEC, all the genes in this region in T47D are upregulated potentially due to the local amplification, except for GNB4, whose expression is reduced by ~50%. d, Functional pathway analysis of deleted enhancers (n = 1,859) by the Genome Regulatory Architecture tools (P value from two-sided binomial test). FDR, false discovery rate. ESR1, estrogen receptor 1. e, Genes with deleted enhancers show reduced expression levels (two-sided Wilcoxon rank-sum test). Genes with exon deletions or copy number loss are excluded; 534 genes are linked by Capture Hi-C data to at least one deleted enhancer (green) and 10,677 genes are linked to enhancers that show no deletions (gray). For the boxplots, the box represents the interquartile range (IQR), and the whiskers extend to 1.5 × IQR or to the maximum/minimum if < 1.5 × IQR.
that a subset of the deletions are potentially pathogenic. We confirmed that copy number changes detected by optical mapping and WGS are highly consistent ( Supplementary Fig. 23 ). Next, we investigated whether SVs can influence the expression of cancer-related genes by disrupting distal regulatory elements. For this analysis, we focused on the comparison between T47D breast cancer cells and HMECs. We predicted enhancers in HMECs using H3K27ac chromatin immunoprecipitation sequencing data from the ENCODE consortium (see URLs) and compared the enhancers with deleted regions in T47D to identify potential deleted enhancers in cancer cells (Supplementary Table 17 ). We show an example in Fig. 4b, where a 3 .4-kb deletion downstream of the GNB4 gene overlaps with a breast tissue-specific enhancer. This region has six copies due to genomic amplification, five of which carry this deletion; only one copy of the enhancer remains undisrupted. Evidence by Hi-C in HMECs and Capture Hi-C data 60 suggests that GNB4 is potentially regulated by this enhancer. More importantly, it is the only gene in this region with decreased expression; the expression of the rest of the genes in this region are highly upregulated, possibly due to the increased copy number (Fig. 4c) . Further, we found that globally, deleted enhancers are located near genes involved in breast cancer-relevant pathways (Fig. 4d) and genes linked to these deleted enhancers show a reduced level of expression (Fig. 4e) . Overall, these results suggest that deletions in cancer genomes may frequently affect enhancers and potentially contribute to oncogenesis.
The impact of structural variations on 3D genome organization. Genetic mutations can disrupt TADs and create "neo-TADs" that lead to misregulated gene expression in developmental disorders 61, 62 . Several groups have also shown that alterations that affect TAD boundaries or transcriptional repressor CTCF binding sites at specific loci can create new chromatin structural domains leading to misregulation of nearby oncogenes through "enhancer hijacking" [63] [64] [65] . However, the extent to which SVs alter 3D genome structures genome-wide in cancer cells remains unclear.
Having identified SVs in 20 cancer cell lines with Hi-C data, we systematically investigated the consequences of structural variation on TAD structure. We observed that neo-TADs are frequently formed as the result of large-scale genomic rearrangements in cancer cells. An example is shown in Fig. 5a , where the fusion between chromosomes 9 and 18 forms a neo-TAD in PANC-1 cells. Further, we found that many neo-TADs induced by SVs in cancer cells contain known cancer driver genes, such as ERBB2, ETV1, ETV4, MYC and TERT (Supplementary Fig. 24 ). To address whether neo-TAD formation is a general consequence of SV rearrangements in cancer genomes, we performed an aggregate analysis of all breakpointcrossing Hi-C signals in each cell line. As shown in Fig. 5b , we observed that interchromosomal Hi-C signals form a sharp triangular shape (dashed line), suggesting the formation of a fusion-TAD as a result of the rearrangement (details in Supplementary Methods). This pattern was not observed when we performed the same analysis using shuffled TADs with randomized boundary positions (right panel in Fig. 5b ). These results indicate that structural variations in cancers can rewire TAD structure and lead to TAD fusion and altered regulatory environments (Fig. 5c) .
Next, we investigated the impact of neo-TADs on gene expression. Across eight cancer cell lines, we observed that genes within TADs containing a rearrangement show greater allelic bias than genes within non-rearranged TADs, suggesting that at least a subset of these events likely lead to altered gene expression in cis (Fig. 5d) . We examined the Hi-C data in three neuroblastoma cell lines and compared MYC expression. Among them, SK-N-DZ has high MYCN/N-myc expression, and the other two lines (SK-N-SH and SK-N-AS) have high MYC/c-Myc expression (Fig. 5e) . Remarkably, in the two neuroblastoma cell lines that had high MYC expression (SK-N-AS and SK-N-SH), we identified the presence of translocations in the vicinity of the MYC gene. Copy number segmentation from the Cancer Cell Line Encyclopedia (see URLs) indicates that there is no MYC amplification in these two cell lines. Instead, we observed the formation of neo-TADs that encompass the MYC gene in both cases (Fig. 5f,g ), suggesting that the formation of neo-TADs may be involved in MYC activation. Determining whether any individual neo-TAD represents a recurrent alteration in a given cancer cell type, or how neo-TADs may ultimately contribute to oncogenesis, remains to be elucidated. However, our analysis suggests that creation of neo-TADs is a common consequence of rearrangements in cancer genomes.
Discussion
Detecting SVs in cancer genomes remains a challenge for geneticists and cancer biologists. Here we developed an algorithm that, for the first time, can use Hi-C data to identify a full range of SVs in cancer cells genome-wide. Our algorithm shows high accuracy for detecting interchromosomal translocations and large intrachromosomal rearrangements, even with as little as approximately 1 × genome coverage. Currently, our approach has limited power in detecting alterations < 1 Mb in size. On the other hand, we have demonstrated that optical mapping excels at detecting complex SVs and resolving local genome structure, although it cannot detect small deletions and insertions (< 1 kb). WGS has the highest resolution in detecting structural variation but is less successful in detecting SVs in poorly mappable regions of the genome or in resolving complex SVs. Ultimately, only an integrative approach that employs complementary technologies can give the most comprehensive view of the cancer genome.
In examining regions affected by SVs, we identified extensive deletions of distal enhancers, which are located in proximity to genes known to be mutated in cancer and important for pathways in cancer biology. To what extent such distal noncoding mutations are recurrent in cancer genomes remains unclear, but this represents an important, less explored aspect of cancer genomics. By analyzing the 3D genome structure surrounding the SVs, we observed frequent creation of neo-TADs as a result of genomic rearrangements in cancer genomes. We have developed a Web-based tool for users to visualize and examine such neo-TADs (available at the 3D Genome Browser; see URLs). There has been ample evidence that the juxtaposition of active regulatory sequences to known oncogenes can contribute to tumorigenesis. Our results indicate that at least part of this effect may result from the creation of novel structural domains in cancer genomes. Whether all SVs generate fusion-TADs, and the extent to which TAD fusion events are recurrent and act as driver mutations in cancer genomes will be an important question for future studies to address. 
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Methods
Methods, including statements of data availability and any associated accession codes and references, are available at https://doi. org/10.1038/s41588-018-0195-8. Hi-C experiments and sequence read alignment. Hi-C in K562 and SK-N-AS cells was performed using the in situ Hi-C protocol 21 from five million cells using the MboI enzyme. Hi-C experiments in all ENCODE cells lines were performed by following the original Hi-C protocol using the type-2 restriction enzyme HindIII 66 . Hi-C experiments were performed as biological replicates to ensure experimental reproducibility. Hi-C libraries were sequenced using the HiSeq 2000 and HiSeq 2500 sequencing systems (Illumina) and processed to FASTQ format files using standard processing pipelines. Read pairs were aligned independently using the BWA-MEM algorithm to a custom GRCh38 genome assembly. The base for this assembly is available through the 1000 genomes consortium (see URLs) and contains "decoy" sequences representing common viral sequences and contigs assembled in certain individual genome assemblies but not found in the current reference. For our purposes, we also removed any alternate haplotype sequences from the reference. After initial alignment, individual reads were paired using a custom in-house pipeline, and PCR duplicate reads were removed using Picard Tools (https://broadinstitute.github.io/picard/). The aligned sequences were then processed into raw Hi-C matrices using multiple bin sizes (1 Mb, 100 kb, 40 kb, 10 kb). For the K562 and SK-N-AS libraries, these were also processed into 1-kb matrices. This was not done for the ENCODE cell line data because HindIII is expected to cut approximately every 4 kb in the genome, such that analyzing data with bin sizes below 4 kb yields highly variable interaction matrices. We then computed the raw one-dimensional coverage of bins and removed any bins in the bottom 2.5%. Hi-C matrices were then normalized using iterative correction; we specifically retained the vector of intrinsic biases, q, for use in downstream breakpoint calling. Thus, the normalized interaction frequency n i,j between any two bins i and j are given by the following equation:
where o i,j is the observed number of reads between bins i and j, and q i and q j are the biases of bins i and j, respectively. For Hi-C data analyzed using 1-Mb matrices, the A/B compartment patterns are a prominent feature of the data that complicate downstream breakpoint finding. To account for these features, we performed further processing of the 1-Mb matrices. Specifically, we renormalized the raw 1-Mb matrices using iterative correction but with all intrachromosomal interactions set to zero. We then performed principal component analysis on this balanced matrix. Specifically, using R, we computed the covariance matrix of our initial normalized matrix and then extracted the first eigenvector. We then computed a new matrix, D, representing the fraction of the original matrix derived from the first principal component by the following equation: = B Xvv T , where X is the original normalized matrix, v is the first eigenvector, and v T is the transposition of the first eigenvector. Each element b i,j of B represents the additive increase or decrease in interaction frequency due to A/B compartment patterns between bins i and j, and is used in modeling the interaction frequencies for breakpoint identification. For further details regarding the algorithms for SV detection using Hi-C data, please see the Supplementary Methods. SV detection and filtration from WGS. SV detection. SVs were detected by three independent pipelines. In the first pipeline, paired-end sequencing reads were first aligned using the BWA-MEM algorithm (v0.7.15-r1140) to a GRCh38 human reference genome (version GCA000001405.015) with alternate haplotypes removed. Duplicate reads were removed using Picard Tools. Reads with a mapping quality of at least 20 were retained for SV detection. SV calls were generated from this mapped data using Delly (v0.7.7) with default parameters (-q 20). Delly detects deletions, inversions, tandem duplications, insertions, and interchromosomal translocations.
In the second pipeline, paired-end reads were processed using the SpeedSeq framework (see URLs). Paired-end reads were aligned to the GRCh38 reference genome using the BWA-MEM algorithm in the same manner as the first pipeline. Duplicated reads were removed by "samblaster" (v0.1.24; see URLs). Discordant and split reads were extracted by samblaster for SV detection. SV calls were generated using LUMPY (v0.2.13) with default parameters (speedseq sv -g -t 64 -x). LUMPY reports SVs as deletions, inversions, duplications, interchromosomal translocations, and unresolved break ends. In both pipelines, telomeric, centromeric, and 12 heterochromatic regions were masked for SV detection using the blacklisted regions provided by the Delly software.
Copy number profiles were generated using Control-FREEC (v11.0; see URLs). For all cell lines, we used a set of common parameters (ploidy = 2 for normal cells NA12878, pseudodiploid cells SK-N-MC, and hypotriploid cells T47D, A549, LNCaP, NCI-H460 and Caki2; ploidy = 3 for triploid cells K562 and hypertriploid cells PANC-1; breakPointThreshold = 0.8, coefficientOfVariation = 0.062, mateOrientation = FR). For A549, Caki2, LNCaP, NCI-H460, and PANC-1, sex was set to "XY"; for K562, NA12878, SK-N-MC, and T47D, sex was set to "XX". The predicted copy number for each 50-kb bin was used for making genome-profile plots generated with the Circos software available from http://circos.ca/. Regions with copy loss (copy number = 0 or 1) that were not captured by SV detection using Delly or LUMPY (by excluding those that reciprocally overlapped by at least 50% with the deletions called by Delly and LUMPY) were included in the set of detected deletions.
SV filtration.
To reduce false positive calls, the following filtration steps were applied for the Delly and LUMPY SV calls. First, we required all SV calls to be supported by at least three split reads or three spanning paired-end reads. Insertions or deletions < 50 bp were removed, as were SV calls that mapped to chromosome Y or to the mitochondrial genome. SV calls from Delly and LUMPY were then merged, and only SVs that were identified by both methods were retained. We used separate criteria to call SVs overlapping between the two methods depending on the type of SV. For deletions, calls were merged between the two pipelines if they had a reciprocal overlap (RO) ≥ 50%. We used the coordinates provided by LUMPY for this merged deletion set. For inversions, calls identified by both LUMPY and Delly were merged if they had an RO ≥ 0.9. The final merged coordinates were based on the coordinates from the LUMPY calls. Translocations were merged between the two pipelines if the paired break ends mapped within ± 50 bp of each other and if the strand of the break ends matched. The final coordinates were based on the calls from LUMPY. Regions annotated as insertions were identified by Delly alone, since LUMPY does not annotate SVs as insertions. No specific filtration for insertion was applied.
Additional filtration was applied to specific types of SVs. For deletions, we removed deletions that had at least 50% reciprocal overlap (RO ≥ 50%) with known gap regions (± 50 bp), or at least a 1 bp overlap with centromere regions (± 1 kb). Recurrent deletions that were larger than 1 Mb and presented in more than one cell line with an RO ≥ 99.9% were removed. Large deletions (≥ 100 kb) that did not show consistent decrease of read depth compared with adjacent regions were also removed (less than one difference of read depth between deletions and flanking 10-kb regions). For inversions, recurrent inversions that were longer than 100 kb and were present in more than one cell line (defined by RO ≥ 99.9%) were removed. For translocations, recurrent translocations that were present in more than one cell line (defined by both break ends being within ± 50 bp) were filtered out.
We required a minimal number of supporting split reads and paired-end reads (SR + PE) for translocation calls that we varied according to the sequencing depth and the ploidy of the WGS sample. (Cells with polyploidy can harbor an SV in only one copy of the DNA; thus, the SV is only present in a small fraction WGS reads.) Due to high sequencing coverage (~80× ) in the LNCaP sample, we only kept translocations with at least 15 SRs (PE + SR). For the GM12878 cells (coverage of 50× ), since they are diploid, we used a more stringent filter of 20 SRs, with at least two being split reads. For all other cell lines, which had similar read depth and ploidy, we required at least five SRs to call a translocation. We further compiled a list of high-coverage regions (coverage > 500× ) in NA12878 cells, which are largely characterized by repetitive genomic elements. In our initial analysis, we observed that such regions have high rates of translocation calls. However, given their extreme outlier coverage and association with repetitive elements, these are most likely simply anomalous alignments. We filtered out translocations whose breakpoint ends were located in those regions. In addition, for unclassified intrachromosomal rearrangements called by LUMPY, we removed calls with a quality score < 100. Finally, for tandem duplications, we required ten SRs for LNCaP, five for GM12878, and three for all other samples.
Detection of SVs based on optical mapping. Cell line-or sample-specific genomic maps were generated through de novo assembly of DNA optical reads using RefAligner 6119 and pipeline 6498. We required that DNA reads be no shorter than 150 kb with at least 9 labels per molecule, and the signal-to-noise ratio no less than 2.75, while the maximum backbone intensity should be 0.6. The assembly pipeline was applied with the following parameters: iterations = 5; initial assembly P value threshold = 1 × 10 −11
; extension and refinement P value threshold = 1 × 10
. De novo assembly noise were specifically false positive density/100 kb = 1.0; false negative rate = 0.1; siteSD = 0.15; scalingSD = 0; relativeSD = 0.03; resolutionSD = 0.25.
SV detection was performed after the completion of de novo assembly by comparing the assembled contigs to the GRCh38 reference genome GRCh38 using the built-in module "runSV". All centromere regions were skipped during SV identification. Deletions, insertions, and inversions were detected with the default settings using a P value threshold of 1 × 10
. In the default output, any intrachromosomal SVs larger than 5 Mb were defined as "unclassified" intrachromosomal rearrangements. Unclassified intrachromosomal rearrangements and interchromosomal translocations were detected using a less stringent P value threshold of 1 × 10 Profiling of gene copies using optical mapping. To identify genes that had undergone CNA, we compared copy number profiles from optical mapping in the four primary normal tissues and eight cancer cell lines with the RefSeq gene list from the NCBI Reference Sequence Database (https://www.ncbi.nlm.nih.gov/ refseq/). The longest isoform was used to characterize copy number changes. For each gene, the average copy number profiles of each 50-kb bin spanned by the gene was considered as the copy number of that gene. The copy number variations (CNVs) of genes were also profiled using WGS normalized coverage (Control-FREEC) in T47D and Caki2 for differential gene expression analysis.
Re-prediction of gap sizes. To gain a list of candidate unresolved gap regions, recurrent deletions detected by optical mapping at least twice in cancer cells lines and at least once in normal cells were collected from 12 samples, including 8 cancer cell lines (T47D, Caki2, K562, A549, NCI-H460, PANC-1, LNCaP, SK-N-MC) and 4 normal cells (GM12878, 3078entB, 3045entB, and 3391entB). Recurrent deletions were then intersected with hg19 gaps using "bedtools". Only gaps where at least 80% of the gap overlapped with a deletion and the gap accounted for at least 30% of the deletion were retained for gap size re-estimation. When using hg19 as the reference genome, the gap size was predicted by subtracting the deletion size from the gap size in hg19. To evaluate the predictions, the gap regions were lifted over to GRCh38; the sizes of the same regions in GRCh38 were compared with our prediction and the size in hg19. Some gaps ultimately have a negative value, meaning that the size of the deletion is shorter than the annotated gap in the reference genome, potentially because of the variation across populations.
To predict the size of unresolved gaps in GRCh38, we repeated our analysis of deletions overlapping gap regions using GRCh38 as the reference genome as described previously. In some cases, the re-estimated size of the same gap could vary among different cell lines, and the degree of variation was relatively small with respect to the overall change of the perceived scale of gap size. Therefore, we report the median, maximum, and minimal gap size of each gap from our estimation, since this variation can represent polymorphisms of gap sizes in the population. We then annotated which genes were spanned by those adjusted gaps and could be affected by intersecting re-estimated gaps with the gene list in GRCh38. We further compared our gap size predictions in GRCh38 with the results from previous publications 57, 58 .
Genome-wide DNA replication timing. Genome-wide replication timing was measured in A549, Caki2, G401, LNCaP, NCI-H460, SK-N-MC and T47D using the repli-seq method 68 . Briefly, asynchronously cycling cells were pulse-labeled with the nucleotide analog 5-bromo-2′ -deoxyuridine (BrdU; Sigma-Aldrich, B5002). The cells were then sorted into early and late S phase fractions on the basis of DNA content using flow cytometry. BrdU-labeled DNA from each fraction was immunoprecipitated, amplified, and sequenced using the HiSeq 2500 Sequencing System (Illumina). The replication timing was then measured as the log 2 ratio of early over late reads in 5-kb bins. For the K562, MCF7, and SK-N-SH cell lines, raw data for six-fraction repli-seq were downloaded from the ENCODE portal (see URLs). The data were transformed to match the early/late repli-seq by combining G 1 , S1, and S2 fractions to represent the early S phase, and S3, S4, and G 2 fractions to represent the late S phase. Smoothed replication timing profiles around the breakpoints were produced by loess smoothing replication timing data separately for the upstream and the downstream segments from the breakpoints predicted by Hi-C (Figs. 1b, 2e) .
Classification of the human genome into constitutive and switching regions. Forty-eight human replication timing data sets (ENCODE, Replication Domain; see URLs) were used for the annotation of the human genome into constitutive and switching regions. The data sets were windowed into 50-kb bins. Then, the following criteria were used for the annotation. A threshold above 0.15 was used to identify early replicating bins; below − 0.15 was used to identify a late replicating bin for each data set. If a bin was early in two or more cell types and late in two or more cell types, those bins were classified as "switching" (S). The remaining bins were then evaluated as being either CE, CL, or left unclassified (N/A). If a bin was early in at least 46 out of 48 cell types, it was classified as CE. If a bin was late in at least 46 out of 48 cell types, it was classified as CL.
Quantifying abrupt shifts in replication timing. Genome-wide replication timing profiles in cancer genomes show several abrupt shifts in replication timing associated with translocations. We sought to quantify the frequency of these abrupt shifts. To this end, we made a pipeline to detect abrupt shifts next to translocations identified by Hi-C. For each predicted translocation, unsmoothed replication timing data in 5-kb bins from ± 200 kb of the breakpoint were used to scan for abrupt shifts. A span of ± 200 kb was chosen because the resolution of Hi-C translocation calls started at 100 kb. Then, for every 5-kb bin, the difference between the median of the preceding 20 bins and succeeding 20 bins were calculated. Outliers were removed from this metric by a median filter (span = 5). Then, a threshold of 0.6 was used to determine the presence or absence of an abrupt shift. While the threshold was chosen empirically, the results showed the same trend across a wide range of thresholds. 70 , and EricScript (v0.5.5)) 71 to identify fusion transcripts. For Tophat-Fusion, paired-end reads were aligned to a GRCh38 reference genome (version GCA000001405.015) to identify fusion events. TophatFusion was run on the following parameters: --no-coverage-search -r 50 --matestd-dev 80 --max-intron-length 100000 --fusion-min-dist 1000 --fusion-anchorlength 13. Tophat-Fusion outputs a list of potential fusion events, which were then processed by "tophat-fusion-post" to filter out false positives by aligning the sequences flanking fusion junctions against BLAST (Basic Local Alignment Search Tool) databases (see URLs). Fusion events were further filtered by requiring at least three split reads or three spanning read pairs. In STAR-Fusion, a built-in GRCh38 reference genome with GENCODE v26 annotation was used. Fusion transcripts were detected by STAR-Fusion with default parameters. To reduce false positives, fusion events with fusion fragments per million total reads < 0.1 were removed. EricScript detects fusion transcripts by aligning the reads to a pre-built reference transcriptome (Ensembl v.84) provided by the authors. Further, candidate fusions are required to be supported by at least three spanning read pairs and three split reads. We also included a fourth set of fusion transcripts from Kljin et al 72 . The final set of fusion transcripts was obtained by considering the union of fusion calls from the three pipelines and the fourth set of fusion events identified by Kljin et al.
Identification of allelic imbalance in expression.
To evaluate the effects of TAD fusion events on altered gene expression in cis, we tested whether TADs containing rearrangements showed different patterns of allele-specific gene expression compared to TADs that lack rearrangements. For each cell line where we had WGS (A549, Caki2, K562, NCI-H460, LNCaP, PANC-1, SK-N-MC, T47D), we aligned RNA-seq data to the genome using STAR (https://github.com/alexdobin/STAR). We then implemented the WASP allele-specific pipeline 73 for filtering and realigning reads to identify reads that showed inherent allelic mapping biases. We then computed the number of reads that aligned to each allele at each singlenucleotide variant within an exon of any GENCODE gene using "samtools mpileup". The number of reads aligning to each allele was normalized by the total number of reads (reads per million (RPM) mapped reads), to account for sequencing depth differences between cell lines. To compute the degree of bias in expression between alleles, we used a simple chi-squared statistic. To account for potential differences in copy number between alleles, the expected value of the chisquared statistic for each single-nucleotide variant was derived from the observed ratio of coverage between alleles from WGS. Specifically, the expected value for each allele was calculated as the fraction of reads from WGS aligning to that allele multiplied by the sum of the RNA-seq RPM values across both alleles.
Gene ontology analysis of deleted enhancers. To perform ontology analysis of enhancer deletions, the locations of high-confidence deletions in T47D cells was intersected with H3K27ac-defined enhancers in HMEC cells. After removal of duplicates, the loci of deleted enhancers were lifted over from hg38 to hg19 and gene ontology analysis was performed by GREAT v.3.0.0 (Genomic Regions Enrichment of Annotations Tool, http://great.stanford.edu/public/html/) using the hg19 reference as background [76] (GREAT requires the use of the hg19 reference). The association rule was set as "basal plus extension", with "proximal 5.0 kb upstream", "1.0 kb downstream", and "plus distal up to 1000.0 kb". Differential gene expression from gene dosage or enhancer deletion. To evaluate the effects of gene dosage and enhancer deletions on gene expression, we evaluated the expression of genes in T47D or Caki2 cell lines where we detected CNA of the gene itself or of linked enhancers. For T47D, we used RNA-seq data from HMEC cells as a normal control, and for Caki2, we used RNA-seq data from primary kidney tissue as a normal control. We downloaded the FASTQ format files of paired-end RNA-seq data from T47D, HMEC, Caki2, and primary kidney from the Sequence Read Archive database or ENCODE. Each sample contained two replicates. The raw reads were aligned, and differential expression analysis was performed using "Tophat" and "cufflinks 74 . To analyze the impact of gene dosage on expression, we grouped genes into four classes: homozygous deletions (zero copies); genes with LOH (one copy); normal genes (two copies); and amplified genes (≥ three copies) according to the CNV profiles from WGS. We calculated the expression (fragments per kilobase of transcript per million (FPKM) mapped reads) fold change of all genes in each category relative to the control sample.
To analyze the impact of enhancer deletions on gene expression, we first filtered genes and removed those with deletions of exons or entire genes to control for the impact of gene dosage on expression. We further filtered the genes and focused only on the 9,672 genes with evidence of expression in HMEC cells (FPKM ≥ 1). Enhancers were annotated as homozygous deletion or LOH based on WGS coverage, and were examined for linkage to filtered genes from any significant interactions identified by Capture Hi-C in GM12878 cells. The expression fold change between T47D and HMEC cells was then computed for the 530 genes with a copy number loss of linked enhancers and was compared with 9,142 unaffected genes using the Wilcoxon signed-rank test.
TAD fusions.
To evaluate the effects of SVs on TAD structure, we analyzed breakpoint-crossing Hi-C signals. Our initial observations identified cases where the nearest TAD boundaries to the breakpoint were being "fused" together to create a new TAD. To evaluate whether such TAD fusion events were generally the case, we analyzed whether the breakpoint-crossing Hi-C signal between the nearest TAD boundaries showed local enrichment, which is characteristic of "normal" TADs.
We began this analysis with a list of breakpoints within each cell type. For each breakpoint, we identified the nearest breakpoint-proximal TAD boundary based on TAD calls from H1 human embryonic stem cells (hESCs). We chose TAD calls from H1 hESCs because we wanted to use TAD calls from an independent, non-rearranged cell type, in case the rearrangement was altering TAD calls within the rearranged cell line. We should note that TAD calls are highly stable between cell types, such that these results are similar regardless of the source of the TAD calls. We then identified the predicted "peak" of the TAD "triangle" by identifying the bin representing the interaction between each of the nearest breakpointproximal TAD boundaries. The bin representing the interaction between each of the breakpoint-proximal TAD boundaries was then considered as the center of a sub-matrix. We calculated the average interaction frequency of all bins within the 41 × 41 bin sub-matrix centered on the TAD boundary-interacting bin. Each bin was then normalized to this average interaction frequency, such that the new submatrix would represent a fold change above the average value in the sub-matrix. This was then log-transformed (with a pseudocount of 1 added to avoid taking the log 0 and to minimize the effects of noisy low-frequency interactions). The reason for normalizing to the mean of the sub-matrix is to account for the differences in interaction frequencies that would be expected due to genomic distance alone. In other words, without normalizing to the central bin, the aggregated Hi-C data would be dominated by short-distance interactions. The log fold change sub-matrix was then averaged for all breakpoints in all cell types, yielding a single aggregate log fold change sub-matrix. For display purposes, this was then exponentiated to represent these values again as a fold change. This process was also applied to a random set of TAD boundaries. Random TAD boundaries analysis was performed by first randomly permuting the TAD boundaries from H1 hESCs, using the following approach: for TADs on chromosomes affected by SVs, we generated a random number between 1 and the size of the chromosome where it was located. This number was then added to the start and end coordinates of every TAD on the chromosome. If the randomly generated TAD was larger than the size of the chromosome, the size of the chromosome in bp was then subtracted. This is done to preserve the observed size and spacing of TADs in the random data set to limit any artifacts or bias of randomization. This set of permuted TADs was then used for the input into the same process already described to evaluate the chromatin interactions across the breakpoints. The only data to be randomized were the positions of TADs; both the SVs and chromatin interaction maps used for the plots were from the true cancer cell lines in this study. This randomization was repeated 1,000 times.
Statistics.
We used the Wilcoxon rank-sum test to compare distributions between two groups because this is a nonparametric distribution that does not make underlying assumptions of normality. We also used permutation to calculate empirical P values, which does not make any assumptions on the underlying distribution of the data.
Reporting Summary. Further information on experimental design is available in the Nature Research Reporting Summary linked to this article.
Code availability. Code for Hi-C-based SV identification can be accessed through GitHub (see URLs). We used publicly available software for WGS SV detection (LUMPY, DELLY, control-FREEC). We used RefAligner 6119 and pipeline 6498 for SV detection from optical mapping experiments. Custom data processing scripts can be made available on request.
Data availability. Hi-C and replication timing data generated in this study have been deposited on the ENCODE portal and can be accessed without restrictions (see URLs). Details of specific accession numbers for each data set can be found in the Supplementary Methods section.
