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I. INTRODUCTION 
Instances of systemwide breakdowns due to security breaches and their consequences have become fairly 
common, ranging from a halt in the online sales of World Series tickets [Slevin 2007], to research that shows a 2.1 
percent decrease in market value within two days of a firm‟s announcement of a security breach [Cavusoglu et al. 
2004a]. Although information security can have a great impact on organizations, IS research in this area is still in its 
infancy. 
 
The term “information security” has many definitions.  Depending upon one‟s viewpoint, it can be technical, 
behavioral, managerial, philosophical, and/or organizational.   Von Solms [2006] characterizes information security 
in waves, progressing from technical to managerial to institutional and finally the information security governance 
wave.  Greater emphasis on good corporate governance (which includes information security governance ) and legal 
and regulatory requirements were described as the drivers behind the fourth wave.  Following are a few definitions 
of information security: 
 
 The process of protecting the availability, privacy, and integrity of information [Wise Geek] 
 Proper use of data and controls to prohibit accidental or unauthorized use, destruction, or modification of 
information assets [Peltier 2001] 
 The process of protecting the confidentiality, integrity and availability of information [Bishop 2003] 
 “A well-informed sense of assurance that information risks and controls are in balance.” [Anderson 
2003. p. 310] 
 
We prefer a more holistic view of information security, incorporating technology, processes, and people [Baskerville 
1993; Straub and Welke 1998; Dhillon and Torkzadeh 2006; De Veiga and Eloff 2007].  As such, information 
security cannot be defined in one sentence. Following is our definition of the components of information security: 
 
 Understanding the potential threats of an organization and assessing the risks associated with those 
threats 
 Educating personnel in security awareness, code of conduct, and information security best practices 
 Establishing policies and procedures to protect information assets from intentional or accidental misuse 
or loss 
 Establishing policies and procedures to mitigate loss should security breaches occur 
 Implementing and monitoring technologies to prevent or mitigate the loss from  present or future security 
breaches 
 Continuous assessment of technology, policies and procedures, and personnel to assure proper 
governance of information security issues 
 Incorporating information security governance as an important part of corporate governance 
 
Prior research on computer security has concentrated mostly on either identifying security as a socio-philosophical 
concern [Ratnasingham 1998], a socio-organizational concern [Dhillon and Backhouse 2001], or as a purely 
technical issue [Bass 2000; Wong et al. 2000; Li and Guo 2007; Yang and Huang 2007;]. Such delineation has 
possibly led to a situation where security is widely regarded as a field which lacks comprehensive research in IS 
[Paulson 2002; Kotulic and Clark 2004]. We contend that the information systems discipline can, and should, 
contribute to information security research.  
 
The purpose of this research was to review information security research in leading IS journals, classify them 
according to the type of information security research conducted, and provide suggestions for further information 
security research by  IS researchers.  We therefore conducted a comprehensive review of information security 
research published in nine of the leading IS journals. We then classified the research according to the themes 
established by the IBM Information Security Capability Reference Model [IBM 2006].  For an article to be 
categorized as security, it had to have security or one of the IBM themes as a major construct and not as a side 
reference [For example see Alder et al. 2006]. In the following sections we present the journal selection process 
(Section II), discussion of the IBM Information Security Capability Reference Model (Section III), identification of 
current streams of research in security based on the IBM themes  (Section IV), a summary of results (Section V), 
limitations of this study, and directions for future research (Section VI) . 
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II. SELECTION OF JOURNALS 
Information Security research involves topics which are appropriate to the MIS discipline‟s core properties [Benbasat 
and Zmud 2003]. Since we are interested in what IS researchers are doing in regard to information security 
research, we focused only on IS discipline journals.  Specifically, we reviewed journals that are a) highly ranked IS 
discipline journals [Peffers and Tang 2003]; b) promoted by the Association for Information Systems (AIS) Senior 
Scholars [Senior Scholars 2006]; and/or c) information security journals created primarily for the IS discipline. 
IS Discipline Journals 
For the purpose of this study, we referred to Peffers and Tang‟s [2003] top-50 IS ranked journals.  We selected 
those journals ranked in the top 10 percent.  Note that two journals tied for fifth place, resulting in six journals.  
Those journals include (*I&M and CAIS tied for fifth place):   
1. MIS Quarterly (MISQ)  
2. Information Systems Research (ISR)  
3. Journal of Management Information Systems (JMIS)  
4. European Journal of Information Systems (EJIS) 
5. Information & Management (I & M)* 
6. Communications of the Association for Information Systems (CAIS)* 
Senior Scholars Basket 
In 2006, the IS Senior Scholars proposed that AIS adopt a basket of six journals which they deemed as “excellent” 
journals associated directly with the IS community [Senior Scholars, 2006]. 
That basket includes the following (in alphabetical order): 
 European Journal of Information Systems (EJIS) 
 Information Systems Journal (ISJ) 
 Information Systems Research (ISR) 
 Journal of the Association for Information Systems (JAIS) 
 Journal of Management Information Systems (JMIS) 
 MIS Quarterly (MISQ) 
IS Discipline Security Journals 
There are very few journals dedicated to information security research.  The Journal of Information Systems Security 
(JISSEC) is a fairly new journal (first published in 2005).  However, it is self-described as the “first IS Security 
journal” and “an official AIS SIGSEC publication” [JISSEC 2008]. SIGSEC is an AIS-sponsored security forum 
[http://ctans.okstate.edu/sigsec.htm].  Since JISSEC is, to our knowledge, the only security journal supported by an 
IS Special Interest Group, it was included in our sample of journals. 
 
We agree that information security research is published in other journals, such as Communications of the ACM, 
Computers & Security, and Management Science.  However, these journals are inter-disciplinary, not specifically 
targeted for the IS community.  Although it is true that traditional ranking lists may not include research streams such 
as information security, the importance of concentrating on the leading journals in our field cannot be negated.  
Therefore, since our focus was information security research within the IS discipline, we only reviewed IS journals.  
Specifically, we reviewed the information security research that has been conducted, looking for trends in specific 
journals, or across time lines.  We searched each of the journals from their first date of publication thru calendar year 
2007.  The journals in our sample, along with search range dates, are shown in Table 1. 
III. CORE INFORMATION SECURITY THEMES 
 
IBM Corporation has developed an Information Security Framework [IBM 2006] designed to provide an integrated, 
comprehensive view of an organization.  The framework encompasses employee training, best practices, 




 Threat Mitigation 
 Transaction and Data Integrity 
 Identity and Access Management 
 Application Security 
 Physical Security 
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Table 1. Journals Selected 
JOURNALS SEARCH RANGE 
CAIS March, 1999 thru December, 2007 
EJIS January, 1993 thru December, 2007 
I & M March, 1977 thru December, 2007 
ISJ January, 1991 thru December, 2007 
ISR March, 1990 thru December ,2007 
JAIS March, 2000 thru December, 2007 
JISSEC March, 2005 thru December, 2007 
JMIS May, 1984 thru December, 2007 
MISQ March, 1977 thru December, 2007 
 
The Information Security Capability Reference Model provides organizations with a baseline with which to assess 
their security posture.  It is a comprehensive model that addresses technical, behavioral, and managerial issues 
related to information security.  Thus, it supports our initial argument which calls for a more holistic approach toward 
information security. Although the model themes cover broad areas of information security, the assessment factors 
help to narrow down potential research areas associated with each theme.  A description of the model and its 
components is shown in Table 2. 
 




Governance  Strategy and Information 
Security Policy 
 Security Compliance 
 
 Security Risk Management 
 Governance Structure 
 Information Security Advisory 
Privacy  Policy, Practices and Controls 
 Privacy and Information 
Management Strategy 
 Data, Rules, and Objects 
Threat 
Mitigation 
 Network Segmentation and 
Boundary Protection 
 Vulnerability Management 
 Content Checking 





 Business Process Transaction 
Security 
 Database Security 
 Message Protection 
 Secure Storage 




 Identity Proofing 
 Access Control 
 Identity Lifecycle Management 
Application 
Security 
 Systems Development Life 
Cycle 




 Site Management  Physical Asset Management 
Personnel 
Security 
 Workforce Security  
Adapted from IBM [2006] 
IV. STREAMS OF RESEARCH 
One hundred and thirty-seven information security research articles were published in the basket of nine journals 
from their date of inception to December, 2007. We reviewed each of these articles and classified them according to 
IBM‟s Information Security Capability Reference Model.  All but six research articles could be categorized into one of 
the eight themes.  Each of those articles was related to the economics of information security.   We therefore 
increased the number of information security themes to nine.  A summary of the article classifications and the 
journals in which they appeared is shown in Table 3. 
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Table 3. Summary of Findings 
Journals/Themes MISQ ISR JMIS EJIS I&M CAIS JAIS ISJ JISSEC Totals Security 
% 
Governance 5 1 3 4 6 4 1 1 6 31 22.6 
Privacy 1 5 1   5 5 2   3 22 16.1 
Threat Mitigation     1   4 8 1   8 22 16.1 
Transaction and 
Data Integrity 2 2 5 4 13 4 3   3 36 26.3 
Identity and 
Access 
Management     1     3     1 5 3.7 
Application 
Security         2     1 1 4 2.9 
Physical Security         3         3 2.2 
Personnel 
Security 1 1     2 1 2   1 8 5.8 
Economics   2 1     1     2 6 4.4 
Totals  9 11 12 8 35 26 9 2 25 137  
Journal % 6.6 8.0 8.8 5.8 25.5 18.9 6.6 2.9 18.5  100% 
 
The majority of information security research appeared in I&M, CAIS, and JISSEC.  We expected this.  I&M is one of 
the older journals and covers a broad range of topics.  While much newer, CAIS also covers a broad range of topics,  
but also publishes significantly more articles each year.  Finally, JISSEC is the newest of the journals, but dedicated 
to information security research.  As shown, more than 80 percent of the information security research published in 
our basket of leading IS journals is in the following themes: Transaction and Data Integrity (26 percent), Governance 
(23 percent), Threat Mitigation (16 percent), and Privacy (16 percent). 
 
To ascertain if there is a link between the years of publication and the security themes, we separated each 
publication by decades.  Tables 4 thru 7 display the research published during the 1970s, 1980s, 1990s, and 2000s 
(up to and including 2007).  We were not surprised to see that very few information security research papers were 
published in the 1970s (Table 4). Of our journal basket, only MISQ and I&M were in print during the 1970s.  And, of 
those journals, only I&M published any information security research.   During the 1970s, only two of the nine 
themes were researched in leading IS journals: Privacy and Transaction and Data Integrity. 
 
Table 4. Information Security Research in the 1970s 
Journals/Themes I&M Totals 
      
Governance     
Privacy   1 
Threat Mitigation     
Transaction and Data Integrity   2 
Identity and Access Management     
Application Security     
Physical Security     
Personnel Security     
Economics     
Totals   3 
 
During the 1980s, we saw a substantial increase in the number of information security research articles and the 
themes researched.  During this time period, information security articles appeared in I&M, JMIS, and MISQ; five of 
the nine themes were represented (Table 5).  As shown, Transaction and Data Integrity was the primary area of IS 
security research, and at least one article in that area appeared  in the journals that published information security 
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Table 5. Security in the 1980s 
Journals/Themes MISQ JMIS I&M Totals 
          
Governance 1   1 2 
Privacy     2 2 
Threat Mitigation         
Transaction and Data 
Integrity 1 1 5 7 
Identity and Access 
Management         
Application Security     1 1 
Physical Security     2 2 
Personnel Security         
Economics         
Totals 2 1 11 14 
 
Although there was little change in the number of security publications in the 1980s versus those in the 1990‟s 
(Table 6), seven of the nine research themes were represented, indicating a broader range of information security 
research.  More than 50 percent of the information security research was focused on Governance and Privacy.   
Also note that information security research appeared in six of our basket of nine journals. 
 
Table 6. Security in the 1990s 
Journals/Themes MISQ ISR JMIS EJIS I&M CAIS ISJ Totals 
                  
Governance 3 1 1 1 1     7 
Privacy         1     1 
Threat Mitigation         3     3 
Transaction and Data Integrity         3     3 
Identity and Access Management     1         1 
Application Security         1     1 
Physical Security         1     1 
Personnel Security 1 1     1     3 
Economics                 
Totals 4 2 2 1 11     20 
 
As shown in Table 7, we have experienced a significant increase in the amount of information security research 
since 2000.  During this decade,  100 security research articles have appeared in the basket of nine journals.  This is 
a 500 percent increase in the number of information security articles published in the 1990s.  Since 2000, all  
themes except Physical Security were represented.  Note that Economics of IS security first appeared as a research 
stream in this decade. 
 
Table 7. Security in the 2000s 
Journals/Themes MISQ ISR JMIS EJIS I&M CAIS ISJ JAIS JISSEC Totals 
                      
Governance 2   1 3 4 4 1 1 6 22 
Privacy 1 5 1   1 5   2 3 18 
Threat Mitigation     1   1 8   1 8 19 
Transaction and Data Integrity 1 2 4 4 3 4   3 3 24 
Identity and Access 
Management           3     1 4 
Application Security             1   1 2 
Physical Security                   0 
Personnel Security         1 1   1 2 5 
Economics   2 1     1     2 6 
Totals 4 9 8 7 10 26 2 8 26 100 
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Following is a brief overview of each of the articles, presented in chronological order, and classified according to 
theme and method of assessment.  
Governance 
Governance involves the development of strategic and compliance programs which result in a robust management 
framework.  Leadership and effective policies and procedures are important characteristics for well-governed 
organizations.  Organizations must assure the critical assets are identified and protected against possible risks. 
Following is a brief discussion of how governance, as applied to information security, has been addressed in our 
basket of nine journals: 
Strategy and Information Security Policy 
This includes any policies pertaining to information security and their overall effect on the organization. 
 Hammer [1988] cited situations in which lack of information security policy and procedure can result in loss 
or inefficient access to data. 
 
 Straub and Nance [1990] proposed policies and managerial involvement in the detection and discipline of 
computer abuse within an organization. 
 
 Straub [1990a] applied General Deterrence Theory to determine if management‟s investment in security was 
a deterrent to computer abuse. 
 
 Wang [1994] surveyed IS managers in the Republic of China and cited security and control as a major 
issue. 
 
 Baskerville [2005] discussed the need for balancing both business and information warfare paradigm views 
to improve information security management. 
 
 Morin and Pawlak [2006] presented a framework for corporate policy management  based on Digital Rights 
and Policy Management (DRM). 
 
 Backhouse et al. [2006b] applied the Circuits of Power theoretical framework to BS7799, a British Standard 
which later became ISO 17799, an International Standard for information security management. 
 
 Fjermestad et al. [2006] addressed the usage of mobile communication technologies from three 
perspectives: service providers, organizations, and users of mobile cellular services. 
 
 Siponen and Iivari [2006] advanced six design theories (liberal-intuitive, prima-facie, virtue, utilitarian, 
conservative-deontological, and universalizability) by using their principles to guide the development of IS 
security policies. 
Security Compliance 
Security compliance includes understanding, implementing and maintaining regulatory compliance, controls, audit 
and response systems, and standards related to information security.  
 Lockman and Minsky [1989] introduced the need for internal controls for large scale financial information 
systems.   
 Post and Kagan [2000] reviewed the advantages and disadvantages of restrictive versus proactive security 
policies designed to prevent virus outbreaks.  
 
 Kotulic and Clark [2004] discussed how their attempt to study security compliance failed because of the 
sensitive nature of the topic.  
 
 Siponen [2005] reviewed traditional IS security (ISS) approaches and compared their underlying key 
assumptions. 
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 Shao et al. [2005]  used a case-study approach to demonstrate a model for online dispute resolution by 
maintaining a chain of evidence. 
 
 Goel et al. [2006] discussed the procedures involved in security audit. 
Security Risk Management 
Security Risk Management includes threat risk assessments, profiling of assets, project risk management, and 
security risk management. 
 Loch et al. [1992] surveyed senior MIS managers to determine security threats and, of those, which were 
the most serious.  
 
 Straub and Welke [1998] provided guidelines for how managers can be better aware of information security 
controls available to them so that they can reduce the impact of damage or loss.  
 
 Biros et al. [2002] conducted a field study to devise methods of improving deception detection. 
 
 Willison and Backhouse [2006]  extended a model of system risk based on the perspective of the offender. 
 
 Goodman and Ramer [2007] discussed the information security risks associated with global sourcing of IT 
services and provided suggestions for mitigating these risks. 
 
 Choobineh et al. [2007] provided the results of a panel discussion on management of information security, 
formerly presented at the 2007 AMCIS conference. 
Governance Structure 
Governance Structure is based on defining the goals and objectives of information security management and 
establishing overseeing bodies and structures of responsibility which monitor and govern all aspects of an 
organization‟s information security. 
 Lewis et al. [1995] operationalized the information resource management (IRM) construct based on the 
following dimensions: Chief Information Officer, Planning, Security, Technology Integration, Advisory 
Committees, Enterprise Model, Information Integration, and Data Administration.  
 
 Backhouse and Dhillon [1996] provided a conceptual framework for improving information systems security 
by analyzing the structures of responsibility. 
 Lewis and Byrd [2003] operationalized the Information Technology Infrastructure (ITI) concept by identifying 
seven dimensions: Chief Information Officer, IT Planning, IT Security, Technology Integration, Advisory 
Committee, Enterprise Model, and Data Administration. 
 von Solms et al. [2005] developed a framework for evaluating information security. 
 Dhillon and Torkzadeh [2006] interviewed managers, using a value-focused approach, to identify the 
objectives of IS security. 
 Sun et al. [2006] developed a methodology for risk analysis of information systems security (ISS) using the 
Dempster-Shafer theory of belief functions. 
 Carlsson and Jacobson [2006] presented a security consistency model that describes a systemic view of 
information networks and their risk environment. 
 
 McFadzean et al. [2006] surveyed the literature on information security and security governance and 
provided suggestions for further research. 
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Privacy 
In this study, information privacy is relegated to the area of using privileged information with malicious intent.  
References to privacy as solely being a right of an individual  [e.g. Straub 1990b] were not included.  
Policy, Practices, and Controls 
This includes development of taxonomies, as well as rules definitions, impact assessments, and awareness and 
training. 
 Turn [1978] presented an overview of issues in privacy protection related to record-keeping systems. 
 
 Greenaway and Chan [2005] reviewed the information privacy literature and suggest applying the Resource 
Based View (RBV) of the firm and Institutional Theory to explain an organization‟s behavior toward 
information privacy.   
 
 Hann et al. [2007] applied the expectancy-based theory of motivation to analyze strategies to mitigate on-
line consumer concerns for information privacy. 
Privacy and Information Management Strategy  
This assessment includes description of a privacy information strategy, requirements and compliance processes, as 
well as any incident response situations. 
 Cattela [1981] discussed how information is a corporate asset, and that a clear distinction should be made 
between neutral (e.g. name, department, etc.) and sensitive (e.g. personnel file, salary, etc.) data. 
 
 Kim et al. [2002] studied how trust-assuring statements on web-based stores impact consumer trust. 
 
 Faja and Trimi [2003] studied customer perceptions concerning privacy of personal information and its 
relation to the growth of on-line businesses. 
 
 Malhotra et al. [2004] studied the lack of consumer confidence in information privacy and its direct impact on 
the growth of e-commerce. 
 
 Speikermann and Ziekow [2005] provided suggestions for designing “privacy friendly” RFID technologies to 
alleviate consumer fears. 
 
 Ahluwalia and Varshney [2005]  proposed methods of improving quality of service of mobile commerce 
transactions. 
 
 Van Slyke et al. [2006] surveyed consumers to determine their concerns for information privacy and their 
readiness to transact with well-known versus less-well-known Web merchants. 
 
 Shim et al. [2006] investigated the increasing use of RFID in cell phones and how the ability of tracking 
raises questions about an individual concerns for privacy.  
 
 Shim et al. [2007] discussed privacy and security concerns such as the ability to keep personal affairs 
private while using wireless technology. 
 
 Park et al. [2007] studied how e-mail users respond to spam and how it affects their concerns for information 
privacy.  
 
 Hui et al. [2007] conducted an exploratory field study to assess the value of privacy statements and privacy 
seals on Internet sites. 
Data, Rules, and Objects  
This includes development of classification and/or business process models. 
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 Frank et al. [1991] investigated the problems of monitoring behavior of personal computer users in 
organizations.  
 
 Ariss [2002] recommended ways in which electronic monitoring of employees can be conducted while 
addressing concerns for privacy. 
 
 Ives and Krotov [2006] discussed a case in which AOL‟s public release of user search information caused a 
debate over privacy. 
 
 Li and Sarkar [2006] proposed a perturbation method for categorical data which organizations can use to 
prevent or limit disclosure of sensitive data.  
 
 Dinev and Hart [2006] proposed a calculus based model to explain the tradeoff between E-commerce 
privacy and outcomes that are perceived to be worth the risk of information disclosure.  
 
 Garfinkel et al. [2007] developed a method to allow the release of individual data while providing 
confidentiality protection to the data subjects.  
 
 Dhillon and Chapman [2006] presented the case of Doubleclick and their potential privacy violations. 
 
Threat Mitigation 
Threat mitigation is concerned with network segmentation (e.g. network security infrastructure, intrusion detection, 
and remote access), vulnerability management (e.g. scanning, patching, and standard operating procedures), 
content checking (e.g. data filtering and virus protection) and incident management issues (e.g. forensics and event 
correlation).  Should a security breach occur, threat mitigation entails lessening the severity of the breach.  
Network Segmentation and Boundary Protection  
Network boundaries are becoming more and more ethereal, no longer limited to a single organization. Organizations 
continue to provide consumers and suppliers greater access to their networks. However, they must be aware of the 
increased risk of perpetrators also accessing their networks.  This section  includes development of intrusion 
defense mechanisms, boundary security, remote access, and network security infrastructures. 
 Stephens and Snyder [1991] developed a customized “gateway” solution which meets the criteria of security 
for the exchange of data between dispersed units of a business. 
 
 Ryan and Bordoloi [1997] surveyed technical IS professionals to evaluate their concerns for security threats 
in distributed systems. 
 
 Boncella [2004] provided a theoretical foundation for understanding the needs and techniques of Web 
Services (WS). 
 
 Shanley and Premkumar [2005] developed and tested a wireless intrusion detection system to detect man-
in-the-middle attacks. 
 
 Reed [2005] provided a tutorial on the administration of remote servers and network architecture. 
 
 Halonen [2006] provided a case study of how user authentication was established in an interorganizational 
system of users from multiple universities. 
 
 Cazier and Medlin [2006] reviewed passwords created by end-users on an e-commerce site and estimated 
their crack times.  
 
 Korzyk et al. [2006] developed a conceptual model of an integrated information security management 
system (ISMS).  
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 Yeh and Chang [2007] conducted a cross-industry study of IS managers‟ perceptions of information security 
threats and countermeasures. 
Vulnerability Management 
Vulnerability Management includes assessment of any vulnerabilities a system may have, along with any patches 
which may be needed in the standard operating environment. 
 
 Joseph and Blanton [1992] identified the organizational and technical aspects of a total infector control 
program which can be used to appraise infector threats and risks within an organization. 
 
 Knapp et al. [2003] proposed an innovative framework which brackets the defense mechanisms of cellular 
biology with the security processes of networked systems which defend against attacks. 
 
 Panko [2003] described the damage caused by the Slammer worm and stressed the importance of patch 
management. 
 
 Siponen et al. [2006] employed meta-notation approach to develop a secure information system (SIS) 
framework that defines requirements for SIS design methods. 
Content Checking 
Worms, viruses, and spyware are becoming increasingly sophisticated.  Instead of attacking a relatively few 
systems, some malware can attack virtually any system connected to the Internet.  This section includes elements 
related to virus protection and content filtering to prevent spam and phishing. 
 Goel et al. [2005] presented a case in which a botnet was used to attack an organization and provided 
suggestions for protecting the network infrastructure. 
 
 Schryen [2007] evaluated the effectiveness of current anti-spam measures and suggested other ways of 
decreasing the volume of spam. 
 
  Yue and Cakanyildirim [2007] proposed an analytical model which studies the decisions involved in the 
intrusion prevention process. 
 
 Bose and Leung [2007] provided a tutorial on phishing and offered suggestions for detecting and/or 
preventing it. 
Incident Management 
Incident Management deals with forensics, event correlations, and procedures to manage a security breach should it 
occur 
 Bagchi and Udo [2003] used a sparse data set to identify growth characteristics of computer and internet 
related crimes.  
 
 Stafford and Urbaczewski [2004] discussed the legitimate and non-legitimate roles of spyware and provided 
ways in which to protect against spyware. 
 
 Lim [2006] described a model for developing a computer forensics course. 
 
 Ray et al. [2007] presented a forensic path verification technique to monitor and identify false Internet 
pathways. 
Transaction and Data Integrity 
Transaction and Data Integrity is concerned with business process transaction security (e.g. fraud detection and 
transaction security), database security (e.g. configuration and control), message protection (e.g. encryption and 
message security), secure storage (e.g. data storage, archiving, retrieval, and destruction), and systems integrity 
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Business Process Transaction Security  
This includes detection of fraudulent activities, as well as maintenance of data transactions. 
 
 Lucas [1985] presented a review of the Social Security Administration‟s information processing efforts and 
potential fraud by the US General Accounting Office.  
 
 Tan and Teo [2000] surveyed consumers to determine the factors that influence their decision to adopt 
Internet banking. 
 
 Bajaj [2000] interviewed senior IS managers to determine the factors that influence their decision to adopt 
new computing architectures. 
 
 Rangnathan and Ganapathy [2002] surveyed online shoppers to determine the characteristics of a  
business-to-consumer (B2C) Web site that make it effective.  
 
 Lee [2003] surveyed Internet-based information systems managers in Korea to determine issues and 
problem related to developing an Internet-based system.   
 
 Kim et al. [2004b] surveyed potential and repeat e-commerce customers to determine their differences in 
trust. 
 
 Soliman and Janz [2004] surveyed IS and logistics managers and identified critical factors in their decision 
to adopt Internet-Based Interorganizational Information Systems (IBIS). 
 
 Ba et al. [2005] used the evolutionary game theory approach to analyze conventional and electronic 
markets, with emphasis on security and product quality uncertainty.  
 
 Fang et al. [2005] proposed a conceptual model for wireless device adoption based perceived usefulness, 
perceived ease of use, perceived playfulness, and perceived security. 
 
 Looi [2005] proposed a research model for e-commerce adoption which considers five factors: relative 
advantage, IT knowledge, competitive pressure, government support, and security. 
 
 Molla et al. [2006] presented a case study and discussed why an e-commerce business failed. 
 
 Kim and Benbasat [2006] studied the impact of trust-assuring arguments in obtaining consumer trust in 
Internet stores. 
 
 Verhagen et al. [2006] studied the relation between consumer perception of risk and trust and the attitude 
toward purchasing at an electronic marketplace (EM).  
 
 Pavlou et al. [2007] studied the business-to-consumer e-commerce paradigm, and which factors play the 
role of inhibitors in its adoption. 
Database Security 
This section explores configurations of a database along with any master data controls which may be needed in an 
organization. 
 Bussolati and Martella [1981] presented a multi-level logical security architecture for managing distributed 
data 
 
 Egyhazy [1985] addressed the issue of database machine technology and architecture in embedded 
computer systems.  
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 Adam and Jones [1989] presented a security control method that decreases the probability of compromising 
a statistical database. 
 
 Sarathy and Muralidhar [2002] simulated a model for protecting confidential numerical data in organizational 
databases.  
 
 Asif and Mandviwalla [2005] analyzed the technical and business issues associated with the adoption of 
RFID in organizations. 
 
 Avourdiadis et al. [2005] presented an extensible database architecture for unifying data from multiple 
databases. 
Message Protection   
This includes usage of key and encryption algorithms to protect messages. 
 Hammer [1977] predicted that with advances in chip technologies, data security would be provided through 
cryptographic hardware. 
 
 Murray [1979] provided methods for decreasing storage requirements of encrypted data. 
 
 Varshney [2003] examined the current state of mobile systems and discussed the challenges associates 
with their wide-scale deployment. 
 
 Gupta et al. [2004] explored the use of digital signatures in obtaining secure electronic transactions. 
 
 Peffers et al. [2007] provided an example of how the design science approach could be used to enhance 
voice and video over IP standards. 
Secure Storage 
This section pertains to secure methods of data retrieval, data storage protection, data destruction, and archiving. 
 Thuraisingham [1993] discussed the need for, and security issues related to, a multilevel secure data model 
for information retrieval.   
 
 Thuraisingham [1995] proposed and presented an example of a multi-level secure information retrieval 
system.  
 
 Perlman [2005] proposed of method of making data readily available when needed, yet destructed when it 
reaches a given expiration time. 
Systems Integrity 
This section includes development of systems and controls which provide for information security and continuity of 
the business. 
 Tam [1989] proposed a secure model for online securities trading.  
 
 Boockholdt [1989] identified methods in which a personal computer (PC) needs to achieve security on a 
network and any subsequent threats that may be caused by the PC itself. 
 
 Adams and Chang [1993] proposed a keypad interface system to maximize security and use.  
 
 Currie and Seltsikas [2001] explored the supply-side of IT outsourcing and discussed the associated risks. 
 
 Yang et al. [2004] developed a framework which addresses the myths and beliefs associated with wireless 
communication. 
 
 Muntermann and Heiko [2006] proposed a secure information and transaction processing infrastructure for 
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Identity and Access Management 
Identity and access management includes identity proofing through background screening and alternative methods 
of credential management. Its focus is on identifying users, protecting confidential information from unauthorized 
users, providing authorized users, and secure, controlled access to resources.   
Identity Proofing 
This includes methods which can be used to have access management, and establishment of identities through 
various security protocols such as usernames and passwords. 
  Zviran and Haga [1999] studied the characteristics of user-selected passwords such as number of 
characters, frequency of changing passwords, and method of choosing passwords. 
 
 Boukhonine et al. [2005] provided a tutorial on how biometric technologies can be used to improve security. 
Access Control 
Access control assesses ways in which authentication mechanisms can be implemented, and how a single sign-on 
can be established to counter a hacker‟s activities. 
 Bento and Bento [2006] empirically tested a hacking model based on attacks and hacker behavior. 
 
 Zviran and Erlich [2006] compared a variety of authentication mechanisms and discussed the problems 
associated with each of them. 
 
 Beebe and Clark [2007] created a discriminant model for predicting hacker behavior. 
Application Security 
An Application Security assessment entails code review, secure coding practices, and secure policies and 
procedures to manage the Systems Development Life cycle (SDLC).  It is generally far less costly to prevent a 
security error, rather than to fix it once it occurs.   
Systems Development Life Cycle (SDLC) 
This section includes procedures which can be used to ensure security throughout the systems development 
lifecycle process. 
 Sumner [1986] evaluated approaches to systems development based on various characteristics of the 
application. 
 
 Im and Epps [1992] studied a trend of unauthorized software copying by faculty, staff, and students of a 
university.  
 
 Tryfonas [2007] applied organizational metaphors to discuss the practice of developing secure information 
systems. 
 
Application Development Environment 
This assesses how secure coding practices, better design patterns, and an operational application support 
environment can assist in development of secure applications. 
 Payne [2002] presented arguments, both in favor and against, open source software and analyzed those 
arguments in relation to empirical evidence of system security.  
Physical Security 
Security is not an issue which can exclusively be handled with software. There is a requirement for physical barriers 
as well. Physical Security describes the measures taken to protect facilities, resources, and information from 
potential attackers. 
Site Management 
This includes protocols such as site planning and management which will ensure in security of assets in the event of 
a catastrophe, for example, fire, earthquakes, et cetera. 
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 Duffy [1980] provided a case study of physical hazard (fire) and subsequent recovery operations in a 
computer room.   
 
Physical Asset Management 
Physical asset management explores actual asset and document management which may be helpful in guarding 
against security threats. 
 Boockholdt [1987] assessed the impact of microcomputers on system integrity, and proposed measures to 
safeguard against security threats.  
 
 Koh and Watson [1998] investigated the relationship between data security, ownership, and standards. 
Personnel Security 
Personnel security relates to the workforce of an organization. Assessment factors include awareness training, code 
of conduct, and employment lifecycle management. The issue of ethics in security varies from behavioral research 
to building a network infrastructure.   
Workforce Security 
Personnel play a very important role in establishing and maintaining  information security within an organization. 
Unless properly trained and educated in the use of technology, security awareness and organizational code of 
conduct, they can inadvertently introduce threats to the organizations, its suppliers, and/or its consumers.    
 Goodhue and Straub [1991] surveyed computer users to determine their level of computer security 
concerns. 
 Harrington [1996] surveyed IS employees to determine ethical judgments and intentions regarding a variety 
of computer abuses. 
 
 Gattiker and Kelley[1999] applied the “domain of morality” approach to gauge how users felt about certain 
computer related behaviors such as loading a computer virus on a network. 
 
 Whitworth and Zaic [2003] developed the Web of Systems Performance (WOSP) framework for modeling 
advanced network structures such as the Internet. 
 
 Alder et al. [2006] conducted a field study to determine the impact on trust if employees are given advance 
notice that their computer use is monitored. 
 
 Angell [2007] questioned of role of ethics and morality in information security. 
 
 Dinev and Hu [2007] extended the theory of planned behavior to study attitudes toward protective 
technologies such as firewalls and anti-virus software. 
 
 D‟Arcy and Hovav [2007] surveyed computer users to determine how effective security policies, education, 
training and awareness programs, and computer monitoring  were in deterring computer abuse. 
Information Security Economics  
Applying economic theory to information security research is relatively new.  We found six articles related to 
economics and security within our basket of nine journals.  While this is a relatively small number of articles, note 
that there were no publications related to this topic prior to 2004.   
Information Security Investment 
Decision-making based on investment in information security is a difficult process.  Normally, one would analyze 
return on investment to determine whether to invest.  However, in most information security technologies, it is better 
to assess potential loss if one does not invest.   
 Cavusoglu et al. [2004b] discussed four elements that IT managers should consider when managing the 
security function: estimation of breach costs, risk management, cost-effective configuration of technology, 
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 Ramachandran and White [2005] developed a methodology for assessing the impact of IT investment in 
security tools and products. 
 
 Gal-Or and Ghose [2005] developed an analytical framework (using Game Theory) to describe the 
competitive implications of sharing information related to security and investments in security technologies.   
 
 Cavusoglu et al. [2005]  discuss four economic perspective elements that information security managers 
need to be concerned about:  estimated cost of a security breach, risk management, cost effective 
configuration, and value from deployment of multiple technologies 
 
 Backhouse et al. [2006a] proposed a market-oriented solution to solving the problem of digital certificate 
lemons. 
Consumer Choice 
Consumer choice integrates privacy concerns of an individual with what is available in terms of enhancing the 
security of online transactions using an economics lens. 
 
 Chellappa and Shivendu [2007] developed an economic model for on-line privacy, comparing profits, 
consumer surplus, and social welfare among privacy versus convenience seekers 
IV.  SUMMARY OF INFORMATION SECURITY RESEARCH AND SUGGESTIONS FOR 
FURTHER RESEARCH 
Table 8 provides a summary of the information security research conducted in our basket of nine journals since their 
date of inception.  We also included a brief description of the research methods, theories, and level of analysis for 
each theme. The table shows how varied information security research in IS is and how it has the potential to be 
advanced further.  
Directions for Future Research 
Note that each of the themes presented in the IBM Information Security Capability Reference Model were 
represented, and all but two assessment areas for these themes are represented. Specifically, under the 
Governance theme, there is no research regarding the Information Security Advisory team.  The other assessment 
area which lacked research was the Application Development Environment, part of the Application Security Theme.  
Although each of the themes are addressed in the IS literature, there remains a dearth of information security in 
these journals.  We suggest that future researchers review the themes, their associated assessments, and existing 
research in the area to determine directions for future research.  For example, we found  no research in Governance 
and Information Security Advisory Team Assessment.  Following are a few examples of potential research questions 
to study in this area: 
 What are the potential pitfalls of a consultant conducting a security risk analysis? 
 What are the potential pitfalls of a consultant developing an organization‟s governance structure? 
 What are the desired qualifications of an information security consultant? 
 What are the legal issues associated with an information security consultant‟s breach of security? 
We also predict growing emphasis in the areas of information security economics (e.g. Campbell et al. [2003]), 
information sharing (e.g. Sharpe [2003]) and  threat mitigation, particularly in regard to network segmentation and 
boundary protection (e.g. Han and Cho [2006]; Jain et al. [2006]; Verdon [2006]; Ballard and Lopresti [2007]; 
Roberts [2007]; Rodwell et al. [2007]).  The need for an actual experiment is highly evident in this area since it is the 
only true method of determining causal relations (Shadish et al. [2002]). These studies also show how security 
research is dominated by the technical nature of the subject, hence presenting the need for a more holistic approach 
towards advancing in this area. However, most firms have no incentive for making security breaches public, so 
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Theories Methods Used Assessments 




Circuits of power, adoption 
theories, liberal-intuitive, prima-






Strategy and Information 










theory, strategic management, 
calculus, risk management, 
design theory, Theory of Planned 
Behavior (TPB), institutional, 
resource based view, 
expectancy, motivation, calculus, 




Privacy and Information 
Management Strategy, 
Policy, Practices and 
Controls,  






Cellular biology, network 
programming, client/server, 
diffusion of innovation, dispute 
resolution, systems development, 








and Boundary Protection,  












public/private key, supply and 
demand, diffusion of innovation, 
game theory, Technology 
Acceptance Model (TAM), social 
context, database management, 







Transaction Security,  
Database Security, 
Message Protection, 





Individual Behavioral theories Model Identity Proofing,  




















Individual Morality, socio-economic theory, 
Web of Systems Performance, 
and TPB 








Game theory, cost benefit 








V. SUMMARY AND CONCLUSIONS 
We conducted a comprehensive survey of all prior information security research published in MISQ, ISR, JMIS, 
EJIS, CAIS, I&M, JAIS, JISSEC, and ISJ from their date of inception. This is the first known study of this type. We 
identified nine themes of security, based on eight themes in IBM‟s Information Security Capability Reference Model 
and added information security economics.  This is a relatively new area of information security research, and we 
feel strongly that it should not be omitted. 
Limitations 
It may be argued that a comprehensive survey of security articles in only nine journals may not give a clear 
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security research conducted by IS researchers, and most likely to be read by IS researchers and professionals.  
Therefore, we focused on leading IS journals. 
 
We also recognize that the categorization of studies into certain themes may not have been independent. For 
example, a study on privacy may also deal with access control.  Therefore, there is some subjective assignment. 
This is mitigated to some extent through a more careful analysis of the research in question.  
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