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Abstract. A new numerical method to solve an inverse source problem for the radiative transfer
equation involving the absorption and scattering terms, with incomplete data, is proposed. No
restrictive assumption on those absorption and scattering coefficients is imposed. The original inverse
source problem is reduced to boundary value problem for a system of coupled partial differential
equations of the first order. The unknown source function is not a part of this system. Next, we
write this system in the fully discrete form of finite differences. That discrete problem is solved via
the quasi-reversibility method. We prove the existence and uniqueness of the regularized solution.
Especially, we prove the convergence of regularized solutions to the exact one as the noise level in
the data tends to zero via a new discrete Carleman estimate. Numerical simulations demonstrate
good performance of this method even when the data is highly noisy.
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lem, discrete Carleman estimate, quasi-reversibility method
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1. Introduction. The stationary radiative transfer equation (RTE) is com-
monly used in optics, tomography, astrophysics, atmospheric science and remote
sensing to describe the propagation of the radiation field in media with absorbing,
emitting and scattering radiation. A significant number of studies is dedicated to
the recovery of the parameters of the observed objects from the measured data; i.e.,
to the solutions of the inverse source problems (ISOPs) [1, 24] and coefficient inverse
problems (CIPs) [2, 33]. A number of inverse problems may be formulated, depending
on the object’s parameters of one’s interest.
The first reconstruction formula for the problem of the attenuated tomography
was obtained by Novikov [31]. We also refer to [3, 12, 29] for reconstruction formulae
and as well as to [10, 29] for numerical results for the attenuated tomography with
complete data and with the scattering phase function K ≡ 0. Uniqueness and sta-
bility results for similar ISOPs with complete data were obtained in [3, 34]. It was
assumed in [3] that |K| is sufficiently small. The assumption of [34] is that functions
σ and K belong to certain dense sets of some function spaces. The scattering phase
function K is involved in RTE as the kernel of a certain integral operator, the atten-
uation coefficient is σ = µa + µs, where µa and µs are the absorption and scattering
coefficients respectively, see Section 2.
In this paper, we propose a new numerical approach for the ISOP with limited
angle data for the stationary RTE and prove its convergence. This is the first publica-
tion, in which a rigorously derived numerical method for the ISOP for the RTE does
not use any restrictive assumptions neither on µa, nor on µs, nor on K, except the
smoothness and the requirement that functions µa and µs are compactly supported.
Also, for the first time, a discrete Carleman estimate is applied here for the conver-
gence analysis of an inverse problem. We note that discrete Carleman estimates are
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very rare, unlike the continuous ones. In addition, we prove the Lipschitz stability
and uniqueness for our statement of the ISOP.
Our method is based on the solution of an overdetermined boundary value prob-
lem for a linear system of coupled integro-differential equations, in which the unknown
source function is not present. The solution of this problem directly yields the solu-
tion of the desired ISOP. A similar idea was recently used in [23]. However, unlike
the current paper, a quite restrictive condition σ ≡ K ≡ 0 is imposed in [23]. The
ISOP for the RTE with limited angle data has many applications in optical imaging
and tomography, such as bioluminescence tomography [13] and X-ray computerized
tomography [27, 28].
The idea of our numerical method has roots in the Bukhgeim-Klibanov method
(BK) [9]. BK was originally proposed in 1981 only for proofs of global uniqueness and
stability results for CIPs for PDEs, rather than for numerical methods. BK is based
on Carleman estimates. Since the current paper is not a survey of BK, we refer here
only to a few publications about BK [5, 6, 15, 16, 17] and references cited therein.
Currently, the idea of BK is extensively used for constructions of globally convergent
numerical methods for CIPs for PDEs, see, e.g. [4, 18, 21, 22].
The second important element of our numerical method is the new orthonormal
basis in the space L2 (a, b) , (a, b) ⊂ R, which was recently introduced in [20]. This
basis has proven to be effective for numerical studies [21, 22, 23]. We use a truncated
Fourier series with respect to this basis. We estimate an optimal number of terms of
this series numerically and assume that this approximation still satisfies the RTE, i.e.
we work with an approximate mathematical model, also, see Remark 4 at the end of
Section 5.
We solve the above mentioned overdetermined boundary value problem by the
quasi-reversibility method (QRM), which is known to be effective to solve overdeter-
mined boundary value problems. We consider a fully discrete form of our system,
which is similar to what we use in the numerical tests. Next, we establish a new
discrete Carleman estimate and use it to prove uniqueness and existence of the reg-
ularized solution for the QRM in the fully discrete form, in which partial derivatives
with respect to spatial variables are written via finite differences. This Carleman es-
timate is also used to establish the convergence rate of regularized solutions. Finally,
we conduct numerical testing for several different regimes of absorption and scattering
to show the method’s potential for solving problems in real-world tomography.
The QRM was originally introduced by Lattes and Lions in 1969 [25]. We also
refer to, e.g. [7, 8, 12, 23] for this method. The second author has shown in the survey
paper [19] that as long as a proper Carleman estimate for an ill-posed problem for a
linear PDE is available, the convergent QRM can be constructed for this problem.
For brevity, we consider in this paper only the 2D case. The considerations in
the 3D case are similar. We state both forward and inverse problems in Section 2.
In Section 3 we derive the above mentioned over-determined boundary value problem
for a system of coupled partial differential equations of the first order. To solve this
problem, we apply the QRM by stating a Minimization Problem. In Section 4 we
introduce the fully discrete version of the quasi-reversibility method to solve that
problem. Next, we derive a new discrete Carleman estimate. This estimate is used
in Section 5 to prove the existence and uniqueness of the minimizer of the QRM and
also to establish the convergence rate of the minimizers to the exact solution as the
level of noise in the measured data tends to zero. Section 6 is devoted to numerical
studies. Everywhere below we work only with real-valued functions.
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(a) The source/detector configuration of the
problem in the case when the source located
at xα with |xα| < R.
(b) The source/detector configuration of the
problem in the case when the source located
at xα with |xα| > R.
Fig. 2.1: A schematic diagram of measurements for the 2D case. L(x,xα) is a straight
line, connecting the detector x with the source xα.
2. Statements of Forward and Inverse Problems. Let x = (x, y) denote
an arbitrary point in R2. Let a, b, d and R be the positive numbers, where 1 < a < b
and d ≥ R. Define the rectangular domain Ω ⊂ R2 (Figure 2.1) as
(2.1) Ω = {(x, y) : −R < x < R, a < y < b}.
Let Γd be the line with external sources
(2.2) Γd = {xα = (α, 0) : α ∈ [−d, d]}.
Let u(x, α) denotes the steady-state radiance at the point x generated by the external
source located at xα = (α, 0) ∈ Γd. Then, the function u(x, α) satisfies the following
radiative transfer equation, see, e.g. [11]
(2.3) ν(x, α) · ∇xu(x, α) + (µa(x) + µs(x))u(x, α)
= µs(x)
∫
Γd
K(x, α, β)u(x, β)dβ + f(x) for all x ∈ Ω.
In the equation above, the function f(x) ∈ L2(R2) is called the source function while
the functions µa(x), µs(x) ∈ C1
(
R2
)
denote the absorption and scattering coefficients
respectively. We assume that
(2.4) µa(x) = µs(x) = f (x) = 0 for all x ∈ R2 \ Ω.
The function K(x, α, β) ∈ C1(R2× [−d, d]2) represents the so-called “scattering phase
function”. Scattering phase function is the probability density of a particle scattering
from ν(x, β)-direction into ν(x, α)-direction. As the probability density, K(x, α, β)
possesses the following properties, discussed in detail in [11]
(2.5) K(x, α, β) ≥ 0,
∫
Γd
∫
Γd
K(x, α, β)dαdβ = 1.
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Finally, ν(x, α) is the R2−vector, showing the direction of particles propagating from
the external source located at xα = (α, 0) to x,
(2.6) ν(x, α) =
(
x− α
|x− xα| ,
y
|x− xα|
)
, x ∈ [−R,R], y ∈ [a, b], α ∈ [−d, d].
For a fixed α, let
∂Ω+ = {x ∈ ∂Ω : ν(x, α) · n(x) ≤ 0} ,
where n(x) is the unit outward normal vector at ∂Ω at point x. Assuming that all
functions in equation (2.3), except u(x, α), are known in Ω, we formulate the following
forward problem.
Problem 2.1 (Forward Problem). For each α ∈ [−d, d] , find the function u(x, α),
satisfying equation (2.3) in the domain Ω as well as the following boundary condition
(2.7) u(x, α) = 0 for all x ∈ ∂Ω+.
In Appendix we prove existence and uniqueness of the solution of the boundary value
problem (2.3), (2.7) and; moreover, discuss a numerical method to solve it. Conversely,
assume now that the function f(x) is unknown and the information of u(x, α) on ∂Ω
is known. The main goal of this paper is to numerically solve the following inverse
source problem:
Problem 2.2 (Inverse Source Problem). Assume that equation (2.3) and con-
ditions (2.4), (2.5) hold. Also, let the vector ν(x, α) in (2.3) has the form (2.6).
Reconstruct the function f(x), x ∈ Ω, given the following boundary data
(2.8) F (x, α) = u(x, α), for all x ∈ ∂Ω, α ∈ [−d, d],
where u(x, α) is the solution of Problem 2.1 and
(2.9) F (x, α) = 0 for x ∈ ∂Ω+.
Remark 2.1. In the particular case when µa(x) ≡ µs(x, α) ≡ 0, this Inverse
Source Problem is exactly the problem of X-ray tomography with incomplete data,
which was considered in [23]. However, the main focus of this paper is to develop a
numerical method for this problem allowing the presence of µa, µs,K. Especially, no
technical condition is imposed on these interesting terms.
3. Numerical Method for the Inverse Source Problem.
3.1. An orthonormal basis in L2(−d, d). First, we recall a special orthonor-
mal basis in the space L2(−d, d), which was introduced in [20]. For α ∈ [−d, d] con-
sider the set of linearly independent functions
{
αn−1eα
}∞
n=1
. These functions form a
complete set in L2(−d, d). Applying the classical Gram-Schmidt orthonormalization
procedure to this set, we obtain the orthonormal basis {Ψn(α)}∞n=1 in L2(−d, d). This
basis has the following properties [20]:
1. The functions Ψn ∈ C1[−d, d] and Ψ′n (α) is not identically 0, for all
n = 1, 2, . . .
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2. ann = 1 and amn = 0 for all m,n = 1, 2, . . . such that n < m, where
amn =
∫ d
−d
Ψ′n(α),Ψm(α)dα ==
{
1 if m = m = n,
0 if m > n.m > n.
Item 2 implies that the matrix
(3.1) MN = (amn)
N
m,n=1
is invertible for all N = 1, 2, . . . .
Hence, the function u(x, α) can be written as the following Fourier series converg-
ing in L2(−d, d) for every point x ∈ Ω
u(x, α) =
∞∑
n=1
un(x)Ψn(α) for all α ∈ [−d, d]
where
un(x) =
∫ d
−d
u(x, α)Ψn(α)dα.
We approximate the function u(x, α) via the truncated Fourier series, and the same
for uα(x, α),
u(x, α) ≈
N∑
n=1
un(x)Ψn(α), x ∈ Ω, α ∈ [−d, d],(3.2)
uα(x, α) ≈
N∑
n=1
un(x)Ψ
′
n(α), x ∈ Ω, α ∈ [−d, d].(3.3)
where N ≥ 1 is a certain integer, which is chosen numerically. We assume that the
truncated series (3.2) satisfies equation (2.3). In addition, we assume that both sides
of the equation resulting after the substitution of (3.2) in (2.3) can be differentiated
with respect to the parameter α as in (3.3). These assumptions form our approximate
mathematical model mentioned in Section 1.
3.2. A coupled system of first-order differential equations. Just as in the
first step of the above mentioned BK method [9], we eliminate the unknown source
function f(x) from equation (2.3) via the differentiation of that equation with respect
to the parameter α from which f(x) does not depend. We obtain
(3.4) ν(x, y, α) · ∇uα − y
2
|x− xα|3ux +
(x− α)y
|x− xα|3uy + (µa + µs) (x)uα
− µs(x)
∫
Γd
Kα(x, α, β)u(x, β)dβ = 0
for all x = (x, y) ∈ Ω. Multiplying equation (3.4) by |x− xα|/y, we obtain
uy,α +
x− α
y
ux,α +
y
|x− xα|2ux +
(x− α)
|x− xα|2uy+
+
|x− xα|
y
[
(µa + µs) (x)uα − µs(x)
∫
Γd
Kα(x, α, β)u(x, β)dβ
]
= 0.
(3.5)
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Substituting representations (3.2) and (3.3) into equation (3.5), multiplying the
resulting equation by functions Ψm(α), for each m ∈ {1, 2, . . . , N} we obtain
(3.6)
N∑
n=1
∂un
∂y
Ψ′n(α)Ψm(α) +
x− α
y
N∑
n=1
∂un
∂x
Ψ′n(α)Ψm(α)
+
y
|x− xα|2
N∑
n=1
∂un
∂x
Ψn(α)Ψm(α) +
(x− α)
|x− xα|2
N∑
n=1
∂un
∂y
Ψn(α)Ψm(α)
+
|x− xα|
y
Ψm(α)
N∑
n=1
[(µa + µs) (x)unΨ
′
n(α)]
− |x− xα|
y
Ψm(α)
N∑
n=1
[
µs(x)
∫
Γd
Kα(x, α, β)un(x)Ψn (β) dβ
]
= 0.
Integrate equation (3.6) with respect to α ∈ (−d, d). Recalling the definition of the
matrix MN in (3.1), we obtain
(3.7) MNUy = AUy + BUx + CU, U(x) = (u1(x), . . . , uN (x))
T ,
Here A,B and C are N ×N matrices with the following entries:
(A)mn =
∫
Γd
(x− α)
|x− xα|2 Ψn(α)Ψm(α)dα,(3.8)
(B)mn =
∫
Γd
[
x− α
y
Ψ′n(α)Ψm(α) +
y
|x− xα|2 Ψn(α)Ψm(α)
]
dα,(3.9)
(C)mn =
∫
Γd
|x− xα|
y
(µa + µs) (x) Ψ
′
n(α)Ψm(α)dα
−
∫
Γd
|x− xα|
y
µs(x)
(∫
Γd
Kα(x, α, β)Ψn (β) dβ
)
Ψm(α)dα.
(3.10)
Everywhere below the norm of a matrix is the square root of the sum of square norms
of its entries. Since in the definition of the domain Ω the number a > 1, the following
estimates follow from (3.8)-(3.10):
max
x∈Ω
∣∣∣∣A(x)∣∣∣∣ ≤ C0
a2
, max
x∈Ω
∣∣∣∣B(x)∣∣∣∣ ≤ C0
a
, max
x∈Ω
∣∣∣∣C(x)∣∣∣∣ ≤ C0
a
,
where the number C0 = C0 (R, d) > 0 depends only on the listed parameters. Hence,
there exists a sufficiently large number a0 = a0(N,R, d) > 1 such that for any a > a0
the matrix A˜ = MN (Id−M−1N A) is invertible. Everywhere below we assume without
further mentioning that a > a0.
Denote A1 := A˜
−1B, A2 := A˜−1C. Therefore, equation (3.7) is equivalent to
(3.11) Uy −A1Ux −A2U = 0; A1 = A1(x, y), A2 = A2(x, y), (x, y) ∈ Ω.
Using (2.8) and (2.9) we complement equation (3.11) with the following Dirichlet
boundary condition
(3.12) U = F (x, y), for (x, y) ∈ ∂Ω.
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Thus, we have obtained a system of coupled linear differential equations (3.11) with
the boundary condition (3.12). The solution U(x) = (u1(x), . . . , uN (x))
T of the
boundary value problem (3.11)–(3.12) directly yields the desired numerical solution
to Problem 2.2 via the substitution of (3.2) in (2.3).
3.3. The QRM for problem (3.11)– (3.12). The problem (3.11)–(3.12) is
an overdetermined one. Indeed, although equations (3.11) are of the first order, the
boundary condition (3.12) is given on the entire boundary ∂Ω. To find an approximate
solution to this problem, we use the QRM, which, in general works properly for
overdetermined problems for PDEs. Thus, we consider the following minimization
problem for the Tikhonov-like functional J with the regularization parameter  ∈
(0, 1) :
(3.13) J(U) =
∫
Ω
|Uy −A1Ux −A2U |2dxdy + ‖U‖2H1(Ω).
When we say below that a vector function belongs to a Hilbert space, we mean that
each of its components belongs to this space and its norm is the square root of the
sum of norms in that space of its components.
Problem 3.1 (Minimization Problem). Minimize the functional J on the set
of N -dimensional vector valued functions U ∈ H1(Ω) satisfying boundary condition
(3.12).
4. The Fully Discrete Form of the QRM. To solve Problem 3.1, we write
Ux, Uy in the functional J(U) in its finite difference version and minimize it with
respect to values of the vector function U at grid points. Hence, we formulate the
QRM in this section in the fully discrete form of finite differences. We prove existence
and uniqueness of the minimizer and establish convergence rate of minimizers to the
exact solution, which is also written via finite differences.
4.1. The fully discrete form of functional (3.13). Consider the following
uniform 2-dimensional grid points on Ω whose x and y coordinates are given by
−R = x0 < x1 < · · · < xMx = R, xi+1 − xi = hx, ∀i ∈ {0, 1, . . . ,Mx − 1},(4.1)
a = y0 < y1 < · · · < yMy = b, yj+1 − yj = hy, ∀j ∈ {0, 1, . . . ,My − 1}.(4.2)
Denote h = (hx, hy). We define the discrete set Ω
h as
Ωh = {(x, y) : {(xi, yj)} , i ∈ {1, . . . ,Mx − 1}, j ∈ {1, . . . ,My − 1}},
∂Ωh = {(x, y) : {(xi, yj)} for i = 0,Mx, j = 0,My},
Ω
h
= Ωh ∪ ∂Ωh.
For any N−D matrix Q(x, y) ∈ C(Ω) we introduce the following notations
Qhi,j = Q(xi, yj), i ∈ {1, . . . ,Mx − 1}, j ∈ {1, . . . ,My − 1},
Q˜hi,j = Q(xi, yj), i ∈ {0, . . . ,Mx}, j ∈ {0, . . . ,My},
Qh =
{
Qhi,j
}Mx−1,My−1
i,j=1
is an (Mx − 1)× (My − 1) matrix,
Q˜h =
{
Qhi,j
}Mx,My
i,j=0
is an (Mx + 1)× (My + 1) matrix.
(4.3)
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Note that the matrix Qh, in contrast to Q˜h, does not include boundary terms of
the form
Qh0,j = Q(−R, yj), Qhi,0 = Q(xi, a), QhMx,j = Q(R, yj), Qhi,My = Q(xi, b).
Recall the forward finite difference formulae for the vector function Qh:
(Uh)′x =
{
(Uhi,j)
′
x
}Mx−1,My−1
i,j=0
, (Uhi,j)
′
x =
Uhi+1,j −Uhi,j
hx
, i ∈ {0, . . . ,Mx − 1},(4.4)
(Uh)′y =
{
(Uhi,j)
′
y
}Mx−1,My−1
i,j=0
, (Uhi,j)
′
y =
Uhi,j+1 −Uhi,j
hy
, j ∈ {0, . . . ,My − 1}.(4.5)
Hence, we obtain the following finite difference analog of (3.11)–(3.12)
Lh
(
Uh
)
= (Uh)′y −Ah1 (Uh)′x + Ah2Uh = 0; Ah1 = A1, Ah2 = A2 in Ωh,(4.6)
U˜h = Fh on ∂Ωh.(4.7)
where the boundary matrix Fh is defined using the values of the matrix F (x, y) on
the grid (4.1), (4.2). We define the following discrete functional spaces for matrices
Qh, Q˜h:
L2,h(Ωh) =
{
Qh : ‖Qh‖2L2,h(Ωh) = hyhx
My−1∑
j=1
Mx−1∑
i=1
[Qhi,j ]
2 <∞
}
,
and
H1,h(Ωh) =
{
Qh : ‖Qh‖2H1,h(Ωh)
= hyhx
Mx−1∑
i=1
My−1∑
j=1
([(Qhi,j)
′
x]
2 + [(Qhi,j)
′
y]
2 + [Qhi,j ]
2) <∞
}
.
We define the inner products in these spaces in the obvious manner and denote them
as
(·, ·) and [·, ·] for L2,h(Ωh) and H1,h(Ωh) respectively.
Remark 4.1. Here and everywhere below if a matrix Qh is defined as in (4.3),
then Q˜h denotes the matrix Qh, complemented by boundary conditions at ∂Ωh.
Remark 4.2. Below we fix the number h1 ∈ (0, 1) and restrict hx from the below
as hx ∈ [h1, 1) . However, we do not restrict from the below hy > 0 by a positive
constant. Then it follows from (4.5) that there exists a constant Bh1 > 0 depending
only on h1 such that if Q
h
0,j = Q
h
Mx,j
= 0; j = 1, ...,My − 1, then
(4.8)
‖(Qh)′x‖2L2,h(Ωh) ≤ Bh1‖Qh‖2L2,h(Ωh), ∀h ∈ [h1, 1], ∀Qh : Q˜h ∈ H1,h(Ωh).
The fully discrete QRM applied to problem (4.6)-(4.7) leads to the following
discrete version of the above Minimization Problem:
Problem 4.1 (Discrete Minimization Problem). Minimize the functional
(4.9) Jh (U˜
h) = ‖(Uh)′y −Ah1 (Uh)′x −Ah2Uh‖2L2,h(Ωh) + ‖Uh‖2H1,h(Ωh)
on the set of matrices U˜h, satisfying the boundary condition (4.7).
The minimizer of Jh (U˜
h) satisfying boundary condition (4.7) is called the regularized
solution of the problem (4.6)–(4.7).
INVERSE PROBLEM FOR RADIATIVE TRANSFER EQUATION 9
4.2. A discrete Carleman estimate. We now derive a discrete Carleman es-
timate for the finite difference version of the differential operator d/dy. Consider a
uniform partition of the interval (a, b) ⊂ R of the real line into M subintervals with
the grid step size hy,
(4.10) a = y0 < y1 < . . . < yM = b, yj+1 − yj = hy, j ∈ {0, 1, . . . ,M − 1}.
Following the book [32], for any discrete function u defined on this grid denote uj =
u(yj) and define both its forward u
′
j and backward u
′
j finite difference derivatives,
which are the finite difference analogs of the differential operator d/dy, as
(4.11) u′j =
(uj+1 − uj)
hy
, j ∈ {0, . . . ,M − 1}, u′j =
(uj − uj−1)
hy
,∀j ∈ {1, . . . ,M}.
Lemma 4.1. For any discrete function w, defined on the grid (4.10) the following
inequality holds:
−2hy
M−1∑
j=1
wjw
′
j ≥ −(w2M − w21).
Proof. Using the summation by parts formula for the discrete function w [32],
we obtain
hy
M−1∑
j=1
wjw
′
j = (w
2
M − w0w1)− hy
M∑
i=1
wiwi
′.
Next,
hy
M∑
i=1
wiwi
′ = hy
M−1∑
j=0
wj+1w
′
j = hy
M−1∑
j=0
(wj + w
′
jhy)w
′
j
= hy(w0 + hw
′
0)w
′
0 + hy
M−1∑
j=1
(wj + w
′
jhy)w
′
j
= w1(w1 − w0) + hy
M−1∑
j=1
(wj + w
′
jhy)w
′
j
Combining all equalities written above, we obtain
hy
M−1∑
j=1
wjw
′
j =
(
w2M − w0w1
)− (w21 − w0w1)− hy M−1∑
j=1
(
wj + w
′
jhy
)
w′j
=
(
w2M − w21
)− hy M−1∑
j=1
wjw
′
j − h2y
M−1∑
j=1
(w′j)
2.
Hence,
−2hy
M−1∑
j=1
wjw
′
j = −(w2M − w21) + h2y
M−1∑
j=1
(w′j)
2 ≥ − (w2M − w21) . 
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Theorem 4.2 (A discrete Carleman estimate). For any positive number λ > 0,
the following discrete Carleman estimate holds for any discrete function u, defined on
the grid (4.10)
hy
My−1∑
j=1
e2λyj
(
u′j
)2 ≥ hy My−1∑
j=1
(
1− e−λhy
hy
)2
e2λyju2j
+ 2e−λhy
(
1− e−λhy
hy
)
(e2λy1u21 − e2λyMu2M ).
Proof. For each j, we define
(4.12) wj = e
λyjuj , uj = e
−λyjwj .
Hence, according to (4.11), the forward difference derivative of the function u at yj is
u′j =
e−λ(yj+hy)wj+1 − e−λyjwj
hy
=
e−λyj
(
e−λhywj+1 − wj
)
hy
= e−λyj
(
e−λhy
wj+1 − wj
hy
+
e−λhywj − wj
hy
)
= e−λyj
(
w′je
−λhy − 1− e
−λhy
hy
wj
)
.
Hence, we have for each j = 1, ...,My − 1 :
e2λyj (u′j)
2 =
(
w′je
−λhy − 1− e
−λhy
hy
wj
)2
≥
(
1− e−λhy
hy
)2
(wj)
2 − 2e−λhy
(
1− e−λhy)
hy
w′jwj .
As a result,
hy
My−1∑
j=1
e2λyj (u′j)
2 ≥ hy
My−1∑
j=1
(
1− e−λhy
hy
)2
w2j − 2e−λhy
(1− e−λhy )
hy
hy
M−1∑
j=1
w′jwj .
Applying Lemma 4.1 to the second term in the right hand side, we obtain
hy
My−1∑
j=1
e2λyj (u′j)
2 ≥ hy
My−1∑
j=1
(
1− e−λhy
hy
)2
w2j + 2e
−λhy
(
1− e−λhy
hy
)
(w21−w2M ).
The statement of Theorem 4.2 follows from this estimate and (4.12). 
Lemma 4.3. Let u be a discrete function, defined on the grid (4.10), such that
uM = 0. Then for any two numbers λ, hy > 0 such that λhy < 1 the following
inequality holds
(4.13) hy
My−1∑
j=1
e2λyj
(
u′j
)2 ≥ λ2
4
hy
My−1∑
j=1
e2λyju2j .
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Proof. By Taylor formula
e−λhy = 1− λhy + e
−ξ
2
(λhy)
2
= 1− λhy
(
1− e
−ξ
2
λhy
)
,
where ξ ∈ (0, λhy) is a certain number. Hence, 1− e−λhy ≥ λhy/2. Hence,(
1− e−λhy
hy
)2
≥ λ
2
4
.
Therefore, using Theorem 4.2, we obtain (4.13). 
Remark 4.3. This lemma is a discrete analog of the Carleman estimate in [23,
Lemma 4.1] for the continuous case of the operator d/dy.
5. Convergence Analysis.
5.1. Existence of the solution of the Discrete Minimization Problem.
Theorem 5.1. Assume that there exists a matrix Gh ∈ H1,h(Ωh) such that
G˜h |∂Ωh= Fh. Then for each  > 0, there exists unique minimizer Uhmin, ∈ H1,h(Ωh)
of the functional (4.9) satisfying boundary condition (4.7).
Proof. Let H1,h0 (Ω
h) be the subspace of the space H1,h(Ωh) consisting on such
matrices Q˜h ∈ H1,h(Ωh) that Q˜h |∂Ωh= 0. Recalling notation (4.6) for the operator
Lh, we rewrite the functional Jh (U˜
h) in the following form:
Jh (W
h) =
∥∥Lh (Wh)+ Lh (Gh)∥∥2
L2,h(Ωh)
+ 
∥∥Wh + Gh∥∥2
H1,h(Ωh)
,(5.1)
W˜h |∂Ω = (U˜h − G˜h) |∂Ω= 0.(5.2)
Thus, in order to work with zero boundary condition in (5.1)-(5.2), we consider the
function Wh = Uh −Gh instead of Uh.
Let Whmin, with W˜
h
min, ∈ H1,h0 (Ωh) be any minimizer of functional (5.1). By
the variational principle the following identity holds for all P˜h ∈ H1,h0 (Ωh) :
(5.3)
(
Lh
(
Whmin,
)
, Lh
(
Ph
))
+ 
[
Whmin,,P
h
]
= − (Lh (Gh) , Lh (Ph))
−  [Gh,Ph] .
The left hand side of the identity (5.3) generates a new scalar product {·, ·} in the
subspace H1,h0 (Ω
h). Consider the corresponding norm {·}2 ,
(5.4)
{
Qh
}2
=
∥∥Lh (Qh)∥∥2
L2,h(Ωh)
+ 
∥∥Qh∥∥2
H1,h(Ωh)
,∀Q˜h ∈ H1,h0 (Ωh).
Obviously, there exists a certain constant C1 = C1
(
Lh, h,Ωh, 
)
> 0, which depends
only on listed parameters such that
(5.5) 
∥∥Qh∥∥2
H1,h(Ωh)
≤ {Qh}2 ≤ C1 ∥∥Qh∥∥2H1,h(Ωh) ,∀Q˜h ∈ H1,h0 (Ωh),
Below C1 denotes different positive numbers depending on the same parameters.
Hence, norms
{
Qh
}
and
∥∥Qh∥∥
H1,h(Ωh)
are equivalent for Q˜h ∈ H1,h0 (Ωh). There-
fore, (5.3) is equivalent with
(5.6)
{
W˜hmin,µ,P
h
}
= − (Lh (Gh) , Lh (Ph))−  [Gh,Ph] ,∀P˜h ∈ H1,h0 (Ωh).
12 ALEXEY V. SMIRNOV, MICHAEL V. KLIBANOV AND LOC H. NGUYEN
Using the Cauchy-Schwarz inequality, (5.4) and (5.5), we obtain∣∣− (Lh (Gh) , Lh (Ph))−  [Gh,Ph]∣∣ ≤ C1 {Gh}{Ph} , for all P˜h ∈ H1,h0 (Ωh).
Hence, the right hand side of (5.6) can be considered as a bounded linear functional
mapping the space H1,h0 (Ω
h) in R. Since the regular norm in H1,h0 (Ωh) is equiva-
lent with the norm generated by new scalar product {·, ·} , then Riesz representation
theorem implies that there exists unique matrix Φ˜
h ∈ H1,h0 (Ωh) such that{
W˜hmin,, P˜
h
}
=
{
Φ˜
h
, P˜h
}
, for all P˜h ∈ H1,h0
(
Ωh
)
.
Therefore, W˜hmin, = Φ˜
h
and Whmin, = Φ
h. Finally, the matrix Uhmin, = W
h
min, +
Gh is the unique minimizer claimed by this theorem. 
5.2. Convergence rate of regularized solutions, Lipschitz stability and
uniqueness. The minimizer U˜hmin, is called the regularized solution of problem (4.6),
(4.7). In this section, we establish the convergence rate of regularized solutions to the
exact one when the noise in the data tends to zero. In addition, we establish Lipschitz
stability estimate and uniqueness for the problem (4.6), (4.7).
Let a matrix Ph ∈ L2,h (Ωh) . Denote
(5.7)
∥∥Pheλy∥∥2
L2,h(Ωh)
= hyhx
My−1∑
j=1
Mx−1∑
i=1
(
Phi,j
)2
e2λyj .
Hence, by Lemma 4.3 for all λhy ∈ (0, 1) and for all P˜h ∈ H1,h0
(
Ωh
)
(5.8)
∥∥∥(Ph)′
y
eλy
∥∥∥2
L2,h(Ωh)
≥ λ
2
8
∥∥Pheλy∥∥2
L2,h(Ωh)
.
Let U∗h ∈ H1,h (Ωh) be the exact solution of problem (4.6), (4.7) with the exact
boundary data F∗,h. We assume that there exists an exact matrix G∗h such that
(5.9) G∗h ∈ H1,h(Ωh), G˜∗,h |∂Ωh= F∗,h.
As to the boundary data Fh, we assume, as in Theorem 2, that there exists a matrix
Gh ∈ H1,h(Ωh) such that G˜h |∂Ωh= Fh. In addition, we assume that Gh is given
with a noise of the level δ ∈ (0, 1) , i.e.
(5.10) ‖G∗,h −Gh‖H1,h(Ωh) ≤ δ.
Our main goal now is to estimate the difference between Uhmin, and U
∗h via δ and .
Lemma 5.2. There exists a number C2 = C2(N, d,R, h1, a, b, L
h) > 0 and a suf-
ficiently small number h0y = h
0
y(N, d,R, h1, a, b, L
h) ∈ (0, 1) , both depending only on
listed parameters, such that for hx ∈ [h1, 1) , hy ∈
(
0, h0y
]
the following estimate is
valid
(5.11)
∥∥Lh (Qh)∥∥2
L2,h(Ωh)
≥ C2
∥∥Qh∥∥2
L2,h(Ωh)
, for all Q˜h ∈ H1,h0 (Ωh).
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Proof. Below C2 > 0 denotes different constants depending on the above listed
parameters. Using the definition of the operator Lh in (4.6) as well as (5.4), (5.5) and
the Cauchy-Schwarz inequality, we obtain
∥∥Lh (Qh)∥∥2
L2,h(Ωh)
=
∥∥Lh (Qh) eλye−λy∥∥2
L2,h(Ωh)
≥
e−2λb
∥∥Lh (Qh) eλy∥∥2
L2,h(Ωh)
≥ 1
2
e−2λb
[∥∥∥(Qh)′
y
eλy
∥∥∥2
L2,h(Ωh)
− C2
∥∥Qh∥∥2
L2,h(Ωh)
]
.
Choose h0y ∈ (0, 1) so small that 1/
(
h0y
)2
> 64C2 and let hy ∈
(
0, h0y
)
. Set λ =
1/ (2hy) . Then λhy < 1/2 < 1 and also λ
2/8 = 1/
(
32 (hy)
2
)
> 2C2. Hence, by (5.8)
and (5.11) it follows from the above inequality
∥∥Lh (Qh)∥∥2
L2,h(Ωh)
≥ 1
2
e−2λb
[
λ2
8
∥∥Qheλy∥∥2
L2,h(Ωh)
− C2
∥∥Qheλy∥∥2
L2,h(Ωh)
]
≥ 1
2
e−2λb
(
2C2
∥∥Qheλy∥∥2
L2,h(Ωh)
− C2
∥∥Qheλy∥∥2
L2,h(Ωh)
)
=
1
2
e−2λbC2
∥∥Qheλy∥∥2
L2,h(Ωh)
.
This estimate immediately implies (5.10) with a new constant C2 > 0. 
Theorem 5.3 (Convergence rate of regularized solutions). Assume that condi-
tions of Theorem 5.1 as well as (5.10) and (5.11) hold. Let Uhmin, ∈ H1,h(Ωh) be
the unique minimizer of the functional (4.9) that satisfies boundary condition (4.7)
(see Theorem 5.1). Suppose that hx ∈ [h1, 1) and hy ∈
(
0, h0y
]
, where the number
h0y is defined in Lemma 5.2. Then for any  > 0 the following convergence rate of
regularized solutions holds
(5.12) ‖Uhmin, −U∗h‖L2,h(Ωh) ≤ C2(δ +
√
‖U∗h‖H1,h(Ωh)).
Proof. Define the matrix W˜hmin, ∈ H1,h0 (Ωh) as in Theorem 5.1, i.e. W˜hmin, =
U˜hmin,−G˜h. Similarly define W˜∗,h = U˜∗,h−G˜∗,h ∈ H1,h0 (Ωh). Then (5.3) is valid for
Whmin,. As to W
∗,h, (4.6) and (4.7) imply that the following analog of (5.3) is valid
for all P˜h ∈ H1,h0 (Ωh) :(
Lh
(
W∗,h
)
, Lh
(
Ph
))
+ 
[
W∗,h,Ph
]
= − (Lh (G∗h) , Lh (Ph))+  [W∗,h,Ph] .
Denote V˜h = W˜hmin, −W∗,h ∈ H1,h0 (Ωh),Yh = Gh −G∗h and subtract (5.14) from
(5.3). We obtain for all P˜h ∈ H1,h0 (Ωh)
(5.13)
(
Lh
(
Vh
)
, Lh
(
Ph
))
+ 
[
Vh,Ph
]
= − (Lh (Yh) , Lh (Ph))−  [W∗,h,Ph] .
Set in (5.13) Ph = Vh and use the Cauchy-Schwarz inequality. We obtain∥∥Lh (Vh)∥∥2
L2,h(Ωh)
≤ ∥∥Lh (Yh)∥∥2
L2,h(Ωh)
+ 
∥∥W∗,h∥∥2
H1,h(Ωh)
≤ C2δ2 + 
∥∥W∗,h∥∥2
H1,h(Ωh)
.
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Next, using (5.11) and (5.13), we obtain
(5.14)
∥∥Vh∥∥2
L2,h(Ωh)
≤ C2
(
δ2 + 
∥∥W∗,h∥∥2
H1,h(Ωh)
)
.
The target estimate (5.12) follows immediately from (5.14). 
Theorem 5.4 (Lipschitz stability and uniqueness.). Suppose that there exist two
matrices Gh1 ,G
h
2 ∈ H1,h(Ωh) such that G˜h1 |∂Ωh= Fh1 and G˜h2 |∂Ωh= Fh2 , where
Fh1 and F
h
2 are two different boundary conditions in (4.7). Suppose that there exist
solutions U˜h1 ∈ H1,h
(
Ωh
)
and U˜h2 ∈ H1,h
(
Ωh
)
of boundary value problem (4.6)-(4.7)
with boundary conditions Fh1 and F
h
2 respectively. Assume that hx ∈ [h1, 1) and
hy ∈
(
0, h0y
]
, where the number h0y is defined in Lemma 5.2. Then the following
Lipschitz stability estimate is valid
(5.15)
∥∥Uh1 −Uh2∥∥L2,h(Ωh) ≤ C2 ∥∥Gh1 −Gh2∥∥L2,h(Ωh) .
Next, suppose that Fh1 = F
h
2 , but the existence of the function G˜
h is not assumed.
Then Uh1 = U
h
2 , where U
h
1 ,U
h
2 ∈ H1,h
(
Ωh
)
are two possible solution of boundary
value problem (4.6), (4.7).
Proof. Since U˜h1 and U˜
h
2 are two exact solutions of problem (4.6), (4.7) with two
different boundary conditions, then by (5.12)
(5.16)
(
Lh
(
Uhi
)
, Lh
(
Ph
))
= − (Lh (Ghi ) , Lh (Ph)) ,∀Ph ∈ H1,h0 (Ωh) , i = 1, 2,
where W˜hi = U˜
h
i − G˜hi . Setting Sh = Wh1 −Wh2 ,Xh = Gh1 −Gh2 and then setting
Ph = Sh, we obtain from (5.16) and (4.8)∥∥Lh (Sh)∥∥2
L2,h(Ωh)
≤ ∥∥Lh (Xh)∥∥2
L2,h(Ωh)
≤ C2
∥∥Xh∥∥2
L2,h(Ωh)
.
Hence, by (5.11)
∥∥Sh∥∥2
L2,h(Ωh)
≤ C2
∥∥Xh∥∥2
L2,h(Ωh)
. Therefore,
(5.17)
∥∥(Uh1 −Uh2)− (Gh1 −Gh2)∥∥L2,h(Ωh) ≤ C2 ∥∥Gh1 −Gh2∥∥L2,h(Ωh) .
Thus, (5.15) follows from (5.17) and the triangle inequality. As to the uniqueness
part, since Fh1 = F
h
2 , then we extend the boundary condition
(
Fh1 − Fh2
)
= 0 in the
domain Ωh as Gh1 −Gh2 ≡ 0. Hence, (5.15) implies that Uh1 −Uh2 ≡ 0. 
Remark 5.1. Due to the ill-posedness of Problem 2.2, we cannot prove conver-
gence of our solutions to the correct one as N → ∞. We note that the truncated
Fourier series is used both quite often and quite successfully in numerical methods for
many inverse problems. Although convergences at N → ∞ are not proven in many
cases, numerical results are usually good ones, see, e.g. [10] for the attenuated tomog-
raphy with complete data, [14] for the 2D version of the Gelfand-Levitan method, [26]
for the inverse problem of finding initial condition of heat equation, [30] for the inverse
source problem for the Helmholtz equation, and [18, 21, 22] for the convexification.
6. Numerical Implementation. In this section, we describe the numerical
implementation of the minimization procedure for the functional Jh . While inverting
the matrix MN of (3.7) is convenient for the convergence analysis, we have discovered
that it is better in real computations not to invert while still considering a problem
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which is equivalent to the problem (4.6),(4.7). Thus, we we consider the functional
(4.9) in a slightly different form:
Jh1,2(U˜
h) = ‖(MN −Ah)(Uh)′y −Bh(Uh)′x −ChUh‖2L2,h(Ωh)+
+ 1‖Uh‖2L2,h(Ωh) + 2‖∇Uh‖2L2,h(Ωh),
where Ah,Bh,Ch are operators (3.8)-(3.10), with the domain Ωh. Moreover, in con-
trast to the original functional, we use in our computations two regularization pa-
rameters 1 and 2, instead of just one parameter . This yields better reconstruction
results. The regularization parameters 1, 2 in our numerical tests were found by a
trial and error procedure. They were the same for all the tests we have conducted.
To minimize the functional Jh1,2(U˜
h), we first have to simulate the boundary
data via solving Problem 2.1. We discuss the solution of this forward problem in
Appendix. Using this solution, we generate the noisy data as, see (2.8), (2.9) and
(5.10):
F (x, α) =
{
ucompδ (x, α) = u
comp(x, α)(1 + δ(2rand(x)− 1)), x ∈ ∂Ω \ ∂Ω+,
0, x ∈ ∂Ω+ .
where ucomp(x, α) is the boundary data computed via the solution of the forward
problem, δ > 0 is the noise level and rand(·) is the function that generates uniformly
distributed random numbers in the interval [0, 1]. For example, δ = 0.6 corresponds
to the 60% noise level in the data.
We use finite the difference approximations (4.4), (4.5) on the grid with hx = hy,
Mx = My. We rewrite the functional J
h
1,2 in the following discrete form
Jh1,2(U˜
h) =
h2x
Mx−1∑
i,j=1
(
(MN −Ah)ij
Uhi,j+1 −Uhi,j
hx
− (Bh)ij
Uhi+1,j −Uhi,j
hx
− (Ch)ijUhi,j
)2
+ 1h
2
x
Mx−1∑
i,j=1
(
Uhi,j
)2
+ 2h
2
x
Mx−1∑
i,j=1
(
|Uhi,j+1 −Uhi,j |2
hx
+
|Uhi+1,j −Uhi,j |2
hx
)
.
Denote um(xi, yj) = u
i,j
m . Since U := (u1(x, y), . . . , uN (x, y))
T , then
Jh1,2(U˜
h) =
h2x
Mx−1∑
i,j=1
N∑
m=1
(
(MN −Ah)ij u
i,j+1
m − ui,jm
hx
− (Bh)ij u
i+1,j
m − ui,jm
hx
− (Ch)ijui,jm
)2
+ 1h
2
x
Mx−1∑
i,j=1
N∑
m=1
(
ui,jm )
)2
+ 2h
2
x
Mx−1∑
i,j=1
N∑
m=1
( |ui,j+1m − ui,jm |2
hx
+
|ui+1,jm − ui,jm |2
hx
)
.
Introduce the “lined-up” versions of the matrices U˜h,MN −Ah,Bh,Ch. The
(Mx + 1)
2N dimensional vector U ,
(6.1) Um = um(xi, yj) 1 ≤ i, j ≤Mx + 1, 1 ≤ m ≤ N,
and the (Mx + 1)
2N × (Mx + 1)2N dimensional matrices Ah,Bh, Ch, corresponding
to MN −Ah,Bh,Ch, where
(6.2) m = (i− 1)(Mx + 1)N + (j − 1)N +m.
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We introduce the map
{1, . . . ,Mx + 1} × {1, . . . ,Mx + 1} × {1, . . . , N} → {1, . . . , (Mx + 1)2N}
that sends (i, j,m) to m as in (6.2) is onto and one-to-one. The functional Jh1,2(U˜
h)
is rewritten in terms of the lined-up vector U as
(6.3) J h1,2(U) = h2x
(|LU|2 + 1|U|2 + 2|DxU|2 + 2|DxU|2) ,
where Dx and Dy are the matrices that provide the finite difference analogs of the
partial derivatives of U with respect to x and y, defined similarly to (4.4),(4.5). L is
the (Mx + 1)
2N × (Mx + 1)2N matrix defined as follows. For each
(6.4) m = (i− 1)(Mx + 1)N + (j − 1)N +m, 2 ≤ i, j ≤Mx, 1 ≤ m ≤ N
1. Lmn = (−(Ah)mn + (Bh)mn)/hx − (Ch)mn, if m corresponds to (i, j, n) in the
sense of (6.4) for each n ∈ {1, . . . , N},
2. Lmn = (Ah)mn/hx, if m corresponds to (i, j + 1, n) in the sense of (6.4) for
each n ∈ {1, . . . , N},
3. Lmn = −(Bh)mn/hx, if m corresponds to (i+ 1, j, n) in the sense of (6.4) for
each n ∈ {1, . . . , N},
4. Lmn = 0 otherwise.
Next, we consider the “lined-up” version of the boundary condition (4.7). Let D
be the (Mx + 1)
2N × (Mx + 1)2N diagonal matrix with mth diagonal entries taking
value 1 while the others equal 0. This Dirichlet boundary constraint of the vector U
becomes DU = F˜ . Here, the vector F˜ is the “lined-up” vector of the data FN in the
same manner when we defined U , see (6.1). We solve the Inverse Source Problem by
computing the vector U , subject to constraint DU = F˜ , such that
(6.5) LµU =
(LTL+ 1Id + 2DTxDx + 2DTy Dy)U = ~0,
which is equivalent to the minimization of the functional (6.3).
The knowledge of U yields the knowledge of U˜h via (6.1). Denote the result
obtained by the procedure of this section as U˜comp = (ucomp1 (x, y), . . . , u
comp
N (x, y))
T .
Using this vector function, we calculate function ucomp(x, y, α) according via (3.2).
Next, the reconstructed function f comp(x, y) is determined as the averaged over α
value of the source function f comp(x, y, α) calculated via the substitution of
ucomp(x, y, α) in (2.3).
These arguments lead to the Algorithm 6.1 for solving Problem 2.2
Algorithm 6.1 The procedure to solve Problem 2.2
1: Choose a number N . Construct the functions Ψm, 1 ≤ m ≤ N, in Section 3.1
and compute the matrix MN as in (3.1).
2: Calculate the boundary data Fh for the vector valued function U˜h on ∂Ωh via
solving Problem 2.1 with f = ftrue.
3: Find an approximate solution of (4.6)-(4.7) by the quasi-reversibility method.
4: Having U˜h, calculate ucomp(x, α) for x ∈ Ωh via (3.2).
5: Compute the reconstructed function fcomp by (2.3).
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6.1. Numerical tests. We test our method using numerical simulations for dif-
ferent types of absorption and scattering coefficients. Test 1 demonstrates the stability
of the solution in the “no scattering” model, which corresponds to the µs(x, α) ≡ 0
value of the scattering coefficient. Moreover, Test 1 is used to find the optimal pa-
rameters: 1, 2, d,N, which we use in subsequent tests. The optimal values for those
listed parameters are: 1 = 0.1, 2 = 0.01, d = 5, N = 12.
In Test 2 we consider the “uniform scattering” version of the RTE for the object
with a non-smooth boundary, where µs(x) 6≡ 0,K(x, α, β) = 1/(2d).
Test 3 demonstrates the performance of our method for both sophisticated form
of the absorption coefficient µa(x) and “strongly forward-peaked scattering” case,
i.e. the case when the scattered particles move in the direction preferentially close
to the one they were moving. That corresponds to the case when µs(x) 6≡ 0 and
K(x, α, β) 6= 0 whenever |α− β| ≤ C, for some constant C > 0. We choose our scat-
tering phase function K(x, α, β) to be a 2-dimensional Henyey-Greenstein function,
which, possesses the property mentioned above and is convenient to describe strongly
forward-peaked scattering, according to [11].
All numerical tests were provided on the domain Ω
h
defined in Section 4 on the
uniform 100×100 grid (4.1),(4.2) with a = 1, b = 3, d = 5, R = 1, see (2.1), (2.2). We
use the uniform grid for α as well
−d = α0 < α1 < · · · < αMα = d, where Mα = 50.
Similarly with [23], we apply a 2-step post-processing procedure. Define
m = maxx∈Ωh(f
comp
δ (x)). Then, the first step of the procedure removes undesirable
artifacts by setting
f˜ compδ (x) =
{
f compδ (x) if f
comp
δ (x) > 0.2m
0 otherwise,
In the second step, we smooth the obtained f˜ compδ (x) function out. For every grid
point x of Ωh, the value of f˜ compδ (x) at that point is replaced by the mean value
fˆ compδ (x) of the function over neighboring grid points. For brevity, we use f
comp
δ (x)
notation instead of fˆ compδ (x) below. In Tests 1-3 we display the exact functions
ftrue (x, y) and computed functions f
comp(x, y), fcompδ (x, y) before and after the use
of the post processing procedure.
6.2. Numerical results.
1. Test 1. Circle-shaped smooth inclusion, no scattering
The function ftrue is a smoothed circle of the radius r = 0.3, centered at
(0, 2), compactly supported in Ωh. ftrue is depicted on the Figure 6.1(a).
µs(x) ≡ 0, µa(x) =
{
0.1 if (x2 + y2) < 0.8,
0 otherwise,
The numerical solution for this case is displayed in Figure 6.1.
2. Test 2. X-shaped non-smooth inclusion, uniform scattering
The function ftrue is depicted on the Figure 6.2 (a). We define absorption
and scattering coefficients as
µa(x) =
{
0.1 if (x2 + y2) < 0.8,
0 otherwise,
µs(x, α) =
{
0.01 if (x2 + y2) < 0.8,
0 otherwise,
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(a) The function ftrue (b) The reconstructed func-
tion fcomp, no noise
(c) The reconstructed func-
tion fcompδ , noise 90%
(d) The incomplete tomo-
graphic data, no noise
(e) Post-processed fcomp, no
noise
(f) Post-processed fcompδ ,
noise level 90%
Fig. 6.1: Test 1. The true and reconstructed source functions for circle-shaped smooth
inclusion without scattering.
and the constant scattering phase function K(x, α, β) = 1/(2d). The recon-
struction is displayed in Figure 6.2.
3. Test 3. Y-shaped inclusion, strongly forward-peaked scattering
The function ftrue depicted on Figure 6.3(a) is smooth and compactly sup-
ported in the domain. We define absorption and scattering coefficients as
µa(x) =
 0.15 if (x, y) ∈ supp(ftrue),0.1 if (x2 + y2) < 0.8,
0 otherwise,
and
µs(x) =
{
0.01 if (x2 + y2) < 0.8,
0 otherwise,
and the scattering phase function
(6.6) K(x, α, β) = H(α, β) =
1
2d
[
1− g2
1 + g2 − 2g cos (α− β)
]
,
where H(α, β) is the 2-dimensional Henyey-Greenstein function. In (6.6),
g = g(x, y) is the Henyey-Greenstein factor, it is the smoothed version of the
function
g˜(x, y) =
{
0.9 if (x2 + y2) < 0.8,
0.5 otherwise,
.
The numerical solution for Test 3 is depicted on Figure 6.3.
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(a) The function ftrue (b) The reconstructed func-
tion fcomp, no noise
(c) The reconstructed func-
tion fcompδ , noise 30%
(d) The incomplete tomo-
graphic data, no noise
(e) Post-processed fcomp, no
noise
(f) Post-processed fcompδ ,
noise level 30%
Fig. 6.2: Test 2. The true and reconstructed source functions for for X-shaped non-
smooth inclusion, for the case of uniform scattering
(a) The function ftrue (b) The reconstructed func-
tion fcompδ , noise 60%
(c) Post-processed fcompδ ,
noise level 60%
(d) Post-processed fcomp, no
noise
(e) The absorption coefficient (f) The scattering coefficient
Fig. 6.3: Test 3. The true and reconstructed source functions for Y-shaped inclusion
for the case of strongly forward-peaked scattering
20 ALEXEY V. SMIRNOV, MICHAEL V. KLIBANOV AND LOC H. NGUYEN
Remark 6.1. In Tests 1 and 2, Figures 6.1d and 6.2d are given only for the
illustration purpose. They represent the incomplete Radon transform data, obtained
by the well-known Radon transform of the function f true, in which case µa = µs = 0.
The case when the data is available for all x and xα such that the set of lines L(x,xα)
contains all possible lines intersecting domain Ω is considered to be the tomographic
inverse problem with complete data. In contrast to this, we study the case when, the
point source xα runs along the straight line as shown in Figure 2.1. In that scenario,
the data in our problem is said to be incomplete and Figures 6.1d and 6.2d illustrate
this. In Test 3 we omit the image representing incomplete Radon data, for the reason
that it does not differ qualitatively from Figures 6.1d and 6.2d, while the distributions
of the absorption and scattering coefficients differ significantly from the previous two
tests.
7. Appendix.
Theorem 7.1 (Uniqueness and existence of the solution of the Forward Prob-
lem). Consider a rectangular domain Ω, defined in (2.1). Assume that functions
f, µa, µs ∈ C1
(
R2
)
, f ∈ L2 (R2) and the function K ∈ C1 (R2 × [−d, d]2). Also,
assume that (2.4) holds. Then there exists a unique solution u(x, α) of Problem
2.1 in the domain Ω such that u (x, y, α) ∈ C1 (R× [0, b]× [−d, d]) . Furthermore,
u(x, y, α) = 0 for y ∈ (0, a) as well as for sufficiently large |x|.
Proof. Let L(x,xα) be the segment of the straight line connecting points x and
xα. Then for any appropriate function φ(x)∫
L(x,xα)
φ(ξ)dsξ =
|x− xα|
y
∫ y
0
φ
(
α+
w(x− α)
y
, w
)
dw,
where dsξ is the arc length. It follows from (2.1)-(2.4) that u(x, α) = 0 for y ∈ (0, a).
Therefore, the Forward Problem in the domain Ω is equivalent to
(7.1) u(x, α) = χ−1(x, α)
|x− xα|
y
y∫
a
χ(z)µs(z)
d∫
−d
K(z, α, β)u(z, β)dβdw
+ χ−1(x, α)
|x− xα|
y
y∫
a
(fχ)(z)dw,
and
(7.2) z(w, x, α) =
(
α+
w(x− α)
y
, w
)
, lnχ(x, α) =
|x− xα|
y
∫ y
0
(µa + µs)(z)dw.
Estimate from the below the absolute value of the first argument in z(w, x, α) in (7.2).
By (2.1), (2.4) and and (7.2) the left hand side of equation (7.1) is not zero only if
y ∈ (a, b) . Since in z(w, x, α) we have w ∈ (a, y) , α ∈ (−d, d) , then
(7.3)
∣∣∣∣α+ w(x− α)y
∣∣∣∣ ≥ wy |x− α| − |α| ≥ ab |x| − (1 + ab) |α| ≥ ab |x| − (1 + ab) d.
Suppose that |x| ≥ X and X is so large that 1 − 1X
(
1 + ba
)
d > 12 ,
a
2bX > R. Then
(7.3) implies that |α+ w(x− α)/y| > R. Hence, by (2.1) and (7.2) the right hand of
INVERSE PROBLEM FOR RADIATIVE TRANSFER EQUATION 21
equation (7.1) equals zero for |x| ≥ X. Let
A (u) : C
(
R2 × [−d, d])→ C ((|x| ≤ X)× [−d, d]× [−d, d])
be the operator in the right hand side of (7.1). Then (7.1) can be considered as
the equation u = A (u) with the Volterra-like integral operator, where the “Volterra
property” is due to the integration with respect to y. Therefore, the latter equation
can be solved iteratively, as it is usually done for the Volterra integral equations. It is
obvious from the above discussion that all iterates A (un) (x, α) = 0 for |x| ≥ X. Thus,
the solution of equation (7.1) in the space C
(
R2 × [−d, d]) exists and is unique. The
C1−smoothness of this solution with respect to x, y, α obviously follows from the well
known convergence estimate for the iterates of a Volterra integral equation. Due to
the above mentioned equivalence, this implies uniqueness and existence of the solution
of the Forward Problem 
The numerical solution of the Forward Problem was performed via the iterative
solution of the Volterra-like integral equation (7.1) for (x, α) ∈ (|x| ≤ X) × [a, b] ×
[−d, d].
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