Abstract. Partially preordered belief bases are very convenient for an efficient representation of incomplete knowledge. They offer flexibility and avoid to compare unrelated pieces of information. A number of inference relations for reasoning from partially preordered belief bases have been proposed. This paper sheds light on the following approaches: the partial binary lexicographic inference, the compatible-based lexicographic inference, the democratic inference, the compatible-based inclusion inference, the strong possibilistic inference and the weak possibilistic inference. In particular, we propose to analyse these inference relations according to two key dimensions: the computational complexity and the cautiousness. It turns out that almost all the corresponding decision problems are located at most at the second level of the polynomial hierarchy. As for the cautiousness results, they genereally extend those obtained in the particular case of totally preordered belief bases.
Introduction
Handling inconsistency is a fundamental problem in commonsense reasoning. This problem arises in several situations like belief revision, exceptions tolerant reasoning, information fusion, etc. For instance, in a cooperative intrusion detection framework, several intrusion detection systems (IDSs) need to be dispatched throughout the network in order to enhance the detection process. However, such a cooperation may easily lead to conflicting situations according to the topological and functional visibility of each IDS.
A number of approaches have been proposed to reason under inconsistency without trivialization. While some of them consist in weakening the inference relation such as paraconsistent logics [7] , others weaken the available beliefs like the so-called coherence-based approaches [15] which are quite popular.
Coherence-based approaches can be considered as a two step process consisting first in generating some preferred consistent subbases and then using classical inference from some of them. Among these approaches, we can distinguish those that are dedicated for totally preordered (or stratified) belief bases and those which are more general and which deal with partially preordered belief bases.
The most frequently encountered coherence-based approaches dedicated for totally preordered belief bases are the possibilistic inference [8] , the inclusion inference [4] and the lexicographic inference [1, 11] . All these inferences have been deeply analyzed from both the computational complexity and the cautiousness sides [2, 12, 13, 5, 1] .
However, no such necessary study has been devoted, at the best of our knowledge, to the several inference relations from partially preordered belief bases despite the flexibility they offer.
In this paper, we are interested in such approaches. In particular, we shed light on the partial binary lexicographic inference [16] , the compatible-based lexicographic inference [16] , the democratic inference [6] , the compatible-based inclusion inference [10] , the strong possibilistic inference and the weak possibilistic inference [3] . The common denominator of all these inferences is that each one of them is an extension of some popular approach for totally preordered belief bases.
This paper analyzes the previous inference relations by studying the corresponding computational complexity and comparing them in terms of cautiousness or equivalently in terms of productivity. We do believe that such an analysis is worth the effort in order to enable one to choose the most suitable inference that fits with the cautiousness required by the application at hand with the lowest computational cost.
The remainder of the paper is structured as follows. In Section 2, we give some formal preliminaries. In Section 3, we briefly review the inference relations from partially preordered belief bases that make the object of our study. In Section 4, we give the complexity results and in Section 5 we present the cautiousness-based comparison. Section 6 concludes the paper and gives some perspectives.
Preliminaries
We consider a finite set of propositional variables which are denoted by lower case Roman letters. Formulae are denoted by upper case Roman letters. Let Σ be a finite set of formulae, Cons(Σ) denotes the set of all the consistent subbases of Σ while M axCons(Σ) denotes the set of all its maximal (with respect to set inclusion) consistent subbases.
A partial preorder on a finite set A is a reflexive and transitive binary relation. In this paper, a b expresses that a is at least as preferred as b. A strict order ≺ on A is an irreflexive and transitive binary relation. a ≺ b means that a is strictly preferred to b. A strict order is defined from a preorder as a ≺ b if and only if a b holds but b a does not hold. The equality, denoted by ≈, is defined as a ≈ b if and only if a b and b a. Moreover, we define the incomparability, denoted by ∼, as a ∼ b if and only if a b and b a. The set of minimal elements of A with respect to ≺, denoted by M in(A, ≺), is defined as: M in(A, ≺) = {a ∈ A, ∄b ∈ A : b ≺ a}. A total preorder ≤ on a finite set A is a reflexive and transitive binary relation such that ∀a, b ∈ A, either a ≤ b or b ≤ a.
We assume that the reader is familiar with some basic notions about complexity theory, like the classes P, NP and co-NP. Now, we will sketch the classes of the polynomial hierarchy (PH) (see [9, 14] for more details). Let X be a class of decision problems. Then P X denotes the class of decision problems that can be solved using a polynomial algorithm that uses an oracle for X (informally, a subroutine for solving a problem in X at unit cost). Similarly, N P X denotes the class of decision problems that can be solved using a nondeterministic polynomial algorithm that uses an oracle for X. Based on these notions, the classes ∆ 
Inference from Totally Preordered Belief Bases
We first recall some popular inference relations from totally preordered belief bases, namely the lexicographic inference [1, 11] , the inclusion inference [4] and the possibilistic inference [8] . Let (Σ, ≤) be a totally preordered belief base where Σ is a set of formulae and ≤ is a total preorder reflecting the priority relation that exists between these formulae. (Σ, ≤) can be viewed as a stratified belief base Σ = S 1 ∪ · · · ∪ S m such that the formulae in S i have the same level of priority and have a higher priority than those in S j with j > i.
-A is lexicographically preferred to B, denoted by A < lex B, iff ∃i,
-A is preferred to B with respect to the inclusion preference, denoted by
Let Lex(Σ, ≤) (resp. Incl(Σ, ≤)) denote the set of all the preferred consistent subbases of Σ with respect to < lex (resp.
Definition 2. Let ψ be a formula.
-ψ is said to be a lexicographic consequence of Σ, denoted by
As to the possibilistic inference, it is defined by
Let Lex, Incl and Pos denote the decision problems respectively associated with ⊢ lex , ⊢ incl and ⊢ pos . Then, it has been shown that Lex is ∆ p 2 -complete [5] , Incl is Π p 2 -complete [12] and Pos is ∆ p 2 [O(log n)]-complete [13] . Moreover, the possibilistic inference is more cautious than the inclusion inference which is itself more cautious than the lexicographic inference [1] .
Inference Relations from Partially Preordered Belief Bases
A number of inference relations from partially preordered belief bases have been defined by extending the inference relations from totally preordered belief bases recalled in the previous section. Then, the compatible-based lexicographic inference [16] and the partial binary lexicographic inference [16] extend the lexicographic inference. Both the democratic inference [6] and the compatible-based inclusion inference [4] generalise the inclusion inference. As to the possibilistic inference, it is extended by the strong possibilistic inference [3] and also by the weak possibilistic inference [3] .
Before sketching these inference relations, let us recall the notion of totally preordered belief bases compatible with a given partially preordered belief base (Σ, ) [3] . Intuitively, a totally preordered belief base (Σ, ≤) is said to be compatible with a (Σ, ) iff the total preorder ≤ extends or completes the partial preorder . More formally: 1) ∀ϕ, φ ∈ Σ : if ϕ φ then ϕ ≤ φ and 2) ∀ϕ, φ ∈ Σ : if ϕ ≺ φ then ϕ < φ.
We denote by Comp(Σ, ) the set of all the totally preordered belief bases compatible with (Σ, ).
Compatible-based Lexicographic Inference:
This inference, denoted here by Cmp-lexicographic inference, is based on the idea of totally preordered compatible belief bases [16] . Definition 4. Let B ∈ Cons(Σ). B is said to be Cmp-lexicographically preferred iff there exists a totally preordered base (Σ, ≤) compatible with (Σ, ) such that B is lexicographically preferred in (Σ, ≤).
Let CmpLex(Σ, ) denote the set of all the Cmp-lexicographically preferred consistent subbases: CmpLex(Σ, ) = (Σ,≤)∈Comp(Σ, ) Lex(Σ, ≤). Then, a formula ψ is said to be a Cmp-lexicographic conclusion of (Σ, ), denoted by (Σ, )
2. Partial Binary Lexicographic Inference: The idea of this inference which will be denoted by P-lexicographic inference is to compare directly two consistent subbases [16] . First, Σ is partitioned as follows
So, each subset E i represents an equivalence class of Σ with respect to ≈. Then, a preference relation between two equivalence classes E i and E j , denoted by ≺ s , is defined by:
One can easily see that this partition is a generalization of the idea of stratification associated with totally preordered belief bases. Now, the P-lexicographic preference between two consistent subbases of a partially preordered belief base (Σ,
Then, a formula ψ is a P-lexicographic conclusion of (Σ, ), denoted by (Σ, ) p lex ψ, iff ∀B ∈ P Lex(Σ, ) : B |= ψ.
Democratic Inference:
The democratic inference [6] is based on the following preference: Definition 6. Let A, B ∈ Cons(Σ). Then, A is said to be democratically preferred to B, denoted by A ≺ demo B, iff ∀b ∈ B/A, ∃a ∈ A/B such that a ≺ b.
Let Demo(Σ, ) = M in(Cons(Σ, ), ≺ demo ) denote the set of all the democratically preferred consistent subbases of (Σ, ). Then, a formula ψ is said to be a democratic conclusion of (Σ, ), denoted by (Σ, ) demo ψ, iff ∀B ∈ Demo(Σ, ), B |= ψ.
Compatible-based Inclusion Inference:
This inference, denoted here by Cmp-inclusion inference, is also based on the notion of compatible totally preordered belief bases [10] .
Definition 7.
A ∈ Cons(Σ) is said to be a Cmp-inclusion preferred subbase iff there exists a compatible (Σ, ≤) such that A ∈ Incl(Σ, ≤).
Let CmpIncl denote the set of all the Cmp-inclusion preferred subbases. Then, (Σ, ) cmp incl ψ iff ∀B ∈ CmpIncl(Σ, ≤), B |= ψ.
Strong and Weak Possibilistic Inferences:
The corresponding preference relations are defined as follows [3] . 
Computational Complexity Results
In this section, we present complexity results for reasoning from partially preordered belief bases using the inference relations recalled in the previous section. Let us consider the following inference relation:
and let MaxCons denote the corresponding decision problem which is known to be Π P 2 -complete [12] .
Let Pos-S, Pos-W, Demo, CmpIncl, PLex and CmpLex denote the decision problems respectively associated with: (Σ, ) Clearly, points 2 and 4 can be solved using an NP oracle. As for point 3, it can be solved by checking that there is no a consistent subbase B such that B ≺ p lex A. The problem which consists in checking whether such a base exists will be denoted by NotLexPref and it can be solved via Algorithm 1.2 which is nondeterministic polynomial. So, NotLexPref ∈ NP. Moreover,
Check that B ≺ lex A end we can reduce the well known GSat problem (the satisfiability problem of a propositional formula) which is NP-complete to NotLexPref using a polynomial transformation. Hence, NotLexPref is NP-complete. Thus, Algorithm 1.1 is non deterministic (point 1) polynomial that uses an NP oracle. So, co-PLex ∈ N P N P = Σ 
Completeness
Given a belief base Σ, let us consider a new partially preordered belief base (Σ, ) such that: ∀α, β ∈ Σ : α ∼ β. Now, let us show that M axCons(Σ) = P Lex(Σ, ).
-It has been shown in [16] that each P-lexicographically preferred consistent subbase is maximal consistent, i.e., P Lex(Σ, ) ⊆ M axCons(Σ). -Now, let us show the other inclusion, namely ∀A, B ∈ M axCons(Σ):
On the other hand, neither A ⊂ B nor B ⊂ A. Then, given α ∈ A − B and β ∈ B − A, let E a = {α} and
In the same way, we prove that B p lex A. Hence, ∀A ∈ M axCons(Σ), A ∈ P Lex(Σ, ). Thus, M axCons(Σ) = P Lex(Σ, ), i.e., Σ mc ψ iff (Σ, ) p lex ψ. So, MaxCons ∝ PLex and since MaxCons is Π p 2 -complete and PLex ∈ Π p 2 , we deduce that PLex is Π p 2 -complete. Now, the complexity of CmpLex is as follows:
Proof Sketch.
Membership in Π p 2
Let us show that the complementary problem co-CmpLex ∈ Σ p 2 via Algorithm 1.3. This algorithm is nondeterministic given point 1. Then, clearly point 2 can be achieved in polynomial time. Point 3 can be achieved using Table 1 . Complexity results
Cautiousness Analysis
The purpose of this section is to compare the previous inference relations in terms of cautiousness.
First, the democratic inference is more cautious than the P-lexicographic inference, namely: Proposition 6 Let (Σ, ) be a partially preordered belief base and ψ be a propositional formula. Then, we have only
On the other hand, the compatible-based inclusion inference and the Plexicographic inference are incomparable: neither the former is more cautious than the later nor the converse.
Indeed, if (Σ, ) is totally preordered then CmpIncl(Σ, ) = Incl(Σ, ) and P Lex(Σ, ) = Lex(Σ, ). Moreover, it is known that Lex(Σ, ) ⊂ Incl(Σ, ). So, CmpIncl(Σ, ) ⊂ P Lex(Σ, ).
Now, the following example shows that P Lex(Σ, ) ⊂ CmpIncl(Σ, ):
Example 1 Let (Σ, ) be such that Σ = {a∧¬d, ¬a, a∧f, d} with a∧¬d ≺ a∧f and ¬a ≺ d. Clearly, M axCons = {A, B, C} such that A = {a ∧ ¬d, a ∧ f }, B = {¬a, d} and C = {a ∧ f, d}. Then, we can show that CmpIncl(Σ, ) = {A, B}. Indeed, there is no a totally preordered belief base (Σ, ≤) compatible with (Σ, ) such C ∈ Incl(Σ, ≤). Moreover, A ∼ In addition, the weak possibilistic inference is more cautious than the democratic one:
Proposition 7 Let (Σ, ) be a partially preordered belief base and ψ be a propositional formula. Then, (Σ, ) 
Let β ∈ B − A. So, β / ∈ A and according to (h1), there must exist λ / ∈ B such that λ ≺ β. λ / ∈ B so λ / ∈ A ∩ B. Moreover, λ / ∈ A − B since ∀α ∈ A − B we have α ⊀ β according to (h2). Thus, λ / ∈ A, i.e., λ ∈ Σ ∩ (A ∪ B). Now, let ξ ∈ Σ ∩ (A ∪ B) be such that ξ λ and ∀θ ∈ Σ ∩ (A ∪ B) we have θ ⊀ ξ.
Since ξ / ∈ A, then according to (h1), there must exist χ / ∈ B such that χ ≺ ξ. χ / ∈ A ∩ B. In addition, since χ ≺ ξ λ ≺ β, i.e., χ ≺ β, we deduce from (h1) that χ / ∈ A − B . Hence, χ / ∈ A ∪ B, i.e., χ ∈ Σ ∩ (A ∪ B) and χ ≺ ξ which contradicts the definition of ξ. Then, A ≺ w pos B ⇒ A ≺ demo B.
As for the converse, we can prove that it does not hold using the monotony property. Indeed, on the one hand, we know that A ⊂ B ⇒ A ≺ demo B. On the other hand, it has been shown in [3] Finally, the compatible-based lexicographic inference is less cautious than both the compatible-based inclusion inference and the P-lexicographic inference.
Proposition 8 Let (Σ, ) be a partially preordered belief base and ψ be a propositional formula. Then, 1) (Σ, ) 
. Moreover, it has been shown in [16] that CmpLex(Σ, ) ⊆ P Lex(Σ, ). An example that shows that this inclusion is strict can be the following:
Example 2 Let (Σ, ) be such that:
In addition,
One can easily see that P Lex = {A, B, C} while CmpLex = {B, C}. Hence, we deduce that CmpLex(Σ, ) ⊂ P Lex(Σ, ).
All these results are summarized by Figure 1 where A → B means that A is more cautious than B. Note that the relation between the democratic inference and the compatible-based inclusion inference has been given in [6] .
Pos-S inference
Pos-W inference
Demo inference
Cmp-lncl inference P-Lex inference Cmp-Lex inference These results preserve those known in the case of totally preordered belief bases except the relation between the P-lexicographic inference and the compatible-based inclusion inference. Surprisingly, they are incomparable while the later is more cautious than the former in the totally preordered case.
Conclusion and Perspectives
In this paper, we have analysed a number of inference relations from partially preordered belief bases regarding the computational complexity point of view. It turns out that almost all the corresponding decision problems are located at most at the second level of the polynomial hierarchy PH. On the other hand, it is known that the decision problems associated with the inference relations from totally preordered belief bases typically reside at the first level of PH. This seems the price to be paid to win in flexibility.
Moreover, we have compared them according to another key dimension namely the cautiousness one. All these results generalise those obtained in the particular case of totally preordered belief bases except the relation between the Plexicographic inference and the compatible-based inclusion inference. Now, this work calls for several perspectives. A first one consists in investigating the extent to which knowledge compilation can be used to circumvent these complexity results. Another perspective is to extend this work to the case of description logics in order to manage incoherence in cooperative intrusion detection.
