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Abstract—Coral reefs are biologically complex ecosystems
that support a wide variety of marine organisms. These are
fragile communities under enormous threat from natural and
human-based influences. Properly assessing and measuring the
growth and health of reefs is essential to understanding impacts
of ocean acidification, coastal urbanisation and global warming.
In this paper, we present an innovative 3-D reconstruction
technique based on visual imagery as a non-intrusive, repeat-
able, in situ method for estimating physical parameters, such
as surface area and volume for efficient assessment of long-
term variability. The reconstruction algorithms are presented,
and benchmarked using an existing data set. We validate
the technique underwater, utilising a commercial-off-the-shelf
camera and a piece of staghorn coral, Acropora cervicornis.
The resulting reconstruction is compared with a laser scan of
the coral piece for assessment and validation. The comparison
shows that 77% of the pixels in the reconstruction are within
0.3 mm of the ground truth laser scan. Reconstruction results
from an unknown video camera are also presented as a segue
to future applications of this research.
I. INTRODUCTION
Coral reefs are among the most diverse and biologically
complex ecosystems on earth, supporting approximately 33%
of marine fish species. These fragile ecosystems form the
foundation for a variety of marine organisms and are crucial
to supporting human life as well. Reefs are underwater
structures composed of calcium carbonate secreted by vast
colonies of tiny living animals called corals. These complex
ecosystems prosper in warm, shallow, clear, sunny and agi-
tated waters, and have been referred to as rainforests of the
sea, forming some of the most diverse ecosystems on Earth.
Although they occupy less than 0.015% of the oceans, they
contain more than 25% of all known marine species [1].
Coral reefs have a significant socio-economic footprint, with
their annual value estimated at >USD 375 billion. However,
these are fragile ecosystems, that are under enormous threat.
Recent research has estimated that up to 70% of the world’s
reefs have been threatened or destroyed by a variety of
stresses, including climate change, ocean acidification, over-
fishing, overuse of reef resources, urban and agricultural
runoff and water pollution [2]. Properly assessing the growth
or decline of reef environments can indicate the health of the
surrounding ecosystem and is important in broadening our
knowledge of the effects of global climate change.
Computing an accurate estimate of the total surface area,
volume and mass of an organism is considered of fundamen-
tal and practical importance in benthic ecology, specifically
for understanding the complex dynamics of energy flow,
cycling of organic matter, and carbonate production in aquatic
ecosystems. A specific example for such a necessity lies
in the study and assessment of coral reef ecology. Here,
correlation between biomass, symbiotic dinoflagellate den-
sity, chlorophyll concentration and respiration rates can be
directly related to surface area and volumetric measurements.
Although physical measurements seem easier to acquire than
biological or chemical measurements, prior and existing
techniques for estimating the physical parameters of coral
colonies are problematic, time-intensive, can require compli-
cated laboratory procedures and need repeated sampling. Few
non-intrusive methods exist for in situ estimation, and many
methods resort to destruction of the colony.
Fig. 1. Still frame image from a video sequence of a coral reef environment.
In this paper, we propose a non-intrusive, and repeatable
in situ method for generating a 3-D reconstruction of a
coral reef environment for the purpose of estimating phys-
ical parameters, such as surface area and volume for the
assessment of long-term variability. This study is an initial
investigation into the in situ utilisation of our algorithms
for 3-D reconstruction of complex underwater environments.
Future work will implement the proposed techniques onto
Autonomous Underwater Vehicles for automating large-scale,
persistent monitoring efforts of aquatic environments, and
specifically coral reefs.
II. BACKGROUND
Our long term goal is to develop hardware and algorithms
that are deployable on an AUV that provide scientists with a
synoptic view of the reef environment surrounding on-going
detailed quadrat and photo-quadrat studies. Overall, the aim
of the proposed method is to satisfy ALL of the following
requirements:
(i) Works for images recorded in moderately turbid waters
(visibility ∼ 5 m), with non-uniform lighting, and with
foreign objects (e.g., fish) that could interfere in the
scene.
(ii) Allows large data-sets and the investigation and analysis
of significant areas of reef
(iii) Easily gather data in situ with COTS equipment
(iv) Deploy the system with a human diver or on an AUV
for automated collection
(v) Obtain measurement accuracies on the order of mil-
limetres
(vi) Perform the entire process including object reconstruc-
tion, and possibly object classification, on-line and in
near-real time.
With the exception of Item (vi) above, there are existing
methods that can accomplish one or multiple of the outlined
requirements. However, there is no existing technique that
can satisfy requirements (i − v), and be performed in near-
real time.
A. In Situ Sampling Approaches
There is a vast research area devoted only to the subject of
sampling coral reefs [3]–[5]. Many methods have been devel-
oped, implemented and updated over the course of multiple
decades. However, this sampling question remains an active
area of research today. Similar to other sampling problems,
the selection of a specific methodology is intrinsically linked
to the spatial and/or temporal scales of the feature of interest.
For example, a different method would be employed for
measuring fluctuations in living coral cover than that used
for studying annual sea surface temperature variability in the
Great Barrier Reef.
In this study, we are interested in developing a 3-D
reconstruction technique for marine, biological targets for
automated, large-scale mapping and monitoring applications.
The survey region has a spatial scale on the order of 10s of
km2. Physical properties under study vary on a temporal scale
on the order of months. In particular, a practical application
is the quantitative computation of surface area and volume
of coral structures, along with an estimation of coral cover.
Existing methods for such quantitative sampling are primarily
performed by human divers, and are time-consuming, with
accurate and precise methods taking considerable amounts
of time. Thus, such sampling is usually limited to multiple
∼ 2 − 5 m2 areas over a spatially limited area of the reef.
Augmenting these exiting human-based sampling techniques
with the deployment of autonomous robotic assets can fill a
substantial gap in understanding of an entire reef ecosystem
by providing data at unprecedented spatiotemporal resolu-
tions and providing a synoptic view of the entire region of
interest. Currently, there are four principal methods utilised
in the field for in situ sampling of coral reefs; quadrats,
photo-quadrats, line intercept transects, and underwater video
transects.
Quadrats are extensively used for sampling in all branches
of ecology. These framed regions usually have an area of 1
m2 and are divided into a uniform grid of 100 segments
(i.e., 100 10 cm x 10 cm cells). Data are acquired relatively
rapidly and cheaply in the field, however quadrat sampling (i)
cannot be used to measure spatial relief (rugosity), (ii) make
if difficult to sample large branching corals, e.g., elkhorn
coral Acropora palmata, and (iii) only provide data on a 2-
D surface, thus underestimating coverage of features which
have a predominant orientation in the vertical plane, e.g., soft
corals.
Photo-quadrats are good for coral monitoring programs.
They can provide accurate information on reef cover, es-
pecially if stereo imagery is collected, however analysis
of photographs can be time consuming. Application of the
proposed reconstructions methods and classification methods
that are under development will significantly reduce the
analysis time for this technique.
Line intercept transects are fairly rapid to deploy in
the field. A fibreglass tape measure is laid close to the
reef contour and the length (cover) of each reef category
is recorded. The cover of each category is calculated by the
ratio of number of points per category to the total number
of points. The main limitation with line intercept transects
is that it under-samples heterogeneous areas, e.g., areas of
scattered corals.
Underwater video is well-suited to field survey because
large areas can be covered quickly and the method can be
used without extensive training. It also has the additional
advantage of producing a permanent visual record of the
data. A variety of methods exist for using video; the authors
of [6] have used video for monitoring coral reefs of the
Great Barrier Reef, and provide a detailed description of
the method. Basically, the camera pointed directly at the
seabed at an altitude of 1 m and 1.5 m. Divers are either
towed or swim with the camera to gather data. Currently, the
main drawbacks are the cost of deployment, equipment and
processing facilities.
B. 3-D Coral Reconstruction Approaches
A variety of examples of 3-D reconstruction methods ap-
plied to coral reef environments can be found in the literature.
The authors of [7], [8] demonstrate accurate reconstructions
using x-ray tomography and visual imagery, respectively,
however the methods cannot be performed in situ . The
authors in [9] describe a laboratory method for calculating
surface area and volume, with an associated technique for
estimating 3-D surface area of field corals from photograph
or video imagery gathered in the field. There are non-
invasive methods presented for measuring the surface areas
and growth of branching [10], [11] or foliate corals [12], and
the surface area of non-branching massive corals [13], [14].
These methods are not designed for large-scale mapping and
analysis and utilise archaic image processing methods for the
reconstruction. The result is that processing cannot be done
on-line. Additionally, [10] requires significant infrastructure
to be taken into the field, and has a detailed image acquisition
procedure.
The significant advantage of the proposed techniques over
existing methods is the increased accuracy with significantly
reduced processing time compared to any other existing
method. Additionally, implementation is not based on the
specific hardware, utilising simple and cost-effective COTS
cameras for data collection. The processing algorithms allow
for gathered data to be compared immediately to previous
measurements, providing essential information regarding the
data quality and scientific importance to scientists in the
field. This can translate to a significant cost savings by
guaranteeing that all necessary data are gathered while on
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site, rather than returning to the lab to find out that there are
significant holes or poor data quality post priori.
C. General Image-Based Reconstruction
The first phase of the process (structure-from-motion)
a.k.a. Visual Odometry (VO) has a rich history in both the
Computer Vision and Robotics literature. There have been a
number of different groups that have presented successful
approaches for VO. Some initial efforts were focused on
the use of single uncalibrated moving cameras [15]. Issues
such as projective drift in addition to the very difficult task
of practical auto-calibration, led subsequent authors towards
a focus on calibrated methods for visual motion estimation
[16], [17].
Further approaches to VO focus on the use of stereo-
camera rigs [16], [18]–[21]. These approaches have been
successful in demonstrating that accurate VO can be obtained
on a robotic platform at high frame-rates both with [19] and
without the use of additional GPS and INS information. In
[21], [22] it is reported that a purely vision based method is
capable of estimating the total motion of a robotic platform
within 1− 2 m over ∼ 1 km trajectories without the use of
loop closure detection.
In this presentation, we would like to point out that either
single or multiple configurations of cameras will potentially
be adequate for underwater VO. However, dependant on the
physical constraints on the deployment vehicle a multiple
configuration of (at least two) cameras will almost always
produce more accurate VO estimates than would a single
camera. This observation has been confirmed repeatedly
within the literature.
The problem of solving for a 3-D reconstruction given
a set of images can be likened to the task of inverse ray-
tracing from the Computer Graphics literature - given a set
of images, what was the 3-D model that generated these?
In this sense, given the precise locations and orientations
of each camera from the VO stage. It is now possible to
calculate a 3-D representation of the scene based solely upon
this information.
The topic of 3-D reconstruction from images is well
established in the Computer Vision literature. There are
numerous different approaches to the problem, all of which
have as a common goal an initial stage of establishing (on a
per image basis) the depth of the scene elements associated
with the pixels from the images. It is important to understand
that once the depth of a pixel location has been determined,
given that the camera location is known, it is straightforward
to back-project that point into the scene resulting in a 3-D
point on the surface of an object.
There are two main threads within the literature for this
task. The first are feature based methods, these methods
segment a finite number of salient points (corners) within
the images (i.e., a subset of the total number of pixels)
that can be reliably extracted and matched into neighbouring
images. Methods in this category proceed by repeatably
matching features from one image into as many images as is
possible subject to visibility constraints (such as occlusion)
within the scene. Once a set of matches between features
has been established, the 3-D location of the features can be
triangulated. The result of this process is a sparse set of 3-D
points corresponding to the segmented image features [23],
[24].
A second category of methods are multi-view stereo ap-
proaches. In this case, the goal of the algorithm is to produce,
for every pixel in each image, an estimate of its depth. This
is of course a more onerous task than that of recovering a
finite set of features, however in practice, assumptions about
the local continuity of surfaces can be employed to greatly
reduce the complexity of this task. The output from a multi-
view stereo approach is similarly a set of 3-D points, however
there will typically be a far greater number of points due to
the dense nature of per-pixel depth estimates [25]–[27].
Feature based methods have the advantage that they pro-
duce 3-D points that are associated with more than one
image, this helps to reduce the duplication of 3-D point esti-
mates contributed by neighbouring images. The disadvantage
is that due to the sparse nature of the salient feature selection
process, the total number of 3-D measurements may be two
orders of magnitude less than those available from a multi-
view stereo approach. The main advantage of the multi-view
stereo approach is the large number of 3-D measurements that
it produces. This is also somewhat of a disadvantage, seeing
as it becomes more difficult to process this large number of
points into a meaningful 3-D reconstruction.
The second stage within the 3-D reconstruction process is
the fusion of the set 3-D points into a 3-D polygon model of
the scene. Again, there are two main approaches to this task.
These can be broadly classified as implicit and parametric
methods. At this point, it should be noted that for some ap-
plications (such as obstacle avoidance and collision detection)
the fusion of 3-D points into a polygon model may not be
necessary, the availability of 3-D point measurements may
by themselves provide enough information for subsequent
processing.
Implicit methods of 3-D reconstruction [23], [25]–[27]
seek to fuse all 3-D measurement data into a volume of finite
size encapsulating the total extent of the object/scene. The
volume may then be processed to approximate a solution for
the surface that best fits the observed data. Implicit methods
are suitable for small objects or scenes or cases where the
fidelity of the 3-D model is not of the highest importantance.
Memory limitations prohibit the use of implicit methods on
larger scenes even when octree approaches are utilised to
store the information in a sparse format.
Parametric methods of 3-D Reconstruction [24], [28] at-
tempt to calculate some form of polygonal model as a first
step (i.e. parametric representation) then through subsequent
processing deform this 3-D model so that it best fits the calcu-
lated set of 3-D points and/or the observed correspondence
data within the images. The great advantage of parametric
methods is that only the final 3-D surface needs to be
stored, in this sense they are more broadly applicable to
large and small scenes. The great disadvantage of parametric
methods is the considerable difficulty in maintaining the
correct topology of a mesh throughout its evolution, it is
this fact that has severely limited the adoption of this type
of approach.
III. ALGORITHM OUTLINE
The method used for our 3-D reconstruction consists of
two distinct phases. The first phase is an automatic calibration
(a.k.a. structure-from-motion) procedure. This consists of
feature extraction and tracking, followed by camera pose
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estimation routines and bundle-adjustment to refine the so-
lution. The lens calibration can either be known a priori or
approximated using auto-calibration routines to calculate the
true values of the focal length, distortion etc. of the camera.
In this work, we assume that the lens calibration has been
determined prior to the deployment of the imaging device.
The second phase of the algorithm calculates dense polyg-
onal models of the scene contents using multi-view stereo
followed by an implicit 3-D reconstruction of the stereo data.
We choose to use a dense multi-view stereo algorithm as we
have observed this to provide a superior quantity and fidelity
of 3-D points for subsequent surface reconstruction. Addi-
tionally, we fuse the 3-D points from the stereo processing
with an implicit surface reconstruction algorithm. For this
application, due to the relatively small size of the objects
we are modelling, the implicit algorithm is a good choice
capable of capturing a high degree of the surface detail.
A. Visual Odometry
The VO system utilised in this paper is based upon [22].
The system presented in [22] was shown to recover the VO
of a set of cameras with a high degree of accuracy over long
trajectories. Here we sketch an extension of this algorithm
to also also handle the case of a single moving camera (see
Algorithm 1).
As a summary, Alg. 1 consists of feature extraction (using
GPU accelerated SURF features [29]), followed by GPU
accelerated matching of the features between timepoints. In
the single camera case, to initialise the reconstruction at least
two images are tracked and an essential matrix is determined
allowing for an instantiation the 3-D structure Xj for the
sequence. In the multi-camera case, the structure can be
initialised at the first time-point by triangulating the 3-D
structure between all cameras k at time-point i. Following
this the pose of each camera Pk,i is esimated from previously
tracked structure using the 3-point resectioning algorithm
(any of the approaches presented in [30] are suitable for this
purpose). Finally, the pose estimates at each time-point are
refined using a sliding window version of Bundle-Adjustment
[31].
The VO system runs at frame-rates of up to 15 Hz, the
resulting odometry is highly accurate and has shown to be
robust to jerky and rapid motions of the camera, see [22] for
further details.
B. 3-D Reconstruction
The camera pose information recovered from the VO stage
can now be used to reconstruct a 3-D model of the scene. The
algorithm we present is in three parts, the first part consists
of a novel multi-view stereo approach that we call the Semi-
Local algorithm. This algorithm has proven to be capable of
generating highly accurate sets of dense 3-D points for each
image.
The second part is a depth consistency checking process,
utilized to remove erroneous depth estimates from the multi-
view stereo output. The depth consistency check is performed
at each stage of the multi-view stereo refinement process.
This allows for a continual enforcement of the occlusion
and visibility constraints from adjacent images to be applied
(similar in effect to [23]). To our knowledge, this is the
first instance of simultaneous enforcement of such constraints
within a multi-view stereo refinement process.
Algorithm 1: Single/Multiple-Camera Visual Odometry
Require: Calibrated multiple-camera image set Ik,i
Ensure: Estimates of the VO Pk,i and scene structure Xj
1: for all time-points in sequence i = 0, 1, 2, ..., n do
2: Detect SURF features for all images Ik,i at
time-point i
3: Match features from I0,i to I0,i−1
4: if Multiple-Cameras then For all k > 1. Guided
matching of features from Ik−1,i to Ik,i
end
Initialise the coordinate system (see text)
5:6 For all k. Robust 3-point pose estimation of the of
Pk,i
7: For all k. Single/Multiple-camera bundle-adjustment
of Pk,i
8: (Optional) Perform sliding window
single/multiple-camera bundle-adjustment on frames
i− d to i to refine the pose and structure estimates
9: Initialise any new structure Xj visible over at least
two time-points
10: end for
The final part consists of an implicit surface reconstruction
algorithm. This component of the algorithm is capable of
merging the dense 3-D points from each image into a
parametric polygon model of the object or scene. Some care
is taken to reduce the very large number of 3-D points
extracted from the multi-view stereo stage down to more
manageable number suitable for surface fitting.
Before presenting the algorithm, we will first establish
some of the notation and define the variables used throughout.
The goal of the algorithm is to produce a depth-map Db for
the base image Ib using M comparison images and their
associated camera projection matrices Qq = [Nq|nq] (for
q = 1, . . . ,M ). The comparison images are selected by
finding the cameras within a close proximity and viewing
angle from the base camera.
Assume the base image has a camera projection matrix
Pb = [M|m] that projects a 3-D homogeneous point X into
its 2-D homogeneous location in the base image xb (i.e.,
xb ∼ PbX) and the camera is located at C where PbC = 0.
The reprojection of a point into a comparison image xq from
a point (xb) in the base image with a depth d is,
xq = dNqM
−1xb +NqC. (1)
We assume that some sort of photo-consistency metric
is used to evaluate the cost Rdq ∈ [0, 1] between a patch
of pixels Pb from a location in the base image xb to the
corresponding patch Qdq in a comparison image at a given
depth d. This patch is determined by a direct application of
Eq. (1). The photo-consistency measure is normalised so that
a value Rdq = 0 indicates similarity and 1 dissimilarity. In
this paper, we use the Normalised Cross-Correlation (NCC)
measure exclusively (with a window size [3 × 3]) although
there are numerous other alternatives to this that could also
be used [32].
1) Semi-Local Multi-View Stereo: Our algorithm operates
over an image-pyramid of kl levels. To simplify calculations
each subsequent level of the image-pyramid (k) is a power of
2 reduction from the previous level. We choose the first level
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Fig. 2. Example of the photo-consistency cost function for a pixel. The
locations of the discrete depth evaluations are indicated (bold vertical lines),
as well as the global minima, refined (parabolic) update and the initial
(discrete) depth evaluation.
to be the one resulting in an image size no smaller than 128
pixels in either dimension and increase the resolution from
this point to the desired extent.
Note we do not downsample the original images in this
process, instead we only attempt to reconstruct a sparse set
depth measurements (for pixels in the base image) at each
level. This fact is extremely important to maintain a con-
sistent application of photo-consistency measure throughout
each level of the refinement process.
The first stage in the hierarchical depth estimation is
determining a suitable initial depth-map D0b for the smallest
level of the image pyramid. Recall that the first level is many
times smaller than the original image and consequentially
the depth-map corresponding to this can be calculated very
rapidly. For this purpose we have experimented with global
methods for depth-map initialisation, principally the Semi-
Global Matching (SGM) method [33], as well as simple
Winner Take All (WTA) plane-sweeping approaches. We
found that the WTA strategy produced sufficiently accurate
initial estimates without the need to introduce the additional
complexity (and superior accuracy) of SGM.
The initial depth-map from the first level can now be used
as a guide in determing the depth maps for images of increas-
ing pixel and depth resolution higher in the image pyramid.
The approach used in this work follows from the algorithm
presented in [34]. In [34] the assumption of local surface
continuity is enforced by an iterative neighbourhood depth
comparison/swapping procedure. This procedure sought to
test and potentially replace depth estimates for a given pixel
with a value from a neighbouring pixel with an improved
photo-consistency score.
We extend this approach of testing neighbouring pixels
to also evaluate a range of near by depths. This allows
for an effective increase in the fidelity of the resulting
depth estimates. The idea is that close-by pixels will likely
share similar depths so these should be a good starting
point for a more detailed search for the true depth of a
pixel. Furthermore, due to the erratic nature of the photo-
consistency function (over the depths of a pixel) the chances
of a discrete plane-sweep procedure applied at the base level
of the pyramid locating the true depth of a pixel are small.
For this reason, we search depths at a finer increment (to
that of the plane-sweep) to better ascertain the local nature
of the photo-consistency function around a given depth. This
concept is illustrated in Fig. 2.
At each iteration (n) a select group of candidate depths
(C.p) are sampled from the surrounding pixels, note that
the candidate depth set does not include the current depth
estimate for the pixel. The patterns used to isolate the
candidate depths are the same as those given in [34]. The
implementation alternates between these candidate depth
patterns at each iteration. For each of the candidate depths
the surrounding depths C+p and C−p (generated by adding and
subtracting the depth increment 1
dkinc
from the original value
C.p) are evaluated and the corresponding photo-consistency
scores R+p , R.p and R−p determined.
If the smallest of the resulting photo-consistency scores
is R.p then a parabolic interpolation using the neighbouring
scores and depth values is used to more accurately ascertain
the corresponding depth minima. If either of the depths (R+p
or R−p ) corresponds to the minima then they are simply
selected as the updated value for the pixel. This iterative
process is repeated nl times on each level of the pyramid.
We have observed experientially that this process of searching
neighbouring pixel’s depths for improved estimates results in
both the ability of the algorithm to jump-out of local minima
of the photo-consistency score, as well as dramatic increases
in the depth fidelity for the pixels (via the refinement).
The value for dkinc can potentially be set at each pyramid
level to govern the step size to be considered for each new
depth candidate test. Greater values of the dkinc will allow the
algorithm to potentially move faster to a solution at the risk
of over shooting it’s true depth value. Smaller values ensure
that search proceeds more cautiously, but also increases the
chance that a local minimum for the pixel’s depth is found.
It has also been noted experimentally that larger values of
dkinc perform better on more oblique surfaces where the
depth gradient is high so there may be some scope for this
parameter to be data driven.
2) Depth Consistency Checking: Other authors have
shown that depth-consistency checking can be used to great
effect in multi-view stereo pipelines to reduce the incidences
of bad depth estimates, and also as a means to regularise
good depth estimates (filtering estimates from neighbouring
views). It has previously been noted that regularising during
the calculation of depth has a negative effect on the resulting
depth-map accuracy [25]. Instead of attempting to alter the
value of a depth estimate we employ a process of consistency
checking strictly to remove the instance of spurious depth
estimates as well as those that are not well supported by the
surrounding views, similarly to the confidence-based fusion
approach of Merrell et al. [35].
Previous authors have employed depth-consistency check-
ing as a type of post-process to clean and enhance depth-
maps upon completion of the stereo process. Here we argue
that the neighbouring view’s depth-maps provide important
information that can be used during the depth refinement
process to eliminate spurious and unsubstantiated depth es-
timates propagating through to the final depth-map. To this
effect, the depth-consistency checking is inserted as a final
stage at each level of the depth-map refinement. For this to be
achieved, all neighbouring view’s depth-maps must be refined
simultaneously and then compared against each other at each
level.
3) Implicit 3-D Reconstruction: Once a depth map has
been extracted for each image, the next stage in forming
a 3-D model requires that the individual depth maps be
merged into a consistent polygon model. For this purpose, we
introduce an algorithm focused primarily upon the reduction
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Algorithm 2: Iterative Depth-Map Refinement
Input : Given a base image Ib, M accompanying
images Qq and their camera matrices Pb and
Pi.
Output: Refined estimate of D0b .
1 for k = 0 to kl − 1 do
2 for n = 1 to nl do
3 foreach Pixel xb of Dk,nb do
4 Sample the patch Pb at this position;
5 Sample a set of surrounding depth
candidates Cp;
6 foreach Depth candidate Cp do
7 for q = 1 to M do
8 Sample the patches Q+q , Q.q and Q−q ;
9 Accumulate scores R+p , R.p and R−p ;
10 end
11 if R.p < R+p and R.p < R−p then
C¯p = interp(C+p , C.p, C−p );
12 else if R+p < R.p and R+p < R−p then
C¯p = C+p ;
13 else C¯p = C−p ;
14 end
15 Update Dk,nb with the value of C¯p
corresponding to the lowest score;
16 end
17 end
18 Perform consistency-checking on Dk,nb by
comparing to neighbouring views Dk,nq
19 end
of the large number of 3-D points produced (from the multi-
view stereo stage) down to a more manageable set. This
smaller set of 3-D points still adequately captures the detail
of the scene however the computation of the resulting implicit
model is less onerous.
The first stage in reducing the size of the point set is
extracting the 3-D points from the images. Due to the
consistency checking and iterative refinement of the Semi-
Local algorithm we use the fact that the depth-maps have
a well enforced local surface consistency and perform a
RANSAC-type [36] plane fitting procedure on the depth-
maps themselves resulting in a set of oriented 3-D points
for each image.
The oriented point sets from each image are then progres-
sively added to an octree grid (of level L). Using a method
closely related to [37], 3-D points that are in close proximity
to each other are partitioned into progressively smaller sets
of points (leaf nodes). Upon completion of this process,
the partitions hold the accumulated mean and normal of all
the contributing oriented points for the node. This typically
results in a 10 to 20 times reduction in the size of the point
set, whilst not significantly impacting the information content
of the data.
The reduced oriented point set can now be fused into a 3-D
polygonal model. For this purpose, we use the very popular
Poisson Reconstruction [38]. This algorithm produces very
accurate polygonal models from oriented 3-D points sets and
has become the state-of-the-art method used for image-based
3-D reconstruction and laser scanner based point acquisition
systems.
The Semi-Local stereo and consistency checking algo-
rithms were implemented on the GPU and are capable
of providing highly accurate depth-maps at better than 10
Hz depending on the size and number of images, desired
depth accuracy and computation resources. The reduction of
the corresponding set of points and Poisson Surface fitting
portion of the algorithm are an offline process and can take
up to 1 minute depending upon the octree level L, number
of images and oriented points generated.
IV. MULTI-VIEW DATASET
To enable a quantitative evaluation of our multi-view stereo
reconstruction algorithm, we collected a calibrated multi-
view image set of a piece of Staghorn Coral, Acropora
cervicornis in a shallow pool (Fig. 3) and a corresponding
reference 3-D model from laser scan data.
Fig. 3. One of the images of the piece of Staghorn coral from the collected
underwater dataset.
Several other high quality multi-view datasets with regis-
tered ground truth models for terrestrial objects and scenes
are publicly available [39], [40], but there is no ground-truth
dataset for underwater analysis. The coral used in this study is
very challenging for typical multi-view stereo reconstruction
algorithms due to the non-concave structure and occlusions
presented by the object. Furthermore, water characteristics
can further degrade acquired images resulting in inaccurate
reconstructions.
Images were captured under the water using a CCD camera
with a resolution of 2272×1704 pixels at a distance of ∼ 1−
1.5 m. At this resolution, a pixel in the image spans roughly
3.144 µm on the surface of the coral which is approximately
35 mm×25 mm×15 mm in size.
A. Calibration
The camera was calibrated by imaging a planar calibration
grid under the water from 21 viewpoints over a hemisphere
using the Matlab Calibration Toolbox [41] to compute intrin-
sic and distortion parameters. A perspective camera model
with radial distortion was assumed with intrinsic parameters
fx, s, fy, cx, cy, k1, k2 where fx, fy is focal length along x
and y axis, respectively, cx, cy are the location of principle
point, s is the skew of the CCD array, and k1, k2 are the first
two radial distortion parameters.
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The settings on the camera were retained to ensure that the
calibrated parameters remained the same for all successive
datasets acquired for this paper.
The camera was approximately 0.8 m from the calibration
grid for most viewpoints. Each square in the calibration grid
is 70 mm×70 mm. The results for the calibration are: fx s cx0 fy cy
0 0 1
 =
 3083.39 0.00 1109.330.00 3089.55 806.67
0.00 0.00 1.00

[
k1 k2
]
=
[
0.05196 0.67905
]
B. Laser Reference Model
The 3-D reference model was captured using a Cyberware
Model 3030/sRGB laser stripe scanner. The resolution of
each scan was 350 µm. The laser scanner rotates completely
around the object to provide a 3-D model. However, due to
occlusions, multiple scans were acquired with the coral in
different poses for each of the scans. Each 3-D laser model
was aligned using Iterative Closest Point (ICP) [42] and then
merged to form a single reference model (Fig. 4). Note that
merging multiple scans increases the effective resolution due
to an increased density of point measurements.
Fig. 4. Laser scan reference model of the piece of Staghorn coral.
C. Multi-View Image Dataset
Images of the coral were acquired without the calibration
board (Fig. 3) as a test dataset for comparison to the 3-
D laser reference model. We attempted to take images of
the coral in a spiral pattern to form a comprehensive dataset
with viewpoints from all angles. The images are sequential
to enable the use of small baseline camera pose estimation
algorithms.
Accurate multi-view 3-D reconstruction relies on the com-
putation of the camera position and attitude (pose) at each
viewpoint. The more accurate the pose, the greater chance
of producing an accurate 3-D reconstruction. An estimate of
the camera positions using the algorithms from Section III is
shown in Fig 5.
V. ALGORITHM VALIDATION
To evaluate the effectiveness of the presented scheme we
performed a series of experiments with a publicly available
ground-truth terrestrial dataset in addition to the multi-view
aquatic dataset described in the previous section. The exper-
iments were designed to determine the performance of the
Fig. 5. Camera positions for the multi-view, underwater image dataset of
the Staghorn coral.
presented algorithm over a fixed range of parameter values
and settings. The parameters used were M = 1, dinc = 4096,
k = 3, nl = 3, and L = 10.
A. Terrestrial
The ground-truth dataset is the fountain dataset from [43].
This dataset provides access to both the calibrated camera
locations and images (11 images of resolution 3072×2048),
in addition to LIDAR data (from a Zoller+Fro¨hlich IMAGER
5003) aligned to the same coordinate frame. The experiments
use the ground-truth LIDAR data to create the corresponding
ground-truth depth-maps, which in turn are used to evaluate
the algorithm.
For each generated depth map, we gather statistics for
pixels where the depth-refinement process and the LIDAR
provide a depth estimate. Generally the proportion of pixels
that result in a depth estimate is quite high (> 90%), with
the discarded pixels often occluded in the comparison image
or associated with homogeneous regions where reliable depth
determination is not possible using a small correlation win-
dow. The errors in the depth estimates are then computed and
expressed as a multiple of the variance in the measurements.
In this case, the variance σ = 0.3 mm. An example of the
ground-truth depth-map and associated error image for the
fountain dataset is shown in Fig. 6.
(a) Example image of the rendered
ground-truth depth-map for the foun-
tain sequence.
(b) Gathered error statistics: green
denotes no ground-truth measure, red
a gross error (> 10σ), white no error
increasing towards black (10σ).
Fig. 6. Ground-truth depth map and error statistics for the fountain dataset.
The cumulative error of the depth estimates are illustrated
as a percentage of total pixels in Fig. 7. This was compared
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to the results from three state of the art techniques; a Winner
Takes All (WTA) plane-sweeping approach, a Semi-Global
Matching (SGM) method [33] and Cornelis’ method [34].
The figure can be interpreted as ∼ 58% of pixels from our
method are within 3σ = 3 mm of the ground truth depth. The
results show that our approach achieves extremely accurate
depth maps when compared to the other methods.
Fig. 7. The cumulative error (CDF) of the depth estimate as a percentage
of total pixels. Pixels with an error greater than 10σ were combined into a
single bin at 11σ.
B. Aquatic
The accuracy of the depth maps for the coral dataset were
compared to the data from the 3-D laser reference model. An
example of the ground-truth depth-map and associated error
image for the coral dataset is shown in Fig. 8, where in this
case the variance is σ = 0.1 mm.
The cumulative error of the depth estimates are also
illustrated as a percentage of total pixels in Fig. 9. This figure
can be interpreted as ∼ 77% of pixels are within 3σ = 0.3
mm of the ground-truth depth.
Similar accuracies have been achieved in the Seitz eval-
uation terrestrial dataset [39]. This dataset allows for a
reasonable comparison, as the object and imaging distance
are of similar magnitudes. The improved accuracies presented
here can be attributed to the higher resolution images utilised
for the reconstruction. We remark that the accuracy presented
in the fountain dataset is somewhat less due to the increased
imaging distance. Any in situ imaging of coral should attempt
to maintain an imaging distance of ∼ 1 m to achieve similar
accuracies as presented here.
With accurate depth-maps, a high quality 3-D reconstruc-
tion can be obtained (Fig. 10) as described in Section III-B.
The multi-view and laser models were subsequently aligned
using Iterative Closest Point (ICP) [42] to evaluate the
accuracy of the resultant multi-view model. The alignment
parameters consisted of a rotation, translation, and uniform
scale (required for monocular camera multi-view reconstruc-
tions). The average alignment error between vertices of the
two models was 0.7 mm further indicating the high accuracy
of our 3-D reconstructions.
VI. CONCLUSION
The majority of this paper presented the details of a set
of innovative, multi-view stereo algorithms that provide rapid
and accurate depth-maps for image-based 3-D reconstruction.
The utility of these algorithms was demonstrated via their
application on well-known, ground-truth, terrestrial datasets.
We extend these results to applications in the underwater
(a) Example image of the rendered ground-truth depth-map for the
coral sequence.
(b) Gathered error statistics: green denotes no ground-truth mea-
sure, red a gross error (> 10σ), white no error increasing towards
black (10σ).
Fig. 8. Ground-truth depth map and error statistics for the underwater,
coral dataset.
Fig. 9. The cumulative error (CDF) of the depth estimate as a percentage
of total pixels. Pixels with an error greater than 10σ were combined into a
single bin at 11σ.
domain, specifically towards generating in situ, 3-D recon-
structions of coral reef environments. Through the presented
results, it was verified that the presented image-based recon-
struction techniques are applicable in aquatic environments.
This study is an initial investigation, utilising a piece of
Staghorn coral (Acropora cervicornis) to test and validate
the techniques in situ. Results from our image based 3-D
reconstruction are compared to a laser scan, showing that
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Fig. 10. Final 3-D reconstruction of the piece of Staghorn coral from the
multi-view, underwater image dataset.
> 90% of the surface area of the coral is within 1 mm of the
ground-truth. These results confirm that the methodology and
approach are applicable for generating 3-D reconstructions of
coral reef environments in situ for the purpose of estimating
surface area and volume of reef constituents.
This method has broad applications for studying coral
reef ecology and assessing long-term variability and change
over large spatial extents, and with reduced manual effort in
image processing and data analysis. Based on the accuracy
and precision required for a desired science application,
adjustments to the processing techniques presented may need
to be adjusted, e.g., number of images taken, resolution of
mesh utilised to build the reconstruction, etc.
The underwater coral dataset, along with ground-truth
laser scan are freely available, and can be acquired by
contacting either Ryan N. Smith (ryan.smith@qut.edu.au) or
Ben Upcroft (ben.upcroft@qut.edu.au).
VII. FUTURE WORK
Having benchmarked our method with multiple control
parameters, we are confident to deploy the technique into
a more unstructured experimental environment. Extensions
to the study presented here involve the analysis of any un-
derwater video data sets collected in coral reef environments,
as well as implementation of our algorithms onto underwater
vehicles to facilitate automated data collection.
Initial steps have been taken to achieve the goal of utilising
data from underwater video cameras to create 3-D recon-
structions. In Fig. 11(a), we show a still-frame image of
a coral head from a video sequence shot with a consumer
video camera. Figure 11(b) shows the corresponding 3-D
reconstruction from the subsequent footage captured by the
camera. The left half of Fig. 11(b) is texture mapped with
the coral’s surface from the video footage, and the right half
is a rendering of the underlying polygon mesh. Since the
video was shot during a recreational dive, with no intent
for reconstruction, the camera path was not ideal for image-
based 3-D reconstruction. Although this reconstruction was
done off-line, the techniques presented utilise no a priori
knowledge of the camera or the survey environment, can
learn the camera calibration on-the-fly, generate a dense
mesh reconstruction of the feature, and can then compute
the surface area and volume of a given coral colony or other
reef structure. This initial experiment has provided motivation
to continue pursuing the goal of automated and in situ,
(a) Still frame image from a low-quality, consumer video camera
of a coral head shot during a recreational dive.
(b) Three-dimensional reconstruction of the coral head shown in
Fig. 11(a). The left half of the image is texture mapped with the
coral’s surface and the right half a rendering of the underlying
polygon mesh object.
Fig. 11. Still frame image from a video sequence of a coral reef environment
(Fig. 11(a)), with a corresponding 3-D reconstruction of the large coral head
(Fig. 11(b)) taken from the video sequence.
near-real time 3-D reconstruction of coral reef environments
for applications in large-scale monitoring of growth and
variability studies.
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