A permutation is centrosymmetric if it is fixed by a half-turn rotation of its diagram. Initially motivated by a question by Alexander Woo, we investigate the question of whether the growth rate of a permutation class equals the growth rate of its evensize centrosymmetric elements. We present various examples where the latter growth rate is strictly less, but we conjecture that the reverse inequality cannot occur. We conjecture that equality holds if the class is sum closed, and we prove this conjecture in the special case where the growth rate is at most ξ ≈ 2.30522, using results from Pantone and Vatter on growth rates less than ξ. We prove one direction of inequality for sum closed classes and for some geometric grid classes. We end with preliminary findings on new kinds of growth-rate thresholds that are a little bit larger than ξ.
Introduction
This paper concerns the enumeration of the permutations in a class that are fixed by the reverse-complement transformation. This is the same kind of endeavor carried out by [6] with permutations fixed by a different transformation, namely taking the inverse.
We begin with terms and notation about permutation classes and their growth rates (Section 1.1); the introduction continues by defining less standard terms and notation on the reverse-complement map and centrosymmetric permutations (Section 1.2) and providing a summary of the main ideas of the paper (Section 1.3).
Permutation classes
This subsection is a quick overview of ideas and notation that are standard in permutation patterns. For more background on this topic, see the survey by Vatter [17] . The diagram of a permutation π of size n is the plot of the points (i, π(i)) for i ∈ [n]. A permutation π contains another permutation σ (as a pattern) if the diagram of σ can be obtained by deleting zero or more points from the diagram of π, i.e. if π has a subsequence whose entries have the same relative order as the entries of σ. We say π avoids σ if π does not contain σ. For instance, for π = 493125876, the subsequence 9356 is an occurrence of σ = 4123, but on the other hand π avoids 3142. See Figure 1 .
The set of permutations (of all sizes) is a poset under pattern containment. A permutation class is a down-set in this poset: that is, a set C of permutations such that, if π ∈ C and σ is contained in π, then σ ∈ C. For a permutation class C, we let C n denote the set of size-n permutations in C. If R is a set of permutations, then Av(R) (resp. Av n (R)) denotes the set of all (resp. size-n) permutations that avoid every element of R. Then Av(R) is a permutation class, and for every permutation class C there is a unique set R such that C = Av(R) and no element of R contains another. This R is called the basis of C.
Given two permutations σ and τ of sizes a and b respectively, their sum σ ⊕ τ is the permutation of size a + b obtained by juxtaposing the diagrams of σ and τ diagonally: that is, (σ ⊕ τ )(i) = σ(i) if 1 ≤ i ≤ a, and (σ ⊕ τ )(i) = τ (i − a) if a + 1 ≤ i ≤ a + b. A class C is sum closed if σ, τ ∈ C implies σ ⊕ τ ∈ C. Given a set A of permutations, the sum closure of A, denoted A, is the smallest sum closed class containing A. A permutation is sum-indecomposable, or indecomposable, if it is not the sum of two permutations of non-zero size. The set of indecomposable permutations in a class C is denoted C ⊕ . The skew sum of σ and τ , denoted σ ⊖ τ , is defined similarly, juxtaposing the diagrams anti-diagonally; and likewise for the notions of skew-sum closed class and skew sum-indecomposable permutation.
The upper growth rate of a permutation class C, denoted gr(C), is defined as lim sup
The lower growth rate, denoted gr(C), is defined as lim inf n→∞ |C n | 1/n . If the upper and lower growth rates of C are equal, i.e. if lim n→∞ |C n | 1/n exists (or is ∞), then this number is called the proper growth rate of C, denoted gr(C). We define gr(C ⊕ ), gr(C ⊕ ), and gr(C ⊕ ) similarly. More generally, for a sequence of non-negative real numbers a n , the upper, lower, and proper growth rates of a n are defined the same way, respectively denoted gr(a n ), gr(a n ), and gr(a n ).
By the Marcus-Tardos Theorem (formerly the Stanley-Wilf Conjecture), every permutation class has a finite upper growth rate except the class of all permutations [14] . It is also known that every sum closed (or skew-sum closed) class has a proper growth rate (essentially due to Arratia [4] ). Thus, when C is assumed to be sum closed, we can write gr(C) for its proper growth rate. It is widely believed that every permutation class has a proper growth rate, but we will refer to the upper or lower growth rate unless we know for sure.
The reverse-complement map and centrosymmetry
The reverse-complement of a permutation π, denoted rc(π), is the permutation obtained from π by rotating its diagram by a half turn. Equivalently, if π = π(1) . . . π(n), then the ith entry of rc(π) is given by n + 1 − π(n + 1 − i). This defines a map rc from the set of permutations to itself. The name comes from the fact that it is the composition of the reverse map (horizontal reflection of the diagram) and the complement map (vertical reflection of the diagram); these two maps commute.
The reverse-complement map preserves permutation containment: that is, if π contains σ, then rc(π) contains rc(σ). Consequently, the image of a permutation class C under rc is a permutation class, denoted rc(C). Since rc is an involution on the set of permutations, we have |rc(
We are concerned with the number of centrosymmetric permutations in a class C. Past research has focused on finding this number for specific classes C. Egge [7] found the number of centrosymmetric permutations in Av n (R) for every set R of size-3 permutations. Lonoff and Ostroff [13] did the same when R consists of one size-3 and one size-4 permutation. Egge [8] found an expression for Av n (k . . . 1) for arbitrary k, using the Robinson-Schensted algorithm and evacuation of standard Young tableaux.
The set of centrosymmetric permutations in C (resp. C n ) is denoted C rc (resp. C rc n ). If n = 2k + 1 is odd, then every centrosymmetric permutation π of size n must have an entry in the center column in the center row of the diagram, i.e. π(k + 1) = k + 1. Because of this, the process of enumerating of C rc n is typically different between even and odd n, with | for various rc-invariant classes C, due to Egge [7] . We let f n denote the nth Fibonacci number, c n the nth Catalan number. C rc 2k+1 often being obtained in a straightforward way from C rc 2k or C k . As an illustration of this phenomenon, see Table 1 , which lists explicit formulas for |C rc 2n | and |C rc 2n+1 | for various classes C, due to Egge [7] . In this paper, then, we will be concerned almost exclusively with C rc 2n , and we will see that it is natural to compare C rc 2n to C n . The notation we have given for growth rates of permutation classes is already established in the literature, but we now introduce analogous notions for the centrosymmetric permutations in a class. The upper rc-growth rate of a permutation class C, denoted gr rc (C), is defined as lim sup n→∞ |C rc 2n | 1/n . The lower rc-growth rate, denoted gr rc (C), is defined as lim inf
These are the upper and lower growth rates of the sequence |C rc 2n |. We let C ⊕rc denote the set of indecomposable permutations in C that are centrosymmetric, and we define gr rc (C ⊕ ), gr rc (C ⊕ ), and gr
is rc-invariant, is strictly contained in D, and includes all the centrosymmetric permutations in D. Thus, it is natural to consider D ∩ rc(D) instead of D, so in this paper we are chiefly concerned with classes that are rc-invariant.
Conjectures and main theorems
This paper begins to answer the following question posed by Alexander Woo at the Permutation Patterns Conference in 2016: for which rc-invariant permutation classes C do we have gr rc (C) = gr(C)?
We begin by looking at the rc-growth rates of "2 × 4 classes", which are classes of the form Av(σ, τ ) for two permutations σ and τ of size 4. For the last several years, these classes have been a fertile testing ground for enumerative questions about permutation classes. For several rc-invariant 2 × 4 classes C, we obtained gr rc (C) by finding an exact enumeration of C rc 2n using ad hoc methods, and gr(C) was previously known. These results are summarized in Tables 2 and 3 . In most of the examples we find that gr rc (C) = gr(C), but there are two in which gr rc (C) < gr(C). Tables 2 and 3 justify the choice to define the rc-growth rate with C rc 2n instead of C rc n , and they also lead to the following conjecture: 
We write gr(C) here because, as shown by Bevan [5] , geometric grid classes have proper growth rates. In Section 3 we prove a stronger version of this theorem, as Theorem 3.3. Theorem 1.3. If C is sum closed and rc-invariant, then gr rc (C) ≥ gr(C).
We write gr(C) here because C, being sum closed, has a proper growth rate. In Section 5 we prove stronger results that imply Theorem 1.3, but we provide a quick proof now.
Proof of Theorem 1.3. We define an injection C n → C rc 2n as follows: given σ ∈ C n , define ρ = rc(σ)⊕σ. Since C is rc-invariant, rc(σ) ∈ C n ; then, since C is sum closed, ρ = rc(σ)⊕σ ∈ C 2n ; and
2n . This injection shows that |C n | ≤ |C rc 2n |, which proves the desired inequality on the growth rates.
As a result of this theorem, Conjecture 1.1 implies another conjecture: Conjecture 1.4. If C is sum closed and rc-invariant, then gr rc (C) exists and gr rc (C) = gr(C).
This conjecture is supported by the fact that, although we know several examples of rc-invariant C where gr rc (C) = gr(C), none of these examples is sum closed. We have proved Conjecture 1.4 in the following special case: Theorem 1.5. Let C be a sum closed rc-invariant permutation class, and let ξ ≈ 2.30522 be the unique positive root of x 5 − 2x 4 − x 2 − x − 1 (as defined in [15] ). If gr(C) ≤ ξ, then gr rc (C) exists and gr rc (C) = gr(C).
We prove a stronger version of this theorem, as Theorem 5.5.
The rest of the paper is organized as follows: Section 2 gives general results about rcgrowth rates, including an exploration of permutation classes of the form D ∪ rc(D). In Section 3 we focus on geometric grid classes, presenting examples where gr rc (C) < gr(C) and proving Theorem 1.2. Sections 4 through 6 focus on sum closed classes. In Section 4, we prove results on power series in a general setting that includes the case of sum closed classes, and we give results related to the work of Pantone and Vatter [15] on sum closed classes C such that gr(C) ≤ ξ ≈ 2.30522. Section 5 includes theorems on the rc-growth rates of sum closed classes. Section 6 presents preliminary findings and open questions involving the threshold of unbounded indecomposables and the threshold of exponential indecomposables.
2 General results on rc-growth rates 
n |C n |, and so gr rc (C) ≤ 2 gr(C) and gr rc (C) ≤ 2 gr(C).
, and let J be the set of elements of [2n] that occur in the first n entries of ρ. Because ρ is centrosymmetric, j ∈ J if and only if n + 1 − j ∈ J, so there are 2 n possible sets J. Now let π be the permutation formed by the first n entries of ρ; then π ∈ C n . Thus, for each ρ ∈ C rc 2n , we obtain a set J and a permutation π ∈ C n , and the number of such pairs (J, π) is 2 n |C n |. Moreover, the function ρ → (J, π) just described is injective. Therefore, |C The corresponding statements about the growth rates now follow immediately. If gr(C) = 1, then |C n | ≥ 1 for all n, so by the Erdős-Szekeres Theorem C includes the permutation 1 . . . n for all k or the permutation n . . . 1 for all n; these permutations are centrosymmetric, so |C rc 2n | ≥ 1 for all n, and so gr rc (C) ≥ 1. But by Proposition 2.1(a) we have gr rc (C) ≤ 1, so in fact gr rc (C) = gr rc (C) = 1, and gr rc (C) exists.
Unions of permutation classes
Let D be a class, and let C = D ∪ rc(D). Then C and D ∩ rc(D) are both rc-invariant, and
is also a proper subclass of C; in this case, we should expect C rc to grow slowly relative to C, because all Table 4 : Three examples of classes of the form C = D ∪ rc(D) and their rc-growth rates. The growth rate of C equals the growth rate of D, which was already known in these examples. The rc-growth rate of C equals the rc-growth rate of D ∩ rc(D), which we computed using ad hoc methods if it was not already known.
the centrosymmetric permutations in C are confined to the smaller class D ∩ rc(D). This expectation is confirmed by the fact that, of the three classes C of this form that we have checked, all of them satisfy gr rc (C) < gr(C), as seen in Table 4 .
Thus it makes sense to focus our investigation on classes C that cannot be written as D ∪ rc(D) unless D = C, and this motivates a definition:
A class is called atomic if it cannot be written as a union of two proper subclasses, so every atomic class is rc-atomic. Also note that C, as an intersection of classes, is a class. Proposition 2.4. Let C be rc-invariant.
(a) Let σ ∈ C, and let C(α) denote the class of permutations in C that avoid the permutation α. The following are equivalent:
(iii) There is π ∈ C that contains σ and rc(σ).
(b) C is rc-atomic if and only if for every σ ∈ C there is π ∈ C that contains σ and rc(σ).
(ii) ⇒ (iii): By (ii), there is π ∈ C that is not in C(σ) ∪ C(rc(σ)). Then π avoids neither σ nor rc(σ), which implies (iii).
(iii) ⇒ (i): Let π ∈ C containing σ and rc(σ). If D is a class such that C = D ∪ rc(D), then either π ∈ D or π ∈ rc(D); in the former case we get σ ∈ D, and in the latter case we
Part (b) follows immediately from the equivalence of conditions (i) and (iii). For part (c), let ρ ∈ C rc , meaning ρ = rc(ρ); then ρ is contained in ρ, and rc(ρ) is contained in ρ, so ρ ∈ C by condition (iii).
The property in (b) is an analog of the joint-embedding property, which a class C satisfies when for every σ, τ ∈ C there is π ∈ C that contains σ and τ . The joint-embedding property is equivalent to being atomic.
Let C be rc-invariant. As we discussed above, we should not expect gr rc (C) = gr(C) if C is not rc-atomic. We could hope that this equality must hold when C is rc-atomic, or under either of two stronger conditions: that C is atomic, or that C is generated by the permutations in n C rc 2n (the even-size centrosymmetric permutations in C). We will see in the next section that even these strong conditions are not enough.
Geometric grid classes
Let A be a {0, 1, −1}-matrix. The standard figure of A is obtained by replacing each 1 (resp. −1) in A with a line segment of slope 1 (resp. −1) and replacing each 0 with empty space.
For instance, 1 −1 1 0 has as its standard figure. If we choose n points on the standard figure of A such that no two have the same horizontal or vertical coordinate, the result is a permutation π of size n, and the set of points is called a drawing of π (on A). The set of permutations obtained in this way is a permutation class called the geometric grid class of A, denoted Geom(A). For instance, Geom 1 −1 is the class of permutations made of an increasing sequence followed by a decreasing sequence. Also let Geom n (A) denote the set of size-n permutations in Geom(A).
Geometric grid classes were studied in depth in [1] ; in particular, it is shown that Geom(A) is atomic and has a rational generating function. Bevan [5] shows that Geom(A) has a proper growth rate and gives a way to find that growth rate from A. In an abuse of notation, we will refer to rc acting on the entries of a centrosymmetric permutation π, the cells of a centrosymmetric matrix A, or the points in a drawing of π on A.
Proposition 3.1. If A is a centrosymmetric {0, 1, −1}-matrix, then Geom(A) is rc-invariant, and Geom(A) is generated by the permutations in n Geom 2n (A) rc (the even-size centrosymmetric permutations in Geom(A)).
Proof. Let π ∈ Geom n (A). Since A is centrosymmetric, applying rc to a drawing of π on A results in a drawing of rc(π) on A, proving that Geom(A) is rc-invariant. Furthermore, the union of these drawings of π and rc(π) is a centrosymmetric set of points, which, after perturbing any points with the same horizontal or vertical coordinate, is the drawing of a centrosymmetric permutation ρ. We have ρ ∈ Geom 2n (A) rc , and π is contained in ρ.
We now come to another example where gr rc (C) < gr(C): namely, C = Geom
The standard figure of this matrix is an X, and this class has been called the X-class. It has been enumerated by Elizalde [9] , and its growth rate is 2 + √ 2. However:
Proof. Let π ∈ C rc 2n for n ≥ 1. By [9, Lem. 3.1], π must have an entry in at least one of the four corners -that is, π(1) ∈ {1, 2n} or π(2n) ∈ {1, 2n}. Since π is centrosymmetric, it must have an entry in two opposite corners -that is, {π(1), π(2n)} = {1, 2n}. This gives us a total of two options for π(1) and π(2n); removing these entries yields a permutation in C rc 2n−2 , and the result follows by induction.
Thus, gr
rc (C) = 2 < gr(C). This example is dramatic: even for a class that is atomic, is generated by its centrosymmetric permutations, and has a rational generating function, it is not necessarily true that gr rc (C) = gr(C).
Let A be a {0, 1, −1}-matrix. An A-gridded permutation (on A) is a permutation π with a valid choice of which cell of A to draw each entry of π on. Let Geom ♯ (A) be the set of A-gridded permutations. Given A, each π has a finite number of griddings on A, and the maximum number of griddings over all size-n permutations is bounded above by a polynomial in n; thus gr(Geom ♯ (A)) = gr(Geom(A)).
Again abusing notation, we say rc acts on A-gridded permutations (when A is centrosymmetric), and we say an A-gridded permutation fixed by rc is centrosymmetric. In order for a gridded permutation to be centrosymmetric, the permutation must be centrosymmetric and its gridding on A must be centrosymmetric. Let Geom ♯ (A) rc denote the set of centrosymmetric A-gridded permutations, and define gr rc (Geom ♯ (A)) the same way as the rc-growth rate of a permutation class.
The cell graph of A is the graph whose vertices are the non-zero cells of A, where two cells are adjacent if (1) they share a row or column and (2) there are no non-zero cells between them in their row or column. For instance, −1 1 1 −1 (the matrix for the X-class) has as its cell graph. The fact that this is a cycle will help explain the X-class's behavior, as we will see in Theorem 3.3.
If A is centrosymmetric, then rc acting on the cells of A induces an automorphism of the cell graph of A. Again abusing notation, we will call this automorphism rc. In particular, rc maps each component of the graph onto either itself or a different component. A, just stretched by a factor of 2 in each direction. Consequently, Geom(A ×2 ) = Geom(A), which is why there is no loss of generality from the assumption that A has an even number of rows and an even number of columns.
Proof of Theorem 3.3. (i) ⇒ (ii):
Assume G is a forest, and suppose G has a component that is mapped onto itself by rc. This component must be a tree; call this tree T . Let v be a vertex in T ; since rc maps T to itself, rc(v) is also in T . Thus there is a path in T between v and rc(v); call this path P . Observe that rc(P ) is also a path in T between v and rc(v), but there is only one such path because T is a tree, so rc(P ) = P . Thus the center element of P , which is a vertex or edge of G, is mapped to itself by rc. But G cannot have a vertex or edge mapped to itself by rc, because A has an even number of rows and an even number of columns. This is a contradiction, so no component of G is mapped onto itself.
(ii) ⇒ (iii): Assume rc maps every component of G onto a different component. Thus the components of G come in pairs, each pair consisting of two components that map onto each other under rc. Let X be a subgraph consisting of one component from each pair, and let Y be the subgraph consisting of the other components. Then X and Y form a partition of the vertices and edges of G, and Y = rc(X), and there are no edges between X and Y .
Let A X (resp. A Y ) be the matrix obtained from A by keeping the cells that are vertices in X (resp. Y ) and replacing the rest of the cells with 0. Note that A Y = rc(A X ), so Geom(A X ) and Geom(A Y ) have the same number of size-n permutations, and so gr(Geom(A X )) = gr(Geom(A Y )). Because there are no edges between X and Y in the cell graph, there is no non-zero entry of A X in the same row or column as a non-zero entry of A Y .
Recall that gr(Geom(A)) = gr(Geom ♯ (A)). Every A-gridded permutation is obtained from a pair of an A X -gridded permutation and an A Y -gridded permutation. Every such pair of gridded permutations gives rise to exactly one A-gridded permutation, because points placed on A X and points placed on A Y do not interleave in multiple ways. Therefore, gr(Geom ♯ (A)) = gr(Geom ♯ (A X )), and thus gr(Geom ♯ (A)) = gr(Geom ♯ (A X )).
Moreover, we have a bijection between Geom ♯ n (A X ) and Geom ♯ 2n (A): given an A X -gridded permutation π, take the union of the drawing of π on A X and the drawing of rc(π) on A Y , yielding a centrosymmetric A-gridded permutation. This is a bijection because, again, points placed on A X and points placed on A Y do not interleave in multiple ways. Therefore, Geom
rc , and in particular gr(Geom ♯ (A X )) = gr rc (Geom ♯ (A)) (and the latter growth rate is proper).
Finally, because the maximum number of griddings of a permutation of 2n is bounded above by a polynomial, gr rc (Geom ♯ (A)) equals the growth rate of the number of size-2n centrosymmetric permutations in Geom(A) that have a centrosymmetric gridding on A, which is less than or equal to gr rc (Geom(A)).
The reason we get an inequality instead of an equality at the end of this proof is subtle: a centrosymmetric permutation in Geom(A) by definition can be drawn on the standard figure of A, but not necessarily in a centrosymmetric way. The smallest instance of this phenomenon is with A = 1 0 0 1 . The permutation 12 is centrosymmetric, and it can be drawn on the standard figure of A, but every drawing of it has both entries of 12 in the top-left cell or both entries in the lower-right cell, neither of which is a centrosymmetric gridding. More complicated instances of this phenomenon are not hard to find.
For any centrosymmetric {0, 1, −1}-matrix A, we conjecture that almost all even-size centrosymmetric permutations in Geom(A) have a centrosymmetric gridding on A, which would imply that gr(Geom(A)) = gr rc (Geom(A)) under the conditions of Theorem 3.3. This equality is also implied by Conjecture 1.1.
Sum-closed classes
The rest of this paper concerns sum closed classes. In this section, we give general results on the growth rate of the coefficients of power series A(x) and C(x) that satisfy the relation
, as is the case when A(x) and C(x) are generating functions for C and C ⊕ respectively (Section 4.1), and then we give results drawing from the work of Pantone and Vatter [15] on sum closed classes with growth rate ≤ ξ (Section 4.2).
General results on growth rates of sequences
Let (c n ) n≥1 be a sequence of non-negative real numbers, and write
If every c n is an integer, then the relation
has a combinatorial interpretation: c n is the number of kinds of size-n blocks, and a n is the number of size-n objects obtained as a finite sequence of blocks whose sizes sum to n.
For the sake of completeness, we state and prove a lemma that generalizes the well-known fact that gr(C) exists if C is a sum closed permutation class.
Lemma 4.1. With c n and a n as above, the proper growth rate gr(a n ) exists (and may be ∞). Furthermore, a n ≥ c n for all n, and in particular gr(a n ) ≥ gr(c n ).
Proof. Fix n and k with 0 ≤ k ≤ n. Let µ n denote that µ is a composition of n, and let ℓ(µ) denote the length (number of parts) of µ. Some compositions µ n comprise a composition ρ k followed by a composition σ n − k. Thus,
Thus a n ≥ a k a n−k . By Fekete's Lemma on super-multiplicative sequences, we conclude that the limit gr(a n ) = lim n→∞ (a n ) 1/n exists (and may be ∞).
Furthermore, since (n) is one composition of n, we have
proving the last sentence in the lemma.
The next result shows that increasing some c n by any amount results in an increase of gr(a n ). be sequences of non-negative real numbers, and write
a n x n ;
Assume that gr(a n ) < ∞. If c n ≤ c (1) n for all n and c n < c
(1) n for some n, then gr(a n ) < gr(a
Proof. Let k be a position where c k < c
Define t = c (1) k − c k , so that C * (x) = C(x) + tx k and A * (x) = 1 1 − C(x) − tx k , and note that t > 0. Also note that c n ≤ c * n ≤ c (1) n for all n, so a n ≤ a * n ≤ a (1) n for all n, and so gr(a n ) ≤ gr(a * n ) ≤ gr(a (1) n ). Thus, it is enough to prove that gr(a n ) < gr(a * n ). Let r be the radius of convergence of A(x). We know that gr(a n ) is the reciprocal of the radius of convergence of A(x), and gr(a * n ) is the reciprocal of the radius of convergence of A * (x), so to prove that gr(a n ) < gr(a * n ) it is enough to show that A * (x) has a strictly smaller radius of convergence than that of A(x), which can be done by showing that A * (x) has a singularity in the interval (0, r).
From our assumption that gr(a n ) < ∞, it follows that r > 0. Thus, by Pringsheim's Theorem [10, Thm. IV.6], A(x) has a singularity at r. Either gr(c n ) < gr(a n ) or gr(c n ) = gr(a n ).
Assume gr(c n ) < gr(a n ); then r lies strictly within the radius of convergence of C(x) (and r < ∞). Consequently, C(x) converges to a smooth real-valued function on the interval [0, r], and this function is positive on (0, r] because C(x) has non-negative coefficients. Every singularity of A(x) is either a zero of 1−C(x) or a singularity of C(x); but r is strictly within the radius of convergence of C(x), so r must be a zero of 1 − C(x). Then 1 − C(r) = 0, and so 1 − C(r) − tr k < 0. On the other hand, 1 − C(0) − t(0 k ) = 1. Therefore, by the Intermediate Value Theorem, 1 − C(x) − tx k has a zero at some point in the interval (0, r), and hence A * (x) = 1 1 − C(x) − tx k has a singularity in the interval (0, r), as required. Now assume gr(c n ) = gr(a n ); then C(x) has radius of convergence r, and by Pringsheim's Theorem r is a singularity of C(x). Consequently, C(x) converges to a smooth real-valued function on the interval [0, r), and lim x→r − C(x) = ∞ because C(x) has non-negative coefficients.
Thus, we can choose r 1 ∈ (0, r) that is close enough to r that C(r 1 ) > 1, and hence 1 − C(r 1 ) − tr k 1 < 0. On the other hand, 1 − C(0) − t(0 k ) = 1. Therefore, by the Intermediate Value Theorem, 1 − C(x) − tx k has a zero at some point in the interval (0, r 1 ), and hence again A * (x) has a singularity in the interval (0, r).
Sum closed classes with growth rate ≤ ξ
For the rest of this paper, we assume C is a sum closed class. Let ξ ≈ 2.30522 be the unique positive root of x 5 − 2x 4 − x 2 − x − 1, as defined in [15] . We begin the section by stating and proving a basic, already-known lemma.
Proof. Since C is sum closed, the direct sum of a (finite) sequence of indecomposable permutations in C gives rise to a permutation in C; and every permutation in C has a unique decomposition into a sequence of indecomposable permutations in C.
It is due to this lemma that the results from Section 4.1 apply to the situation where A(x) and C(x) are the generating functions for C and C ⊕ respectively. By Lemma 4.1, C has a proper growth rate (a fact which has been known essentially since Arratia [4] ). By Proposition 4.2, any increase in |C ⊕ k | for some k yields an increase in gr(C). The following result is implicit in the work of Pantone and Vatter [15] . ∞ ), then c n is weakly decreasing over all n ≥ k. Consequently, if c n is bounded above by one of the two claimed upper-bound sequences for n < k, then c n will continue to be bounded above by that sequence for all n. Tables 1 and 2 Proof. That C ⊕ has a rational generating function when gr(C) < ξ is immediate from Tables  3 and 4 in [15, Sec. 9] , because these tables list all possible sequences of numbers that |C ⊕ n | can give, and each sequence is eventually repeating (in fact it is shown in [15, Sec. 7] that |C ⊕ 3 | ≤ 3 implies that a sum closed class C has a rational generating function). If gr(C) = ξ, then the case checking in the proof of Proposition 4.4 also shows that |C ⊕ n | must be given by one of the following sequences:
• (1, 1, 2, 4, 3, 3, 2, 1, 0 ∞ );
• (1, 1, 2, 3, 4 ∞ );
and each of these has a rational generating function because it is eventually repeating.
That C itself has a rational generating function is now immediate from Lemma 4.3.
We end with a miscellaneous result on the proper growth rate of C ⊕ .
Proposition 4.6. If gr(C ⊕ ) is 0 or 1, then the proper growth rate gr(C ⊕ ) exists (and hence it equals gr(C ⊕ )).
Proof. If |C ⊕ n | ≥ 1 for all n ≥ 1, then gr(C ⊕ ) ≥ 1, from which we obtain gr(C ⊕ ) = gr(C ⊕ );
hence gr(C ⊕ ) exists and is 1. Otherwise, there is N ≥ 1 such that |C
It is known that π has an entry whose deletion yields an indecomposable permutation, so from π we can obtain a permutation in
In this case, gr(C ⊕ ) exists and is 0.
Centrosymmetric permutations in a sum closed class
We continue to assume that C is sum closed -in particular, gr(C) exists. For this section, we also assume that C is rc-invariant. Recall from Section 2.2 that C is rc-atomic if it is not of the form D ∪ rc(D) unless D = C, and C is atomic if it is not the union of two proper subclasses. Since we assume C is sum closed, it follows that C is atomic and hence rc-atomic.
The next fact we prove involves a stronger property than being rc-atomic.
Proposition 5.1. If C is sum closed and rc-invariant, then C is generated by the permutations in n C rc 2n (i.e. the even-size centrosymmetric permutations in C).
Proof. Let π ∈ C. Since C is rc-invariant, rc(π) ∈ C; since C is sum closed, π ⊕rc(π) ∈ C, and π is contained in π ⊕ rc(π), and π ⊕ rc(π) is centrosymmetric. Thus every permutation in C is contained in an even-length centrosymmetric permutation in C, meaning C is generated by its even-length centrosymmetric elements.
Define a n = |C n |;
Note that, in B(x) and D(x), we are taking the permutations in C rc 2n to have weight n, despite having size 2n as a permutation.
Proof. The left side counts even-size permutations in C rc (with weight half their size), and the right side counts ordered pairs ( ρ, π) where π ∈ C and ρ ∈ {ε} ∪ C ⊕rc (with ρ of even size, counted with weight half its size, and ε denotes the empty permutation). With π and ρ as such, consider the permutation ρ = rc(π) ⊕ ρ ⊕ π. We see that ρ ∈ C because rc(π), ρ, π ∈ C; we see that ρ is centrosymmetric because ρ is centrosymmetric, so
and we see that the weight of ρ (which is half its size) is the sum of the weights of π and ρ.
Furthermore, this correspondence is a bijection. Let ρ ∈ C rc 2n be arbitrary. If ρ has an even number of indecomposable blocks, then ρ has a unique decomposition as ρ = rc(π) ⊕ π for some π ∈ C. If ρ has an odd number of indecomposable blocks, then ρ has a unique decomposition as ρ = rc(π) ⊕ ρ ⊕ π for some π ∈ C and ρ ∈ C ⊕rc .
Proposition 5.3. If C is sum closed and rc-invariant, then gr rc (C) = max{gr(C), gr rc (C ⊕ )} and gr
Proof. From Proposition 5.2 we obtain
Since all the numbers appearing in (1) are non-negative (and a 0 = 1), we see that b n ≥ d n and b n ≥ a n , which shows that gr(b n ) ≥ max{gr(a n ), gr(d n )} and gr(b n ) ≥ max{gr(a n ), gr(d n )} Let x > gr(a n ) and y > gr(d n ), and let M = max{x, y}; then there are constants s and t such that a n ≤ sx n and d n ≤ ty n for all n. Then, by (1),
The quantity st(n+1)M n has proper growth rate M, so we have shown that gr(b n ) ≤ M. This holds for every M > max{gr(a n ), gr(d n )}, so we conclude that gr(b n ) ≤ max{gr(a n ), gr(d n )}. The next theorem, a more detailed version of our Theorem 1.5, is the main theorem of this section. The main idea is that, if a sum closed, rc-invariant class C is small enough (for various definitions of "small"), then gr rc (C) exists and equals gr(C).
Theorem 5.5. Let C be sum closed and rc-invariant. Each statement implies the next:
(iv) gr rc (C) exists and gr rc (C) = gr(C). Statements (ii) and (iii) in Theorem 5.5 are of interest because they are weaker conditions under which gr rc (C) = gr(C), but we are also interested in them independently of our inquiry into centrosymmetric permutations. We are in the process of finding the highest threshold of gr(C) (for sum closed C) below which (ii) and (iii) must hold. Theorem 4.4, from which we get the implication (i) ⇒ (ii), says that these thresholds are at least ξ. We discuss this more in Section 6. From the denominator we see that gr(C) is the unique positive root of x 3 − 3x 2 + 2x − 1, which is approximately 2.32472. Call this number τ .
Conjecture 6.1. τ is the smallest possible growth rate of a sum closed class C with the property that |C ⊕ n | is unbounded.
Our example of C = Av(321, 3142, 2413) shows that τ is a possible growth rate, so the content of Conjecture 6.1 is that no smaller growth rate is possible. In the other direction, we know from Theorem 5.5 that all such growth rates are greater than ξ. Thus, we know that the smallest threshold above which |C Conjecture 6.2 would mean that, for each n, the smallest possible value of |C n | is achieved by Av n (321, 3142, 2413). Now let S = {σ ⊖ 1 : σ ∈ {1, 21}}, and let C = S. Every permutation in S is indecomposable, and every indecomposable permutation contained in a permutation in S is itself in S; consequently, C ⊕ = S. It turns out that C = Av(312, 4321, 3421). Since {1, 21} has generating function x + x 2 , we find that {1, 21} has generating function 1 1 − x − x 2 , and so S = C ⊕ has generating function x 1 − x − x 2 , and by Lemma 4.3 we obtain
From the denominator we see that gr(C) is the unique positive root of x 2 − 2x − 1, which is 1 + √ 2 ≈ 2.41421.
In this example, we have gr(C ⊕ ) = φ = 1 + √ 5 2 ≈ 1.61803, which is greater than 1. Is 1 + √ 2 the smallest growth rate of a class C for which gr(C ⊕ ) > 1? In the other direction, we know from Theorem 5.5 that gr(C) > ξ for all such classes. Thus, we know that the smallest threshold above which gr(C ⊕ ) can be greater than 1 is somewhere in the interval [ξ, 1 + √ 2], whose width is about 0.11.
There are no classes with upper or lower growth rate strictly between 1 and φ [11] , but is there sum closed C with gr(C ⊕ ) strictly between 1 and φ?
