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Abstract
We show that every resolution proof of the functional version FPHPmn of the pigeonhole princi-
ple (in which one pigeon may not split between several holes) must have size exp()(n=(logm)2)).
This implies an exp()(n1=3)) bound when the number of pigeons m is arbitrary.
c© 2002 Elsevier Science B.V. All rights reserved.
1. Introduction
Propositional proof complexity is an area of study that has seen a rapid development
over the last decade. It plays as important a role in the theory of feasible proofs
as the role played by the complexity of Boolean circuits in the theory of e0cient
computations. Propositional proof complexity is in a sense complementary to the (non-
uniform) computational complexity; moreover, there exist extremely rich and productive
relations between the two areas (see, e.g. [15,3]).
Much of the research in proof complexity is centered around the resolution proof
system that was introduced in [5] and further developed in [10,19]. In fact, it was for
a subsystem of this system (nowadays called regular resolution) that Tseitin proved
the 8rst non-trivial lower bounds in his seminal paper of more than 30 years
ago [20].
Despite its apparent (and deluding) simplicity, the 8rst exponential lower bounds
for general Resolution were proven only in 1985 by Haken [11]. These bounds were
achieved for the pigeonhole principle PHPn+1n (which asserts that (n+1) pigeons cannot
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sit in n holes so that every pigeon is alone in its hole), and they were followed by many
other strong results on the complexity of resolution proofs (see, e.g. [21,8,7,2,12]).
Ben-Sasson and Wigderson [4] established a very general trade-oB between the min-
imal width wR(	) and the minimal size SR(	) of resolution proofs for any tautology
	. Their inequality (strengthening a previous result for Polynomial Calculus from [9])
says that
wR(	)6 O(
√
n(	) · log SR(	)); (1)
where n(	) is the number of variables. It is much easier to bound the width wR(	) than
the size SR(	) and, remarkably, Ben-Sasson and Wigderson pointed out that (appar-
ently) all lower bounds on SR(	) known at that time can be viewed as lower bounds
on wR(	) followed by applying inequality (1) (although, sometimes with some extra
work).
This “width method” seemed to fail bitterly for tautologies 	 with a huge number
of variables n(	). There are two prominent examples of such tautologies. The 8rst
example is the weak pigeonhole principle PHPmn , where the word “weak” refers to
the fact that the number of pigeons m may be much larger (potentially in8nite) than
the number of holes n. The second example is made by the tautologies expressing the
hardness of the Nisan–Wigderson generator for propositional proof systems [1].
Accordingly, other methods were developed for handling the weak pigeonhole princi-
ple PHPmn (as long as the resolution size is concerned, the case of generator tautologies
is still open). [18] proved exponential lower bounds for a subsystem of regular res-
olution (the so-called rectangular calculus). [13] proved such bounds for unrestricted
regular resolution. Finally, Raz [14] completely solved the case of general resolution
proofs, and Razborov [16] presented a simpler proof of this result that also led to the
better bound exp()(n1=3)).
In the functional version FPHPmn of the pigeonhole principle one pigeon may not
split between several holes. This version of the weak pigeonhole principle appears to
be at least as natural and traditional as the “ordinary” PHPmn . Moreover, apparently all
lower bounds for the pigeonhole principle (for various proof systems) prior to [14,16]
(including their predecessors [18,13]) worked perfectly well for its functional version.
On the contrary, the methods from [14,16] essentially use “multi-valued” matchings
and, as a consequence, they do not directly apply to the functional version in which
such matchings are wiped out by the new axioms.
In this paper we eliminate this peculiar usage of multi-valued matchings which allows
us to extend the exp()(n1=3)) bound from [16] to the functional version FPHPmn . Like
in [16], we show how to match some basic ideas from [18,13,14] with the width-
bounding argument from [4], and the resulting analogue of relation (1) (Lemma 8
below) is actually quite a straightforward generalization of the corresponding statement
in [16]. Lower bounds on the analogue of wR(	) (“pseudo-width”) are, however, much
less straightforward in the case of FPHPmn . These bounds contained in Lemma 9
make the real (in fact, the only) novelty of the current paper, and we use a somewhat
unexpected algebraic technique for deriving them.
The paper is organized as follows. In Section 2 we give necessary de8nitions and
preliminaries. In Section 3 we prove our main result (Theorem 2, Corollary 3) which
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is an exp()(n1=3)) lower bound for the functional version of the pigeonhole principle.
The paper is concluded with several open problems in Section 5.
The proof of Theorem 2 is completely self-contained, although some familiarity with
[16] may turn out to be helpful for understanding it.
2. Preliminaries
Let x be a Boolean variable, i.e. a variable that ranges over the set {0; 1}. A literal
of x is either x (denoted sometimes as x1) or Kx (denoted sometimes as x0). A clause is
a disjunction of literals. The empty clause will be denoted by 0. A clause is positive if
it contains only positive literals x1. For two clauses C′; C, let C′6C mean that every
literal appearing in C′ also appears in C. A CNF is a conjunction of pairwise diBerent
clauses.
One of the simplest and the most widely studied propositional proof systems is
Resolution which operates with clauses and has one rule of inference called resolution
rule:
C0 ∨ x C1 ∨ Kx
C
(C0 ∨ C1 6 C): (2)
A resolution refutation of a CNF 	 is a resolution proof of the empty clause 0 from the
clauses appearing in 	. The size SR(P) of a resolution proof P is the overall number
of clauses in it. For an unsatis8able CNF 	, SR(	) is the minimal size of its resolution
refutation.
For n, a non-negative integer let [n] def= {1; 2; : : : ; n}, and for ‘6n let [n]‘ def= {I⊆[n] |
|I |= ‘}.
Denition 1. For m¿n, (¬FPHPmn ) is the unsatis8able CNF in the variables {xij |
i∈[m]; j∈[n]} that is the conjunction of the following clauses:
Qi
def=
n∨
j=1
xij (i ∈ [m]);
Qi1 ;i2;j
def=( Kxi1j ∨ Kxi2j) (i1 	= i2 ∈ [m]; j ∈ [n]);
Qi;j1 ;j2
def=( Kxij1 ∨ Kxij2 ) (i ∈ [m]; j1 	= j2 ∈ [n])
(let us remark that the ordinary pigeonhole principle (¬PHPmn ) consists of the clauses
Qi; Qi1 ; i2; j).
The main result of this paper is the following
Theorem 2. SR(¬FPHPmn )¿exp()(n=(logm)2)).
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Corollary 3. For every m, SR(¬FPHPmn )¿exp()(n1=3)).
Proof of Corollary 3 from Theorem 2. Let SR(¬FPHPmn )= S. Since a resolution proof
of size S can use at most S axioms from (¬FPHPmn ), and these axioms involve at
most 2S pigeons i∈[m], we also have
SR(¬FPHP2Sn )6 S:
Now the required bound S¿exp()(n1=3)) immediately follows from Theorem 2.
It will be convenient (although less necessary than in [16]) to get rid of negations
once and for all by using the following normal form for refutations of (¬FPHPmn ) from
[18] (a dual construction proposed earlier in [6] does a similar job for the ordinary
pigeonhole principle, i.e., in the absence of the axioms Qi; j1 ; j2 ). For I⊆[m]; J⊆[n] let
XIJ
def=
∨
i∈I
∨
j∈J
xij
(these are exactly “rectangular clauses” from [18]); we will also naturally abbreviate
X{i}; J to XiJ . Note that Qi =Xi; [n].
Denition 4 (Razborov et al. [18]). Fix m¿n. The positive calculus operates with
positive clauses in the variables {xij | i∈[m]; j∈[n]}, and has one inference rule which
is the following positive rule:
C0 ∨ Xi;J0 C1 ∨ Xi;J1
C
(C0 ∨ C1 6 C; J0 ∩ J1 = ∅): (3)
A positive calculus refutation of a set of positive clauses A is a positive calculus
proof of 0 from A, and the size S(P) of a positive calculus proof is the overall number
of clauses in it.
Proposition 5 (Razborov et al. [18]). SR(¬FPHPmn ) coincides, up to a factor nO(1),
with the minimal possible size of a positive calculus refutation of the set of axioms
{Q1; Q2; : : : ; Qm}∪{X{i1 ; i2}; [n]−{ j} | i1 	= i2∈[m]; j∈[n]}.
Proof. Suppose that we have a refutation of (¬FPHPmn ). Apply to every line in it the
transformation  that replaces every negated literal Kxij by the positive clause Xi; [n]−{ j}.
Clearly, (Qi)= (Qi; j1 ; j2 ) =Qi and (Qi1 ; i2; j)=X{i1 ; i2}; [n]−{ j}. It is also easy to see
that  takes an instance of the resolution rule (2) to an instance of the positive rule;
therefore,  maps P to a positive calculus refutation of the same size.
In the opposite direction, it is straightforward to check that the axiom X{i1 ; i2}; [n]−{ j}
has a constant size resolution proof from Qi1 ; Qi2 ; Qi1 ; i2; j, and that in the presence of
the axioms Qi; j1 ; j2 the positive rule is simulated by an O(n
2)-sized resolution proof.
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3. Proof of the main result
Fix m¿n and let
A0
def= {Q1; Q2; : : : ; Qm} ∪ {X{i1 ;i2};[n]−{j} | i1 	= i2 ∈ [m]; j ∈ [n]}:
Given Proposition 5, we may assume that we have a positive calculus refutation P
of A0, and we should lower bound its size S(P). For analyzing the refutation P we
are going to allow stronger axioms of the form Xi(1) J (1) ∨Xi(2) J (2) ∨ · · · ∨Xi(w0) J (w0),
where w0 will be a su0ciently large parameter and i(1); : : : ; i(w0) are pairwise distinct
pigeons. Such a clause will be allowed as an axiom if every |J (i)| exceeds a certain
threshold di() determined by a 8xed sequence of integers (d1; : : : ; dm), di in general
depending on the pigeon i. In this way we will be able to simplify the refutation P
by “8ltering out” of it all clauses C containing at least one such axiom. Our 8rst task
(Section 3.1) will be to show that if the thresholds di are chosen cleverly, then in
every clause C passing this 4lter, almost all pigeons pass it safely, i.e. their degree
in C is well below the corresponding threshold di. This part is a rather straightforward
generalization of [16, Lemma 3.3] (the latter in fact exactly corresponds to the case
w0=1).
The pseudo-width of a clause C will be de8ned as the number of pigeons that
narrowly pass the 8lter (d1; : : : ; dm). The second task (Section 3.2) will be to get lower
bounds on the pseudo-width, and this will require an entirely new idea of evaluating
propositional proofs in a (linear) matroid.
3.1. Pseudo-width and its reduction
For a positive clause C in the variables {xij | i∈[m]; j∈[n]}, let
Ji(C)
def= {j ∈ [n] | xij occurs in C}
and
di(C)
def= |Ji(C)|:
Suppose that we are given a vector d=(d1; : : : ; dm) of elements from [n] (“pigeon
8lter”), and let  be another parameter. We let
Id;(C)
def= {i ∈ [m] |di(C)¿ di − }
and we de8ne the pseudo-width wd;(C) of a clause C as
wd;(C)
def= |Id;(C)|:
The pseudo-width wd;(P) of a positive calculus refutation P is naturally de8ned as
max{wd;(C) |C∈P}.
Our main tool for reducing the pseudo-width of a positive calculus proof is the
following “pigeon 8lter” lemma which is in fact a rather general combinatorial state-
ment.
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Lemma 6. Suppose that we are given S integer vectors r1; r2; : : : ; rS of length m each:
r=(r1 ; : : : ; r

m), and let w0 be an arbitrary integer parameter. Then there exists an
integer vector (r1; : : : ; rm) such that ri¡log2 m for all i∈[m] and for every ∈[S]
at least one of the following two events happen:
(1) |{i∈[m] | ri 6ri}|¿w0;
(2) |{i∈[m] | ri 6ri + 1}|6O(w0 + log S).
We postpone the proof and 8rst show how to use this lemma for reducing the
pseudo-width.
Denition 7. Given a vector d=(d1; : : : ; dm) and an integer w0, a (w0; d)-axiom is an
arbitrary clause of the form Xi(1) J (1) ∨Xi(2) J (2) ∨ · · · ∨Xi(w0) J (w0), where i(1)¡ · · ·¡
i(w0) and |J ()|¿di() for all ∈[w0].
Lemma 8. Suppose that there exists a positive calculus refutation P of A0, and let w0
be an arbitrary integer parameter. Then there exists an integer vector d=(d1; : : : ; dm)
with n=(log2 m)¡di6n for all i∈[m], a set of (w0; d)-axioms A with |A|6S(P) and
a positive calculus refutation P′ of A0∪A such that
wd;n=(log2 m)(P
′)6 O(w0 + log S(P)):
Proof of Lemma 8 from Lemma 6. Fix a positive calculus refutation P of A0, and let
S def= S(P). Let  def= n=(log2 m), and for C∈P de8ne
ri(C)
def=
⌊
n− di(C)

⌋
+ 1:
We apply Lemma 6 to the vectors {r(C) def= (r1(C); : : : ; rm(C))) |C∈P}, and let
(r1; : : : ; rm) satisfy the conclusion of that lemma.
Set di
def= n − ri + 1 (so that di is the minimal integer with the property
(n− di)=+ 16ri). Note that since ri¡log2 m, we have di¿.
Consider now an arbitrary C∈P. If for the vector r(C) the 8rst case in Lemma
6 takes place, then (n − di(C))= + 16ri for at least w0 diBerent pigeons i∈[m].
For every such pigeon, this inequality implies di(C)¿di; thus, C contains a subclause
which is a (w0; d)-axiom. We may replace C by this axiom which will reduce its
pseudo-width wd;(C) to w0.
In the second case, |{i∈[m] | (n− di(C))=6ri}6O(w0 + log S). Since i∈Id; (C)
implies the inequality (n − di(C))=6ri, for all such C we have wd;(C)6
O(w0 + log S).
This completes the proof of Lemma 8.
Proof of Lemma 6. This lemma is proved by an easy probabilistic argument. For
r=(r1; : : : ; rm), let W (r)
def=
∑m
i=1 2
−ri , and let C¿0 be a su0ciently large constant.
It su0ces to prove the existence of a vector r such that for every ∈[S]
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we have:
W (r)¿ C(w0 + log2 S)⇒ |{i ∈ [m] | ri ¿ ri }|¿ w0; (4)
W (r)6 C(w0 + log2 S)⇒ |{i ∈ [m] | ri ¿ ri − 1}|6 O(w0 + log S): (5)
Let t def=  log2 m−1 and R be the distribution on [t] given by pr def= 2−r (16r6t−1);
pt
def= 21−t . Pick independent random variables r1; : : : ; rm according to this distribution.
Let us check that for any individual ∈[S] the related condition (4), (5) is satis8ed
with high probability.
Case 1: W (r)¿C(w0 + log2 S). Note that
∑
ri ¿t
2−r

i 6m · 2−t−162, therefore∑
ri 6t
2−r

i ¿C(w0 + log2 S) − 2. On the other hand, for every i with ri 6t we have
P[ri¿ri ]¿2
−ri , hence E[|{i∈[m] | ri 6t ∧ ri¿ri }|]¿C(w0 + log2 S)−2. Since the
events ri¿ri are independent, we may apply ChernoB’s bound and conclude that
P[|{i∈[m] | ri 6t ∧ ri¿ri }|¡w0]6S−2 if the constant C is large enough.
Case 2: W (r)6C(w0 + log2 S). In this case P[ri¿r

i − 1]622−r

i and, therefore,
E[|{i ∈ [m] | ri ¿ ri − 1}|]6 4W (r)6 4C(w0 + log2 S):
Applying once more ChernoB’s bound, we conclude that
P[|{i ∈ [m] | ri ¿ ri − 1}|¿ C′(w0 + log S)]6 S−2
for any su0ciently large constant C′C.
So, for every individual ∈[S] the probability that the related property (4), (5) fails
is at most S−2. Therefore, for at least one choice of r1; : : : ; rm they will be satis8ed
for all ∈[S]. This completes the proof of Lemma 6.
3.2. Lower bounds on pseudo-width
Lemma 9. Let (d1; : : : ; dm) be an integer vector, where di6n, w0;  be arbitrary
parameters such that ¡di for all i∈[m] and A be an arbitrary set of (w0; d)-
axioms with
|A|6
(
1 +

2n
)w0
: (6)
Then every positive calculus refutation P of A0∪A must satisfy wd;(P)¿=4.
Proof. Let us 8x an arbitrary in8nite 8eld k, let Li be an (n − di + =2)-dimensional
linear space over k and L def= ⊗mi=1 Li. The idea of the proof is to systematically evaluate
in L objects associated with a positive calculus refutation P (and its assumed semantics)
until we 8nd an invariant preserved during the progress of P as long as wd;(P)6=4.
First of all, 8x arbitrary generic embeddings "i : [n]→Li with the property that
for every J ∈[n](n−di+=2) the elements {"i(j) | j∈J} are linearly independent and
form a basis of Li. Let " : [n][m]→L be the tensor product of these mappings, i.e.
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"(a1; : : : ; am)
def= "1(a1)⊗ · · ·⊗"m(am). For a partial function a : [m]→ [n] we denote
by "(a) the subspace in L de8ned as
"(a) def=
⊗
i =∈dom(a)
Li ⊗
⊗
i∈dom(a)
"i(ai):
Note that since im("i) spans Li for all i, "(a) can be alternatively described as the sub-
space Span("(b) | b∈[n][m] ∧ b⊇a) spanned by the elements of the form "(b), where b
runs over all total extensions of a.
Let now D be the set of all partial matchings, i.e. partial injective functions a : [m]→
[n]. We will freely identify elements of D with their graphs and with the corresponding
Boolean assignments to the variables {xij | i∈[m]; j∈[n]}. For a positive clause C let
Z(C) def= {a ∈ D | dom(a) = Id;(C) ∧ C(a) = 0}
and 8nally let us put
"(C) def= Span("(a) | a ∈ Z(C)):
It turns out that "(C) is a valid invariant for positive calculus proofs of small pseudo-
width: when such a proof P develops, it never generates new vectors in Span("(C) |
C∈P). More precisely, we have the following claim which is the heart of the entire
argument.
Claim 10. Suppose that C is obtained from C0; C1 via a single application of the
positive rule, and assume that wd;(C0) and wd;(C1) do not exceed =4. Then "(C)⊆
Span("(C0); "(C1)).
Proof. Fix an arbitrary a∈Z(C); we only need to show that "(a)⊆Span("(C0);
"(C1)). Let I
def= Id; (C0)∪Id; (C1), and denote by a′ the restriction of a onto Id; (C)∩I .
Since the mapping " is anti-monotone w.r.t. inclusion, it is su0cient to show that
"(a′) ⊆ Span("(C0); "(C1)): (7)
Since C is positive, C(a′)= 0. dom(a′)= Id; (C)∩I may be a proper subset of I ; let
us consider an arbitrary extension b∈D of a′ with dom(b)= I such that C(b)= 0.
Since the positive rule is sound on D, the latter fact implies C'(b)= 0 for some
'∈{0; 1}. Then the restriction b′ of b onto Id; (C') belongs to Z(C') which implies
"(b)⊆"(b′)⊆"(C'). We have proved so far that
Span("(b) | b ∈ D ∧ b ⊇ a′ ∧ dom(b) = I ∧ C(b) = 0) ⊆ Span("(C0); "(C1)) (8)
and, in order to get (7), we are going to show
"(a′) ⊆ Span("(b) | b ∈ D ∧ b ⊇ a′ ∧ dom(b) = I ∧ C(b) = 0): (9)
For doing this we show by induction on h=0; 1; : : : ; |I | − |dom(a′)| that the right-
hand side Span("(b) | b∈D∧ b⊇a′ ∧ dom(b)= I ∧C(b)= 0) contains "(a′′) for every
a′′∈D such that a′′⊇a; dom(a′′)⊆I; |a′′|= |I | − h and C(a′′)= 0.
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Base h = 0 is obvious.
Inductive step: Let h¿0 and a′′∈D be such that a′′⊇a; dom(a′′)⊂I; |a′′|= |I | − h
and C(a′′)= 0. Pick up an arbitrary i∈I \ dom(a′′), and let us estimate the number of
those j∈[n] for which a′′∪{(i; j)}∈D and C(a′′∪{(i; j)})= 0.
The 8rst condition a′′∪{(i; j)}∈D rules out |a′′|6|I |6|Id; (C0)| + |Id; (C1)|6=2
diBerent holes j. Since i =∈Id; (C), we have di(C)6di −  and this is how many j are
forbidden by the second condition C(a′′∪{(i; j)})= 0. Altogether we have at most
(di − =2) forbidden holes j; therefore, if we denote
J def= {j ∈ [n] | a′′ ∪ {(i; j)} ∈ D ∧ C(a′′ ∪ {(i; j)}) = 0}
then |J |¿(n − di + =2). Finally, since {"i(j) | j∈J} spans Li (recall that the
embedding "i is generic!), we obtain "(a′′)=Span("(a′′∪{(i; j)}) | j∈J ). Since all
such "(a′′∪{(i; j)}) are contained in Span("(b) | b∈D∧ b⊇a′ ∧ dom(b)= I ∧C(b)= 0)
by the inductive assumption, this completes the inductive step.
In particular, for h= |I |−dom(a′) we get (9) which, along with (8) implies (7) and
completes the proof of Claim 10.
Iterating Claim 10, we see that if there exists a positive calculus proof P of a clause
C from A0∪A such that wd;(P)6=4 then "(C)⊆Span("(A) |A∈A0∪A). Let us
estimate dimensions.
Note that Id; (Qi)= {i} and Id; (X{i1 ; i2}; [n]−{ j})= {i1; i2} which implies Z(Qi)=
Z(X{i1 ; i2}; [n]−{ j})= ∅. Thus, "(A)= 0 for every A∈A0.
Next, if A=Xi(1) J (1) ∨Xi(2) J (2) ∨ · · · ∨Xi(w0) J (w0) is an (w0; d)-axiom then
dim("(A))6
∏
i =∈dom(a)
(n− di + =2) · |Z(A)|
6
∏
i =∈dom(a)
(n− di + =2) ·
∏
i∈dom(a)
(n− |Ji|)
6
∏
i =∈dom(a)
(n− di + =2) ·
∏
i∈dom(a)
(n− di):
Thus,
dim("(A))
dim(L)
6
∏
i∈dom(a)
(
n− di
n− di + =2
)
6
(
1− 
2n
)w0
and, along with (6) this implies that the set of linear spaces {"(A) |A∈A} does not
span L. Since "(0)=L, there can be no positive calculus refutation P of A0∪A with
wd;(P)6=4. Lemma 9 is completely proved.
Proof of Theorem 2. Suppose that there exists a positive calculus refutation P of the
set A0 that has size S(P)= S. Set 
def= n=(log2 m) and w0
def= ', where '¿0 is a suf-
8ciently small constant. Applying Lemma 8, we 8nd an integer vector (d1; : : : ; dm), a
set of (w0; d)-axioms A with |A|6S and a positive calculus refutation P′ of A0∪A
such that wd;(P′)6=8 + O(log S). Lemma 9 now implies that either wd;(P′)¿=4
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(and, hence, log S¿)()) or |A|¿(1+ =2n)w0¿exp()(n=(logm)2)). In every one of
these two cases S¿exp()(n=(logm)2)), and the proof of Theorem 2 is now completed
by applying Proposition 5.
4. Latest developments
Since this paper was submitted, the author was able to generalize the main result
of this paper to the case of the functional onto version of the pigeonhole principle
obtained from FPHPmn by adding the axioms Qj
def=
∨m
i=1 xij (j∈[n]) [17]. This result
is actually a direct corollary of a much more general bound on the resolution proof
complexity of the perfect matching principle in an arbitrary hypergraph, also proved
in [17].
5. Open problems
Can the methods developed in [16] and in this paper be applied to the tautologies
	(A; g˜); 	⊕(A; b) introduced in [1] that express the hardness of the Nisan–Wigderson
generator in the context of propositional proof complexity?
The best known upper bound on SR(¬FPHPmn ) is exp(O(n log n)1=2) [6], and we
have shown the lower bound SR(¬FPHPmn )¿exp()(n1=3)). That would be interesting
to further narrow this gap. Speci8cally, what is the value of lim supn→∞
log2 log2 SR(¬FPHP∞n )=log2 n?
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