Recently the Multi-Level algorithm was introduced as a general purpose solver for the solution of steady state Markov c hains. In this paper we consider the performance of the Multi-Level algorithm for solving Nearly Completely Decomposable (NCD) Markov c hains, for which special-purpose iterative aggregation/disaggregation algorithms such as the Koury-McAllisterStewart (KMS) method have been developed that can exploit the decomposability of the the Markov c hain. We present experimental results indicating that the general-purpose Multi-Level algorithm is competitive, and can be signicantly faster than the special-purpose KMS algorithm when GaussSeidel and Gaussian Elimination are used for solving the individual blocks.
Introduction
Recently the Multi-Level (ML) algorithm was introduced as a fast solver for general steady-state Markov chains [2] . The algorithm has been shown to be faster, often one or two orders of magnitude faster relative to the Gauss-Seidel and optimized SOR algorithms for a number of dierent Markov c hains. The study showed the potential of the algorithm, but in the light of the small number of test problems represented only a rst step in determining whether the excellent performance can be realized for all Markov c hains. In this work we i n v estigate the utility of the ML algorithm for solving Nearly Completely Decomposable (NCD) Markov c hains. For this class of Markov c hains special-purpose iterative aggregation/disaggregation (IAD) algorithms [3, 11] have been shown to perform well. Thus, demonstration of the utility of an algorithm for solving NCD chains necessitates comparison with one of these IAD schemes. We include the Koury-McAllister-Stewart (KMS) [3] algorithm as a representative example. We also include the Gauss-Seidel (GS) method for purposes of comparison.
In our experiments we structure the Markov c hains in NCD \normal", i.e. almost block-diagonal form. Hence we give a n a d v antage to KMS, since in practice the algorithm would require computation time for the restructuring of the Markov c hain. However, Stewart and Wu h a v e shown that this restructuring time often is not signicant [ 9 ] . Like Stewart and Wu, we use Gaussian elimination to solve blocks of size less than 100 states.
One dierence between our experiments and those of Stewart and Wu is that they use SOR as well as GS to solve blocks. Note that we h a v e found using SOR with a well chosen relaxation parameter for solving the blocks can decrease the computation time of the KMS algorithm by a factor of 3 or more for many of the chains we consider, but determining the correct parameter is not a trivial task. Another dierence is that when Stewart and Wu use SOR or GS to solve a block, they perform a xed number of iterations on the block whereas we perform iterations until the solution does not improve b y more than in any state, for some .
The rest of the paper is organized as follows. In section 2 we provide some background material on NCD chains. In sections 3 and 4 we briey describe the ML and KMS algorithms. Section 5 contains our experimental results. The nal section contains our conclusions.
Nearly Completely Decomposable Markov Chains
In this section we give a brief informal description of NCD chains and give t w o examples that we use in our experimental studies. The seminal work on NCD systems was conducted by Simon and Ando [6] , and applied to Markov c hains by Courtois [1] . For a more detailed treatment w e refer the reader to Stewart [9, 10] . An NCD Markov c hain with B blocks can be ordered so that the generator matrix can be written in block form as: where the elements of the o-diagonal blocks Q ij ; i 6 = j are small compared to the elements of the diagonal blocks Q ii . The larger the elements of the o-diagonal blocks, the less NCD the chain becomes.
Note that for a completely decomposable chain the o-diagonal blocks would contain only zeros and the Markov c hain degenerates into a set of independent problems. Any solution algorithm that makes use of the block structure will have t o i n v est some pre-processing eort into permuting the matrix into the above almost block-diagonal form.
In this paper we consider two dierent example NCD Markov c hain structures.
Example 1
The rst example is a modied birth-death chain that is subdivided into B blocks of size N. The birth rate between blocks is the birth rate within each block, and the death rate between blocks is the internal death rate. The parameter thus controls the degree of decomposability of the chain. In gure 1 we provide an example with 2 blocks, three states per block, a birth (death) rate of 1 (2), and = 0 : 001. In our experiments we will vary both the number of blocks for a given chain size and the inter-block coupling strength .
Example 2
The second example NCD Markov c hain structure, shown in gure 2, is the interactive computer system model used by Stewart [4, 8, 9] . In this model a CPU processes jobs arriving from a set of terminals, which m a y subsequently require service from a ling device (FD) or secondary memory (SM). Let L x equal the length at queue \x". Let equal the number of jobs in the system, giving = L CPU +L F D +L SM . W e assume there is one job per terminal, and that the terminals are modeled as an innite server. The Markov c hain is decomposed into B + 1 blocks, where B is the number of terminals and block i is the set of all states which h a v e i jobs in the system. These blocks form an NCD chain when the terminal service rate and the probability of returning to the terminals after visiting the CPU are small.
We assume the same parameter values as are used in [9] : the rate leaving the terminals is m 10;000 , the rate leaving the SM device is 0.2, the rate leaving the FD is 1 30 , the rate from the CPU to the FD is 0.05, the rate from the CPU to the terminals is 0.002, and the rate from the CPU to the SM device is 100( 128 ) 1:5 . This last rate is meant to model the rate at which page faults occurs and increases with the number of currently executing jobs. For a more detailed description of the model we refer the reader to 
Multi-Level Algorithm
In this section we briey review the recently introduced multi-level algorithm, details of which can be found in [2] . Consider a Markov c hain consisting of n states s 0 . . . s n 1 . Denote the unknown vector by p, where p i is the probability of nding the Markov c hain in state s i .
We then have to solve the system of equations Pp= 0 (2) with the additional condition
This equation is usually written as Q= 0 for = p T and Q = P T , the innitesimal generator matrix.
A coarser representation of the Markov c hain described by matrix P may be obtained by aggregation. This means creating a new Markov c hain described by a matrix Q with the vector of state probabilities q, each of whose N states S 0 . . . S N 1 is derived from a number of states of the original system.
In the following we will use the terms ne level and coarse level to refer to Markov c hains where the latter is obtained by aggregation from the former. The relation s k 2 S i signies that the ne level state s k is mapped by the aggregation operation to the coarse level state S i . The matrix Q of the aggregated system is chosen as follows :
This is the well-known aggregation matrix. Note that the matrix Q is a function not only of the ne level matrix P, but also of the ne level solution vector p.
This yields the aggregated equations in the unknown q:
It can then be shown that Compute coarse level correction= q=q (10) Compute ne level correction p
Apply ne level correction to obtain new iterate p
In this two-level form the method is similar to well-known iterative aggregation/disaggregation (IAD) methods such as those of Koury, McAllister and Stewart [3] and of Takahashi [11] . The multilevel algorithm is obtained by recursive application of the two-level algorithm to obtain a solution to the aggregated equation (9) and is described in algorithmic form in gure 3. We use the subscript l to denote level of representation (l = lmax nest level, i.e. the original Markov c hain, l = 0 coarsest level). The coarse level l 1 and ne level l between which the operators I and R map are identied by appropriate indices. Note that, because of the recursive nature of the algorithm, the unknowns q , q and q are represented by the variables p l 1 , p l 1 andp l 1 , respectively. W e allow in general the possibility of applying GS times at each level with 1, denoted by GS .
The performance of the policy can be greatly inuenced by the aggregation strategy used. The aggregation strategy used for all experiments in this paper attempts to aggregate pairs (or triples) of ne level states that are strongly coupled. Let be the maximum number of ne level states allowed to be aggregated into a single coarse level state. For all experiments in this paper is set to three.
Let be the aggregation rate dierential, used for determining whether two states are coupled strongly enough to aggregate them together. For all experiments in this paper we set = 0 : 5. We loop though all states of a given level and for each state s i that has not yet been assigned to an aggregated state:
1. Let absolute max = the maximum of fP ij ; P ji g 8 j .
2. Let available max = the maximum of fP ij ; P ji g 8 j such that s j has not yet been assigned to an aggregated state whose number of constituent ne level states is equal to . The goal of this aggregation method is to avoid coupling weakly connected states when in the presence of a strong connection to some other state, and also to avoid the creation of large aggregates.
The parameter ensures that states are strongly connected enough before aggregating them together, and the use of singletons avoids creation of large aggregates. This aggregation strategy takes strongly diering rates into account and therefore will aggregate within blocks when the chain is NCD. As a result, strongly coupled states are aggregated together and at some intermediate level the ML aggregation will likely correspond to the KMS coarse level.
KMS Algorithm
Iterative Aggregation/Disaggregation (IAD) methods are a well-known class of algorithms for the steady state solution of Markov c hains and which bear a close relationship to the ML method presented here. IAD methods are reviewed in [7] . The generic IAD method is that of Koury, McAllister and Stewart (KMS) [3] . Using the notation of section 3, the KMS method is dened as follows:
1. Construct coarse level matrixQ using (8) 2. Solve coarse system (9). 
If not converged goto 1
Step (4) is a Block Gauss-Seidel step on the ner level, where the blocks are dened by the aggregated system corresponding to (1). We n o w see that the KMS algorithm is a special case of ML, obtained by the following choices:
1. Use of only two levels of representation of the system, rather than recursively coarsened problems.
2. The number of ne unknowns aggregated into a single state is large, whereas for ML the number of unknowns is between one and three, usually two or three.
3. Use of Block Gauss-Seidel on the ner level, as opposed to a pointwise Gauss-Seidel scheme.
One open question regarding the KMS algorithm is how m uch w ork per global iteration should be done solving each block on the ner level. In Stewart [10, 9] SOR was applied for a xed number of iterations. We c hose instead to solve with GS until the solution does not improve b y more than in any state, for values of 1e-06, 1e-09, and 1e-11.
Gaussian elimination for the solution of the blocks is generally faster than solution by Gauss-Seidel iteration when implemented in a way that preserves the sparsity of the matrices involved and these are of suitably small dimension. For larger blocks both the memory and cpu requirements force the switch to the iterative s c heme. On the other hand, when the chain is NCD the KMS algorithm usually obtains a fairly accurate solution after the rst iteration, meaning that Gauss-Seidel already has a good initial guess and requires only a few iterations to convergence. In this case iteration is to be preferred over elimination. As done in [9] , we use Gaussian elimination for all blocks comprised of fewer than 100 states.
IAD methods such as this suer the drawback that they are only applicable to NCD Markov c hains. The aggregation is then dened by assigning one coarse unknown to each block. The number of ne unknowns that are aggregated to a single coarse state may be quite large.
Experimental Results
In this section we describe the experiments and the results obtained. In all gures, the lines are plotted in the same order they appear in the legends. We rst present results from the generalized birth death structure described in section 2.1. This trivial example allows us to investigate how c hanging the number of states per block and decreasing the decomposability aect the relative performance of the policies. Note, in practice this chain would be solved analytically, w e only solve i t n umerically to explore the relative solution speed of the algorithms.
For both experiments we x the number of states in the chain at 1000, and set the birth (death) rate to be 50000 (40000). We c hoose large rates to prevent n umerical underow. In all gures we include data points for ve algorithms: GS, ML, KMS-06, KMS-09, and KMS-11, where KMS-xx denotes the KMS algorithm assuming that block GS is applied on the blocks until the solution does not improve by more than 1e-xx in any state. We also ran the experiments using KMS-04, not shown, and the performance is very close to that of KMS-06.
In the rst experiment w e determine what eect the number of states per block has on the performance of the policies while keeping the problem size xed. This is done by setting = 0 : 01 and varying the number of blocks since a small number of blocks results in a large number of states per block. For this experiment w e do not use Gaussian elimination for solving any of the blocks in KMS since this would prohibit us from attributing results to a single factor. If we used Gaussian elimination for small blocks the algorithm would change as the number of blocks changes, thus making the results dicult to interpret. In gure 4 we plot the results. We include plots for the number of iterations, the overall oating point operation count in millions of oating point operations (MFLOPS), the time in seconds, and the ratio of ops relative to the ML algorithm. The time metric was obtained using the Unix times system call. The time metric results in similar comparisons, but is dependent on the eciency of the implementation of the algorithms. In addition, we h a v e found the timings to uctuate do to interference form other jobs on the workstation, hence we focus on ops and iterations in subsequent experiments.
First consider the number of iterations needed. The behavior of KMS-11 is exactly what we w ould expect. KMS-11 requires a very small number of global iterations since the chain is strongly NCD and the individual blocks are solved to a high level of accuracy. The number of global iterations increases as the required accuracy of solving the individual blocks decreases. Note that the ML algorithm requires more iterations than KMS-11 but less than the other algorithms, and that GS requires a large number of iterations. Now consider the ops metric. The ML algorithm requires signicantly less computation than any of the other algorithms and the ordering of the KMS policies is reversed when considering ops instead of iterations. The KMS-11 algorithm may require fewer global iterations than the other KMS algorithms, but each iteration requires enough additional work to outweigh the reduced number of iterations. Note that Stewart [9, 10] pointed out that increasing the number of iterations when solving each block m a y or may not decrease overall solution time. In our experiments we nd as a general rule that decreasing the accuracy required of each individual block solve decreases the overall solution time.
The performance of the KMS algorithm decreases as the block size increases because both block solvers considered (GS and Gaussian elimination) have a superlinear increase in operation counts in the number of unknowns. The saving per block outweighs the additional number of blocks now needed to be solved. The blocks used in this experiment w ere only of very modest size, 500. As the blocks increase in size ML becomes faster with respect to GS or Gaussian elimination, thus the superiority o f ML will increase with the system size.
We n o w explore the sensitivity of the algorithms to the degree of decomposability of the Markov chain by v arying the parameter . Our implementation of the KMS algorithm always assumes the same block structure regardless of , hence by increasing parameter we can decrease the decomposability.
We plot the results in gure 5. The performance of the KMS-11 and KMS-9 algorithms quickly degrades as increases. The is not unexpected since the policy is designed to work on an NCD chain. The fact that it converges for high values of is encouraging. Note that KMS-6 is less sensitive t o . The ML algorithm is almost completely insensitive t o . This too is not particularly surprising since we previously showed the excellent performance of the ML algorithm for non-NCD chains [2] . We n o w consider the less trivial Markov c hain of the queueing network model of the multiprogrammed computer system described in section 2.2. For these experiments we assume all KMS algorithms use Gaussian elimination for solving blocks with fewer than 100 states. The number of states per block is presented in table 1. For a population of 20 there are 21 blocks, for a population of 50 jobs there are 51 blocks.
In gure 6 we plot the results of the algorithms solving this model for a population of 20 when the rate from the cpu to the terminal is varied from 0.001 to 0.02. Note that a value of 0.002 was used in the experiments found in [9] . Our original intention in varying the rate from the cpu to the terminals was to determine how a c hange in the decomposability of the Markov c hain aects the relative performance of the algorithms. The general trend noted from the number of ops is that as the rate is increased, hence the decomposability decreased, the KMS algorithms requires signicantly less computation. This is counter-intuitive. The reason can be found in the solution values of the Markov c hains. In gure 7 we plot the probability mass functions for the solution on a block basis. These plots were obtained by summing the probability mass over all states within each of the 21 blocks. As the rate of going from the cpu to the terminals is increased, probability mass shifts from the blocks with a large number of states (corresponding to a large number of active jobs) to the blocks with a small number of states (corresponding to a small number of active jobs). Hence, the problem becomes trivial for the KMS algorithm to solve since the blocks with a large number of states require only one GS iteration. Thus, we nd the performance of the KMS algorithm is very dependent on the solution to the Markov c hain if the solution results in blocks whose probability mass is signicantly smaller than the tolerance used for determining the stopping point of solving each block.
In gure 8 we plot the results assuming a population of 50 jobs. At a cpu to terminal rate of 0.001 most of the probability mass in the solution vector is in the last few blocks, hence KMS performs signicantly worse than ML. For higher rates the mass shifts to the blocks with a small number of states and the performance of the KMS policies improves as in gure 6.
Conclusions
Our experimental evidence indicates that the ML algorithm is an ecient solver for NCD Markov c hains. The algorithm is also insensitive to the degree of decomposability and the size of the blocks in the chain for the examples considered. These results strengthen the case that the ML algorithm is an ecient general purpose solver.
Our results also indicate that for the problems we h a v e considered, the ML algorithm is faster than the KMS algorithm in its proposed form, i.e. using GS (Gaussian elimination) for solving blocks when the number of states in the block i s 100 ( 100). We attribute the superior performance of the ML algorithm to the fact that the ML algorithm is much faster than GS or Gaussian elimination for solving large blocks.
At rst it may seem surprising that the ML algorithm, not explicitly designed for NCD chains, should work so well. They key to understanding the good performance of the ML algorithm is the aggregation strategy. Since the algorithm aggregates strongly connected states together it has a similar eect as the IAD algorithms. In fact, for some small examples of our generalized birth death chain we have v eried that the aggregated chain at some coarse level is the same chain found at the coarse level of the KMS algorithm.
A secondary contribution of this work is the discovery that the solution speed of the KMS algorithm (and we assume all traditional iterative aggregation/disaggregation algorithms) can be strongly aected by the solution values of the Markov c hain. Note that the ML algorithm is much less sensitive to the solution values of the Markov c hain. 
