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Abstract. In this work, we address the problem of planning the work-
day of bus drivers in argentinian intercity bus transport companies. In
particular, we focus on a company which needs to fulfill roughly 800
trips per day between 3 cities of the Province of Buenos Aires with a
stuff of around 200 drivers and 100 buses. Planning consists of assigning
one driver to each trip in a way the driver performs all the trips with-
out scheduling conflicts and minimizing the overall amount of overtime
among all bus drivers.
We model the problem as a particular Graph Coloring Problem and
we propose an Integer Linear Programming formulation. Computations
experiments show that this formulation outperforms other ones given in
the literature for the same problem.
In order to address large instances as the one given by the company, we
also propose a heuristic algorithm that delivers better solutions than the
company actually uses in a reasonably amount of time. The heuristic
has two phases where the first one constructs an initial solution and the
second one improves the solution iteratively.
Keywords: Integer programming model · Graph coloring · Heuristics ·
Planning workday of bus drivers
1 Introduccio´n
Entre las aplicaciones de te´cnicas de Investigacio´n Operativa, las asociadas a
problemas relativos a la planificacio´n del transporte esta´n entre las de mayor
impacto econo´mico [1]. En este trabajo en particular, abordamos el problema de
disen˜o de jornadas laborales de conductores en empresas de transporte pu´blico.
Estas empresas tienen adjudicados un conjunto de viajes que deben cumplir
diariamente, definidos por lugar de origen, lugar de destino, horario de salida
y duracio´n. Los convenios laborales de los conductores establecen restricciones
respecto a cua´les y cua´ntos viajes puede realizar un conductor en su jornada.
Entre ellas podemos mencionar las duraciones ma´ximas de jornadas, los descan-
sos obligatorios entre viajes y las diferencias entre horarios diurnos y nocturnos.
Las empresas tambie´n imponen sus pol´ıticas como duraciones ma´ximas de los
descansos y duraciones mı´nimas de las jornadas.
En la mayor´ıa de los pa´ıses, los elevados costos operativos implicados en el
transporte pu´blico son parcialmente subsidiados por el Estado. Dichos subsi-
dios en general son insuficientes, motivando la necesidad de reducir los costo
sin perjudicar la calidad en el servicio. En base a esto, el problema de disen˜ar
eficientemente las jornadas laborales de los conductores se convierte en la clave
para el funcionamiento de estas empresas [2].
El disen˜o de jornadas laborales de conductores puede enmarcarse entre los
problemas de Planificacio´n de Tareas, en ingle´s Duty Scheduling (DS). El DS ha
sido estudiado ampliamente a lo largo de los u´ltimos 40 an˜os. En A. Ernst et al.
[3] se hace una extensa enumeracio´n de diversas publicaciones que lo abordan
desde distintos enfoques.
En M. Gro¨tschel et al. [4] se discuten los diversos algoritmos que conforman
el DS-OPT, una herramienta de optimizacio´n basada en generacio´n de columnas
que forma parte de uno de los productos comerciales vigentes en el mercado para
la planificacio´n en el transporte [5].
Si bien los productos comerciales en general permiten al usuario cierto nivel
de personalizacio´n sobre los criterios de la optimizacio´n, cada pa´ıs o empresa
posee sus propias normativas, las cuales pueden llegar a ser muy diversas, y
con frecuencia no permiten modelarlas en su totalidad, generando as´ı que las
soluciones otorgadas no siempre sean o´ptimas, o incluso no puedan ser imple-
mentadas en la pra´ctica.
Tal es el caso de una empresa de transporte interurbano de la Provincia
de Buenos Aires sobre la cual estudiamos el problema de disen˜o de jornadas
laborales. Este ya fue abordado en dos trabajos anteriores (ve´ase [6, 7]) y, en
esta ocasio´n, presentamos un nuevo modelo que se desempen˜a significativamente
mejor que los propuestos en los trabajos mencionados.
A continuacio´n presentamos notaciones y definiciones que sera´n necesarias
para la mejor comprensio´n del trabajo.
Denominamos con V al conjunto de viajes adjudicados a la empresa y lla-
mamos A al conjunto de pares de viajes u y v tales que un mismo conductor
puede tomar el viaje v inmediatamente despue´s de haber realizado u. En princi-
pio, para que esto sea posible, la hora de salida de v debe ser posterior a la hora
de llegada de u. Ma´s au´n, debe haber suficiente tiempo para que el conductor
realice el descanso establecido y para que deje el coche en el punto de origen de
v en caso de diferir del destino de u.
Llamamos jornada laboral a todo subconjunto de viajes que pueden ser asig-
nados a un mismo conductor en un mismo d´ıa, respetando todos los convenios
laborales y la pol´ıtica de la empresa. En particular, existen restricciones res-
pecto a la duracio´n mı´nima y ma´xima de una jornada y el lugar de origen y
de finalizacio´n deben coincidir. Ambas condiciones quedan determinadas por los
datos de sus primer y u´ltimo viaje. De esta manera, construimos un conjunto J
con aquellos pares de viajes que pueden ser primer-u´ltimo viaje de una jornada
laboral.
Como el objetivo es minimizar las horas laborales, el costo de cada jornada
esta´ asociada a su duracio´n y so´lo depende de sus viajes inicio y fin. As´ı, para
cada (a, b) ∈ J , su costo cab se compone de un costo fijo (asociado al salario
mensual) y el costo de las horas extras requeridas (si las hubiera).
En este sentido, a cada jornada laboral j ⊂ V con primer-u´ltimo viaje (a, b) ∈
J , nos referimos a ella como ab-jornada, le asignamos un costo c(j) = cab. Por
u´ltimo, llamamos J-jornada a cualquier ab-jornada con (a, b) ∈ J . As´ı, cada
posible disen˜o de jornadas laborales corresponde a una particio´n del conjunto de
viajes V en J-jornadas. El costo de cada particio´n es la suma de los costos de
las jornadas involucradas.
Bajo este contexto, definimos formalmente el Problema de Disen˜o de Jor-
nadas Laborales de Conductores (DJLC):
PROBLEMA DJLC
INSTANCIA: V,A, J ⊂ V × V , c ∈ RJ+.
OBJETIVO: Determinar una particio´n de V en J-jornadas, de costo mı´nimo.
Resulta natural la siguiente transformacio´n de DJLC a un problema de op-
timizacio´n en digrafos.
Dada una instancia (V,A, J, c) de DJLC, construimos el digrafo D = (V,A).
Dado (a, b) ∈ J , los ve´rtices de todo ab-camino (dirigido) en D se corresponden
a viajes que se pueden realizar de manera consecutiva por un mismo conductor,
determinando as´ı una posible jornada laboral, y viceversa. Llamando J-camino
a cualquier ab-camino en D con (a, b) ∈ J , existe una correspondencia 1−1 entre
J-jornadas y J-caminos.
Definiendo cab el costo de cada ab-camino en D, con (a, b) ∈ J , nuestro
problema puede ser reformulado de la siguiente manera:
PROBLEMA DJLC
INSTANCIA: D = (V,A) digrafo, J ⊂ V × V , c ∈ RJ+.
OBJETIVO: Determinar una particio´n de V en J-caminos, de costo mı´nimo.
Una restriccion particular que se impone la empresa es que los viajes involu-
crados en una misma jornada laboral comiencen todos el mismo d´ıa. La misma
justifica esta decisio´n en, por un lado, el alto costo que tendr´ıa una jornada que
se extienda desde la noche hasta la madrugada, pues los minutos de conduccio´n
nocturnos son ma´s costosos que los diurnos. Por otro lado, la empresa cambia
las frecuencias de sus viajes los fines de semana, haciendo que una planificacio´n
diaria sea ma´s adecuada para efectuar de manera ordenada esta transicio´n.
As´ı, al ordenar los viajes de V en forma creciente segu´n su hora de salida,
se satisface que todo arco de A va de un viaje anterior a uno posterior en aquel
orden. En consecuencia, el digrafo D es ac´ıclico y adema´s la hora de salida
de los viajes determina un orden para sus nodos con la propiedad mencionada
recientemente (conocido en la literatura como orden topolo´gico).
La complejidad computacional de DJLC no se conoce. Sin embargo, si rela-
jamos la condicio´n de aciclicidad en el digrafo de entrada, el problema resulta
NP-dif´ıcil ya que el Problema de Existencia de Camino Hamiltoniano Dirigido
(CHD) puede reducirse polinomialmente a su problema de decisio´n asociado.
En efecto, dado un digrafo D = (V,A), donde nos preguntamos si existe
un camino hamiltoniano dirigido, construimos una instancia del problema de
decisio´n asociado de la siguiente manera: el digrafo es el mismo D, J = {(u, v) ∈
V × V : u 6= v} y cuv = 1 para todo (u, v) ∈ J .
Es fa´cil ver que D tiene un camino hamiltoniano si y so´lo si existe una
particio´n de V en J-caminos cuyo costo total es a lo sumo 1.
Como el problema CHD es NP-completo [8], DJLC resulta NP-dif´ıcil.
En [6], se propuso una formulacio´n del DJLC como un problema de Progra-
macio´n Lineal Entera (PLE) a partir de variables de asignacio´n conductor-viaje.
Nos referimos a la misma como M0. Utilizando CPLEX [9] como solver de PLE,
en el te´rmino de 2 horas so´lo era posible resolver instancias de hasta 40 viajes,
mientras que las instancias ma´s pequen˜as de la empresa ten´ıan cerca de 500
viajes. Sin embargo, su eficiencia a la hora de resolver instancias pequen˜as hizo
posible incorporar este modelo en el disen˜o de una heur´ıstica de mejora que,
aplicada sobre las soluciones que implementaba la empresa, permitio´ obtener
soluciones que mejoraban las mismas.
Luego, en [7], se presentaron dos nuevas formulaciones de PLE (que se basan
en la idea de particionar un digrafo en circuitos dirigidos). Nos referimos a ellas
como M1 yM2. La formulacio´n M1, al igual que M0, es compacta. Es decir, tiene
taman˜o polinomial respecto a la entrada, utilizando O(|V |2×k) variables, donde
k es una cota superior de la cantidad de conductores y forma parte de la entrada.
Por otro lado, M2 utiliza so´lo O(|V |
2) variables pero requiere un nu´mero expo-
nencial de restricciones, las cuales deben ser gestionadas como cortes durante la
optimizacio´n. Ambas formulaciones logran resolver instancias del cua´druple de
taman˜o que M0 (hasta 160 viajes) pero M2 resulto´ ser mucho ma´s ra´pida que
M1. Reemplazando M0 por M2 en la heur´ıstica de mejora antes mencionada, las
mismas soluciones “mejoradas” pueden ser obtenidas en tiempos significativa-
mente menores.
En este trabajo, proponemos un modelo del DJLC como Problema de Coloreo
por Listas en Grafos. Desarrollamos una formulacio´n de PLE que llamamos M3,
tambie´n compacta, y que resuelve por optimalidad instancias de hasta 280 viajes,
en dos horas. Tambie´n pudimos resolver por optimalidad una de las instancias
de la empresa correspondiente a 587 viajes, en 45 horas. Adema´s, con el objetivo
de abordar instancias mayores, disen˜amos una heur´ıstica de dos fases: la primera
construye una solucio´n para la empresa donde todas sus jornadas cumplen con
las restricciones impuestas y la segunda mejora la solucio´n existente de forma
iterativa.
2 Coloreo por Listas y DJLC
Un coloreo f en un grafo G = (V,E) es una funcio´n que a cada ve´rtice de V le
asigna un color de forma tal que a ve´rtices adyacentes le corresponden colores
distintos. En un coloreo por listas de G [10], el color asignado a cada ve´rtice v
no puede ser cualquiera sino que debe pertenecer a una lista predeterminada Lv
de colores permitidos.
As´ı, dados G = (V,E) y L = {Lv : v ∈ V }, un L-coloreo por listas de G es
un coloreo f de G tal que f(v) ∈ Lv para todo v ∈ V .
Sea C = ∪v∈V Lv el conjunto de colores. Para todo j ∈ C definimos Vj =
{v ∈ V : j ∈ Lv} y Gj como el subgrafo de G inducido por Vj . Un conjunto
S ⊂ V es un estable de G si para todo u, v ∈ S resulta uv /∈ E. Claramente, en
un L-coloreo por lista, los ve´rtices pintados con j forman un estable de Gj para
todo j ∈ C.
Si a cada color j ∈ C le asignamos un costo, el problema de optimizacio´n
asociado consiste en encontrar un L-coloreo por listas de G que minimice la
suma de los costos de los colores utilizados.
En DJLC, cada viaje de V debe ser asignado a una posible jornada laboral.
As´ı, podemos pensar esta asignacio´n como un coloreo de un grafo G = (V,E)
donde los ve´rtices son los viajes y el conjunto de colores disponibles C es el
conjunto de pares en J . Sin embargo, dado un viaje v, no todos los pares de J
corresponden a jornadas a las que v puede pertenecer. Por ejemplo si la hora
de finalizacio´n de v es posterior al inicio del viaje b, claramente v no puede
pertenecer a una ab-jornada. Surge pensar entonces en un coloreo por listas donde
cada ve´rtice (viaje) tiene asociado una lista de colores (jornadas) permitidos.
Resulta oportuno mencionar que este u´ltimo ejemplo esta´ bien fundamentado
debido a que el digrafo D, mencionado en la introduccio´n, es ac´ıclico y la hora de
salida asociada a cada uno de sus nodos define un orden topolo´gico. El digrafo
ac´ıclico de la figura 1, donde sus nodos se ubican de izquierda a derecha segu´n la
hora de salida del viaje que representan, no cumple con la condicio´n referida al
orden topolo´gico y esta´ en contradiccio´n con el ejemplo enunciado anteriormente.
u v
a b
0:00h 23:59h
Fig. 1.
Dado v ∈ V , definimos Lv como el conjunto de los pares (a, b) ∈ J tales que es
posible construir una ab-jornada que incluya a v. En te´rminos del digrafo D, esto
es equivalente a que exista un ab-camino que contenga a v, o bien, que existan
un av-camino y un vb-camino en D. Esta u´ltima equivalencia es correcta debido
a que las propiedades estructurales que posee D hacen que la concatenacio´n de
dichos caminos genere un ab-camino simple.
El conjunto de arcos E de G se corresponde con aquellos pares de viajes que
no pueden pertenecer simulta´neamente a una misma jornada laboral. Para que
dos viajes u, v puedan pertenecer a la misma jornada (a, b) ∈ J necesitamos que
(a, b) ∈ Lu ∩ Lv y adema´s que exista un camino entre u y v en D. Por lo tanto,
(u, v) ∈ E si Lu ∩ Lv 6= ∅ y no existe en D un uv-camino ni un vu-camino.
Con estas definiciones, es fa´cil probar el siguiente resultado:
Proposition 1. Toda particio´n de V en J-jornadas determina un L-coloreo por
listas de G = (V,E).
Proof. Dada una particio´n de V en J-jornadas, cada v ∈ V pertenece a una
u´nica ab-jornada de dicha particio´n. Claramente (a, b) ∈ Lv y asignamos a v el
color (a, b).
Para probar que esta asignacio´n determina un coloreo, debemos probar que
si uv ∈ E, u y v no esta´n en la misma jornada de la particio´n. Claramente, si u
y v esta´n en una misma jornada, debe existir un camino en D que los una. Por
definicio´n de E tal camino no puede existir con lo cual u y v tendra´n colores
distintos.
Describimos una formulacio´n de PLE para el problema de Coloreo por Listas
en G, basada en una formulacio´n para el Coloreo Cla´sico que ha resultado muy
competitiva [11].
Las variables de asignacio´n en consideracio´n son, dado un ve´rtice v ∈ V y
un color j ∈ Lv, la variable xvj = 1 si y solo si v se pinta con j; dado un color
j ∈ C, la variable wj = 1 si y solo si algu´n ve´rtice es pintado con j.
El objetivo resulta entonces minimizar
∑
j∈J
cjwj
sujeto a las siguientes restricciones.
– Restricciones de asignacio´n. Cada v ∈ V se debe pintar con un u´nico color
de Lv: ∑
j∈Lv
xvj = 1. (1)
– Restricciones de arco. Para cada (u, v) ∈ E y j ∈ Lu ∩ Lv, es posible pintar
con j a lo sumo uno de ellos:
xuj + xvj ≤ wj . (2)
– Restricciones sobre ve´rtices aislados. Para cada v ∈ V y j ∈ Lv tal que v es
un ve´rtice aislado de Gj , es necesario agregar la siguiente restriccio´n para
controlar la activacio´n de wj :
xvj ≤ wj . (3)
– Condiciones de integralidad. Para todo v ∈ V y j ∈ Lv,
xvj ∈ {0, 1}, (4)
y para todo j ∈ C,
wj ∈ {0, 1}. (5)
Observemos que si wj = 1, entonces debe existir al menos un ve´rtice coloreado
con j. Esto se puede garantizar con las restricciones
∑
v:j∈Lv
xvj ≥ wj
para todo j ∈ C. Sin embargo, esto se da naturalmente si la solucio´n es o´ptima y,
por otra parte, incorporar este tipo de restricciones no produce ninguna mejora
apreciable, por lo que no las tendremos en cuenta.
2.1 Restricciones Adicionales
Para tener una correspondencia 1 − 1 entre las soluciones del PLE correspon-
diente a las restricciones (1)-(5) y las particiones de V en J-jornadas deberemos
considerar algunas restricciones adicionales. Esto se debe a que no todo L-coloreo
por listas de G determina una particio´n de V en J-jornadas. Sin embargo pode-
mos probar que todo L-coloreo determina un cubrimiento de V en J-jornadas
en el siguiente sentido:
Proposition 2. Dado un L-coloreo f de G = (V,E), (a, b) ∈ J y Cab = {v ∈
V : f(v) = (a, b)}. Si Cab 6= ∅ entonces existe una ab-jornada j tal que Cab ⊂ j.
Proof. Para todo w ∈ Cab, como f(w) = (a, b) existe un aw-camino y un wb-
camino en D. Como D es ac´ıclico, w es el u´nico ve´rtice en comu´n de ambos
caminos. Por lo tanto, existe al menos un ab-camino en D.
Debemos probar que existe una ab-jornada o, equivalentemente, un ab-camino
P en D tal que los ve´rtices de P , V (P ), incluyan a Cab. Sea entonces P un ab-
camino que maximiza |V (P ) ∩ Cab|. Probaremos que Cab ⊂ V (P ).
Supongamos entonces que existe v ∈ Cab \ V (P ). Para todo w ∈ Cab \ {v},
existe un wv-camino en D o un vw-camino en D. Particionamos los ve´rtices de
V (P ) ∩ Cab en los siguientes conjuntos:
V1 = {w ∈ V (P ) ∩ Cab : existe un wv-camino en D} ∪ {a}
y
V2 = {w ∈ V (P ) ∩ Cab : existe un vw-camino en D} ∪ {b}.
Como D es ac´ıclico, V1∩V2 = ∅. Sea w1 el u´ltimo ve´rtice en P que pertenece
a V1 y w2 el primer ve´rtice en P que pertenece a V2, y llamamos P
′ al camino
obtenido reemplazando el w1w2-camino en P por la concatenacio´n del w1v-
camino y el vw2-camino en D. Luego, |V (P
′) ∩Cab| > |V (P ) ∩Cab|, resultando
una contradiccio´n.
Para que las soluciones factibles representen particiones (en jornadas) en vez
de cubrimientos, incorporamos a la formulacio´n las siguientes restricciones.
– Restricciones de primer-u´ltimo viaje de jornada. Para j = (a, b) ∈ J , si el
color j se usa, a y b deben estar pintados con j:
xaj = xbj = wj . (6)
– Restricciones de camino. Para todo j = (a, b) ∈ J y v ∈ V \ {b} tal que
j ∈ Lv, si v se pinta con j alguno de sus vecinos de salida tambie´n debe
estar pintado con j: ∑
u∈N
+
D
(v)
xuj ≥ xvj , (7)
donde N+D (v) denota el conjunto de vecinos de salida de v en D.
Llamamos M3 a la formulacio´n correspondiente a las restricciones (1)-(7).
3 Experimentos Computacionales
Las implementaciones necesarias fueron desarrolladas en lenguaje C++ uti-
lizando CPLEX 12.5.1 [9] como herramienta principal para resolver los proble-
mas de PLE. Los experimentos computacionales fueron llevados a cabo en una
computadora utilizando so´lo un thread de un procesador AMD Athlon II P340
a 2.2 Ghz, con 3 GB de memoria y sistema operativo Ubuntu 14.04 LTS.
3.1 Comparacio´n con Modelos Previos
Comparamos la eficiencia de M3 con M2 sobre una instancia de 818 viajes, pro-
vista por la empresa de transporte interurbano ya mencionada, y sobre instancias
generadas a partir de la misma.
La empresa considera la posibilidad de que un conductor pueda no realizar
el descanso reglamentario despue´s de un viaje (de corta duracio´n) u, realizar
a continuacio´n un viaje v y realizar un descanso ma´s prolongado al finalizar
v (ve´ase [6]). Para modelar esta situacio´n en M2, fue necesario incorporar un
conjunto de viajes especiales, denominados mellizos. En efecto, el conjunto de
viajes V se particiona en tres conjuntos V1, V2 y V
′
2 , y existe una biyeccio´n entre
V2 y V
′
2 de forma tal que a cada v ∈ V2 le corresponde un mellizo v
′ ∈ V ′2 y
viceversa. Estos mellizos tienen la particularidad de que si v ∈ V2 es asignado a
una jornada laboral entonces v′ no debe asignarse, y viceversa.
As´ı, es fa´cil adaptar la formulacio´n M3 para contemplar los mellizos. Las
restricciones de asignacio´n (1) deben ser reemplazadas por las siguientes.
∑
j∈Lv
xvj = 1, ∀v ∈ V1
∑
j∈Lv
xvj +
∑
j∈L
v′
xv′j = 1, ∀v ∈ V2
Por otro lado, la empresa no esta´ dispuesta a aumentar el nu´mero de con-
ductores de su planta. De esta manera, M2 inclu´ıa originalmente una restriccio´n
que fijaba el nu´mero de jornadas laborales. En M3 decidimos no incorporar esta
restriccio´n que parece dificultar la resolucio´n de las relajaciones y, en su lugar,
manejar el nu´mero de jornadas a trave´s del costo fijo, de manera que en el o´ptimo
la cantidad de jornadas tienda a ser mı´nima. Para realizar las comparaciones,
adaptamos la formulacio´n de M2 de manera tal de coincidir con este criterio.
Adema´s, en M3, optamos por que las restricciones (7) no formen parte la
relajacio´n inicial sino que son administradas como lazy constraints. Esto se debe
a que rara vez son violadas por las soluciones enteras durante la optimizacio´n.
A continuacio´n mostramos la diferencia en el mayor taman˜o de instancias
que son capaces de resolver por optimalidad las formulaciones M2 y M3, con
un tiempo l´ımite establecido en 2 horas. La metodolog´ıa aplicada para generar
las instancias, que llamaremos subinstancias, consiste en seleccionar de forma
aleatoria una cantidad N de posibles J-jornadas disjuntas de la instancia real.
La subinstancia quedara´ determinada por los viajes correspondientes a dichas
jornadas. Generamos tres grupos, cada uno de ellos formado por diez subins-
tancias construidas de la forma previamente descripta, tomando N = 10, 15, 20
respectivamente, y las resolvemos mediante un esquema de branch-and-bound
(B&B) puro, utilizando CPLEX con los cortes y heur´ısticas desactivados.
Los resultados se registran en la tabla 1. La primer columna contiene la can-
tidad de viajes de la subinstancia. Las columnas encabezadas con Nodos o Gap
reportan la cantidad de nodos procesados en el B&B, en caso de que la instancia
se haya resuelto antes del tiempo l´ımite, o el gap relativo en caso contrario. As´ı
mismo, usamos una marca “−” si durante la optimizacio´n no se logra encon-
trar una solucio´n factible. Por u´ltimo, en las columnas Tiempo denotamos la
cantidad de segundos que requirio´ la optimizacio´n de la subinstancia. Podemos
observar que tanto M2 como M3 resolvieron de inmediato todas las subinstan-
cias del primer grupo. En el segundo grupo, mientras que M2 resolvio´ todas
las subinstancias en un tiempo promedio de 127 seg., M3 las resolvio´ en menos
de 1 seg. Respecto al u´ltimo grupo, M2 so´lo resolvio´ una de ellas, a diferencia
de M3 que nuevamente resolvio´ cada una de ellas ra´pidamente. Es importante
destacar que, para la mayor´ıa de las subinstancias, M3 no proceso´ ningu´n nodo.
Esto significa que resolvio´ el problema en el nodo ra´ız sin necesidad de hacer
ramificaciones. A partir de estos resultados, queda en evidencia la superioridad
de M3 respecto a M2, al menos para este conjunto de subinstancias.
3.2 Nuevos L´ımites para Instancias de DJLC
Ahora nos proponemos analizar el mayor taman˜o de subinstancia que la formu-
lacio´nM3 resuelve por optimalidad en 2 horas. Para lograr un mayor rendimiento,
utilizamos una formulacio´n ma´s ajustada reemplazando las restricciones de arco
(2) por las denominadas restricciones cliques, habituales en las formulaciones
de coloreo. Para cada color j ∈ C, sea Qj un cubrimiento de aristas de Gj por
cliques maximales. Reemplazamos las restricciones de arco por:
Restricciones cliques: para toda clique Q ∈ Qj y j ∈ C, a lo sumo un ve´rtice de
Q puede ser pintado con j: ∑
v∈Q
xvj ≤ wj .
De esta manera, obtenemos una formulacio´n con menos cantidad de restric-
ciones y ma´s ajustadas. Por ejemplo, en el caso de la instancia real, la cantidad de
restricciones de arco son alrededor de 4.6 millones mientras que las restricciones
cliques esta´n en el orden de 500 mil. Adema´s, el valor objetivo de la relajacio´n
lineal se incrementa en un 1,75% al utilizar restricciones cliques.
Ser´ıa deseable conocer el conjunto Qj de menor cardinal, pero es sabido que
obtenerlo es NP-dif´ıcil por lo que su generacio´n se realiza con un procedimiento
goloso.
Generamos tres grupos de diez subinstancias, tomando N = 50, 60, 70 res-
pectivamente y las resolvemos con la siguiente combinacio´n de para´metros de
CPLEX: tanto las heur´ısticas como los cortes quedan activados y las relajaciones
lineales se resuelven utilizando el me´todo Barrier. Este algoritmo resuelve la re-
lajacio´n lineal de la instancia real en 290 segundos, mientras que los algoritmos
del tipo Simplex requieren tiempos superiores a las 9 horas.
Reportamos los resultados obtenidos en la tabla 2 cuyo formato es similar
a la tabla 1. Podemos observar que, aunque se presentaron dificultades para
resolver el tercer grupo, se lograron encontrar buenas soluciones factibles en e´ste
ya que el gap fue inferior al 1%. Concluimos que, con el nuevo modelo, se logran
resolver instancias de hasta 280 viajes aproximadamente.
Motivados por este buen resultado referido al notable incremento del taman˜o
de subinstancias que M3 resuelve en dos horas, probamos resolver la instancia
de la empresa con 818 viajes. En un te´rmino de 48 horas no se logro´ encon-
trar siquiera una solucio´n factible. Sin embargo, esto motivo´ la bu´squeda de
metodolog´ıas que nos permitieran mejorar los resultados para esta instancia,
utilizando el potencial de M3.
3.3 Mejores soluciones para la Empresa
En lo que sigue, llamaremos jornadas legales a aquellas que cumplen todas las
restricciones y jornadas fuera de convenio a aquellas que no cumplen con alguno
de los convenios o pol´ıticas de la empresa. Siempre es posible calcular el costo
de una jornada fuera de convenio, aunque lo deseable es que no exista ninguna
en la solucio´n.
Para garantizar los 818 viajes adjudicados, la empresa posee una planta de
191 conductores. Con su actual metodolog´ıa, no fue capaz de disen˜ar las 191 jor-
nadas laborales de manera tal que todas cumplan los requerimientos sen˜alados.
Actualmente utiliza una solucio´n con 126 jornadas legales y 65 fuera de conve-
nio. Esta solucio´n le obliga a pagar a la empresa 3956 minutos extras. A trave´s
de una heur´ıstica de mejora 3-opt basada en la resolucio´n por optimalidad de
pequen˜as instancias con M0 como formulacio´n de PLE [6], se consiguio´ mejorar
dicha solucio´n, reduciendo la cantidad de jornadas fuera de convenio a 55 (y au-
mentando a 136 las jornadas legales) y los minutos extras a 3815. Este resultado
representa una mejora del 15,4% respecto a cantidad de jornadas fuera de conve-
nio y de 3,6% respecto a minutos extras. Se reporto´ un tiempo de ejecucio´n para
la heur´ıstica de 5256 segundos. Posteriormente, utilizando la formulacio´n M1 en
la resolucio´n de pequen˜as instancias, el tiempo de ejecucio´n se pudo reducir a
2050 segundos [7].
Por lo evidenciado previamente,M3 permitio´ aumentar ampliamente el mayor
taman˜o de subinstancia resuelta. En base a este resultado, generamos una subin-
stancia a partir de los 587 viajes de las 136 jornadas legales de la mejor solucio´n
obtenida hasta el momento. Claramente, al basarnos so´lo en jornadas legales,
tenemos garant´ıa de que esta subinstancia es factible y pudo ser resuelta por op-
timalidad en un te´rmino de 45 horas. Al reemplazar en la mejor solucio´n obtenida
hasta el momento las 136 jornadas legales originales por las encontradas por op-
timalidad, se obtuvo una solucio´n que requiere 3436 minutos extras, mejorando
en un 13.1% los valores reportados por la empresa.
Claramente, esta u´ltima solucio´n es o´ptima si no consideramos necesario
reducir el nu´mero de jornadas fuera de convenio. Sin embargo, en virtud de
que la heur´ıstica de mejora 3-opt hab´ıa reducido este y tambie´n el nu´mero de
horas extras, nuestro siguiente objetivo entonces fue el de construir soluciones
con menor nu´mero de jornadas fuera de convenio. Para ello, desarrollamos una
nueva heur´ıstica de mejora basada en el potencial de M3.
Nueva heur´ıstica de mejora. La heur´ıstica de mejora parte de una solucio´n
inicial del problema. As´ı, dada la instancia y un conjunto de jornadas como
solucio´n inicial S (el cual puede tener jornadas fuera de convenio) se resuelven por
optimalidad, utilizando M3, n subinstancias correspondientes a los viajes de una
particio´n {S1, . . . , Sn} de S. Si la i-e´sima subinstancia es factible, consideramos
que su solucio´n o´ptima S′i mejora a Si si utiliza menos minutos extras y tiene
a lo sumo la misma cantidad de jornadas que Si. En ese caso, construimos la
solucio´n S′ correspondiente a reemplazar en S a Si por S
′
i.
La forma de construir dicha particio´n tiene un fuerte impacto en el despen˜o de
la heur´ıstica. Originalmente generamos la misma en forma aleatoria, obteniendo
subinstancias de ra´pida resolucio´n pero con pequen˜os ma´rgenes de mejora.
Un segundo criterio fue el agrupamiento de jornadas cercanas, medida la
cercan´ıa entre ellas por la cantidad de adyacencias de sus viajes en el digrafo D.
Esta estrategia tiende a generar subinstancias con mayores ma´rgenes de mejora,
a cambio de mayores tiempos en su resolucio´n.
En nuestro caso, generamos la n-particio´n mediante un esquema por rondas,
combinando una estrategia aleatoria con una de cercan´ıa. En efecto, en la primer
ronda se reparte en cada Si una jornada aleatoria de S. En las pro´ximas rondas,
en cada Si se reparte la jornada de S que sea mas cercana a las jornadas previa-
mente incluidas, es decir, cuyos viajes tengan ma´s cantidad de adyacencias con
los viajes correspondientes a las jornadas de Si.
Comparamos el comportamiento de la nueva heur´ıstica de mejora con el 3-
opt mencionado anteriormente. Para ello, tomamos como solucio´n inicial la que
utiliza actualmente la empresa, con 65 jornadas fuera de convenio y 3956 min ex-
tras. Repitiendo el procedimiento anterior 100 veces con n = 50, 40 conseguimos
una solucio´n con 51 jornadas fuera de convenio y 3776 minutos extras, en un
tiempo de ejecucio´n de 330 segundos. Respecto a los valores reportados por la
empresa, representa una mejora del 21,5% respecto a jornadas fuera de convenio
y del 4,5% respecto a minutos extras. Tambie´n representa una mejora del 7,3%
respecto a jornadas fuera de convenio y del 1,0% respecto a minutos extras al
compararla con la solucio´n obtenida con 3-opt.
Heur´ıstica constructiva. Los enfoques anteriores no permitieron responder a
la pregunta de si existira´ una solucio´n (no necesariamente o´ptima) sin jornadas
fuera de convenio. Motivados por ella, disen˜amos una heur´ıstica constructiva. La
misma va asignando viajes a J-jornadas de manera golosa, hasta alcanzar una
particio´n de V en J-jornadas.
Inicialmente los viajes se ordenan de manera creciente en cantidad de colores
de sus respectivas listas. Para cada viaje no asignado (nos referiremos a ellos
como libres) se intenta construir una J-jornada que lo incluya, es decir un camino
en el digrafo D con inicio-fin en J y que pase por dicho viaje. Cuando no sea
posible construir ma´s jornadas y au´n queden viajes libres, se realiza lo siguiente.
Se marcan los viajes de tres J-jornadas de la particio´n como libres y se intenta
construir J-jornadas distintas de manera tal de cubrir una mayor cantidad de
viajes.
Iterando de esta forma conseguimos una solucio´n con 214 jornadas, todas
ellas legales y con 5990 minutos extras. El tiempo de ejecucio´n fue de 304 se-
gundos. Aunque esta no es una solucio´n muy u´til para la empresa (ya que posee
ma´s conductores y ma´s minutos extras) al menos demuestra la existencia de una
solucio´n con todas jornadas legales.
Ahora consideremos una heur´ıstica de dos fases, cuya primera consiste en eje-
cutar la heur´ıstica constructiva, y la segunda en aplicar la heur´ıstica de mejora
a la solucio´n obtenida. Observe que esta nueva heur´ıstica siempre generara´ solu-
ciones sin jornadas fuera de convenio.
Con esta nueva heur´ıstica se obtuvo una particio´n en 194 jornadas y 2788
minutos extras. Con el objetivo de reducir la cantidad de jornadas, en la segunda
fase se aplico´ los valores n = 8, 6, 4, 3, 2, es decir, generando subinstancias de
hasta 400 viajes, motivo por el cual se requirio´ un tiempo mayor durante las
optimizaciones. Su tiempo total de ejecucio´n fue de 30 horas.
Si bien la cantidad de minutos extras disminuye significativamente respecto
a la mejor solucio´n encontrada hasta el momento (3245 minutos extras y 191
jornadas) requiere 3 conductores adicionales y esto no es admitido por la em-
presa.
Surge la pregunta de si existira´ una solucio´n sin jornadas fuera de conve-
nio que requiera a lo sumo 191 conductores. Con la finalidad de que se utilice
la menor cantidad de jornadas posibles en cada subinstancia evaluada durante
la segunda fase, decidimos aumentar al doble el costo fijo. Obtuvimos as´ı una
solucio´n con 192 jornadas y 3523 minutos extras.
Claramente, la disminucio´n de jornadas fuera de convenio es un objetivo que
compromete el de minimizacio´n de horas extras. Este compromiso so´lo puede ser
resuelto con una cuantificacio´n por parte de la empresa (no considerada hasta
el momento) respecto al costo que implica utilizar jornadas que no respeten las
restricciones.
Independientemente de este compromiso, nos propusimos intentar construir
con la heur´ıstica una solucio´n con 191 jornadas legales, triplicando el costo fijo.
Sin embargo, observamos que el problema se vuelve ma´s dif´ıcil ya que el aumento
en el costo fijo conlleva a un aumento considerable del tiempo requerido por la
optimizacio´n de las subinstancias, resultando que en el te´rmino de 48 horas so´lo
se hab´ıa logrado disminuir a 194 la cantidad de jornadas.
4 Conclusiones y Trabajos futuros
En este trabajo se presenta una nueva forma de modelar el DJLC que mostro´
tener mejor rendimiento que las formulaciones de PLE usadas en [6] y [7], permi-
tiendo resolver instancias de mayor taman˜o. Adema´s, al usarse este nuevo modelo
para obtener las soluciones o´ptimas de las subinstancias que se resuelven en una
nueva heur´ıstica de mejora, se logran soluciones mejores a las obtenidas hasta
el momento para la instancia con mayor cantidad de viajes de la empresa de
transporte interurbano con la cual se inicio´ el estudio de este problema.
Como trabajo futuro, nos proponemos aumentar el l´ımite en el taman˜o de
instancias que son posibles resolver por optimalidad con M3. En este sentido,
planeamos el uso de rutinas de separacio´n de desigualdades va´lidas de coloreo por
listas (a partir de estudios poliedrales recientes [12]) y una estrategia de seleccio´n
de variables que ya ha sido exitosa en el marco de algoritmos branch-and-cut
para otros problemas de coloreo [11, 13].
Respecto a las instancias de la empresa, nos queda abierta la pregunta de
si para la instancia estudiada en este trabajo existira´ una solucio´n sin jornadas
fuera de convenio y que requiera a lo sumo 191 conductores. Tambie´n estu-
diar mejores soluciones para las otras instancias de la empresa sobre las cuales
suponemos que podremos mejorar significativamente las soluciones considerando
que la analizada en este trabajo es la de mayor cantidad de viajes.
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M2 M3
Viajes Nodos Tiempo Nodos Tiempo
o Gap (seg.) o Gap (seg.)
44 12 0,1 0 0,1
52 224 0,5 0 0,1
45 10 0,1 0 0,1
62 1334 4,8 0 0,1
52 1249 3,1 0 0,1
45 914 1,6 0 0,1
51 196 0,7 0 0,1
46 16 0,1 0 0,1
45 7 0,1 0 0,1
47 80 0,3 0 0,1
76 26515 90 0 0,1
78 71532 389 0 0,1
72 22010 75 0 0,1
68 16292 36 0 0,2
76 21805 55 0 0,1
75 64788 374 0 0,1
82 1895 10 0 0,1
71 5732 19 0 0,1
66 1799 4 0 0,1
71 80342 224 9 0,2
104 − 7200 3 1,6
99 87783 871 0 0,5
85 3,60% 7200 0 0,1
100 − 7200 0 0,2
107 − 7200 0 0,4
99 − 7200 2 2,3
93 − 7200 14 2,7
92 2,96% 7200 4 0,5
95 − 7200 0 0,2
88 0,73% 7200 0 0,2
Table 1. Comparacio´n M2 vs. M3
M3
Viajes Nodos Tiempo
o Gap (seg.)
229 166 504
237 320 461
235 2380 1819
229 1399 1066
233 50 59
234 227 266
235 0 50
238 96 392
231 62 79
224 0 23
259 374 887
284 6130 3960
275 4633 4581
279 221 1076
282 0,14% 7200
272 1000 1179
289 4158 5142
285 0 191
272 897 1863
285 6807 7097
324 0,43% 7200
320 0,30% 7200
322 0,80% 7200
330 2005 5585
331 0,62% 7200
322 0,79% 7200
324 1042 3336
319 0,45% 7200
333 0,71% 7200
315 0,32% 7200
Table 2. L´ımite de M3
