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Abstract
Mobile robots are spreading in more and more working areas, not only in environments
where human access is not allowed, but the trend is now specially rising for utilization in
industrial plants sharing or not space with workers and in domestic or public places where
operating among people is normal.
The first category would include mobile robots used to carry a tool to perform a special
task in a particular position of the map where almost any way of contact with the special
conditions of the environment is considered dangerous for human health: bomb defusing,
highly polluted areas by toxic wastes and extraterrestrial planets exploration (e.g. Curios-
ity rover on Mars planet) are clear examples.
Meanwhile, in industrial plants, mobile robots can be utilized to ease avoid workers from
executing simple but stressing duties like carrying heavy products and tools, moreover we
are aware of mobile robots currently employed in full-automated warehouses sharing or not
space with human workers.
Domestic or public places applications include mobile robots built to get in contact with
people or operate among them, there we would include robots developed for rehabilita-
tion like automated wheelchairs, elder people care assistance (e.g. IBM MERA), public
patrolling and street sweepers.
The path planner is a fundamental component of the mobile robot’s navigation system.
Planning a path consists on finding the shortest pathway to the goal point while avoiding
obstacles.
The conventional methods needs to know the entire map from starting to goal position
before starting to search. However, it is common to consider a map where obstacle can
change their initial position or new obstructions can be discovered while the robot is nav-
igating. For this reason, an auxiliary tool that update and store the known map in the
robot memory at a certain frequency can be considered too costly.
The purpose of this thesis is to present a new method based on neural networks designed
to operate in unknown environments, meaning that the robot has no access to prior infor-
mations regarding the navigation space. However, it will rely just on real time sensing of
the environment in the local scope of the mobile robot and relative informations between
current and goal position.
Supervised learning is the approach selected to train the agent proposed. Given a set of
path solutions provided by a supervisor, the neural network is subjected to a training pro-
cess in order to learn to reproduce similar solutions by repetitively making mistakes and
updating its internal parameters.
Experiments results are showed in a simulation environment built on purpose for such kind
of problems: a performance analysis and comparison with a widely applied method called
A* algorithm. Subsequently, an implementation with a real wheeled mobile robot platform
is introduced and tests in an indoor environment are analyzed.
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Introduction
A mobile robot can be defined as an automatic system capable of locomotion. In addition,
if it is designed to accomplish any task without human intervention it can be considered
fully autonomous. Meanwhile, any operation performed by a remote assistance, or a generic
external tool, lower the degree of autonomy of the mobile robot.
These interventions range from teleoperating to giving access to the complete environment
informations or just a partial part which source is not on board of the mobile robot.
The three main problems of mobile robot navigation are:
• simultaneous localization and mapping (SLAM)
• path planning
• motion control
the first consists in building a virtual version of the environment using the readings of one
or multiple sensors the robot carries on itself, the second has to provide the plan to reach
a goal point in less time possible and the third is meant to effectively realize the velocity
commands by controlling the moving joints.
The listing order is made on purpose because the planner needs a map, or environment
informations in general, to search for a solution which is a sort of reference signal to be
best follow by the motion controller.
Among the many classifications that can be recognized, I would like to differentiate mobile
robots in terms of their target environment, because planning a new path faces different
challenges if an area is supposed to be static or have presence of moving obstacles, or if
there is no prior informations of the environment or even shallow ones can be taken into
account.
The following three main categories are introduced and real examples showed in Figure 1:
1. human intervention not allowed
2. industrial plants related applications
3. important presence of people, domestic and public places
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(a) Curiosity rover for Mars exploration [1]
(b) Mobile robots for industrial applications [2]
(c) Robots for eldercare assistance [3]
Figure 1: Examples of mobile robot general applications
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I would relate the first one to high-end application, the hardest in terms of unknown
environment, the only ones where, in worst case scenarios, replacing autonomous driving
systems with teleoperating has reasons to exist. The term unknown is in general associated
to environments having no informations about, so the robot has to perceive the navigation
space while travelling.
The second simply include every deployment in industries, where the particularity is shar-
ing the workspace with other mobile robots or human workers, the latter may be in a
minimal measure.
Meanwhile, considering the work among people as the first design property is what the
robots related to the last category share with each other.
The path planning problem internally divides into two stages: the global path planning
which main features are low resolution of the environment high level solution taken as a
reference signal by the local planning which deals with an high resolution version of envi-
ronment and dynamic constraints of the robot.
The target of this thesis work was to search for a new solution of global planning based
on neural networks taking into account the hypothesis of unknown environment. First of
all, because it is hard to guarantee that working area will always be known or however a
on-board map building component that updates and store the map during travelling could
be too much costly in terms of energy consuming, unless global informations are always
provided by external sensors, like a camera, installed in the working area. Hence, the pro-
posed solution aims to solve a path planning problem in static maps with reduced resource
usage, meaning that it can only rely on real-time local sorrounding map awareness pro-
duced by a local range finder (LRF) sensor and relative informations between the current
and goal position such as euclidean distance and relative angle.
The neural networks are a machine learning technique to map inputs to outputs. The term
“learning” means they require a training process in order to minimize a certain loss func-
tion associated to how good they can relate input-output pairs. In particular, the approach
utilized aims to train a neural network to best imitate the behaviour of one of the mostly
applied heuristic method for path planning, called A* (pronounced A-star) algorithm.
Chapter 1 introduces the path planning problem, starting with highlighting which elements
of the general mobile robot navigation system are dedicated to, the important distinction
between global and local path planning is explained and the most applied global planners
are described, since the proposed model is meant to compete with them.
Chapter 2 deals about neural networks from their basic idea to the feed-forward and re-
current typologies and then how these models are used as path planning agents.
In Chapter 3 the simulation environment realized is presented, along with the procedure
followed to design the method proposed, then a performance comparison with the con-
ventional A* algorithm is evaluated. The last one, Chapter 4, talks about the method
implemented on the IRobot Create 2 in combination with the Hokuyo UTM-30LX-EW
LRF sensor, same platform as the popular vacuum cleaner, and tests taken as demonstra-
tions are analyzed.
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Chapter 1
The Path Planning problem
The purpose of this chapter is to properly define the problem of path planning that the
proposed methods aims to solve, starting from explaining what global and local planning
are meant to be, subsequently the former is described in details along with the most pop-
ular and applied algorithms of this category.
1.1 Global and Local Path Planning
The act of planning a path means to decide where the robot has to go, to generate the
next trajectory in order to:
• avoid collisions with obstacles
• reach the goal point as fast as possible
in a general mobile robot navigation system, the planning element fits as showed in Figure
1.1.
Thus, from environment informations that could be metric, like a grid-based map, or
topological, and informations about the goal point, the planner generates the velocity
commands addressed to the robot structure as a whole.
Focusing on the path planner block, it internally divides into the global and local planner,
as showed in Figure 1.2.
The global path planning, also known as discrete path planning, generates a low-resolution
high-level path from start to goal, which means that the dynamic model or even the base
structure of the robot are not taken into account. Instead, the robot is reduced to just an
entity operating in a large scale environment, where only large obstacles are avoided.
To the global planner is addressed the task of taking decisions that in this problem are
limited to which direction is better to take among the ones available. It is common to call
agent an entity that takes decisions, in the next section this concept is developed. So, I
would conclude that the property of being autonomous starts with the global planner.
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Figure 1.1: A very general diagram block representation of the navigation system
Figure 1.2: How global and local planner are placed inside the general path planner block
On the other side, the local path planning, also called continuous path planning, outputs a
high-resolution low-level path in a near segment of the global path that is taken as a ref-
erence. This is the component that deals with the motion planning, so the dynamic model
constraints are taken into account in order to generate the velocity commands referred to
the whole robot structure [4].
In Figure 1.3, an example to differentiate global and local plan is showed. The orange
line refers to the global plan, it is clear that there is no consistent relationship with the
robot structure and it is calculated on a farther horizon with respect to the local plan,
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represented by the blue line. Furthermore, the latter stands in a local scope of the robot,
in this simple example it is evident how it is calculated to best follow the global path and
it is linked to the robot structure as it starts from the central point of the robot base.
Figure 1.3: Global and local plan generated by a non-holonomic robot
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1.2 The Global Path Planning Agent
First of all, a series of important definitions used throughout the document are listed below.
1.2.1 Definitions
Definition 1.2.1. (Agent) An agent is an entity able to perceive the environment through
dedicated sensors, it process these data in order to perform actions thanks to the actuators.
Definition 1.2.2. (State) A series of informations that consistently identify a condition
inside an environment. For example, the coordinates of a point or pixel in a map.
Definition 1.2.3. (Action) Operation that when performed gets the agent from the current
state to a next one.
Definition 1.2.4. (Deterministic) If the next state can be completely built by the agent
standing in the current state, there is no uncertainty regarding the next decision.
Definition 1.2.5. (Stochastic) The outcome calculated by the agent is affected by uncer-
tainty, meaning it is given in terms of probability.
Environment properties
Definition 1.2.6. (Fully observable) An environment is fully observable if the agent has
complete access to each point at each timestep. In other words, the sensors can give detect
all aspects relevant to the next decision performed by the agent.
Definition 1.2.7. (Partially observable) Partial observability refers to the cases when
sensors noise or similar downgrading feature like low accuracy, are not neglectable in the
calculation of the choice of action. This means that the state univocity property is not
guaranteed.
Definition 1.2.8. (Known) The agent has prior knowledge of the environment given by
a third entity, like a sensor not initially associated to it. In addition, it has a complete
cognition of the outcome given by every available actions.
Definition 1.2.9. (Unknown) The agent can extract environment features by only using
its sensors. It does not know about any outcome regarding the actions it can take, so the
agent has to learn what behaviour they generate.
Definition 1.2.10. (Static) The environment does not change while the agent is processing
the calculation of the next decision.
Definition 1.2.11. (Dynamic) The opposite of static, environment modifications are pos-
sible after the agent has got complete knowledge of the current state and before it outputs
the next choice.
8
Generally speaking, the agent concerning path planning is a goal-based agent, it needs
some sort of goal information, more precisely, the goal is represented by the final coordinates
to be achieved.
Meanwhile, the process of solving a path planning problem produce a result in terms of
a fixed sequence of actions. In literature, this is called also problem-solving agent - or
simply search argent - if it consider a state made of atomic entities, otherwise if the state
is composed by logical values I would talk about planning agents [5].
In this thesis, just the former is considered, as the method proposed has a state consisting
on a series of measures and also it is more straightforward compared to the other category.
A minimal and well formulated definition of a search agent for path planning has to include
its own description of the following characteristics:
• Initial state: the point of the map where the agent starts searching for the goal
point
• Actions: a description of what is the behaviour associated to each action
• Transition Model: returns the state that results from the last choice of action
performed, easily called successor state
• Goal Test: a consistent condition to check whether a successor state is the goal
point
The solution found by the agent is a sequence of states connected to a sequence of ac-
tions, defined in one word as path. Every agent associates to the path found a path cost
calculated following a predefined rule that generally in mobile robots path planning is the
travelled distance along the path found: since the purpose will be to find the path with
minimal cost, the shortest one means minimal time of travelling required.
Another operating property that identifies a global path planning agent is whether it is
designed to perform an online search or an oﬄine search, it is really crucial to be clear on
these last two definitions because the final method proposed based on neural networks is an
online agent that will be compared with an oﬄine agent, the A* algorithm. Sections below
are dedicated to their general meaning and description of advantages and disadvantages.
1.2.2 Oﬄine Search
An oﬄine search algorithm has to complete the calculation of the whole path found as
the solution before the local planner actually generates the real commands for the mobile
robot actuators in order to start moving.
First of all, searched distance is at least equal or higher with respect to the final travelled
distance and a characteristic behaviour is that it is allowed to expand nodes farther two
or more steps away from the current position.
An important hypothesis arise, this kind of agents needs, in the worst case, to know
the entire map before starting the path calculation [6]. Therefore, oﬄine search is more
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suitable for known and static environment, so that generally the former implies the latter
and viceversa.
In simulation environments, the map is usually given because it consists of an image or
any other form of grid-shaped map, for example in our case of study an ASCII character
occupies a pixel of the map and it is labelled following a predefined rule. So, in this kind
of simulation environments there is no computation time dedicated to build the map.
Meanwhile, in real world applications, this is a critical step because the goodness of the
solution calculated by the path planning algorithm directly depends on that. Figure 1.4
can help to understand better this passage, after getting goal informations like distance and
relative angle, external sensors or on-board sensors are responsible to build a discretized
map by perceiving the real world, pale yellow coloured pixels stands as the minimal size of
the map portion stored in agent’s memory referred to the case analyzed, thus oﬄine search
is computed and ultimately the agent’s starts to physically move.
Considering this line of work, it should be easy to guess that if an application sets
Figure 1.4: Schematical representation of oﬄine agents operations
computation time as an operating limit, it could be a constraint too hard to meet for this
kind of agent. On the upside, it is suitable in every situation where the optimality of the
solution - shortest travelled distance found - is the most important solution performance
parameter, moreover failures given by getting in a blind spot does not have reason to occur
if the map built is large enough to include a safe way to the goal.
10
Figure 1.5: Schematical representation of online agents operations
1.2.3 Online Search
Online search consists on executing the last decision calculated at the previous step, ob-
serve the local environment and compute just the next decision that will be immediately
executed [7].
The nature of this search type presents a more severe hypothesis than oﬄine agents:
searched distance is equal to the travelled distance, every expanded node is included in the
solution found.
The combination of this property and the act of performing a new observation at each
step, makes this category of agents suitable for unknown environments but specially when
dynamics are present. Furthermore, computation time is restricted to just one physical
step, which makes it easier to meet real-time applications demand, compared to oﬄine
agents search including the time to build the map.
In Figure 1.5 are showed the main steps concerning an online search cycle supposing the
last decision is already taken and executed.
Every time an online agent is deployed in a new environment and does not know what is
the consequence of its actions we talk about it is in a sort of state of ignorance, so it has to
face the exploration problem consisting on using the available actions to build a background
of results from which it can benefit to make next choices better than they could have been
when the exploration did not started.
A widely known problem related to online search is represented by getting stuck in blind
spots, for example, suppose the agent during its exploration has developed a concept of
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getting closer to the goal point is better than any other result and an initial case scenario
showed on the left of Figure 1.6, the consequence depicted on the right is the one that will
most probably occur. Escaping from such situation that in a maze could easily happen is
a tough challenge for an online agent.
Figure 1.6: Scenario of getting stuck in a blind spot
Another weakness is that in almost every case the travelled distance found to achieve the
goal position is far from the optimal, a practical meaning is solution found cost is generally
higher compared to an oﬄine agent solution.
Summarizing, the online agents takes into account more severe hypothesis with respect to
oﬄine agents which, leaving out computation time, are in general expected to have better
performance results primarily represented by travelled distance found.
1.3 Path Planning Algorithms
1.3.1 The A* algorithm
Pronounced “A-star”, this algorithm belongs to the oﬄine agents category and represents
one of the most applied extension to the Edsger Dijikstra (1959) algorithm [8].
It follows the best-first approach, which means associating to each applicable action at
node n a value calculated with an evaluation function f(n) and selecting the next step
corresponding to the best value.
In this case, the evaluation function is directly proportional to the cost estimation, so the
node with the minimal value should be the next expanded.
The function f(n) is defined as follows:
f(n) = g(n) + h(n) (1.1)
where g(n) represents the cost from starting point to node n and h(n) is the estimation of
the future cost from node n to the goal point.
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The former is easily calculated following the backpointers until the starting node is reached,
while the latter represents an heuristic distance estimation from node n to the goal point
and it represents the future cost evaluation.
Since these kind of algorithm operates in grid-shaped maps, a digression is needed regarding
which heuristic function gives the best search behaviour. The grid map is a discretization of
the real world, where every pixel can assume a predefined value referred to either obstacle
or free space.
The most important thing to be verified is that the backward cost and future estimation
cost must match in terms of how they are calculated and this is mainly related to the
allowed directions the agent can choose. Considering square grid maps, two variants are
possible:
1. cartesian directions, 4 allowed moves
2. cartesian plus diagonal directions, 8 allowed moves
A cost parameter c is associated to cartesian directions, while d is associated to diagonal
moves. If the first variant is selected, the most reasonable heuristic function is called
Manhattan and defined as follows:
dx = |nx − gx| dy = |ny − gy| (1.2)
Manhattan(n) = c · (dx + dy) (1.3)
where (nx, ny) are the coordinates of the node currently analyzed and (gx, gy) are the
coordinates of the goal point, an example of this variant is showed in Figure 1.7. The cost
parameter c can be easily set to 1, however just a simple rule needs to be met: moving
one step closer to the goal should increase g(n) by c and decrease h(n) by c, so when you
add the two in f(n) = g(n) + h(n), the result will stay the same; this is a sign that the
heuristic and cost function scale parameters match.
Figure 1.7: Example of first variant search using Manhattan heuristic function [9]
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Following the same principle of the Manhattan function, the general formula for the
second variant computes the number of steps you take if you cannot take a diagonal move,
then subtract the steps you save by using the diagonal moves. In particular, there are
min(dx, dy) diagonal steps, and each one costs d but saves you 2 · c non-diagonal steps:
diagonal(n) = c · (dx + dy) + (d− 2 · c)min(dx, dy) (1.4)
if c = 1 and d = 1 this function is known as Chebyshev distance, meanwhile if c = 1 and
d =
√
2 it is called octile distance, an example is showed in Figure 1.8 [9].
Figure 1.8: Example of second variant search using Octile distance [9]
An alternative to diagonal formula could be represented by the euclidean distance, the
absolute minimal estimation, but the value returned is way too lower than the backward
cost g(n) and a mismatch would occur. Underestimating the forward cost h(n) still returns
the optimal path, but computation time of A* increases and easily overtake an acceptance
threshold.
This phenomena was experienced during my research work dedicated to find the best A*
configuration, however it was found that adding a scale parameter to the euclidean formula
matches the backward cost so the overall search works better and computation time is at
least in range with the diagonal distance case:
euclideanscaled(n) = s ·
√
d2x + d
2
y (1.5)
of course there is no magic numbers regarding the parameter s which has to be tuned on
field for each different working environment adopted. In Chapter 3, a value particular for
the simulation environment realized is showed.
Assuming that starting point node is known, as well as the goal node, respectively labelled
with S and G, at this point the evaluation function f(n) is already defined as mentioned
above, the conventional A* star algorithm is showed in Algorithm 1 [10] where the definition
below is taken into account:
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Definition 1.3.1. (Adjacent node) Given the current state node, the distance calculated
in terms of steps between the last and one of its adjacent nodes is exactly equal to 1, in
other words the adjacent nodes of the node n equal to its successor nodes.
Algorithm 1 A* algorithm
1: procedure A-star(S,G) . starting node, goal node
2: OpenSet← S . node s “marked” as open
3: f(S) = g(S) + h(S)
4: t← 0 . t as timestep
5: while OpenSet ! = ∅ do
6: nnext = nmin ∈ OpenSet s.t. f (t)(nmin) < f (t)(nj)∀j = 1, ..., N
7: if nnext = G then
8: Terminate() . Goal reached
9: else
10: ClosedSet← nnext . node nnext “marked” as closed
11: start execute expand(nnext)
12: for all m ∈ ADJ − NODES (nnext) do . 1
13: f (t)(m) = g(t)(m) + h(t)(m)
14: if m /∈ ClosedSet then
15: OpenSet← m
16: else if f (t)(m) < f (ti)(m) then . 2
17: OpenSet← m
18: end if
19: end for
20: end execute expand(nnext)
21: end if
22: t← t+ 1
23: end while
24: end procedure
1Here ADJ −NODES (x) represents the fixed set of adjacent (successor) nodes of x
2ti := timestep when m was marked open
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1.3.2 The D* Algorithm
As introduced previously, if the environment is unknown, oﬄine planners like A* has to
be supported by a tool to build the map from sensors informations, at least the portion
where the search is performed.
So, after the path solution is calculated, if the robot encounter a discrepancy in the map,
it has to stop, update the map and call the optimal planner for a new solution. This is the
reason why algorithms like A* are more suitable for static maps.
The main purpose of the “D-star” algorithm is to manage better these situations allowed
to occur in dynamic maps: a new obstacle gets in the way of the optimal path during
travelling, this means a discrepancy with respect to the map built before starting to move.
The connection between two states is called directional arc, or simply arc, the cost of
traversing an arc from a state x to a state y is a positive number given by the arc cost
function c(x, y), hence, this method assume this parameter can change during the problem
solving process. Thank to its on board sensor, the robot has a real time perception of the
arc cost related to its adjacent states, there a map error can be identified within the sensor
scope.
Even D* can be considered a derivation of the Dijikstra’s algorithm [8], the basic search
strategy is pretty similar to A* algorithm. Given the state x, an operator t(x) associates
the tag OPEN if it is currently on the OPEN list, the tag CLOSED if it is no longer on
the OPEN list and the tag NEW if it has never been in the OPEN list.
For every state x on the OPEN list, an heuristic estimation h(x) of the path cost from x
to the goal point G is maintained. Furthermore, a key function k(x) is defined to be equal
to to be equal to the minimum of h(x) before modification and all values assumed by h(x)
since x was placed on the OPEN list.
The key function classifies a state x on the OPEN list into one of two types: a RAISE
state if k(x) < h(x), and a LOWER state if k(x) < h(x). The RAISE states on the OPEN
list to propagate information about path cost increases (e.g. due to a new obstacle in the
pathway) and LOWER states to propagate information about path cost reductions (e.g. a
new shorter path to the goal).
An important parameter is kmin, defined as min(k(x)) ∀x s.t. t(x) = OPEN . If the path
costs less than or equal to kmin are optimal, and those greater than kmin may not be op-
timal. Instead, the parameter kold is defined to be equal to k min prior to most recent
removal of a state from the OPEN list. If no states have been removed, kold is undefined.
The fundamental functions of the D* algorithm are called PROCESS − STATE and
MODIFY − COST [11]. The former is included in the main routine described in Algo-
rithm 2, it is repeatedly called until the state x is removed from the OPEN list or this list
results empty, meanwhile the latter (Algorithm 3) is called every time an error in the arc
cost parameter arise.
The function PROCESS − STATE is described in Algorithm 6, the other algorithms
showed below to this are dedicated to all the subroutines mentioned.
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Algorithm 2 D* main routine
1: procedure D*(s,g) . starting state, goal state
2: for all states x do
3: t(x) = NEW
4: end for
5: h(g) = 0
6: INSERT (g, h(g)
7: repeat
8: res = PROCESS − STATE ()
9: until res ! = −1
10: end procedure
Algorithm 3
1: procedure MODIFY-COST(x,y,new-cost) . starting state, goal state
2: c(x, y) = new-cost
3: if t(x) = CLOSED then
4: INSERT (x, h(x))
5: end if
6: return GET −KMIN ()
7: end procedure
Algorithm 4
1: procedure MIN-STATE
2: if OPEN − list = ∅ then
3: return NULL
4: else
5: return x s.t. k(x) = kmin
6: end if
7: end procedure
Algorithm 5
1: procedure GET-KMIN
2: if OPEN − list = ∅ then
3: return NULL
4: else
5: return kmin
6: end if
7: end procedure
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Algorithm 6
1: procedure PROCESS-STATE
2: x = MIN − STATE ()
3: if x = NULL then
4: return −1
5: end if
6: kold = GET −MIN ()
7: DELETE (x)
8: if kold < h(x) then
9: for all y ∈ ADJ − NODES (x) do . 1
10: if h(y) ≤ kold ∧ h(x) > h(y) + c(y, x) then
11: b(x) = y
12: h(x) = h(y) + c(y, x)
13: end if
14: end for
15: end if
16: if kold = h(x) then
17: for all y ∈ ADJ − NODES (x) do
18: if
 t(y) = NEW ∨(b(y) = x ∧ h(y) 6= h(x) + c(x, y)) ∨
(b(y) 6= x ∧ h(y) > h(x) + c(x, y))
 then
19: b(y) = x
20: INSERT (y, h(x) + c(x, y))
21: end if
22: end for
23: else
24: for all y ∈ ADJ − NODES (x) do
25: if
(
t(y) = NEW ∨
(b(y) = x ∧ h(y) 6= h(x) + c(x, y))
)
then
26: b(y) = x
27: INSERT (y, h(x) + c(x, y))
28: else if (b(y) 6= x ∧ h(y) > h(x) + c(x, y)) then
29: INSERT (x, h(x))
30: else if
(
b(y) 6= x ∧ h(y) > h(x) + c(x, y) ∧
t(y) = CLOSED ∧ h(y) > kold
)
then
31: INSERT (y, h(y))
32: end if
33: end for
34: end if
35: return GET −MIN ()
36: end procedure
1Here ADJ −NODES (x) represents the fixed set of adjacent (successor) nodes of x
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Algorithm 7
1: procedure INSERT(x,hnew)
2: if t(x) = NEW then
3: k(x) = hnew
4: else if t(x) = NEW then
5: k(x) = min(k(x), hnew)
6: else if t(x) = CLOSED then
7: k(x) = min(h(x), hnew)
8: end if
9: t(x) = OPEN
10: h(x) = hnew
11: end procedure
Algorithm 8
1: procedure DELETE(x)
2: OPEN − list \ {x}
3: t(x) = CLOSED
4: end procedure
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Chapter 2
Neural Networks
The term “neural network” comes from the early studies on information processing in bi-
ological systems, in particular how the nervous system could be represented with a math-
ematical model. The first mention would date back in 1943 [12], but important advances
start in the 1960s when the structure known as Feed-Forward neural network or Percep-
tron was defined by Frank Rosenblatt [13] and authors started talking about the process
of “training a neural network” [14].
Since those years there have been tremendous achievements by this mathematical model,
now it can be considered one of the most performant tool for pattern recognition problems,
along with Support Vector Machines and Kernel Machines [15] [16].
The neural networks set “state of the art” performance in important information technol-
ogy related applications, I would here mention object recognition, speech recognition and
machine translation [17] [18] [19] [20] [21].
When it gets to decide about how to train a neural network for any application, three ap-
proaches can be considered: supervised learning, reinforcement learning and unsupervised
learning.
Supervised learning is the method most applied and easiest to set up, the characteris-
tic property is that a supervisor entity provides the ground truth data for every sample
included in the training set, so that the loss would be in terms of “distance” between the
output calculated by the neural network and the ground truth.
In Reinforcement learning there is no concept of ground truth, updating the learnable
parameters is driven by maximizing a reward function, an easy example is the Q-learning
agent who fills a Q-table where very single value is a score associated to the pair state-
action. Meaning that given a state, the action corresponding to the highest Q-value is
selected.
Unsupervised learning involves observing the samples as input data and attempts to
learn the “features” they could present.
Through the years many different kind of structures have been proposed, in Sections 2.1
and 2.2 are dedicated to the theoretical basics regarding the ones tested and working for
path planning of mobile robots. Section 2.3 concludes this chapter introducing how neural
networks are applied to solve the path planning problem.
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2.1 Feed-Forward Neural Networks
Also known with the name perceptron, it is the most traditional structure. It consist of
many connected units called neurons, each one produces a real value as result of applying
a non linear activation function to a linear combination of weights multiplying the values
of other neurons.
Consider the simple structure showed in Figure 2.1 where an arrow represents a single
connection, the term feed-forward is given because every single connection is associated to
a weight that multiplies a neuron closer to the input layer and the result will be included
in the value of a neuron closer to the output layer, in other words just connections from
left to right exist.
In general, a layer of this kind is also called full connection (FC) because every unit receives
a connection from each unit of the previous layer plus the bias term, the layers of neurons
between input and output are called hidden layers because their values are not given in
the problem data.
Figure 2.1: Schematic representation of a feed-forward neural network
At this point, the basic mathematical model can be introduced. Suppose the input layer is
composed by I values and H is the dimension of the hidden layer, also known as its width.
Firstly, H different linear combinations of the input neurons values are built:
aj =
H∑
i=1
wij xi + wj0 (2.1)
where j = 1, ..., H and wij are the learnable parameters known as weights, in particular
wj0 stands for the bias.
Thus, the value of a neuron zj is given by the application of a non linear activation function
h(·) to the quantity aj, also called activation of the neuron:
zj = h(aj) (2.2)
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the most widely known activation functions are listed below and their trend is showed
in Figure 2.2:
1. sigmoid function σ(a) = 1
1+e−a
2. hyperbolic tangent tanh = ea−e−a
ea+e−a
3. linear rectifier ReLU (a) = max (0, a)
Proceeding from Eq. 2.2 and still referring to the structure of Figure 2.1 and defining K
as the output layer size, the activation and value of the k-th neuron in the output layer is
calculated as follows:
ak =
H∑
j=1
wjk zj + wk0 (2.3)
yk = h(ak) (2.4)
given a series of input xi ∀ i = 1, ..., I, calculating every yk ∀ k = 1, ..., K is known as
executing the forward pass.
The last equations are related to a K-dimensional classification problem, meanwhile if a
regression problem would have been taken into account, the size of the output would have
been set to K = 1.
The basic operation of training a neural network is called backward pass, here it is showed
in the context of supervised learning because of its simplicity and it is the approach selected
for the final model proposed.
The backward pass for a feed-forward neural network follows a gradient descent method
called back propagation to minimize the loss function E(w) selected [22], where w is the
vector containing all the weights of the neural network. The simplest weight update rule
follows the gradient descent method and updates the learnable parameters in order to
produce a small step in the direction of the negative gradient, for a generic weight wji the
expression would be:
w
(t+1)
ji = w
(t)
ji − α
∂E
(
w(t)
)
∂w
(t)
ji
(2.5)
where α is the learning rate.
Consider the same K-dimensional multi-classification problem used above in explaining
the forward-pass, tk as the ground truth value provided by the supervisor for the k-th class
and the euclidean error is the loss functions suited for this problem and it is computed as
follows:
E =
1
2
K∑
k=1
(yk − tk)2 (2.6)
where, for this passage, it is imposed yk = ak, the procedure starts by determining the
derivative with respect to the weights:
∂E
∂wij
=
∂E
∂aj
∂aj
∂wij
= (yj − tj) zi (2.7)
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Figure 2.2: The most famous and simple activation functions
24
now, using a more compact notation:
δj =
∂En
∂aj
(2.8)
∂En
∂wji
= δj zi (2.9)
in output units, the δk calculation is trivial:
δk =
∂En
∂ak
= yk − tk (2.10)
in the hidden units is a little more complex:
δj =
∂En
∂aj
=
K∑
k=1
∂E
∂ak
∂ak
∂aj
(2.11)
the use of Equations 2.1 and 2.2 and the definition in Eq. 2.8 takes to the conclusion given
by the backpropagation formula:
δj = h
′(aj)
K∑
k=1
wkjδk (2.12)
Up to now, a structure with just one hidden layer has been showed, these are usually
referred with the term shallow [23]; instead structure with more and more hidden layers
are called deep feed-forward neural networks or multi-layer perceptron (MLP), Figure 2.3
represents how it would look like.
Figure 2.3: Schematic representation of multi-layer perceptron
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The concept of depth in neural networks is, in general, addressed to a sequential applica-
tion of the non linear functions in a single iteration in order to be able to get compositional
representations of the input. In other words, adding hidden layers correspond to further
utilization of the selected non linearity and it contributes to the depth of the structure in
a linear way.
Neural networks with greater depth can execute more instructions in sequence. Sequential
instructions offer great power because later instructions can refer back to the results of
earlier instruction [24]. In comparing two structures, a common convention is to state that
the first is heavier than the second if it has a higher number of weights, meanwhile the
second one is lighter.
Suppose a starting structure is shallow with m units, it is generally proven that deeper
structures performs better than wider ones even when the former has a lighter structure, in
Chapter 3 a practical example of this statement will be showed in the procedure of shaping
the final model proposed.
2.2 Recurrent Neural Networks
The peculiarity of recurrent neural network (RNN) is that it is present an internal mech-
anism of feedback information from the previous computational step. In this sense, the
recurrent network structure is the same of the previous feed-forward but cyclical connec-
tions are added, meaning learnable parameters multiplying the unit value of older time
steps are added to the linear combination computation of the current time step unit acti-
vation.
Hence, the first enhancement that can be introduced is modelling an input sequence to an
output sequence, rather than a single input to a single output like the perceptron does.
The simplest form of recurrent unit include just a cyclical connection from the previous
time step, it can be considered a general dynamic system described by the following equa-
tion:
h(t) = f(h(t−1), x(t), w) (2.13)
where h represents the state of the unit, x is the input, w is the weight used to parametrize
f and t is the time step considered, the function f is a transition function, usually a non-
linear transformation like sigmoid or hyperbolic tangent function.
Consider a recurrent neural network with one hidden layer containing exactly H units,
while the input unit x has dimension I and the output unit y has dimension K. The input
layer connects to the hidden layer with a input-to-hidden weight matrix U ∈ I × H and
the hidden layer to the output layer with a hidden-to-output weight matrix V ∈ H ×K,
while the previous state of the unit is parametrized with the weight matrix W ∈ H ×H.
Figure 2.4 summarizes these connection relationships.
An important structure property is parameter sharing through the whole time sequence,
so that the weights composing the matrix W are the same when they connect the hidden
units at different timesteps.
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Figure 2.4: Graphical representation of a recurrent neural network
The forward pass of a recurrent is defined from Eq. 2.15 to Eq. 2.16 and can be easily
represented by unfolding the computational graph of Figure 2.4 that leads to Figure 2.5
where a time portion of three time steps is considered:
s
(t)
j = bi +
I∑
i=1
uih x
(t)
i +
H∑
h=1
whj h
(t−1)
h (2.14)
h
(t)
j = tanh
(
s
(t)
j
)
(2.15)
y
(t)
k = ck +
H∑
h=1
h
(t)
h (2.16)
where bi and ck terms act as the biases.
The backward pass consists on repetitively applying the procedure used for the perceptron
through the entire time sequence having a length of T time steps, this outlines what is
called Backpropagation Throught Time (BPTT) algorithm [25].
Given a loss function E differentiable with respect to the network outputs, very similarly
to Equations 2.8 and 2.10, the backward pass for a single timestep t can be defined as
follows:
δ
(t)
k =
∂E
∂y
(t)
k
δ
(t)
j =
∂E
∂h
(t)
j
(2.17)
δ
(t)
j = σ
′(s(t)j )
(
K∑
k=1
δ
(t)
k wjk +
H∑
h=1
δ
(t+1)
h wjh
)
(2.18)
where the complete sequence of δ terms is calculated starting from timestep t = T to t = 1,
backward in the time sequence.
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Figure 2.5: Unfolding the graph as forward pass representation
The last step is to calculate the derivative of the loss function with respect to the weights,
for the ones included in input-hidden-connection it would be analogous to the feed-forward
network case, while for the weights in hidden-to-hidden connections it would be a summa-
tion over the time sequence reminding that weights are shared [26]:
∂E
∂wij
=
T∑
t=1
∂E
∂s
(t)
j
∂s
(t)
j
∂wij
=
T∑
t=1
δ
(t)
j h
(t)
i (2.19)
Eventually, the weights can be update following the gradient descent method, same rule
defined for the perceptron in the previous section in Eq. 2.5.
The most occurring problem that affects the recurrent neural network training is the gra-
dient vanishing and gradient exploding, which leads to the lack of learning the long term
dependencies [27] [28]. Focusing on the hidden-to-hidden weights matrix W in a single
unit layer, after t steps, the value of the hidden unit would include the result of repeatedly
multiplying the matrix W, this is equivalent to have Wt. Suppose an eigen decomposition
such that W = Vdiag (λ)V−1, this would mean that:
wt =
(
Vdiag (λ)V−1
)t
= Vdiag
(
λt
)
V−1 (2.20)
where the eigenvalues λi will cause gradient exploding if their absolute value is too larger
than 1, on the opposite gradient vanishing if it is smaller than 1.
A graphical representation of the latter is illustrated in Figure 2.6, where different shades
of gray mean proportional sensitivity with respect to the input of time step equal to one,
as the sequence goes forward new inputs overwrite the activations of the hidden layer and
so input of step one will weight less and less.
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Figure 2.6: Sensitivity decaying over the time sequence with respect to the input at time
step equal to one
2.2.1 The Long Short-Term Memory Neural Network
The Long-Short Term Memory (LSTM) neural network network belongs to the Gated
Recurrent Networks (GRN) group, a variant of the basic recurrent neural network, as a
common characteristic this group have in their single unit structure, called memory cell,
additional elements working as gates, the LSTM case includes gates applied to the input,
previous state and output.
From the first idea of LSTM memory cell by Sepp Hochreiter and Jürgen Schmidhuber in
1997 [29], many variants have been proposed, the most common is showed in Figure 2.7
and refers to the original structure.
The input and output signal, and the previous state value are multiplied by their own
related gate function: input gate, output gate and forget gate, respectively.
Suppose a LSTM network has an input layer with I values and an hidden layer with H
memory cells, the internal state s(t)i of the i-th cell is updated by the following equations
[30]:
s
(t)
j = f
(t)
j s
(t−1)
j + g
(t)
j σ
(
bj +
I∑
i=1
uijx
(t)
h +
H∑
h=1
whjh
(t−1)
h
)
(2.21)
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Figure 2.7: Diagram representation of the LSTM “memory” cell
where f (t)j and g
(t)
j are, respectively, the forget gate and the input gate:
f
(t)
j = σ
(
bfj +
I∑
i=1
ufijx
(t)
i +
H∑
h=1
wfhjh
(t−1)
h
)
(2.22)
g
(t)
j = σ
(
bgj +
I∑
i=1
ugijx
(t)
i +
H∑
h=1
wghjh
(t−1)
h
)
(2.23)
where σ refers to the sigmoid non linear function. The forget gate can be seen as a sort of
factor multiplying the previous state just like in a running average, this allows to have a
variable weight associated with the past data, if f (t)i → 0 the past state values information
is quickly forgotten, while if f (t)i → 1 past story has an important influence on the next
state.
Now, the output of the cell can be calculated as follows:
h
(t)
j = tanh
(
s
(t)
j
)
qj (2.24)
q
(t)
j = σ
(
boj +
I∑
i=1
uoijx
(t)
i +
H∑
h=1
wohjh
(t−1)
h
)
(2.25)
where q(t)j represents the output gate. In order to have more global view of how the whole
structure works, in Figure 2.8 a generic LSTM neural network with two cells is showed
along with all connections, where arrows with initial point disconnected refer to biases
terms, input and h(t)i terms are displayed in vector notation and output layer configuration
is related to a multiclass classification problems like the one employed in this thesis, this
last concept will be described in the next section.
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Figure 2.8: Representation of the connections in a two-cells LSTM neural network
The total number of weights is strongly increased with respect to the basic recurrent
neural network, but the sensitivity problem introduced in Figure 2.6 is resolved thanks
to the variable gates behaviour, which are responsible of the “Long Short Term” name of
this kind of network, the input gates at time step higher than one can shut off the input
in order to allow a continuous flow of the information relative to the input at time step
one, the example is showed in Figure 2.9. More generically speaking, the LSTM network
is capable of learning better the long-term dependencies.
Depth in neural networks is, in general, addressed to a sequential application of non linear
functions to data generated in a single iteration in order to be able to get compositional
representations of the input.
Given this definition, every kind of recurrent neural network has already this kind of struc-
tural property in the temporal dimension: unfolding through the whole time sequence [31].
However, it is possible to define specific structures of deep recurrent neural network de-
pending in which position of the structure new layers, generally full-connected ones, the
following structures represent the simplest deep LSTM neural network to build:
• deep input to hidden, abbreviated deep-in
• deep hidden to output, abbreviated deep-out
• stacking LSTM layers, abbreviated stack
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Figure 2.9: Representation of LSTM case behavior for long term dependencies learning,
“o” means gate open and “-” means gate closed
In Figure 2.10 are showed the graphical representations of the three structures men-
tioned above. In order to not be repetitive, the same structures but just with recurrent
network layer, discussed above, are addressed to be deep recurrent neural network.
More detailed and articulated discussion about deep recurrent - and LSTM - neural net-
works can be found here [32] [33].
Figure 2.10: The deep LSTM neural network easiest to build
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2.3 Neural networks as path planning agents
It is important to recall here that a strong hypothesis of the problem is that the proposed
model operates in unknown environment, in Section 1.2.3 it has been addressed as a dis-
tinctive characteristic of online search.
So, in this thesis, neural networks will be evaluated to work as this kind of agent.
Previous sections were dedicated to generic models, from now on will be described neural
networks to map input states into actions in order to assume the path planning agent
role. Following Figure 2.12, with a very shallow but essential sequence of concepts I can
motivate why they can be applied, to tackle the exploration problem as a method to make
the agent learn by experience during the training process.
The multilayer perceptron has been successfully applied in similar application [34] [35]
[36] [37], meanwhile recurrent neural networks take full advantage of one simple concept,
showed in Figure 2.11, instead of learning state by state independently, I want to solve a
sequence of states to a sequence of actions problem.
The main reason is because the sequence to sequence problem can be referred also to, at
first glance, really different applications like speech recognition, handwriting recognition,
machine translation, video captioning and so on; where the recurrent neural network fam-
ily has obtained state of the art performance [38] [39] [31] [19]. Furthermore, the LSTM
neural network has already been employed in robots path planning [40] [41] [42].
Figure 2.11: A sequence to sequence problem
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Figure 2.12: From the principle to neural networks
Both supervised learning and reinforcement learning have been applied to solve this
kind of problem. They build completely different neural network configuration but they
both are special applications of the decision theory.
In its simplest form, decision theory deals with choosing among actions based on the
desirability of the immediate outcomes of a specific utility function associated to the agent.
Hence, the overall neural network can be seen as a utility function U(s) which generates the
outcomes as preferences for each action allowed, these are values to express the desirability
of the next state s to which the action will take the agent.
Subsequently, the expected utility EU (a|e) is the average utility value of the outcomes in
terms of probabilities given the input observation e. Eventually, the principle of maximum
expected utility (MEU) says that an agent should choose the action that maximizes the
agent’s expected utility [43]:
anext = argmax
a
(EU (a|e)) (2.26)
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2.3.1 Supervised learning approach
Among the many variants, I describe here in details the most common and simple config-
uration, implemented in this research as well.
Considering the reference frame centred in the current position of the robot, the input
state is a flattened vector comprising values dedicated to surrounding environment and
goal point informations. The former could be a series of proximity ranges to obstacles or a
grid map assuming a binary variable for each pixel,for example “1” stands for obstacle and
“0” for free space; the latter could be just an heuristic distance estimation from current
to goal position like the variants described in Section 1.3.1. However, adding the relative
angle calculated with arctan2 () is useful to build a univocal association between current
position of the robot and goal point, because a situation where two points have same dis-
tance to the goal and same surrounding environment but different relative angle is likely to
occur, specially when complex maps and long paths are taken into account like in Chapter
3.
On the other side, the output is the choice of action calculated by the neural network.
Regardless of the neural network structure type, the output layer is a full connection type
- like the one showed in Figure 2.3 and Figure 2.8 - with K units as many as the total
number of allowed actions as being at this point a K-dimensional classification problem
and each unit value has the following expression:
yk = w
T
k z+ wk0 ∀k = 1, ..., K (2.27)
where z ∈ H is a the vector of the unit values of the last hidden layer composed by H
units, wk ∈ H is the vector of the weights related to the k-th output unit and wk0 is the
bias term. The values yk are quantities of preference that the network associates to each
action ak like the outcomes of the utility function, the posterior probabilities p(ak|yk) are
calculated thanks to the softmax transformation:
p(ak|yk) = φk(y) = exp(yk)∑K
j=1 exp(yj)
∀k = 1, ..., K (2.28)
where y is the K-dimensional vector containing all the outcomes yk.
Hence, considering the results from equations above, the action with highest probability
represents what the neural network calculates as most right, therefore d correspond to the
action taken:
d = ak s.t. k = argmax
k
(φk(y)) with k ∈ [1, K] (2.29)
In Figure 2.13 a summarizing representation of the configuration described is showed.
It is important to have also clear how the error in a multiclass classification problem is
computed. Consider a batch of samples with size N , for each sample, the ground truth is
a K-dimensional vector of binary values tn where just the value tnk related to the right
class assume value equals one, while the others are set to zero. The objective of the neural
network is to maximize the likelihood function, notation in Eq. 2.27 is used:
p (T|w1...wK) =
N∏
n=1
K∏
k=1
p (ak|zn) =
N∏
n=1
K∏
k=1
φnk (2.30)
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Figure 2.13: General configuration for supervised learning approach
where φnk = φk(yn) and T ∈ N ×K is the matrix of target variables with elements tnk.
Maximizing the likelihood function correspond to minimize the negative logarithm:
E (w1, ...,wK) = −ln (p (T|w1...wK)) = −
N∑
n=1
K∑
k=1
tnk ln (φnk) (2.31)
this expression is known as the cross-entropy error function for the multiclass classification
problem. Eventually, the rule to update the output layer weights needs the gradient of the
error with respect to the vector wj ∀ j = 1, ..., K:
∇wjE(w1, ...,wK) =
N∑
n=1
(φnj − tnj)φn (2.32)
where φn is the K-dimensional vector of posterior probabilities evaluated for the n-th
sample. Eventually, the weights update at timestep t has the following expression:
w
(t+1)
j = w
(t)
j − α∇wjE(w1, ...,wK) (2.33)
where α is the learning rate [44]. All the other internal weights are updated following the
backpropagation formula introduced in Section 2.1.
This approach can implement an oﬄine training process, faster and easier to manage,
datasets are realized running the the supervisor algorithm as a path planner, then the
neural is trained, eventually it is deployed on the robot for the online testing.
On the downside, it presents an important limit: experienced pairs state-action during
training are limited to the ones decided by the supervisor, so it leads to a more probable
wrong decision during effective deployment when the neural network agent gets itself in a
state not experienced in the training process.
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2.3.2 Reinforcement learning approach
This approach is an example of how an agent can learn what is the best decision in absence
of labelled samples. During the training process, a supervised learning agent needs to be
told the correct move for each step, so when its decisions are compared with the ground
truth provided by a supervisor, a feedback can be built in terms of error to be minimized,
eventually depending on the feedback value the internal weights are corrected.
Without a supervisor, the agent has no grounds for deciding which move is better to make,
but after taking a move it can be evaluated if the outcome that is the next position is good
or bad. This kind of feedback is called reward, or reinforcement.
The concept of rewards were first introduced in Markov decision processes (MDPs). The
task of reinforcement learning is to use observed rewards to learn an optimal, or suboptimal,
next policy for the current environment [45].
The most applied agent of this kind is the Q-learning agent that learns an action-utility
function, called Q-function as well. Consider a total number of K actions allowed, the
notation Q(s, ak) represents the value of doing an action ak while standing in state s,
Q-values are directly related to utility values U(s) as follows:
U(s) = max
ak
Q (s, ak) with k ∈ [1, K] (2.34)
A highest Q-value indicates the action ak is judged to yield the best result with the agent
currently being in a state s.
The Q-values are updated via the Bellman equation [46]:
Q (s, ak) = Q (s, ak) + α
(
R(s) + γ max
ak
Q (s′, a′k)−Q (s, ak)
)
(2.35)
where α is the learning rate and γ is the discount rate, usually both tuned manually. The
term maxa′ Q (s′, a′k) outputs the maximum Q-value over all possible successive actions a′k
in the resulting state s′ and R(s) is the reward function that has a particular expression
for every application defined by its designer. For example, in a path planning problem the
expression below has been proposed [36]:
R(s) = −
R∑
r=1
τiri + τddag + τθθag (2.36)
where ri are the proximity ranges to obstacles, dag is the heuristic distance from current
agent position to the goal point and θag is the relative angle between agent and goal
position. The respectively related weights τ are manually tuned and are sort of influence
scales the designer wants to associates to each value inside the reward function.
As a conclusion, considering a particular input state s, the Q-learning agent selects the
choice of action d as the one associated to the highest Q-value:
d = ak s.t. k = argmax
k
Q
(
s(t), ak
)
with k ∈ [1, K] (2.37)
A neural network can be used to estimate the Q-values, it would be a model parametrized
by weights and biases, collectively called learnable parameters and denoted with w. Q-
values are estimated online by querying the output units of the network after performing
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a forward pass given a state input s. Such Q-values are denoted Q(s, a|w). Instead of
updating individual Q-values, updates are now made to the parameters of the network to
minimize a differentiable loss function L(s, ak|w) [47]:
L(s, ak|w(t)) =
(
R + γ max
ak
Q
(
s′, ak|w(t)
)−Q (s, ak|w(t)))2 (2.38)
w(t+1) = w(t) − α∇wL
(
w(t)
)
(2.39)
The first advantage of this learning approach implements a model-free optimization, the
agent does not train depending on an entity labelling which action is correct, which also
means that it is not affected to restraints and disadvantages of a particular supervisor
selected in the previous approach, this represents a major flexibility advantage.
Furthermore, recent works on reinforcement learning with deep neural networks, widely
known as deep reinforcement learning, have shown outstanding performance in decision
making problems so that they talk about reaching equal performance or even beating hu-
man control level in simulation environments concerning generic arcade games [48] [47].
Very recently, deep reinforcement learning has been applied to mobile robot navigation
[49].
The training process can be difficult to perform for a mobile robot in unknown environ-
ments: it has to be online and Q-values update has to occur - normally - after every single
iteration. Indeed, before reaching convergence, the output calculated by a neural network
modelling a Q-learning agent is known to be oscillating or diverging in the worst case [50].
I would admit that the overall complexity of reinforcement learning in both training the
agent and effective implementation restrained me in selecting this approach for the model
proposed, however it is also my opinion that, given recent researches results, reinforcement
learning can be a real valid player for path planning more than supervised-based methods
and maybe better than traditional but still competitive heuristic algorithms, two of which
described in Section 1.3.
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Chapter 3
Simulation
3.1 The ASCII maps environment
The simulation environment takes full utilization of an already built and available collec-
tion of maps realized with ASCII characters, along with each map there is a predefined list
of problems specifics in terms starting point, goal point and optimal length [51].
This collection is really helpful for such kind of researches, it is mainly used to test every
kind of global path planning algorithm, oﬄine search in general, furthermore official com-
petitions are held in this environment to evaluate the best one.
A fundamental rule set for these maps is that the dot character “.” means free space,
while all the other ones are labelled as obstacles, it is also important that the simulation
environment developed deals only with static maps.
The categories taken into account in this section are the following:
1. discretized from videogames
2. mazes
3. random filled maps
The three paragraphs below aim to explain to the reader some details about the map
categories listed above with examples to clear up any doubt about.
Maps discretized from videogames
The maps belonging to this category and used here are discretized versions of environments
included in the Dragon Age videogame.
I would refer to these maps as the ones with largest open space regions, in its general
meaning, but they also include regions with narrow corridors. Another feature is that they
don’t have fixed size, but it ranges from tens to thousands of steps, thus very little maps
to very huge ones.
Figures 3.1 is showed to help the reader catch the description given above.
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Figure 3.1: Example of a portion of a map taken from Dragon Age
Mazes
The mazes are the easiest to imagine, the general meaning is followed. An internal classifi-
cation differentiates maps with respect to their corridor width measured in terms of pixels.
Here are included maps having corridor width of 16, 8, 4 and 2 steps width, they all have
size 512× 512 steps. Figure 3.2 shows an example of a maze map.
Figure 3.2: Portion of a maze map width corridor width 4 steps long
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Random filled maps
The last category includes map where the characters standing as obstacles occupy a speci-
fied percentage of the overall map. In particular, I use maps having this specific parameter
equal to 25 % and 40 %, like the mazes, all of them have dimensions 512 × 512 steps.
Figure 3.3 illustrates an example.
Figure 3.3: Portion of a random filled map for 25 % of its size
3.2 Training the neural network
At this point of the document, the reader should understand the difference between an
online search agent and an oﬄine search agent, Sections 1.2.3 and 1.2.2.
Every agent running in this environment is allowed to take diagonal and cartesian moves,
in calculating the path cost, the scale parameter associated to the former is equal to
√
2,
while the latter movements scale cost parameter is 1.
A supervised learning approach is selected and the ground truth data is provided by the
conventional A* algorithm, Section 1.3.1, an oﬄine agent. The only important detail to be
mentioned about A* is that euclidean distance with a scale parameter equal to 25 is found
to work better than any other configurations and so it is selected as heuristic distance
function h(•).
So, the policy here assumed is: training the neural network with oﬄine search related
ground truth and then testing as online agent.
This is a really important design choice that influence the overall results described in the
next section.
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Here are listed the main reasons of this choice:
• oﬄine search is easier, it gives a wide freedom in building any kind of training dataset
• online agents do not, generally, give optimal solutions and are harder to correctly
implement
• teaching the neural network with optimal, or suboptimal, solutions
In line with the hypothesis of unknown environment, the input state of the neural network
has to be defined. The grid map is a usual solution for obstacle awareness, it consists on
occupancy squares labelling a certain region of the space as occupied by obstacles or free
space, here in this simulation environment the latter is a pixel occupied by the dot charac-
ter “.”, while all the other characters refers to the former. However, in the real environment
the grid map is built from sensor readings like proximity ranges from a local range finder
(LRF) by appropriate algorithms included in the SLAM activities.
It was found that for obstacle awareness using directly ranges to obstacle improves perfor-
mance with respect to a grid map [36], in addition they mean a less computational step in
the real environment applications and such shallow environment perceiving increases the
low resource usage by the proposed method. In ASCII maps, ranges considered are just
in cartesian and diagonal directions and are calculated as number of pixels npA→O from
current agent position A to first obstacle encountered O in a particular direction with a
scale parameter:
rangecartesian = 1 · npA→O rangediagonal =
√
2 · npA→O (3.1)
as a design choice, the maximum number of pixels considered in a single calculation is 50.
Relative angle and euclidean distance between agent and target position are added to build
the state. Furthermore, I noted that adding the previous directions taken into the current
state helps the network to improve predictions.
Consider current agent position at coordinates (xA, yA) and goal position at coordinates
(xG, yG), the standard input state input state components are defined below and repre-
sented in Figure 3.4:
• di ∀ i = 1, ..., 8 := proximity ranges
• θA→G = arctan
(
yG−yA
xG−xA
)
:= relative angle
• eA→G =
√
(yG − yA)2 + (xG − xA)2 := euclidean distance
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Figure 3.4: Building the input state
Meanwhile the available actions set is a 8-dimensional vector: four cartesian directions
plus four diagonal directions. Recalling Section 2.3.1, the model calculates eight posterior
probabilities ak and selects the next direction d as the one having the highest value:
yk ∀k = 1, ..., 8 := eight values from the output layer (3.2)
p(ak|yk) = φk(y) = exp(yk)∑K
j=1 exp(yj)
∀k = 1, ..., 8 (3.3)
d = ak s.t. k = (φk(y)) with k ∈ [1, 8] (3.4)
Figure 3.5 is a graphical representation of the sequence of the operations to calculate the
decision.
The cross-entropy error introduced in the previous chapter is essential to update the
learnable parameters, however it is not suitable to evaluate the learning performance,
specially because it is not “human readable” in the sense that it is not a direct relationship
between direction chosen by the neural network and the correct direction provided by the
supervisor.
Instead, accuracy is widely used for a classification problem, consider a batch of samples
with size N , for each sample the ground truth, also called label data, is denoted with ln
and it refers to one of the eight allowed directions (ln = ak with k ∈ [1, 8]). The n-th
decision of the neural network is calculated as in Eq. 3.4 and here denoted with dn, the
accuracy related to the batch of samples supposed is computed as follows:
AN =
1
N
N∑
n=1
δ{dn = ln} (3.5)
where δ{condition} =
{
1 if condition
0 if ¬ condition (3.6)
The word batch is always used to indicate for how many samples the error is accumulated
before taking the backward pass described in Sections 2.1 and 2.2.
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Figure 3.5: Operations from input to output
The details of how the training is performed are important to understand why there is a
validation set and a section dedicated to online testing.
The general learning process of a neural network consists on working with two sets: the
training set and the validation set. The former is used to effectively train the neural
network, the cross-entropy error is calculated for every batch and the backward pass is
computed in order to correct the weights, in other words the neural network builds its
experience in the training set. Meanwhile, the latter is used as a test set, just the forward
pass is computed for the batches analyzed in this set, the purpose is to verify if the neural
network that is repeatedly updating the learnable parameters, has a successful performance
also in samples not included in the training set.
However large it may be, the training set is not supposed to include every single sample the
neural network may experience when it will be deployed, the hope and the basic principle
is that learning allows to take the right decision even in situations not directly experienced.
If the performance is high in the training set and the low in the validation set, the neural
network is overfitting or memorizing the former, it is learning to be perfect among the
training samples but the validation set is considered as extraneous.
There could be many reasons causing overfitting, but in general the most important and
most widely occurring are low training set size and neural network structure too articulated
in terms of number of layers and units per layer. The best behaviour every designer aim for
is achieving the highest possible accuracy value in both sets, it is called generalization to
denote that the neural network has found the right weight values to take the correct decision
for generic cases, not only the ones included in the training set and actively experienced.
A usual size ratio between the two sets is 10 to 1, which is used also in this section to build
the proposed model.
Both training and validation sets are made of step samples coming from solution paths
found by the A* algorithm, in addition to the entire map, the supervisor receives only the
informations about starting point coordinates and goal point coordinates, picked randomly
from the predefined list attached to each map.
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Figure 3.6: Neural network agent behaviour during the training process
During the training process, suppose the neural network is in the starting point of a
new path, it senses the local environment tu build to input state, calculates a decision and
eventually the cross-entropy error is computed. The next point is not the one related to
the direction decided by the neural network, but it is the first point of the solution path
found by the A* algorithm, an analogous procedure occurs for every sample. Figure 3.6
shows that the neural network agent, denoted with “N”, has eight available direction and
it travels following the coordinates included in the path found by the supervisor, denoted
with “S”.
In other simpler words, it is like the A* algorithm takes by the hand the neural network
agent for the whole path, the latter can calculate its own decisions but the direction
effectively taken is always chosen by the former. As the training process is implemented,
this happens also in testing the agent in the validation set, the only difference is that there
is not any calculation regarding cross-entropy error and weights update.
This last concept explained is the reason why in the validation set the neural network
agent is not evaluated as a standalone agent, therefore, the next section is dedicated to the
effective deployment of the neural network as an online search agent.
In Table 3.1, specifics of the training set and validation set assumed here as standard
for the learning process are showed, maps in the training set are different with respect
to the validation set but they are picked from the same categories: mazes with corridor
having 4 steps width, mazes with corridor having 2 steps width, random filled for 25 %
map size, random filled for 40 % of the map size. The paths having length higher than the
maximum path length parameter are not included in the set, it can be considered as a sort
of maximum complexity limit.
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Specific TRAINING SET VALIDATION SET
Size (steps) 102400 10240
Number of maps 5 3
Maximum
path length 300 300
Table 3.1: Training set and validation set specifics
Among the recurrent network family, the Long Short-Term Memory neural network is
chosen over the basic RNN because of its advantage to learn features with longer time lags.
The final model consist on a LSTM neural network, the procedure of shaping the structure
will be explained in each step. One of the thesis purpose is to show that it can be applied
as a valid agent, so the first thing to prove will be comparing learning performances with
respect to the best multilayer perceptron (MLP) structure because it is one of the most
applied neural network for path planning.
Regarding the training of the LSTM network, an important assumption is that weights are
updated after sweeping a single time sequence.
Every test that will be presented from now on is conducted using the CAFFE framework
(Convolutional Architecture for Fast Feature Embedding) [52] and the GTX 1080Ti is the
graphic board unit used for calculations [53].
The hyperparameters final configuration to train the LSTM neural network is showed in
Table 3.2. Except for the time sequence and the learning rate, all the other parameters were
not previously introduced, since they are beyond the purpose to explain a thesis regarding
neural networks to a reader having a beginner level knowledge on the argument. However,
I will briefly introduce these parameters here with related reference, in case a deepening is
desired.
Hyperparameter Value
learning rate (fixed) 0.1
weight decay rate 10−5
regularization type L1
momentum rate 0.95
epochs 500
Table 3.2: Hyperparameters configuration for tuning the LSTM network structure
First of all, an important trade-off about the learning rate has to be mentioned. It can be
seen as a step size of the error minimization process along the gradient direction toward
the minimum. If the step size is too large, it can “jump over” the minima we are trying
to reach, this can lead to osculations around the minimum or in some cases to outright
divergence. On the opposite, an higher step size can speed up the training attaining the
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same accuracy value but in less time, this can be very important when deep neural networks
are involved in the particular project because they may need several hours before reaching
convergence. It is very rare see applications with learning rates equal or higher than one,
in training the LSTM neural network for this application, a value equal to 0.1 showed to
lead to the highest accuracy and to best reduce the training time.
Often the number of weights is used as a measure of the neural network complexity, when
it is too high and the training set is not sufficient large and various, overfitting is likely to
happen. Instead of reducing the complexity, an option is to limit the growth of the weights
through regularization techniques like weight decay [54]. It should prevent the weights
from growing too much unless it is necessary, it is realized by adding a term to the error
function E(w) that penalizes the weights:
E(w) = E0(w) + β L(w) (3.7)
where E0(w) is the cross-entropy error function, w denote a vector of all the weights of the
neural network, L(w) is the weights penalization function and β is the weight decay rate.
In the CAFFE framework, the L(w) is either the L1 or the L2 normalization functions:
L1(w) =
W∑
i=1
|wi| (3.8)
L2(w) =
√√√√ W∑
i=1
w2i (3.9)
where W is the total number of weights. In literature it is easy to find different expression
for L, one above all is the one below:
Lother(w) =
1
2
W∑
i=1
w2i (3.10)
With the new term added in Eq. 3.7, the weight update rule for a generic weight w has a
new expression:
w(t+1) = w(t) − α
(
∂E
(
w(t)
)
∂w(t)
− β
)
L1 case (3.11)
w(t+1) = w(t) − α
(
∂E
(
w(t)
)
∂w(t)
− β w · 1√
L2(w)
)
L2 case (3.12)
The momentum method is a technique for accelerating gradient descent that accumulates
a velocity vector v, same dimension as w, in direction of persistent reduction of the error
function [55]. Given the error function in 3.7 to be minimized, the classical momentum
method modifies the general weight update rule [56]:
v(t+1) = µv(t) − α∇wE
(
w(t)
)
(3.13)
w(t+1) = w(t+1) + v(t+1) (3.14)
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where α is the learning rate and µ ∈ [0, 1] is the momentum rate. The momentum is
also used to increase the size of the steps to avoid or however get out from local minima.
Usually, the values most widely adopted are in the range [0.9, 1).
Eventually, sweeping an epoch means every sample comprised in the training and valida-
tion sets is analyzed one time.
A fundamental rule drives the LSTM network structure shaping procedure: if it shows
prediction improvements it is better to have structure deeper through the temporal di-
mension than through adding layers or cells. In different but maybe simpler words, this is
related to the fact that recurrent network family shares the parameters through time, so,
for example, suppose two networks, one having one more layer and a with respect to the
other and they have the same prediction performance, in this case the one with less layers
has less learnable parameters and so a lighter structure which means a faster computation
of the forward pass. This atomic operation is extremely important because it is what the
network will execute during online testing.
From now on the only parameter taken into account to evaluate the learning performance
will be the accuracy achieved in the validation set, since it is the essential parameter to
assess the generalization level of a generic neural network and in every test reached compa-
rable value with respect to the accuracy evaluated in the training set, where for comparable
I mean:
Accuracy train − 2% < Accuracyvalidation < Accuracy train (3.15)
thus, no overfitting was experienced.
The first step of the procedure consists in taking one layer with a minimal number of cells
equal to four and compare the learning performance with different time sequence lengths,
in particular the following values are considered:
Tseq = [128, 256, 512, 1024] (3.16)
Figure 3.7 gives a graphical interpretation of the results.
So, the first conclusion is to proceed with the two highest values in Tseq. Procedure starts
now to get two directions, adding two more cells in the existing and only one hidden layer
or stacking a new LSTM layer with two cells above the existing one. These tests form the
second stage, results are summarized in Table 3.3.
Time sequence = 512 steps Time sequence = 1024 steps
1 LSTM layer - 4 cells 84.02 % 82.11 %
2 LSTM layers - 2 cells 76.71 % 75.52 %
Table 3.3: Validation accuracies of the second stage of the procedure
48
128 256 512 1024
 TIME SEQUENCE LENGHT (steps)
76
76.5
77
77.5
78
78.5
79
 
VA
LI
D
A
TI
O
N 
AC
CU
RA
CY
 (%
)
Figure 3.7: Increasing the time sequence with one layer and 4 “memory” cells
The next third stage is very similar to the previous one, but now the starting point is the
structure referred to the first row of Table 3.4: meaning that it will consist on comparing
one layer with 8 cells and 2 layers with 4 cells each one.
Time sequence = 512 steps Time sequence = 1024 steps
1 LSTM layer - 8 cells 87.50 % 86.94 %
2 LSTM layers - 4 cells 84.56% 85.90 %
Table 3.4: Validation accuracies of the third stage of the procedure
Keeping on following the same guideline also for a fourth stage, but in Table 3.5 it can be
clearly seen that improvements are not so really higher than the third stage.
Time sequence = 512 steps Time sequence = 1024 steps
1 LSTM layer - 16 cells 88.37 % 88.47 %
2 LSTM layers - 8 cells 88.60 % 88.45 %
Table 3.5: Validation accuracies of the fourth stage of the procedure
Going over again brought just some minor changes in the first digit after the decimal point.
So, I concluded that a convergence to these performance numbers has been set up and the
best model based on LSTM memory cells is the one represented in Figure 3.8a because it
has less weights compared to the other structure analyzed in the last fourth stage.
A very similar procedure has been applied to tune the best MLP structure, represented
in Figure 3.8b: a very close result with respect to the best LSTM is found, precisely a
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validation accuracy equal to 88.43 %. The important difference is that there is no time
sequence parameter in training the a multi-layer perceptron, but the weights are update
after sweeping a batch of samples. In this case, the best batch size value found was 512
samples.
The conclusion of this section is that a the final LSTM structure has achieved comparable
prediction results with respect to the MLP with a lighter structure, this is considered
enough to state that the former is more performs better than the latter, the proof is
provided by calculating ratio regarding the total number of weights between the final MLP
model and the proposed model based on LSTM.
(a) The final LSTM structure (b) The final MLP structure
Figure 3.8: The best models found the two neural network families treated in this thesis
Referring to Section 2.1, the number of weights nlwFC in a single full connection layer l is
calculated below:
nlwFC = n
l
units ·
(
n
(l−1)
units + 1
)
(3.17)
where nlunits is the number of units in the l-th layer and n
(l−1)
units in the (l − 1)-th layer. Re-
calling that input layer consists on eleven values, the total number of learnable parameters
comprised in the structure of Figure 3.8b is denoted with nMLPtot and equals to the following
summation:
nMLPtot =64 · (11 + 1) + weights 1st hidden FC layer
64 · (64 + 1) + weights 2nd hidden FC layer
64 · (64 + 1) + weights 3rd hidden FC layer
64 · (64 + 1) + weights 4th hidden FC layer
8 · (64 + 1) weights output FC layer
=13768
Referring to Section 2.2.1, the calculation of total number of weights nlwLSTM for a LSTM
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layer is a little more articulated:
nlwLSTM = n
l
cells
[
3 · (1 + nlcells + n(l−1)cells ) + (1 + nlcells + n(l−1)cells )
]
(3.18)
where the 1st term is dedicated to the three variable gates and the 2nd to the input value
of the cell multiplying the input gate. The total number of weights of the proposed model
in Figure 3.8a can now calculated:
nMLPtot =8 · [3 · (1 + 8 + 11) + (1 + 8 + 11)] + weights 1st hidden LSTM layer (3.19)
8 · [3 · (1 + 8 + 8) + (1 + 8 + 8)] + weights 2nd hidden LSTM layer (3.20)
8 · (8 + 1) weights output FC layer (3.21)
=1256 (3.22)
Eventually the ratio gives:
tot. number of weights final MLP model
tot. number of weights final LSTM model
=
13768
1256
= 10.96 (3.23)
the best MLP structure turns out to be more than ten times heavier than the LSTM
structure proposed. This means that a sort of initial competition among the neural network
based agents is won by the LSTM model that in next section will try to challenge the A*
algorithm.
3.3 Online testing
Online testing is taken in map categories listed in 3.1. Before dealing with the performance
analysis and comparison with the A* algorithm, I want to show an example of solving a
path included or not in the training set by the proposed agent deployed in online search.
The purpose is to demonstrate the different behaviour of the agent between cases actively
experienced and never encountered during training. In order to show the whole path found
from start to goal point, just simple examples will be showed.
The first one, Figure 3.9 shows the most complex path of this series, it consist on an
example included in the training set, so the agent had the chance to repeatedly practice on
this path, make mistakes, accumulate errors and correct the wrong moves occurring less
and less until training convergence was attained. Eventually, it is evident that the solution
found is quite similar to the one considered correct because it was found by the supervisor
algorithm.
Figures 3.10 and 3.11 show examples of attempts to solve a path which was not included
in the training set. In the first example, the LSTM agent finds a solution because the
goal point is reached but the path is far from being similar to the one realized by A*, a
sort of diverging towards the north direction is realized before tracing back and finding an
acceptable pathway. The reason is because there may have been similar paths included in
the training set, so the experience on these allowed the agent to try different movements
to escape from the wrong positions reached at some point.
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Meanwhile, the second figure shows a failure case caused by obstacle hit, in particular
this is selected because it represents objectively an easy problem, but still the agent did
not recognise the obstacle. The result of this attempt means that similar cases were not
experienced during training, this conclusion arise a quite bad problem because such easy
cases cannot be unsolved while lot more complex paths are found. Therefore, this last
example leads to include a better composition of the training set in the future works list.
(a) Path found by the LSTM agent (b) Path found by A*
Figure 3.9: Comparing the solution of a solved case included in the training set
(a) Path found by the LSTM agent (b) Path found by A*
Figure 3.10: Comparing the solution of a solved case not included in the training set
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(a) Path found by the LSTM agent (b) Path found by A*
Figure 3.11: Comparing the solution of a failed case by the LSTM agent not included in
the training set
In order to better analyze the comparison between the proposed LSTM model and the
A* algorithm, it is useful to recall the differences between each other.
The former is an online search agent, it can explore only nodes next to the current position,
so more suitable for real world path planning because distance travelled is equal to the one
explored, furthermore it can solve a path planning by storing just the current state into
its memory, in other words the current input of the LSTM neural network.
Meanwhile the latter is an oﬄine search agent, it examines the entire map stored in its
memory and containing, at least, the supposed path from start to goal position. As a
consequence it can expand nodes being in different part of the space explored, more than
two actions away from each other. The essential distinction regards memory usage: in
terms of states, the A* algorithm needs all the states corresponding to all the coordinates
of the entire known map, meanwhile the proposed online agent stores in the memory just
the current state. This is the main advantage of using online search agents. My conviction
is that training a neural network with “memory”, like the LSTM one, will help even in tests
having this strong constraint of using just one sample at a time.
In Table 3.6, a summarizing parallel description of the two methods under performance
comparison is presented. For the sake of precision, I report what here it is meant for
“expanding a node” with respect to the two agents under comparison, the A* algorithm
expands a node every time the following function is calculated for its adjacent nodes, in
ASCII maps environment a total of eight adjacent nodes are taken into account:
f(n) = g(n) + h(n) (3.24)
where g(n) is the backward cost through the backpointers from the starting position to
node n and h(n) is the heuristic future cost that, in this study, is the euclidean distance
from node n to the goal node, meanwhile the neural network expands a node one step at
a time when a new state is built to be the the new input.
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Property A* LSTM
Agent type oﬄine online
Output nature deterministic stochastic
Environment known unknown
Solution
calculation
The whole
path
One step
at a time
Node
expansion
allowance
more steps
farther away
only the
adjacents
Node
expansion
count
increase
a node with
minimal
f(n) = g(n) + h(n)
is found
a new
input state
is built
Table 3.6: A properties and hypothesis comparison between the two path-planning agents
Each online test comprise a total amount of 50 paths picked from ten different maps,
both selected randomly for each specific category. It is essential to state that none of the
paths selected for online testing was included in the training set introduced in the previous
section of this chapter, meaning that the neural network has not actively experienced these
paths during the training process.
Tables 3.7, 3.8 and 3.9 show the results related to the categories below listed in the same
order:
1. Dragon Age videogame
2. Mazes with corridor 8 steps long
3. Random with 25 % filler parameter
initial set up is to maintain the path length limit used in the training process, equal to 300
steps, the policy here is to lower this value in order to try to get better results if they are
considered not acceptable.
Agent Success Rate Average
time (s)
Average
length
Average nodes
expanded
A* 100 % 3.37 · 10−4 45.82 47.029
LSTM 68 % 1.69 · 10−3 53.39 44.41
Table 3.7: Online testing in Dragon Age maps
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Agent Success Rate Average
time (s)
Average
length
Average nodes
expanded
A* 100 % 2.96 · 10−4 50.90 53.69
LSTM 26 % 1.98 · 10−3 61.71 52.92
Table 3.8: Online testing Mazes corridor 8 steps long
Agent Success Rate Average
time (s)
Average
length
Average nodes
expanded
A* 100 % 2.84 · 10−4 61.60 49.85
LSTM 82 % 2.04 · 10−3 71.57 56.02
Table 3.9: Random filled for 25 %
There is a clear and also expected low success rate in the mazes, because, as the reader
may imagine, the chance to meet a blind pathway is higher than in all the other categories.
A practical reason is that if the agent gets in a blind spot or simply a corner, it is a lot
harder to find an escape way in maps like the mazes because it could be too much distant
from the current position, indeed most failure attempts are deadlock situations like the
example showed in Figure 3.12.
Figure 3.12: Deadlock situation in a maze
I write too distant because it is evident that such large workarounds, like they would be
needed in these cases, are not experienced during the training process or very rarely. Since
the supervisor algorithm consist in an oﬄine and optimal search, the solutions found are
almost always a straight way to the goal point, for sure they do not include escaping
pathways from critical positions like the one showed in Figure 3.12.
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However, remaining in mazes maps, several solved cases are completed because the agent
was able to find an escape way relatively close to its position, an example of this kind
is revealed in Figure 3.13: initially coming from the lower part of the figure, the agent
initially seems to go directly into a corner like wall, but then it explores the free space on
its right and find a way go round the wall and continue the path solving toward the goal
point.
Meanwhile, the higher success rate in random filled maps can be explained with exactly
the opposite reason the agent tends to fail in the mazes. Focusing on Figure 3.14, it is
possible to see how the agent can find a way to go around every group of obstacles. In
other words, I would conclude that the structure of random filled maps matches better the
skills of the the developed method.
Figure 3.13: A way out from stuck position in a corner was found
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Figure 3.14: Local escape ways are easier to find in random filled maps
The success rate by the LSTM-based agent is clearly the most important weakness,
while the performance regarding the other parameters can be considered good, in particular
the average computation time calculation is in favor of the A* because in a real robot it
would have to include the time spent to build or update the map, on the contrary, here
it is immediately available. A focus on the success rate is necessary, it was found, easily
expected, that it increases if the maximum path length limit is reduced, the trend is showed
in Figure 3.16 and 3.17 referring to mazes and random filled maps, respectively. While
for Dragon Age maps, it is quite similar to the one for random filled maps (Figure 3.15).
Furthermore, this analysis includes the trends referred to the online agent using the MLP
model of Figure 3.8b. This last comparison states that LSTM sets an absolutely higher
success rate with respect to the MLP.
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Figure 3.15: Accuracy trend in Dragon Age maps
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Figure 3.16: Accuracy trend in Mazes maps with corridor 8 steps long
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Figure 3.17: Accuracy trend in Random 25 % maps
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Chapter 4
Experiment
This last chapter deals about the implementation of the proposed method on a real mobile
robot platform. The mobile robot platform is the IRobot Create 2 and proximity ranges
are generated by the Hokuyo UTM-30-LX-EW local range finder (LRF) sensor. The whole
system for the real robot takes is implemented in the ROS framework, in particular for the
characteristics listed below:
• data communication between processes
• an internal system for two-dimensional mobile robot navigation, called navigation
stack
• available and tested driver for both robot and LRF sensor
4.1 Real robot set up
The tests are conducted in our laboratory as a good example of indoor map. Since the
beginning, I tried keep the design flexibility as high as possible, in order to have a platform
easy to understand and use without radical modifications.
This concept translated into the real world as performing test through a wireless connection
with the robot, so that just a device to handle and send the data from the robot to the
deep learning monitor station and viceversa would be connected to the robot with a cable.
The desktop computer is connected via ethernet, meanwhile, on the robot hand, a wireless
connection to a different segment of the same network is available. This means that
a direct connection between the two by just setting the server ip and the client ip in
the ROS configuration of the environment variables is not possible, however not without
modifications of the network.
The simplest workaround consisted to configure a Virtual Private Network (VPN), where
the desktop pc acts as the server and a laptop placed onto the Create 2 robot as the
only client. Another small but nice advantage of the VPN is that ip assigning by DHCP is
supported, in a sense that I don’t have to change the ip address in a configuration file every
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time it changes, however for external reasons the desktop pc has a fixed ip connection, but
this detail is not so important for the purpose.
A third device is added to the complete the set up, it is a device with an SSH (Secure
Shell) client installed - in this particular case an android tablet - that connects to the
laptop through wireless in order to execute any terminal command is needed. This device
helps in the overall project flexibility, two simple but practical cases represent a support
to this choice:
1. if unfortunately the vpn connection drops or the robot driver node accidentally ter-
minates or similar cases, the connection or the particular command can be restarted
without interrupting the test
2. clock synchronization between laptop and desktop computer must be always main-
tained within a certain offset, this is achieved by running a command on a laptop
terminal
in particular, case number two consists on a manual synchronization thanks to the Network
Time Protocol (NTP), it is really essential because otherwise I would not be able to run
the ROS navigation stack.
Figure 4.1 represents a schematic description of set up presented in this section, while
Figure 4.2 shows the real devices to have a complete idea.
Figure 4.1: Schematic representation of the real world set up
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Figure 4.2: Devices utilized
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4.2 Training and Testing
First of all, similarities and diversities with respect to the simulation environment have to
be described. The nature of output of the neural network is essentially the same, here is
more properly called “steering angle” as the two command signals that are given as input
to the robot are the translational and rotational velocity commands.
The output directions set allowed are, here, reduced to just five steering angles comprised
in [−90◦,+90◦] and divided 45◦ from each other. Figure 4.3 shows an example of a se-
quence of steps, where θ is the relative angle between two sampled positions of the robot,
one subsequent to the other.
The input state of the neural network include exactly the same elements defined in 3.4, a
Figure 4.3: A sequence of steps in the real robot implementation
further element added is the current absolute orientation to give a consistent and unam-
biguous definition of the state.
The LRF is configured to limit the readings in the same angle span related to the output,
the ranges taken into consideration are not single measurements but an average value cal-
culated between readings of the same angular section, a total of 720 ranges are generated
within the angle span considered. Figure 4.4 helps to catch the practical meaning. Con-
cluding, a total number of eight sections is selected.
The most right way to use the ROS framework for two-dimensional robot navigation would
be using the navigation stack as a whole (Figure 4.5). Extremely summarizing, it consists
of a global planner responsible to analyze the entire map explored and find the best se-
quence of coordinates from the robot current position to the goal point and a local planner
that generates the translational and angular velocity commands to make robot follow the
global coordinates easily associated to a reference signal, eventually the costmap create a
virtual inflation of the obstacles to aid related planners to calculate a path most possibly
far away from them: the one related to the global planner takes care of the entire map,
while the other updates with higher frequency a local squared map centred in the current
robot position.
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Figure 4.4: The average value of each section is an input of the neural network
Unfortunately, I couldn’t find a proper configuration to make the trajectory controller
work in our indoor environment, so I decided to keep using the navigation stack but the
velocity commands are generated by teleoperating the robot remotely.
In order to highlight the low need of resources by the proposed method, in Figure 4.6
it is compared how the neural network sees the real world versus the human eye. The
purple marks are local proximity ranges given as input to the neural network as described
above referring to Figure 4.4. Meanwhile, the best way to evaluate the amount of resources
needed by the conventional global planner in ROS is a view from above of the entire map
of our laboratory explored by the robot (Figure 4.7a), in addition, the global costmap is
showed in 4.7b as an enhanced version of the explored map used for the global search.
Figure 4.5: Navigation stack diagram block
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The costmap is the result of obstacle inflation, the principle is to assign a maximum
cost color to the points corresponding to the proximity ranges generated by the LRF
sensor, then a descending cost function assigns different colors starting from the maximum
threshold to the value considered as free space. Specifically, in the configuration used
for Figure 4.7b, yellow stands as the proximity ranges, light blue as cost threshold still
considered as obstacle, light purple is in the midway between obstacle and allowed region
to navigate represented by the dark purple color.
(a) Neural network view (b) Human eye view
Figure 4.6: Comparing the view of the environment between proposed method and human
eye
(a) Map without costmap (b) Map with costmap
Figure 4.7: Conventional global planner view of the entire map
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Before effectively training a neural network, the training and validation datasets have
to be built, I would like to express here the opinion that collecting good sample data and
training the neural network for the real robot implementation was the most difficult thing
of the overall research. Losing the partial observability of the environment is just the
beginning, the following proportionalities, defined in Figure 4.8, summarize what the real
challenge was about, they may ended up in simple decisions but the final configuration
proposed was the result of many and many training and testing.
state with more informations
increase number of angular sections
increase learning difficulty
enlarge dataset
increase sampling frequency
bad quality samples
smoother path
increase output steering angles
difficult generalization
Figure 4.8: Dataset and training decisions consequences
Hence, the policy decided was to sample the data every 2 Hz and, if the robot has moved
from the last step, data are collected and the step stored in the dataset. Following Figure
4.3, it means that every 0.5 s the input state elements are collected and stored in a specific
sample.
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Specific TRAINING SET VALIDATION SET
Size (steps) 3000 1000
Time required ≈ 1.5 h ≈ 40 min
Table 4.1: Training set and validation set specifics
Meanwhile, the ground truth is calculated when the robot reaches the next step, suppose
an input state is built at timestep t in a position p(t), the ground truth data l(t) can be
calculated after 0.5 s with the robot in a position p(t+1):
γ = relativeangle
(
p(t), p(t+1)
)
(4.1)
l(t) = argmin
dk
(|γ − dk|) with dk ∈ D (4.2)
where γ is the measure of the real relative angle between p(t) and p(t+1), and D is the set
of the five dk k = 1, ..., 5 directions allowed.
Table 4.1 shows the few important specifics for the training set and validation set. The
traces where the robot moved were limited to the ones represented in Figure 4.9. The red
points mean starting or goal points depending on the specific path decided to take and
include in the set. The start and goal position new path are picked casually among the
red points showed, then the robot travels and a certain amount of samples are stored.
Figure 4.9: Indoor map with the traces followed
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Then, the same structure showed in Figure 3.8a, is trained with the hyperparameters
values of Table 4.2, the only difference from simulation environment parameters is the time
sequence length, here reduced to just 30 steps.
The trend of training and validation accuracy is showed in Figure 4.10, the purpose of
showing this graph is to make the reader see the various presence of instabilities during
the training process, especially around the epoch1 four hundred. To understand the com-
plications generated by an oscillating behaviour of accuracy trend, it has to be explained
what is the definition of training stability, how the trained weights are saved and how the
accuracy itself is computed.
In Section 3.2, dedicated to training the neural network in the simulation environment,
accuracy convergence was met in relatively few epochs and for the remaining training time
just the first digit after the decimal point was affected by variations, this means a stable
training.
Meanwhile, here, in the best-case scenario, there are fluctuations of 3÷4 % and they occur
after every single epoch, I consider it enough to influence the selection of the trained layers
in a bad way. Concluding, I would define as training instabilities the fluctuations going
beyond a threshold predefined by the neural network designer.
The weights of the trained neural network that will be deployed in online testing comes
from saved snapshots2 executed after a weights update during the training process, what
can be changed is the rate of taking a snapshot. In practice, the minimal rate of taking
the snapshots is usually once per epoch in order to limit the snapshots files generated and
have a univocal pair epoch accuracy - epoch weights snapshot. However, when the training
convergence gets more and more flat, synonym of stability, good snapshot saving rates can
be also once every ten or fifty epochs.
The accuracy expression is recalled below:
AN =
1
N
N∑
n=1
δ{dn = ln} (4.3)
where δ{condition} =
{
1 if condition
0 if ¬condition (4.4)
where N is the batch sample size, ln is the ground truth data and dn is the direction decided
by the neural network. The accuracy measure is an average, so the snapshot paired to an
accuracy value is in turn associated to a specific local set of samples. More precisely, it is
a multiple of the batch size, the total number of samples which the error is accumulated
before applying the weights update and its accuracy value represents the atomic part of
the average value calculated, for example, for an epoch:
Aepoch =
1
M
M∑
m=1
AmN (4.5)
where M is the number of batches in the whole training set, and AmN is the accuracy value
of the m-th batch. In this specific case here implemented, the batch equal to the time
sequence considered, in simulation environment it was set to 512, while here is reduced to
30 timesteps.
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So, for the case depicted in Figure 4.10 you would set the minimal saving rate of one
snapshot per epoch in order the catch the weights related to the highest accuracy value
but the snapshot taken depends on the last time sequence of that particular epoch. With
such high variance, inside the summation of the accuracy you can never be sure the saved
weights selected turns out to correspond to the epoch accuracy.
Online testing, the final stage, gave acceptable results just for simple targets, like the cases
showed in Figure 4.11 and 4.12, while Figure 4.13 represents a good attempt in the first
steps but then decisions taken by the neural network brought the robot too far from the
goal point to be considered a solved task.
In these last figures, the green arrow is the goal point while the red ones represents the trace
marked by the robot and the purple points denote the averaged ranges of each sections in
Figure 4.4 given as input to the neural network proposed.
Hyperparameter Value
learning rate (fixed) 0.1
weight decay 10−5
regularization type L1
momentum 0.95
epochs 500
Table 4.2: Hyperparameters configuration for training the LSTM neural network
1Sweeping an epoch means every sample comprised in the training and validation sets is analyzed one
time
2The snapshot is a file containing the layers of the neural network which weights value correspond to
the instant the snapshot was created
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Figure 4.10: Training and validation accuracy trend for the real robot network training
Figure 4.11: Example 1 online testing with the real robot
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Figure 4.12: Example 2 online testing with the real robot
Figure 4.13: Example 3 online testing with the real robot
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4.3 Comments
In this section I would like to express my a posteriori critical opinion regarding the applica-
tion and implementation of the proposed method on the real robot. However, it has to be
stated that the implementation here analyzed is the first attempt to realize the proposed
method in the very complex real world, so it can be considered an entry level version which
is absolutely normal it may have errors and bad performances.
First, the simulation environment and related conclusions were realized before starting to
work with the real robot, so the principle followed was to translate the ideas developed in
simulation into the real world. After the results attained with the Roomba and Hokuyo
LRF were analyzed, the principle mentioned can be considered wrong or partially wrong
or something did not work in realizing it or it maybe too ambitious.
The most important differences between the simulation world and the real world have to
be searched in the nature of the input state elements, the output nature is left out since
the final configurations are essentially the same: a certain number of allowed directions,
each one meant to take the robot in a different next position with respect to any other
possible direction.
Next paragraphs are dedicated to point out what changes when building each element of
the input state. All the complications that will be mentioned from now on contributes
to the fact that the associations state-direction in the real world are potentially infinite
even in a limited are like the indoor map showed in Figure 4.9. Meanwhile, this aspect is
much more limited in ASCII maps, because they are built to be discrete worlds where each
pixel assumes a unique and never changing value of obstacle or free space and the robot
performs its steps in pixel to pixel.
4.3.1 Proximity ranges
In ASCII maps, these elements are calculated in number of pixels, cartesian measures in-
crease by 1, while diagonal measures increase by
√
2. In the real world, the Hokuyo sensor
generates the ranges readings, then the average value on each angular section is an element
of the input state.
Since the LRF is not ideal, an error term represented by a random variable has to con-
sidered in addition to the ideal reading. Supposing the robot starts in a certain position
where a scan is saved and stored, then travel for some time and gets back to the starting
position, a scan saved in this moment is different from the one stored before: the neural
network will receive different input states related to the same physical position.
However, this effect is absolutely normal, it represents an attempt to read a continuous
signal in a real world context with a non ideal sensor. As a conclusion, I would say that
working with continuous signals as inputs to a neural network is a hard challenge. More
specifically, proximity ranges from LRF sensor is a low level sensory input, while neural
networks could be more suited for high level sensory inputs like some sort of events extrac-
tion, for example the idea proposed in [41]. An event could be a binary variable switching
to the value of 1 if the proximity ranges of a particular angular sections are below a pre-
defined threshold value.
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4.3.2 Distance and relative angle
The problem relative to these elements can be more complex, but not so hard to under-
stand. First of all, it is better to explain how they are calculated.
When the navigation system of the robot is activated at the beginning of a generic test
session, the center of a new global frame is assigned to the starting real position of the
robot. Thanks to the odometry feature of the robot and relative driver, the current po-
sition of the robot during travelling is always available. Meanwhile, the goal point is set
from the remote monitor station by picking a point on the screen (Figure 4.2), even this
point is relative to the global frame mentioned above.
However, my opinion is that in setting up the whole navigation system for building the
datasets, the resolution of the odometry was too high. This is important, because re-
member that global planning computes the solution on a large scale and low resolution
environment, indeed in ASCII maps the agent occupies an entire square grid.
In the real world, the map resolution was a lot higher than the robot size, the main effect
is that for two apparently equal physical positions of the robot slightly different values of
distance and relative angle to the same goal point are calculated, eventually the stored
samples would result different. I think this bad set up effect increase a lot the potentially
infinite real world cases the neural network is supposed to learn.
Concluding, the first attempt to fix this problem is to lower the resolution of odometry in
calculating these particular values, however I think robot size could be a maximum reso-
lution value.
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Chapter 5
Conclusion & Future works
In this thesis a model based on the Long Short-Term Memory neural network is proposed
as an online agent for the path planning task. A complete model tuning and structure
shaping is developed in the dedicated simulation environment and then a performance
comparison is analyzed.
A real robot implementation is realized but it is still strongly limited, so it can be analyzed
just as a demonstration, no performance comparisons are carried on.
The first and most important problem is the success rate parameter, future enhancements
should be in the direction of increasing it. In ASCII maps, the main problem is that in
the training process the agent never experienced escaping scenarios from a blind spot or
deadlock in a corner, the ground truth is given by an algorithm built to generate an optimal
solution.
So, generating a dataset where many starting points are on purpose placed in blind spots
could be a solution but maybe too hard to realize if these points are not automatically
found in a map.
Meanwhile, a reinforcement learning stage could be the best solution. We would think
about an initial stage of supervised training in order, then a second one based on reinforce-
ment learning online training in order to have the chance to adjust its learnable parameters
every time it will get in ambiguous positions like the situations mentioned above.
On the real robot side, the implementation has to be enhanced considering the proposed
method just as a starting point, in Section 4.3 I point out the main problems and possible
solutions. Furthermore, in order to build a completely autonomous system, a new and
more suitable trajectory controller has to be designed well suited for this kind of online
search method.
The source code of the research project developed can be found on my github page:
https://github.com/nikfio.
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