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L’incremento di disponibilita` di dati spazio-temporali, dovuta alla gran-
de diffusione di dispositivi “location-adware”, ha aumentato l’interesse della
comunita` scientifica verso l’area di ricerca che studia metodi per l’analisi di
questi dati. Una questione tutt’ora aperta e` la ricerca di metodologie per l’in-
dividuazione di zone ad alta concentrazione di soggetti, nonche´ la scoperta di
comportamenti simili tra loro per periodi di tempo non banali. Con il lavoro
svolto in questa tesi abbiamo voluto apportare un contributo significativo a
questo campo di ricerca.
Il primo metodo per l’analisi della densita` implementato, detto Statico,
prevede la creazione di un Minimum Bounding Box (il minimo intervallo tri-
dimensionale che contiene interamente l’area da analizzare) e la valutazione
delle zone dense al suo interno attraverso un processo di divisione in cubi di
dimensioni minime. Non soddisfatti delle sue prestazioni lo abbiamo modi-
ficato ottenendo l’algoritmo Dinamico, che effettua l’analisi per raffinamenti
successivi seguendo un approccio “top-down” e limitatamente ai cubi piu`
promettenti. Lo abbiamo ulteriormente migliorato con lo sviluppo del me-
todo Dinamico Approssimato in cui la densita` e` valutata non con un calcolo
esaustivo ma con una sua approssimazione, aumentando notevolmente la sua
velocita` di esecuzione.
Partendo dai dati forniti dall’analisi precedente, abbiamo sviluppato un
metodo per individuare i Moving Cluster, ovvero gruppi di soggetti che man-
tengono comportamenti simili per periodi di tempo piu` o meno estesi, pur
modificando la loro composizione dinamicamente nel tempo.
La tesi si conclude con la presentazione dei risultati ottenuti da test spe-
rimentali, seguita dallo studio di un possibile utilizzo di questi strumenti in
un caso reale: l’analisi del traffico all’interno dell’area urbana e semi-urbana
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Il processo evolutivo del mondo dell’informatica, delle reti di comunica-
zione e dei dispositivi ad esse collegati, nonche´ lo sviluppo delle tecnologie
delle basi di dati, hanno portato allo sviluppo di numerosi servizi capaci
di generare quantita` di informazioni notevoli, costituite soprattutto da dati
spaziali, dati temporali e dati spazio-temporali.
La diffusione di tali servizi e` stata una conseguenza del circolo virtuoso
che si e` venuto a creare nell’ultimo decennio: gli utenti hanno richiesto sem-
pre piu` dispositivi location-aware (sensibili alla locazione), come dispositivi
per il rilevamento della posizione geografica (GPS), dispositivi di telefonia
mobile (GSM/UMTS) ecc. Per rispondere a tali richieste i produttori di
queste tecnologie hanno attuato economie di scala che hanno portato ad una
sensibile riduzione dei prezzi, rendendoli di fatto accessibili a chiunque.
La grande disponibilita` di dati ha aperto la strada a tutta una classe
di applicazioni di grande rilevanza sia strategica che economica. Mediante
lo sviluppo e utilizzo di tecniche di estrazione della conoscenza (Knowledge
Discovery) si e` reso possibile analizzare grandi moli di dati aventi un poten-
ziale patrimonio in termini di conoscenza (cioe` informazioni ad alto livello
di astrazione), difficilmente ricavabile con l’utilizzo delle classiche tecniche di
analisi statistica.
Negli esempi che seguono verra` mostrato come la trasformazione di dati
in informazioni di valore sia un supporto prezioso nel processo decisionale.
Consideriamo il caso di una compagnia telefonica che voglia estrarre in-
formazioni utili dai log registrati dalle antenne GMS/UMTS. Ogni antenna
infatti e` in grado di registrare la presenza di un utente purche´ sia nel suo
raggio d’azione, nonche´ la durata di tale permanenza. Tramite l’analisi di
questi dati con metodi di interpolazione e` possibile recuperare per ogni uten-
te il percorso che questi ha effettuato in un determinato arco di tempo. Una
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volta estrapolati i percorsi effettuati da tutti gli utenti che hanno attraversa-
to la zona posta sotto analisi, sara` possibile individuare, se esistono, in quali
zone si ha una concentrazione maggiore di utenti ed in quali periodi di tempo
o, ancora, se esistono gruppi di utenti che hanno comportamenti simili per
intervalli di tempo non banali.
Le informazioni ricavate da queste analisi possono risultare utili alla com-
pagnia telefonica per decidere quale siano le posizioni migliori per l’installa-
zione di nuove antenne o per migliorare la schedulazione delle risorse esistenti.
Oppure, visto che negli ultimi tempi le grandi aziende tendono a personaliz-
zare sempre piu` le proprie offerte in base alle esigenze del cliente, per stabilire
quali tipi di servizi offrire a quei clienti che hanno comportamenti simili.
Un’altro caso puo` essere costituito da una pubblica amministrazione che
decide di analizzare l’efficienza dei propri servizi di trasporto pubblico, sfrut-
tando i dati relativi allo spostamento delle persone durante una giornata,
rilevati tramite strumenti GPS. Conoscere quali sono i percorsi stradali piu`
frequentati puo` permettere di migliorare il servizio fornito ai cittadini, ad
esempio tramite l’individuazione di importanti percorsi stradali non adegua-
tamente coperti dal servizio di trasporto pubblico. Se invece sono disponibili
informazioni sullo spostamento delle autovetture all’interno dell’aree urbana,
e` possibile fare previsioni riguardo lo stato del traffico lungo determinati trat-
ti stradali, con la conseguente possibilita` di poter studiare percorsi alternativi
al fine di evitare congestionamenti.
Indipendentemente dal contesto in cui vengono utilizzati, i dati spazio-
temporali sono accomunati dal fatto che rappresentano una fonte molto pre-
ziosa di conoscenza da un lato, mentre dall’altro hanno lo svantaggio di essere
difficili da gestire e risulta molto complesso riuscire ad ottenere conoscenza
utile, evitando di perdersi in quella superflua o troppo dettagliata.
1.1 Contesto della Tesi
L’utilizzo di dati spazio-temporali relativi ad oggetti in movimento ha
fatto nascere l’esigenza di trattare in modo adeguato questo tipo di dato, ma
soprattutto di cercare di superare alcune limitazioni in cui si puo` incorrere con
il loro utilizzo. Una di queste limitazioni e` la mancanza di un meccanismo ad
alto livello per l’interrogazione dei database di dati spazio-temporali, senza
per questo dover essere un esperto del sistema o saper usare primitive di
basso livello. Altre problematiche a cui la ricerca cerca di dare risposte sono:
Che genere di pattern possono essere estratti dalle traiettorie? Quali metodi
ed algoritmi dovrebbero essere applicati per estrarli? Come possono essere
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usati efficacemente per migliorare la comprensione del dominio applicativo e
rendere migliori i servizi?
Ogni ricerca presente in letteratura solitamente prende in considerazione
un aspetto tra quelli citati in precedenza, e si pone come obiettivo quello
di fornire una soluzione corretta ed efficiente al problema. Alcune di queste
si occupano di studiare tecniche e metodologie per fare predizioni sull’evo-
luzione di un determinato scenario, altre invece studiano nuove misure di
similarita` per confrontare traiettorie e poter cos`ı individuare gruppi di sog-
getti con comportamenti simili, altre ancora ricercano metodi ed algoritmi
per rispondere a determinate tipologie di query, a cui i metodi di mining
tradizionali non saprebbero rispondere. Ovviamente questi campi di ricer-
ca sono relativamente recenti e lo studio di molte di queste problematiche
e` ancora ai primordi. Nei capitoli successivi avremo modo di vedere piu` in
dettaglio alcuni di questi studi.
Tra i vari aspetti oggetto di studio da parte dei ricercatori, quelli che han-
no attirato maggiormente la nostra attenzione sono stati quelli relativi alla
ricerca di metodi ed algoritmi per l’individuazione di zone appartenenti ad
una determinata area spazio-temporale, caratterizzate da un’alta frequenza.
In particolare lo scopo di questa tesi e` stato l’analisi, la progettazione e lo
sviluppo di una metodologia che, a partire da una basi di dati contenente dati
spazio-temporali, cercasse di estrarre due nuove informazioni: l’individuazio-
ne di zone con una frequenza superiore ad una determinata soglia fissata in
partenza e l’esistenza o meno di soggetti con comportamenti simili.
1.2 Contributi originali
La metodologia implementata in questa tesi prende spunto dagli algo-
ritmi di clustering density-based in cui gli oggetti vengono raggruppati in
cluster solo in base alla densita`, ossia alla quantita` di oggetti presenti in una
determinata regione dello spazio. Come avremo modo di vedere nei capitoli
successivi, molti di questi metodi si basano sull’utilizzo di misure di simila-
rita` tra traiettorie o sulla costruzione di algoritmi studiati ad hoc per tipi di
dati spazio-temporali.
Il nostro algoritmo rientra in questa seconda categoria infatti non utilizza
nessuna misura di similarita`, ma utilizza divisioni successive del “data cube”
di partenza, insieme ad un metodo per stimare il numero di traiettorie conte-
nuto in ogni cubo ottenuto durante il processo di divisione. Tali informazioni
vengono poi utilizzate per individuare le zone la cui densita` supera una soglia
prefissata.
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Il passo successivo e` stato la valutazione della sua efficienza sia dal punto
di vista delle performance, sia da quello della correttezza dei risultati ottenuti,
tramite l’analisi effettuata con dataset sintetici e con dataset reali.
Un’ulteriore innovazione fornita dalla tesi e` stata lo sfruttamento dei ri-
sultati dell’analisi delle frequenze al fine di ottenere ulteriori informazioni
relative al comportamento degli oggetti in movimento. In particolare tali da-
ti sono stati sfruttati per individuare quelli che in letteratura sono identificati
con il termine di Moving Cluster.
Al fine di mostrare come la metodologia proposta possa essere effetti-
vamente utilizzata in applicazioni reali, verra` illustrato un caso di studio a
partire da un dataset reale. Cio` permettera` di dimostrare come il nostro me-
todo possa essere utile per individuare determinati fenomeni ed in generale
possa essere un valido supporto per analisi operata da esperti del dominio di
applicazione.
1.3 Organizzazione della Tesi
Il resto della tesi seguira` la seguente organizzazione:
Il capitolo 2 vuole fornire una panoramica di quegli argomenti necessa-
ri per comprendere a pieno il lavoro svolto in questa tesi, in particolare il
capitolo iniziera` illustrando il processo KDD e le sue fasi. Poi proseguira`
descrivendo l’infrastruttura su cui di solito questo processo viene svolto, ov-
vero il Data Warehouse. Di tale infrastruttura cercheremo di metterne in
evidenzia le caratteristiche, e le problematiche che sorgono quando si uti-
lizzano dati spazio-temporali ed in particolare traiettorie. Torneremo poi a
parlare del passo piu` importante del processo KDD, quello del Data Mining,
di cui illustreremo le tecniche piu` diffuse: classificazione, regole associati-
ve ecc., per poi proseguire concentrandosi maggiormente sulle tecniche di
clustering. Il capitolo si concludera` con una rassegna delle ultime tecniche
proposte in merito al clustering di traiettorie; in particolare vedremo alcuni
esempi di metodi che si basano solo su misure di similarita` tra traiettorie ed
altri esempi che invece implementano algoritmi e metodi ad hoc.
Nel capitolo 3, dopo una breve parte introduttiva in cui verranno definiti
i concetti di moving object e di traiettoria, vedremo quali sono state le moti-
vazioni che ci hanno spinto ad implementare il metodo illustrato nelle sezioni
successive: il metodo Statico. Il capitolo proseguira` mostrando l’evoluzione
di questo algoritmo per arrivare alla versione Dinamica Approssimata, pas-
sando per quella Dinamica. In queste fasi cercheremo di spiegare in dettaglio
le caratteristiche che lo contraddistinguono e le differenze con la versione pre-
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cedente. Il capitolo proseguira` illustrando la tecnica utilizzata per effettuare
la “clusterizzazione” dei risultati dell’analisi sulla densita`, per poi concludersi
con la definizione di Moving Cluster e la spiegazione della tecnica per la sua
individuazione.
Nel capitolo 4 illustreremo per prima cosa la tipologia di dati utilizzati
per fare i test: i dati sintetici e quelli reali. In seguito saranno riportati i
grafici relativi ai test effettuati e cercheremo di evidenziare fenomeni inte-
ressanti basandoci sulla loro osservazione. Il capitolo 5 iniziera` mostrando
alcuni miglioramenti apportati che si sono resi necessari nel momento in cui
ci siamo apprestati ad utilizzare gli strumenti sviluppati su un caso reale, in
particolare vedremo che ai metodi e` stata aggiunta la possibilita` di seleziona-
re un sotto spazio del cubo di partenza, un po` come avviene in OLAP con le
operazione Slice & Dice, inoltre illustreremo la possibilita` di impostare un fil-
tro per limitare l’incidenza delle interpolazioni tra due punti temporalmente
molto distanti nel calcolo della densita` di un cubo.
Nell’ultimo capitolo verranno riassunte le scoperte effettuate ed i risultati
ottenuti, mettendo in evidenza il percorso svolto e le problematiche affron-
tate. Inoltre verranno proposte alcune migliorie che si possono apportare a
questo metodo, sopratutto per quanto riguarda la parte di visualizzazione
dei risultati.
Capitolo 2
Dai dati alla conoscenza
In questo capitolo verranno illustrati alcuni concetti fondamentali neces-
sari per comprendere pienamente il lavoro svolto durante questa tesi. Ini-
zieremo spiegando quali sono state le problematiche che hanno portato alla
definizione del processo KDD (Knowledge Discovery in Database). Dopo
averne dato una definizione formale vedremo quali sono le fasi di cui si com-
pone, corredate da una breve descrizione. Il capitolo proseguira` descrivendo
l’infrastruttura su cui lavora il processo KDD, il data warehouse, e le caratte-
ristiche che lo differenziano da un database operazionale. Verranno poi illu-
strate le problematiche che comportano l’utilizzo di data warehouse Spaziali
ed in particolare data warehouse di Traiettorie. Passeremo poi ad esaminare
il passo piu` importante del processo KDD, il Data Mining e le tecniche che
si possono utilizzare per estrarre nuova conoscenza. Il capitolo si concludera`
illustrando le tecniche di clustering ed in particolare le tecniche di clustering
per traiettorie.
2.1 Il processo KDD
“Il primo diluvio e` stato d’ acqua, il secondo e` il diluvio dell’in-
formazione” (Pierre Levy)
Secondo uno studio effettuato da due ricercatori dell’Universita` di Berkley
in California, Lyman P. e Varian H.R., la quantita` di informazione prodot-
ta dall’uomo nel 2003 e` stata stimata intorno a 5 exabites1, di cui il 92%
memorizzata su supporti magnetici, in prevalenza hard disk [LV03]. Con
l’ulteriore diffusione della banda larga, delle sinergie tra Internet, telefonia
1exabyte e` l’unita` di misura coniata per indicare un miliardo di gigabyte
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mobile ed altre tecnologie digitali, e` apparso subito evidente che tale quantita`
era destinata ad aumentare.
Una ricerca piu` recente condotta dalla IDC ha fornito ulteriori stime se-
condo cui le informazioni prodotte dall’uomo nel 2006 si aggiravano intorno ai
161 exabites, che potrebbero arrivare all’incredibile quantita` di 988 exabites
nel 2010 [Ganz07]. Questi dati non sono poi cos`ı surreali, basti pensare che
il sistema di osservazione terrestre della NASA raccoglie ed elabora ogni ora
oltre 50 gigabyte di dati provenienti dai suoi sistemi di monitoraggio terrestre
e spaziale, oppure che la catena di negozi Wal-Mart negli Stati Uniti gestisce
20 milioni di transazioni al giorno ed ha prodotto ad oggi una base di dati di
oltre 4 terabyte di memoria o ancora che il progetto “Human Genoma” ha
collezionato alcune decine di terabyte di dati sul codice genetico umano.
In presenta di una notevole quantita` di dati nasce il rischio di incorrere
in un sovraccarico cognitivo, noto come “Information overload(ing)”, feno-
meno che si verifica quando si ricevono troppe informazioni per riuscire a
prendere una decisione o per sceglierne una specifica sulla quale focalizzare
l’attenzione.
Fino a qualche decennio fa, quando le quantita` di dati erano modeste,
per effettuarne l’analisi dei dati si ricorreva al lavoro di un analista, una
figura professionale avente competenze statistiche ed una certa familiarita`
con i dati da trattare, che utilizzava il computer solamente come sostegno
per il calcolo. Nel momento in cui si e` verificata la crescita dimensionale dei
dati, tale modus operandi si e` dimostrato inadeguato e destinato a fallire.
Nello stesso periodo si e` costituita, ed e` cresciuta costantemente nel tem-
po, una comunita` di ricercatori e professionisti interessati al problema del-
l’analisi automatica dei dati e sono iniziati una serie di incontri che hanno
portato nel 1995, durante la prima conferenza dedicata a questo problema,
alla definizione del termine KDD - Knowledge Discovery in Database.
Il processo KDD nasce e si evolve con l’obiettivo di memorizzare grandi
quantita` di dati ed estrarre da essi informazioni e conoscenza. Esso si e` svi-
luppato dall’incrocio di numerose ricerche in diversi campi di studio come: la
statistica, l’intelligenza artificiale, l’apprendimento automatico, la visualiz-
zazione dei dati nonche´ quello delle basi di dati; i sistemi software per KDD
inglobano teorie, algoritmi e metodi estratti da tutti questi campi (Fig. 2.1).
Il termine KDD viene utilizzato per indicare l’intero processo, interatti-
vo ed iterativo, di scoperta della conoscenza che consiste nell’identificazione
di relazioni tra dati, che siano valide, nuove, potenzialmente utili e com-
prensibili. Per una migliore comprensione di tale definizione esamineremo in
dettaglio i concetti in essi coinvolti.
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Figura 2.1: Contributi delle discipline al processo KDD.
• Un processo di scoperta della conoscenza e` un insieme di attivita` che
coinvolgono la preparazione dei dati, la ricerca di relazioni, la valutazio-
ne e il raffinamento della conoscenza estratta. Si assume che il processo
non sia banale, cioe` che le relazioni scoperte non siano gia` note.
• Le relazioni scoperte sono valide se valgono, con un certo grado di
certezza, anche su dati diversi da quelli usati per la scoperta delle stesse.
Individuare un grado di certezza e` essenziale per stabilire quanta fiducia
si puo` riporre nel sistema e nella scoperta effettuata. Il concetto di
certezza coinvolge diversi fattori quali l’integrita` dei dati, la dimensione
del campione su cui e` effettuata la scoperta e la quantita` di conoscenza
gia` disponibile.
• Le relazioni scoperte devono essere nuove almeno per il sistema. La no-
vita` puo` essere misurata rispetto ai cambiamenti nei dati (confrontando
i valori correnti con quelli precedenti o quelli attesi) o nella conoscenza
(cioe` come una nuova scoperta collegata a quelle precedenti).
• Le relazioni dovrebbero potenzialmente condurre a delle azioni utili.
Per esempio, la scoperta di una dipendenza tra gli articoli acquistati
dai clienti di un supermercato dovrebbe attivare opportune strategie di
marketing.
• Le relazioni scoperte devono essere comprensibili agli utenti per facili-
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tare una migliore comprensione dei dati coinvolti. Poiche´ e` difficile mi-
surare precisamente “la comprensibilita` di un pattern” spesso di ricorre
a misure surrogate di semplicita` sintattica/semantica.
Gli stadi che caratterizzano un processo KDD sono stati identificati da
Fayyad, Piatetsky-Shapiro e Smyth [FPS96]. Nell’elencare e descrivere que-
ste fasi essi pongono particolare attenzione allo stadio del Data Mining, cioe`
a tutti quegli algoritmi per l’esplorazione e lo studio dei dati. Il Data Mining
e` ritenuta la fase piu` importante dell’intero processo KDD e questa enorme
importanza, peraltro riconosciuta, rende sempre piu` difficile, soprattutto in
termini pratici, distinguere il processo KDD dal Data Mining. Coloro che la-
vorano in questo settore, tuttavia, preferiscono distinguere le due espressioni
come convenuto durante la prima conferenza Internazionale sul Knowledge
Discovery in Database tenutasi a Montreal nell’agosto del 1995.
Vedremo adesso una breve descrizione delle cinque fasi del KDD che ri-
calca sostanzialmente il modello ideato da Fayyad, Piatetsky-Shapiro e Smy-
th. Il processo prende come input dati grezzi provenienti da fonti diverse
(RDBMS, Legacy DBMS, Flat Files, External Souce), da elaborare mediante
le fasi di:
1. Selezione: I dati grezzi vengono selezionati in base ad alcuni criteri
in modo tale da ottenere un sottoinsieme di dati in grado di rappre-
sentare efficacemente i dati obiettivo (target data). Risulta abbastanza
chiaro come un database possa contenere diverse informazioni che, per
l’obiettivo che si vuole raggiungere, possono risultare inutili; per fare
un esempio, se l’obiettivo e` lo studio delle associazioni tra prodotti di
una catena di supermercati, non ha senso conservare i dati relativi alla
professione dei clienti; gli stessi dati risultano fondamentali se invece si
vuole determinare il comportamento di alcune fasce di clientela, ovvero
nel caso in cui si voglia effettuare un analisi discriminante.
2. Preelaborazione: Spesso, pur avendo a disposizione il target data
non e` conveniente ne´ necessario analizzarne l’intero contenuto; puo` ri-
sultare piu` conveniente campionare le tabelle ed in seguito esplorare
tale campione effettuando quindi un’analisi su base campionaria. Du-
rante questa fase del processo si e` soliti effettuare anche operazioni di
pulizia dei dati (data cleaning) che prevedono l’eliminazione dei possi-
bili errori e la decisione dei meccanismi di comportamento in caso di
dati mancanti.
3. Trasformazione: Terminata la fase precedente, puo` essere necessaria
una fase di trasformazione, in cui i dati devono essere elaborati per
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essere utilizzabili. Si possono convertire tipi di dati in altri tipi o de-
finire nuovi dati ottenuti attraverso l’uso di operazioni matematiche e
logiche sulle variabili. Inoltre, soprattutto quando i dati provengono
da fonti diverse, e` necessario effettuare una loro riconfigurazione al fine
di garantirne la consistenza.
4. Data Mining: Durante questa fase vengono utilizzate tutta una serie
di tecniche, a partire dai dati ottenuti con le fasi precedenti, in modo
da poterne ricavare informazioni interessanti e utili. I tipi di dati che
si hanno a disposizione e gli obiettivi che si vogliono raggiungere pos-
sono dare un’indicazione sul metodo da scegliere per ricercare nuove
informazioni.
5. Interpretazione e Valutazione: Il data mining crea dei pattern,
ovvero dei modelli, che possono costituire un valido supporto alle de-
cisioni. Nonostante questi siano interpretabili tramite grafici ed altri
tipi di output, occorre effettuare sempre una valutazione attenta dei
modelli ottenuti, per capire in che misura possono essere utili.
Alla luce di risultati non perfettamente soddisfacenti, e` possibile rivedere
una o piu` fasi dell’intero processo KDD, oppure riapplicare nuovamente il
processo ai risultati ottenuti per un ulteriore raffinamento delle informazioni.
2.2 Data Warehouse
Il processo KDD viene effettuato su un database particolare: il data
warehouse.
L’idea del Data Warehouse e` letteralmente quella di creare un “magazzi-
no di dati” nel quale convergono informazioni provenienti da fonti correlate
o non correlate tra loro. Solitamente un data warehouse e` costruito sepa-
ratamente dalle basi di dati utilizzate quotidianamente dall’organizzazione,
questo perche´ l’attivita` di interrogazione di un Sistema a Supporto delle De-
cisioni e` tipicamente pesante, e cio` non deve inficiare le prestazioni generali
del sistema informativo aziendale. Inoltre il Data Warehouse si distingue dai
database operazionali anche per un’altra caratteristica: mentre in quest’ulti-
mi i moduli di inserimento ed estrazione di informazioni sono gia` predefiniti
(salvo qualche eccezione), nel data warehouse le interrogazioni sono “libere”
ovvero l’utente definisce di volta in volta le proprie interrogazioni, in base al
tipo di analisi che vuole svolgere.
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Figura 2.2: Il processo KDD.
2.2.1 Definizione di data warehouse
Varie definizioni di data warehouse sono state proposte nel tempo; Secon-
do alcuni una definizione accettabile e` quella fornita da S. Kelly secondo cui
un data warehouse e` “Un singolo database integrato che fornisce l’infrastrut-
tura necessaria per le applicazioni informative dell’azienda”. Altri preferi-
scono come definizione la seguente: “Una piattaforma sulla quale vengono
archiviati e gestiti dati provenienti dalle diverse aree dell’organizzazione. Tali
dati sono aggiornati, integrati e consolidati dai sistemi di carattere operati-
vo per supportare tutte le applicazioni di supporto alle decisioni”. (Gartner
Group)
La definizione piu` famosa rimane comunque quella di W. H. Inmond,
secondo cui un data warehouse e` “Una collezione di dati orientata ai soggetti,
integrata, non volatile e correlata alla variabile tempo costruita in supporto
alle decisioni manageriali”.
Ma vediamo piu` in dettaglio quali sono le caratteristiche portanti di
questa definizione:
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• Orientata ai soggetti: I dati vengono organizzati in funzione di temi
d’interesse di analisi(clienti, articoli, agenti, ecc.) e non in funzione dei
processi aziendali. Trasversalmente rispetto alle funzioni organizzative
vengono raccolte tutte le informazioni utili sul soggetto di cui ci si sta
occupando. Il data warehouse viene costruito in maniera incrementale
soggetto dopo soggetto.
• Integrata: I dati che alimentano il data warehouse provengono general-
mente dagli ambienti applicativi di diversi settori aziendali, ognuno dei
quali ha modalita` diverse per identificare e descrivere la stessa entita`.
Perche´ siano realmente utilizzabili in un contesto piu` ampio, questi dati
devono essere necessariamente integrati e resi omogenei (es. uniformare
sigle, unita` di misura, codifica di dati, ecc.)
• Non Volatile: I dati operazionali sono continuamente acceduti e ag-
giornati pochi record alla volta mentre nel data warehouse essi sono
caricati in massa e successivamente analizzati. I dati originali non ven-
gono modificati. Da notare che i dati non sono aggiornati perfettamen-
te con il sistema operazionale creando un disallineamento controllato
accettabile.
• Correlata nel tempo: I dati vengono mantenuti nel sistema per periodi
dell’ordine dei 5-10 anni (dati storici), allo scopo di eseguire confronti,
previsioni ed individuare tendenze. La variabile tempo rappresenta,
all’interno del data warehouse, una chiave di lettura indispensabile.
Solitamente i dati all’interno di un data warehouse sono organizzati e ma-
nipolati in base ad una struttura multidimensionale che rappresenta i dati
sottoforma di “data cube”. Il data cube e` una struttura multidimensiona-
le le cui dimensioni sono definite dagli attributi secondo le quali si voglio
fare le ricerche(es. prodotto, negozio, data, ecc.). Ogni dimensione puo` rap-
presentare a sua volta una gerarchia (prodotto nome, tipo, categoria, pro-
cesso tempi, valorimacchina, parametritecnologici ecc.) Le celle del cubo
contengono i valori metrici, detti anche misure, relativi ai valori dimensionali.
Il data cube permette la modellazione e la visione dei dati rispetto a
molteplici dimensioni, in cui ogni dimensione rappresenta una determinata
prospettiva, solitamente organizzato secondo uno schema che segue il model-
lo a stella oppure “a fiocco di neve”. In accordo col modello a stella il DW e`
costituito da una tabella dei fatti (solitamente al centro della stella) circon-
data da un insieme di tabelle contenenti misure relazionate con la tabella dei
fatti principale tramite chiavi.
13 2.2 Data Warehouse
Un’altra caratteristica del data warehouse e` la sua predisposizione per
OLAP (On-Line Analytical Processing). Le operazioni piu` importanti che
possono essere effettuate su un data warehouse sono: la selezione di una
porzione del data cube, tramite le operazioni Slice e Dice, e l’aggregazio-
ne/disgregazione delle informazioni tramite le operazioni di Roll-up e Drill-
down.
Le operazioni Slice e Dice sono essenzialmente operazioni di selezione
e proiezione atte ad estrarre piani o sottocubi senza fare aggregazioni su
misure, in particolare l’operazione Slice serve per l’estrazione di piani (fig.
2.3.a 2.3.b 2.3.c), mentre l’operazione Dice serve per l’estrazione di sottocubi
(fig. 2.3.d).
Figura 2.3: Operazioni Slice e Dice.
Per quel che riguarda invece le altre due operazioni: l’operazione di Roll-
up e` utilizzata per eseguire aggregazioni delle misure per riduzione di di-
mensioni o per generalizzazione dei valori nella gerarchia, mentre l’opera-
zione Drill-down, al contrario, serve per ottenere un maggior dettaglio delle
informazioni.
2.2.2 Spatial Data Warehouse
Quasi l’80% delle informazioni contenute nei databases ha una componen-
te spaziale, pertanto i data warehouse tradizionali si sono adattati in modo
da poter gestire questo tipo di informazione. Tuttavia questa dimensione e`
di solito rappresentata tramite dati alfanumerici, non in modo cartografico
(vale a dire, ad esempio, usando solo il nome della localita`), in quanto questi
sistemi non sono in grado di memorizzare o manipolare dati spaziali. D’altro
canto, banche dati spaziali (SDBs) sono state utilizzate per diversi decenni,
per l’archiviazione e la gestione di dati spaziali.
L’idea dei Data Warehouse Spaziali (SDWs) nasce dalla fusione di questi
due strumenti, con lo scopo di mantenere i concetti del data warehouse tra-
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dizionale ma al tempo stesso fornire un supporto per l’analisi di dati spaziali
e spazio-temporali.
La ricerca sui Data Warehouse Spaziali e` ancora piuttosto recente. Le
strade su cui si sono mossi i ricercatori sono principalmente due: da un
lato lo studio di metodologie per la modellazione concettuale e logica di dati
spaziali, dall’altro lo studio di funzioni di aggregazione per tali componenti.
Fin dai primi lavori presentati in questo campo di ricerca [HSK98], le
soluzioni proposte hanno cercato di estendere il modello classico di DW con
concetti spaziali e gli strumenti OLAP con operatori su dati spaziali (SO-
LAP). Tale proposta ha comportato tutta una serie di problematiche oggetto
di studio in questi ultimi anni:
• Come ampliare effettivamente i tradizionali concetti su cui si basano
i modelli di data warehouse per renderli in grado di gestire oggetti
spaziali?
• Come modificare le operazioni di aggregazione? Occorre aggiungere
altre funzioni per gestire tali componenti?
Attualmente infatti, forse a causa della complessita` dei dati spaziali, i
SDW contengono solamente oggetti con semplici estensioni geometriche. La
soluzione desiderabile invece sarebbe un sistema che incorporasse il concetto
di spazio-tempo nel proprio modello e nei propri operatori per l’analisi.
A tal scopo e` necessario estendere i concetti di dimensione e di misura,
in modo da permettere la gestione corretta di questi dati da un lato e la
possibilita` di formulare query su dati spaziali, nonche´ la loro visualizzazione,
dall’altra.
Le proposte finora suggerite dai ricercatori tendono a seguire gli approcci
forniti in [SHK00] e [BMH01], che concordano nel definire tre tipi di dimen-
sioni spaziali: quelle non geometriche, quelle completamente geometriche e
quelle semi-geometriche.
Le dimensioni spaziali non geometriche sono utilizzate per riferimenti no-
minali (es. nomi di citta`, nazioni, ecc.) e vengono trattate alla stregua di tut-
te le altre dimensioni descrittive. Le dimensioni completamente geometriche
e semi-geometriche, al contrario, hanno entrambe riferimenti a componenti
geometriche, anche se a livelli di granularita` diversi. La caratteristica che con-
traddistingue quelle completamente geometriche da quelle semi-geometriche
e` che le prime hanno riferimenti alla componente geometrica fino al livello piu`
basso di dettaglio mentre quelle semi-geometriche mantengono i riferimenti
a componenti geometriche solo fino ad un determinato livello di dettaglio,
superato il quale diventano non-geometriche.
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Altri ricercatori [MZ04] estendono questa definizione sostenendo che una
dimensione puo` essere considerata come spaziale anche in assenza del relativo
livello spaziale. Un livello spaziale e` definito come un livello per cui l’applica-
zione necessita di mantenere le informazioni spaziali, in termini di geometrie
standard (punti, regioni ecc.). Questo permette di collegare i livelli spaziali
di una dimensione topologica attraverso i rapporti che esistono tra le compo-
nenti spaziali dei loro membri (appartenenza, uguaglianza, sovrapposizione
ecc.).
Un vantaggio di questo tipo di modello ad esempio e` che differenti tipi di
dati spaziali sono associati a livelli diversi della gerarchia. Ad esempio, se si
considera la gerarchia, Cliente < Comune < Provincia, il Cliente potrebbe
essere associato ad un punto, il Comune potrebbe essere rappresentato da
una regione e la Provincia da una collezione di regioni.
A loro volta anche le misure spaziali introducono delle problematiche, ad
esempio uno stesso oggetto spaziale puo` essere rappresentato tramite una
regione, ad un determinato livello di dettaglio, e come un punto ad un livello
di dettaglio meno elevato, pur rappresentando sempre lo stesso oggetto.
Damiani ed altri [DS06] hanno proposto un modello che permette di de-
finire misure spaziali a differenti granularita`, ovvero rappresentare misure
spaziali e dimensioni in termini di OGC2 features. In tal caso una misu-
ra spaziale puo` rappresentare la posizione di un fatto a livelli multipli di
granularita` spaziale.
Anche lo studio di funzioni di aggregazione per dati spaziali e spazio-
temporali e` ancora ai suoi stadi iniziali, infatti non e` ancora disponibile un
insieme di operatori standard definiti su queste tipologie di dati, nonostante
il crescente interesse da parte dei ricercatori. I problemi per le funzioni di
aggregazione derivano da quelli per le misure, ovvero molteplici granularita`
per una stessa misura e la conseguente difficolta` a calcolarne gli aggregati.
2.2.3 Trajectory Data Warehouse
I data warehouse contenenti traiettorie (Trajectory Data Warehouse) fan-
no parte dei data warehouse spazio-temporali pertanto ne ereditano tutte le
problematiche. Nei TDWs le componenti spaziali sono in stretta relazione
con le componenti temporali, le traiettorie infatti possono essere viste come
oggetti la cui posizione cambia in base all’istante temporale. Inoltre anche
alcune delle loro proprieta` possono essere dipendenti sia dallo spazio che dal
tempo.
2Open Geospatial Consortium
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Un aspetto fondamentale dei TDW riguarda le misure delle traiettorie, ma
soprattutto le informazioni aggregate che da queste si possono ricavare. Que-
sto perche´ in un TDW molte delle query effettuate sono del tipo: “Trovare
la misura aggregata riguardo le traiettorie che attraversano una determina-
ta zona in un determinato arco temporale”, in cui la misura rappresenta la
proprieta` delle traiettorie che vogliamo analizzare.
Solitamente le proprieta` di una traiettoria vengono suddivise in tre cate-
gorie principali:
• proprieta` numeriche: come velocita` media della traiettoria, direzione,
ecc.
• proprieta` spaziali: ovvero la geometria della traiettoria.
• proprieta` temporali: data dagli istanti temporali di rilevazione.
A queste proprieta` dovrebbero aggiungersi altre misure, ad esempio in
grado di rappresentare l’incertezza dovuta al tipo di dato utilizzato, al fine
di evitare la propagazione degli errori a vari livelli, soprattutto in base al
tipo di operatore di aggregazione utilizzato. Oppure misure che dipendono
dal tipo di richieste fatte dall’applicazione o dall’utente, come per esempio: il
numero di traiettorie che si trovano in una zona oppure la distanza percorsa
da una certa traiettoria, ecc..
Per quanto riguarda le dimensioni supportate, come punto di partenza un
TDW dovrebbe supportare il classico insieme di dimensioni spaziali (strada,
distretto, citta`, provincia ecc.) e temporali (secondi, minuti, ore, giorni,
ecc.), in grado di descrivere l’ambiente in cui si muovono le traiettorie.
Inoltre, e` importante consentire la possibilita` di interazione tra le dimen-
sioni spazio-temporali e le dimensioni tematiche che descrivono altri tipi di
informazioni riguardanti le traiettorie, ad esempio, informazioni tecniche (ad
esempio, il dispositivo mobile utilizzato) o dati demografici (ad esempio, eta`
e sesso degli utenti). Cio` consentira` all’analista di effettuare ricerche, ad
esempio, sul numero di oggetti che attraversano una zona di interesse, ma
anche di essere in grado di identificare gli oggetti in questione, ottenendo allo
stesso tempo sia informazioni quantitative che qualitative.
Una volta definito le dimensioni occorre specificare le gerarchie. Tale
processo puo` avvenire in modo automatico, da parte del sistema, oppure
si puo` richiedere all’utente di definire la gerarchia che preferisce. Anche in
questo caso pero` e` possibile incorrere in problematiche non banali.
Mentre e` abbastanza semplice trovare una gerarchia per livelli tempo-
rali (secondi, minuti, ore, ecc.) piu` complicata puo` essere la definizione di
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gerarchie per livelli spaziali. Cio` e` dovuto al fatto che tra oggetti spaziali
possono nascere relazioni topologiche. Consideriamo il caso di una cella del-
la rete mobile di una compagnia telefonica, dove per cella si intende l’area
che un’antenna puo` coprire. Come spesso avviene i segnali delle antenne si
sovrappongono in alcune zone, quindi se una determinata area cade nell’in-
tersezione tra le due celle, occorrera` gestire tale informazione correttamente,
soprattutto se si andranno ad effettuare alcuni tipi di operazioni aggregative.
Figura 2.4: Esempio di modello con schema a stella per un TDW.
La gestione corretta delle informazioni spazio-temporali in questi tipi di
operazioni e` un’altro settore della ricerca molto interessante. Uno dei pro-
blemi piu` interessante e` costituito dal disting counting problem, ovvero la
gestione corretta delle informazioni sulle traiettorie, al fine di ottenere i ri-
sultati corretti nel momento in cui si effettuano operazioni di Drill-down o
Roll-up. Ad esempio, consideriamo un TDW in cui sia presente come mi-
sura, insieme alle altre, il numero di traiettorie distinte in una cella spazio-
temporale. Assumendo che non sia registrato l’identificatore dell’oggetto o
della traiettoria per motivi di privacy, nel momento in cui si effettua un ope-
razione di roll-up sulla dimensione spaziale o temporale, non si puo` ottenere
il numero di traiettorie distinte perche´ c’e` solo un informazioni aggregata.
2.3 Data Mining
Come accennato durante la spiegazione del processo KDD, il Data Mining
rappresenta una delle fasi piu` importanti di tutto il processo di Knowledge
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Discovery, il cui obiettivo e` l’individuazione di patterns e relazioni tramite la
costruzione di modelli.
I modelli, come ad esempio una cartina stradale, sono delle rappresenta-
zioni astratte della realta`. La cartina puo` modellare le vie di una citta`, ma
non puo` mostrare un incidente che rallenta il traffico o una deviazione dovuta
a lavori in corso. Cio` ci permette di comprendere che non si dovrebbe mai
confondere il modello con la realta`; d’altro canto un buon modello e` un’utile
guida alla comprensione dei problemi con i quali si ha a che fare e suggerisce
le azioni che possono essere intraprese per raggiungere i propri scopi.
Ovviamente il data mining e` un insieme di strumenti, non un sistema
automatico per l’estrazione d’informazioni dai databases; non controlla il
database guardando cosa accade e non avverte quando scorge un pattern
interessante. Per tali motivi non viene eliminata la necessita` di conoscere
l’ambiente analizzato, di capire cosa rappresentano i dati e di come funzio-
nano i metodi analitici d’elaborazione. Il data mining assiste l’analista nella
ricerca di patterns e di relazioni nei dati, ma non puo` dirci se i risultati
ottenuti sono utili per chi li estrae. In conclusione quindi potremmo dire
che il data mining non sostituisce l’analista, piuttosto costituisce un potente
strumento per migliorare le sue analisi.
I modelli di data mining possono essere suddivisi in due categorie: i mo-
delli predittivi e quelli descrittivi: i primi hanno come obiettivo quello di
predire il valore di un attributo sulla base dei valori assunti dagli altri at-
tributi, mentre i secondi hanno come obiettivo quello di derivare patterns
(regolarita`, correlazioni, raggruppamenti) che esprimano le relazioni che in-
tercorrono tra i dati. I modelli predittivi sono anche detti supervisionati,
perche´ un ipotetico supervisore ha fornito un insieme di dati iniziale da cui
il modello puo` apprendere, al contrario i modelli descrittivi sono detti non
supervisionati perche´ non hanno nessuna informazione di partenza da cui
apprendere.
Le tecniche piu` utilizzate in questo campo sono: la classificazione, la re-
gressione, le serie temporali, il clustering, le regole associative, l’outlier ana-
lysis. Tali tecniche sono raggruppabili in base alla classificazione precedente,
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Metodi Descrittivi/Non Supervisionati
• Clustering
• Scoperta di Regole Associative
• Scoperta di Pattern Sequenziali e Serie temporali
La scelta del metodo piu` appropriato non e` sempre facile; ci sono tipo-
logie di problemi e tipi di dati che meglio si prestano ad essere trattati con
determinati modelli, mentre altri non forniscono nessuna indicazione. L’ap-
plicazione casuale di metodi di Data Mining, definita in letteratura con il
termine data dredging, e` una pratica da sconsigliare poiche´ spesso i patterns
individuati sono invalidi o privi di significato; cio` puo` risultare dannoso per la
modellizzazione del fenomeno analizzato e confondere chi lo sta studiando. In
questi casi solo l’esperienza dell’analista puo` essere di aiuto. Vedremo adesso
una breve descrizione dei metodi di Data Mining piu` famosi ed utilizzati.
2.3.1 Classificazione
La classificazione e` un metodo che si pone l’obiettivo di individuare il
valore assunto dall’attributo di un oggetto, a partire dai valori noti degli
altri attributi.
Essendo un metodo supervisionato nella fase iniziale del processo si uti-
lizza un insieme di dati di partenza costituito da oggetti di cui si conosce
il valore dell’attributo da predire. Questi dati vengono divisi in due gruppi
chiamati training set e test set. Di solito circa il 70% di essi entrano a far
parte del training set mentre il restante 30% costituiscono invece il test set.
Tramite il training set, l’algoritmo di classificazione cerca di dedurre delle
regole per individuare il valore dell’attributo ricercato, a partire dai valori
degli attributi disponibili. Quando le regole sono state individuate se ne con-
trolla l’effettiva validita` ovvero si utilizzano le regole appena individuate con
i dati appartenenti al test set, per poi controllare la percentuale dei valori
predetti correttamente.
Un esempio di utilizzo del metodo della classificazione puo` essere il se-
guente: un’assicurazione desidera individuare il fattore di rischio di incidente
automobilistico di ogni cliente che si accinge a stipulare una polizza RC auto.
A partire dai dati in possesso dell’assicurazione e` possibile creare il training
set ed il test set. Tali dati saranno formati da tuple aventi, tra gli altri, i
seguenti attributi: eta` del conducente, tipologia di autovettura, fattore di
rischio. Utilizzando un algoritmo di classificazione verranno individuate le
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regole per predire il valore dell’attributo target, che nel nostro caso sara`
rappresentato dal fattore di rischio.
Le regole individuate potrebbero essere le seguenti:
1. Il fattore di rischio risulta elevato se l’eta` del conducente e` minore
di anni 26 oppure la tipologia dell’autovettura rientra nella categoria
“Sportiva”;
2. Il fattore di rischio risulta minimo se il conducente ha un’eta` maggiore
di 55 anni e la tipologia della vettura rientra nella categoria “Utilitaria”;
3. Il fattore di rischio risulta moderato in tutti gli altri casi.
Terminata la fase di creazione delle regole, si passa a quella di validazione.
Applicando tali regole ai dati del test set controlla se il fattore di rischio
predetto e` identico o meno a quello reale. In base alla percentuale di valori
corretti predetti, si valuta se tali regole siano valide o meno. In caso negativo
e` possibile aumentare la percentuale dei dati facenti parte del training set,
dando l’opportunita` all’algoritmo di classificazione di fare piu` esperienza e
quindi migliorare le regole di predizione.
Se invece le regole risultano valide si puo` passare ad utilizzarle, in questo
caso per identificare il fattore di rischio dei futuri clienti basandosi sulla loro
eta` e tipologia di autovettura, e fornire loro la polizza con le caratteristiche
piu` adeguate.
Figura 2.5: Rappresentazione delle regole tramite albero di decisione.
2.3.2 Regressione
I metodi che si basano sulla regressione sono un’eredita` della statisti-
ca classica e si pongono come obiettivo quello di individuare una relazione
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funzionale tra variabili. In particolare tale relazione lega una variabile quan-
titativa (variabile dipendente) ad una o piu` variabili (variabili indipenden-
ti,chiamate anche regressori). Se viene presa in considerazione solamente una
variabile indipendente e` possibile utilizzare il metodo di regressione piu` sem-
plice: la regressione lineare. In tal caso a partire dai valori noti assunti dalla
variabile dipendente rispetto a determinati valori di quella indipendente, il
metodo cerca di individuare la retta che meglio approssima tali valori. Una
volta individuata tale retta e` possibile fare previsioni sul valore assunto dalla
variabile anche per valori del regressore, diversi da quelli conosciuti.
Oltre al metodo della regressione lineare semplice esistono altri metodi
piu` complessi: la regressione lineare polinomiale, la regressione logistica ecc.,
in ogni caso si ricerca sempre una funzione che permetta di prevedere il valore
assunto dalla variabile dipendente in base al valore del regressore.
Un possibile caso in cui si utilizza questo metodo potrebbe essere il se-
guente: Una catena di centri commerciali vuole prevedere l’aumento dell’en-
trate rispetto ad un eventuale aumento degli addetti alle vendite, e quindi
decidere quante assunzioni effettuare al fine di incrementare le entrate fino
ad una determinata soglia. In questo caso si utilizza un regressore quan-
titativo (numero addetti alla vendita) per predire una variabile dipendente
quantitativa (livello delle entrate).
Possono presentarsi pero` anche casi piu` complessi in cui la regressione
lineare semplice puo` non bastare, come nel caso, ad esempio, di una azienda
automobilistica interessata a scoprire il legame tra consumo di carburante
(o autonomia) ed altri fattori quali la cilindrata, il tipo di alimentazione, il
numero di cilindri, il peso ecc. in cui entrano in gioco anche regressori quali-
tativi (es. tipo di alimentazione). In casi come questi puo` essere opportuno
utilizzare la regressione logistica.
2.3.3 Outliers analysis
I metodi di Outliers Analysis (detti anche Deviation Detection o Anomaly
Detection) si discostano un po` dagli altri metodi. Di solito quando si incon-
trano oggetti che hanno comportamenti anomali (outliers) si cerca sempre di
scartarli perche´ possono influire negativamente nella costruzione dei modelli,
nell’outliers analysis invece tali soggetti sono proprio l’oggetto della ricerca.
Come esempio possiamo citare gli istituti di credito che forniscono carte
di credito ai propri clienti. L’individuazione di comportamenti anomali da
parte di un cliente puo` indicare un’eventuale furto della sua carta di credito,
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pertanto l’istituto puo` provvedere a bloccare il C/C associato a tale carta e
fare tutti gli accertamenti del caso.
Un’altro campo in cui vengono spesso utilizzati questi metodi, e` quello
della lotta all’evasione fiscale. Analizzando transazioni di pagamento, od
altre tipologie di movimenti finanziari, si cerca di individuare comportamenti
fraudolenti, quali evasione fiscale totale o parziale, illeciti amministrativi, ecc.
2.3.4 Regole associative
Le regole associative sono utilizzate per individuare correlazioni di even-
ti, ovvero per individuare regolarita` e ricorrenze tra i dati. Tali regole sono
semplici ed intuitive e trovano frequente applicazione nell’analisi delle tran-
sazioni commerciali. Per capire meglio il funzionamento di questo metodo
occorre prima conoscere il significato delle parole supporto e confidenza.
Consideriamo un insieme X formato da 2 o piu` elementi distinti che chia-
meremo itemset X. Con il termine supporto(X) verra` indicato il rapporto tra
il numero di transazioni in cui compaiono tutti gli elementi dell’itemset X
ed il numero totale delle transazioni. Con il termine confidenza(Y), in cui
Y ∈ X, verra` indicata la probabilita` con cui siano presenti tutti gli elementi
dell’itemset X, nel momento in cui si individua la presenza di Y.
Nella prima fase del processo si scelgono tutti gli itemset il cui supporto
supera una certa soglia fissata dall’analista all’inizio del processo. Si inizia
considerando itemset composti da due elementi e valutandone il supporto. Se
il supporto dell’itemset corrente non arriva alla soglia fissata viene scartato
e si passa al successivo. Quando sono terminate tutte le combinazioni di
itemset composti da 2 elementi, si passa a comporre itemset di tre elementi,
e cosi via.
Una volta individuati tutti gli itemset frequenti, si va ad individuare
quali sono le regole forti, vale a dire quelle regole che superano la soglia di
confidenza fissata. Tutte le regole che superano quella soglia vanno a formare
l’insieme delle regole associative valide per il nostro problema.
Il classico esempio in cui si utilizzano tali metodologie e` quello del su-
permercato che deve decidere su quali prodotti effettuare delle offerte pro-
mozionali. Sapendo che determinati prodotti vengono venduti insieme molto
frequentemente, e` possibile prevedere che un’eventuale offerta promoziona-
le su uno di tali prodotti possa influenzare favorevolmente anche le vendite
degli altri prodotti associati.
Ad esempio, se si scopre che coloro che comprano il panettone hanno
un’alta percentuale di comprare anche lo spumante, effettuando la sola pro-
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mozione sui panettoni, posso aspettarmi un incremento nelle vendite non
solo dei panettoni stessi ma anche degli spumanti, ottimizzando cos`ı i costi
promozionali.
2.3.5 Pattern sequenziali e serie temporali
Le tecniche per la scoperta di pattern sequenziali sono volte a scoprire
modelli tra le transazioni, ovvero trovare le sequenze di oggetti che compa-
iono nelle transazioni in una percentuale uguale o maggiore ad una soglia
fissata. Come per le regole associative anche per i pattern sequenziali si uti-
lizza il concetto di supporto, anche se in questo contesto il suo significato e`
leggermente diverso. Il supporto per la scoperta di pattern sequenziali in-
dica la frequenza relativa del modello sequenziale individuato, nell’insieme
generale delle transazioni.
La tecnica si basa sul conteggio di ogni combinazione di transazioni che e`
possibile estrarre da una sequenza di transazioni e nel mostrare quei modelli
sequenziali la cui frequenza relativa e` maggiore rispetto al supporto pre-
impostato dall’analista.
Simile per obiettivo e` la ricerca delle serie temporali, che consiste nel
cercare tutte le ricorrenze di sequenze simili ad una sequenza data, all’interno
di un database di dati memorizzati come serie temporali. Tale tecnica e` molto
utilizzata, ad esempio, per le gestione degli ordini di magazzino: riscontrando
una similitudine nell’andamento degli acquisti di certi prodotti nel tempo e`
possibile pianificare in maniera meno dispendiosa gli ordini da inoltrare ai
fornitori abituali.
La prossima sezione sara` dedicata completamente al metodo del cluste-
ring, di cui verranno mostrati non solo gli obiettivi, ma anche alcune delle
tecniche piu` utilizzate.
2.4 Clustering
L’attivita` di clustering, o piu` formalmente cluster analisys, e` un processo
di organizzazione di oggetti in gruppi (cluster) i cui membri siano “simili”
fra loro. Gli oggetti che appartengono allo stesso gruppo devono presentare
una forte similarita` tra di loro e al contempo una similarita` inferiore con
gli oggetti appartenenti ad altri cluster. Questa definizione, a prima vista
semplice ed intuitiva, apre tutta una serie di problematiche legate alla defi-
nizione di similarita` tra oggetti ed alla sua misurazione, nonche´ sui metodi
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e le implementazioni con cui si effettuano i raggruppamenti degli oggetti in
base allo loro similarita`.
Le tecniche di clustering hanno in comune con la classificazione l’obiettivo
di cercare una funzione che permetta di identificare la classe (il gruppo) a cui
un oggetto appartiene, ma si differenziano da questa perche´ la classificazione
e` un processo supervisionato mentre il clustering non lo e`.
I cluster possono essere classificati in base alla possibilita` o meno che un
elemento possa essere assegnato a piu` di un clusters. Si parla di Clustering
Esclusivo, o Hard Clustering, nel caso in cui ogni elemento appartenga al
massimo ad un solo gruppo. I clusters risultanti, quindi, non possono avere
elementi in comune. Se invece un elemento puo` appartenere a piu` cluster
con gradi di appartenenza diversi allora si parla di Clustering Non Esclusivo,
noto anche con il nome di Soft Clustering o Fuzzy Clustering.
2.4.1 Misure di dissimilarita`
Abbiamo detto che gli algoritmi di clustering cercano di raggruppare og-
getti simili, pertanto si pone il problema di come quantificare la dissimilarita`
(o similarita`) tra due oggetti. L’algoritmo utilizzato deve essere in grado di
decidere se un oggetto deve entrare a far parte di un determinato cluster o
in un cluster diverso, o in nessun cluster nel caso in cui sia soltanto rumore,
e per poterlo determinare necessita di una misura di dissimilarita`. La scel-
ta di tale misura e` di primaria importanza in quanto influisce, insieme allo
specifico algoritmo utilizzato, sulla qualita` del risultato. La scelta del meto-
do dipende dal tipo dei dati. Vedremo adesso alcune misure di dissimilarita`
utilizzate per variabili numeriche e variabili stringhe.
Variabili numeriche
Le variabili numeriche assumo valori continui su una scala lineare, per-
tanto, in questo caso, si cerca la distanza tre due variabili. La misura di dissi-
milarita` piu` famosa e di gran lunga la piu` utilizzata per le variabili numeriche
e` la distanza Euclidea. Dati due punti I=(i1, i2, . . . , in) e J=(j1, j2, . . . , jn) in
n-dimensioni la distanza euclidea e` data da:
d(i, j) =
√
(i1 − j1)2 + (i2 − j2)2 + . . .+ (in − jn)2 =
√√√√ N∑
k=1
(ik − jk)2 (2.1)
che e` un caso particolare della Lm distance (chiamata anche Minkowski
distance):
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d(i, j) = (|i1 − j1|q + |i2 − j2|q + . . .+ |in − jn|q)1/q (2.2)
Altre volte puo` essere utile utilizzare la distanza di Chebichev:
d(i, j) = Maxq=0...n|iq − jq| (2.3)
Qualsiasi sia la distanza scelta , essa deve soddisfare le seguenti proprieta`:
• d(i, j) >= 0: la distanza tra due oggetti e` un valore non negativo.
• d(i, i) = 0: la distanza di un oggetto da se stesso e` zero.
• d(i, j) = d(j, i): la distanza e` una funzione simmetrica.
• d(i, j) <= d(i, h) + d(h, j): disuguaglianza triangolare.
Variabili stringhe
Le variabili stringa sono quelle variabili costituite da un insieme di lette-
re. Visto la quantita` di informazioni testuale archiviate, si e` resa necessario
studiare misure apposite per tali tipi di variabili.
La prima distanza, la piu` semplice, e` la distanza di Hamming, che conteg-
gia il numero di caratteri che due stringhe non hanno in comune, esempio la
distanza di Hamming tra ALEXANDRE e ALEKSANDER e` 6 (coincidono
solo ALE, gli altri 6 caratteri sono differenti). Ovviamente se tale distanza e`
uguale a zero significa che le stringhe sono identiche.
Un’altra distanza molto diffusa e` la Edit Distance. In questo caso vie-
ne conteggiato il numero di inserimenti, modifiche e cancellazioni necessari
per passare da una stringa ad un’altra. Ad esempio la Edit Distance tra
ALEXANDRE e ALEKSANDER e` 4 (sostituire K con X, inserire S dopo K,
inserire E dopo D, cancellare E alla fine). Anche in questo caso se la distanza
e` uguale a zero significa che le stringhe sono identiche. Esistono anche alcune
varianti in cui gli inserimenti e le cancellazioni hanno pesi diversi rispetto alle
sostituzioni.
2.4.2 Tecniche di clustering partitive
Il clustering partitivo, come suggerisce il nome stesso, si pone come obiet-
tivo quello di effettuare una partizione dello spazio dei dati, ovvero suddi-
videre quest’ultimo in tante sottozone, in modo tale che l’unione di tutte
le sottozone restistuisca lo spazio completo ed ogni sotto-zona non sia so-
vrapposta (neanche in parte) ad altre sotto-zone. I piu` famosi algoritmi di
clustering partitivo sono K-Means, CLARA e CLARANS;
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K-Means
Uno dei primi algoritmi di clustering basato sul partizionamento e` stato
l’algoritmo K-means, presentato nel 1967 [MCQ67], a cui si sono ispirati
molti algoritmi sviluppati negli anni seguenti. L’obiettivo di questo algoritmo
e` quello di dividere lo spazio dei dati in K cluster, in modo da minimizzare
una funzione obiettivo scelta a priori, che rappresenta la deviazione totale
di ogni elemento dal centro del suo cluster. Una funzione molto usata per
questo scopo e` quella dell’errore quadratico medio (indicato anche con la sigla




Schematicamente, le fasi che caratterizzano l’algoritmo K-means sono:
1. Scelta casuale dei K centri iniziali.
2. Assegnamento di ogni oggetto appartemente allo spazio dei dati in base
alla distanza dal centro ed il valor medio di ciascun cluster. (Ovvia-
mente alla prima iterazione ogni cluster ha un solo elemento, ed il valor
medio e` dato dalla posizione di quell’unico elemento).
3. Calcolo della posizione dei nuovi K centri, in modo da minimizzare la
funzione obiettivo.
4. Se lo spostamento dei K centri rispetto alla posizione nell’iterazione
precedente e` inferiore ad una certa soglia prefissata a priori, l’algoritmo
termina, altrimenti si ritorna al punto 2.
Il principale pregio dell’algoritmo K-means e` la sua convergenza relativa-
mente buona. Alcune dei suoi difetti principali sono: la scelta del parametro
K, la formazione di cluster di forma sferica o comunque convessi e l’incapacita`
di individuare outliers.
Una variante del K-Means e` il K-Medoid, che si differenzia dal primo
perche´ invece di prendere come valore di riferimento il valor medio del cluster,
prende uno specifico oggetto posizionato centralmente. In questo modo gli
effetti degli outliers sono attenuati. L’algoritmo che per primo ha sfruttato
questa filosofia e` stato PAM (Partition Around Medoid) [KR90] da cui, negli
anni successivi, si sono sviluppati i piu` famosi CLARA e CLARANS.
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Figura 2.6: Esempio di clustering realizzato con K-Means.
CLARA
L’idea di base dell’algoritmo CLARA [KR90] e` quella di scegliere dei sot-
toinsiemi dello spazio dei dati di partenza su cui applicare l’algoritmo PAM.
Se i campioni sono scelti casualmente, essi rappresenteranno abbastanza bene
l’intero insieme.
Si noti che, mentre PAM cerca i migliori k-medoidi in un singolo insieme,
CLARA cerca i migliori k-medoidi negli insiemi selezionati, se i migliori k-
medoidi dell’insieme di partenza non sono selezionati per qualche motivo,
CLARA non trovera` mai il clustering migliore.
CLARANS
CLARANS [HN94] e` un’ulteriore miglioramento dell’algoritmo CLARA.
La differenza che li distingue e` la seguente: CLARA lavora sempre sugli stessi
campioni, mentre CLARANS ad ogni iterazione effettua una nuova scelta
dei campioni, effettuando una ricerca di ottimo locale. Nelle sperimentazioni
CLARANS si e` dimostrato piu` efficace sia di PAM sia di CLARA; inoltre la
sua complessita` cresce linearmente con il numero di oggetti. A differenza di
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altri algoritmi partitivi, CLARANS non necessita del parametro K indicante
il numero dei cluster, questo perche´ tramite un coefficiente di silhouette e` in
grado di misurare quanto un elemento appartiene ad un cluster.
2.4.3 Tecniche di clustering gerarchiche
Gli algoritmi di clustering gerarchico scompongono lo spazio dei dati in
una gerarchia di partizioni di diversa complessita`. Ogni algoritmo di questi
tipo segue uno dei seguenti approcci:
• Approccio Divisivo (Top-Down): Gli oggetti che compongono lo spazio
dei dati vengono considerati come appartenenti ad un unico, grande
cluster. L’algoritmo provvedera` in seguito a dividere il cluster iniziale
in tanti cluster di dimensione inferiore. Ovviamente il criterio con
cui questi oggetti verranno divisi si basera` sempre su una misura di
similarita`. Il processo termina quando viene raggiunto il numero di
cluster fissato a priori dall’analista.
• Approccio Agglomerativo (Bottom-Up): L’approccio in questo caso e`
totalmente opposto al precedente. Tutti gli elementi che compongono
l’insieme di partenza sono considerati come cluster contenenti un solo,
singolo oggetto. L’algoritmo seguendo una certa misura di similarita`
provvedera` ad unire i cluster che risultano piu` simili tra loro. Anche in
questo caso il processo termina quando si raggiunge un numero di clu-
ster prefissato a priori dall’analista, oppure quando la distanza minima
che separa due cluster supera una certa soglia.
Durante le iterazioni l’algoritmo tiene traccia delle varie fusioni/divisioni,
sviluppando un dendogramma, ossia un albero che rappresenta le relazioni
che legano i vari elementi dello spazio dei dati. Per individuare i cluster e`
sufficiente tagliare il dendogramma al livello desiderato, con il risultato che le
componenti che rimangono connesse dopo il taglio appartengono allo stesso
cluster.
I primi algoritmi gerarchici che applicano rigorosamente questi principi
sono stati presentati nel 1990 da Kauffman e Rousseeuw: AGNES (Agglo-
merativo) [KR90] e DIANA (Divisivo) [KR90], anche se a tutt’oggi risultano
ormai superati. Cio` non e` vero invece per altri algoritmi presentati successi-
vamente, che hanno preso ispirazione dai precedenti. In particolare vedremo
brevemente gli algoritmi BIRCH, CURE e CHAMELEON.
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BIRCH
Il primo di questi, BIRCH (Balancing Iterative Reducing and Clusterign
using Hierarchies) [ZRL96], pur mantenendo diversi limiti degli algoritmi
precedenti, ne migliora sostanzialmente la scalabilita` grazie alle tecniche di
compressione che utilizza. Per attuare tale compressione BIRCH introduce
due concetti: la Clustering Feature (CF), una tripla che riassume i dati
statistici di sottoinsiemi di punti, ed il CF-tree, un albero bilanciato che
memorizza le CF.
La buona scalabilita` dell’algoritmo e` data dal fatto che il CF-tree viene
costruito tramite una sola scansione del database, consentendo l’esecuzione
delle successive operazioni di clustering in memoria centrale. La sua com-
plessita` computazionale risulta quindi pari a O(n), dal momento che sono le
operazioni di I/O ad essere limitanti.
A causa dell’uso di nozioni quali raggio e diametro, questo algoritmo non
e` in grado di riconoscere cluster di forma arbitraria, fornendo come risultati
sempre cluster di forma sferica o comunque convessi.
CURE
Per superare il problema di ottenere come risultati sempre cluster sferi-
ci, l’algoritmo CURE (Clustering Using Representatives) [GRS98], invece di
usare un singolo centroide, sceglie casualmente diversi rappresentanti, questi
poi sono traslati verso il centro di gravita` del cluster di una frazione α (fat-
tore di shrinking) cos`ı da catturarne la forma reale. Il ritirarsi del cluster
attorno al suo centro di gravita` aiuta anche ad individuare eventuali valori
deviati.
CURE produce cluster di buona qualita`, di forma non solo sferica ma
anche ellittica, ed ha una buona sopportabilita` del rumore. D’altro canto
nel caso peggiore la sua complessita` puo` arrivare a O(n2logn), anche se e`
possibile utilizzare alcune euristiche per evitare tali casi.
CHAMELEON
L’algoritmo CHAMELEON [KHK99] e` quello che tra questi fornisce i
risultati migliori, a scapito di una complessita` non molto buona. Questo
algoritmo traccia un grafo a partire dallo spazio dei dati, che in seguito viene
analizzato per individuare i cluster piu` piccoli che, a loro volta, vengono
aggregati secondo la filosofia del metodo gerarchico (Figura 2.7).
La sola costruzione del grafo ha una complessita` pari a O(n2), alla quale
deve essere aggiunta quella delle operazioni successive, all’incirca dello stesso
30 2.4 Clustering
ordine (l’espressione effettiva della complessita` e` comunque piu` complicata).
Ovviamente tutto cio` ha degli aspetti positivi: CHAMELEON puo` essere
applicato anche a dati non metrici, a patto che sia possibile costruire una
matrice di similarita`, e` poco influenzato dal rumore, ed inoltre ha la capacita`
di adattare i suoi parametri in base ai cluster che deve aggregare, ottenendo
ottimi risultati anche con cluster di forma arbitraria, alle volte addirittura
migliori di algoritmi basati sulla densita`.
Figura 2.7: Esempio di clustering con CHAMELEON.
2.4.4 Tecniche di clustering spatial-based
Gli algoritmi spatial-based (grid-based) si basano su un approccio total-
mente diverso dagli algoritmi precedenti: anziche´ ragionare sui dati si ragiona
sullo spazio.
Lo spazio viene suddiviso in un numero finito di celle sulle quali sono
effettuate le operazioni di clustering. Tale metodologia consente una com-
putazione piuttosto veloce dipendente non tanto dal numero di oggetti ap-
partenenti allo spazio dei dati, quanto al numero di celle in cui quest’ultimo
verra` suddiviso. Le celle riassumono il loro contenuto, cio` consente tipica-
mente di mantenere l’intero data set in memoria centrale; inoltre operando
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sulle singole celle questi algoritmi sono intrinsecamente parallelizzabili. I piu`
famosi algoritmi che si basano su questa filosofia sono STING, WaveCluster
e CLIQUE.
STING
STING [WYM97] e` un metodo basato su una struttura a griglia multiriso-
luzione. Secondo questo approccio lo spazio dati e` diviso in celle rettangolari,
organizzate in una gerarchia: ogni cella al livello i e` divisa in varie sottocelle
di livello i+ 1. Ogni cella contiene informazioni statistiche di base degli ele-
menti che contiene: numero di oggetti, media, massimo, minimo, deviazione
standard, ecc.
I parametri delle celle di livello superiore sono calcolabili a partire dai
parametri delle celle di livello inferiore; le distribuzioni di una cella di livello
i e` calcolata dalla distribuzioni piu` frequenti al livello i+ 1, piu` un ulteriore
processo di filtraggio basato su una soglia.
Una volta computati tutti i valori, nel momento in cui viene effettuata
una query, il sistema analizza le informazioni contenute nelle celle, calcolando
la probabilita` che siano interessanti o meno ai fini della query. Se risultano
poco interessanti vengono scartate, altrimenti il processo continua analiz-
zando le celle che appartengono al livello inferiore. Nel momento in cui si
termina di analizzare le celle del livello piu` basso, il sistema ritorna le celle
che verificano le condizioni richieste, altrimenti si recuperano i dati relativi
alle celle rilevanti e si effettuano analisi supplementari.
Il pregio di questo algoritmo e` soprattutto la velocita`: il processo di
generazione ha una complessita` pari ad O(n) dove n rappresenta il numero
di elementi che appartengono allo spazio dei dati, mentre il processo di analisi
delle query ha una complessita` pari a O(c) dove c rappresenta il numero di
celle al livello piu` basso, quindi entrambi lineari.
Per quanto riguarda i difetti, come in tutti i modelli grid-based l’ac-
curatezza dei risultati e` molto influenzata dalla granularita` raggiunta alla
fine della gerarchia: se le celle sono a grana fine, il costo del processo puo`
incrementarsi sostanzialmente; se la grana e` troppo grossolana, i risultati
potrebbero essere troppo approssimativi.
Wavecluster
Anche l’algoritmo WaveCluster [SCZ98] si basa su una struttura a griglia
multi-risoluzione analizzata tramite trasformate wavelet per trovare regioni
ad alta densita`. Le trasformate wavelet permettono di dividere un segnale
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“multifrequenza” in sotto-segnali “monofrequenza”. Una volta nel dominio
delle frequenze i cluster naturali diventano molto piu` distinguibili.
Una caratteristica interessante dell’algoritmo WaveCluster e` l’applicazio-
ne di filtri wavelet. In particolare il filtro “hat-shape” permette di enfatizzare
le regioni piu` dense e di eliminare le informazioni di scarsa importanza che
si trovano sui bordi, mentre il filtro “passa-basso” permette di eliminare
automatica degli outliers.
I pregi di questo algoritmo sono una buona complessita`, pari a O(n), e la
capacita` di individuare clustering di forma arbitraria, senza essere troppo sen-
sibile alla presenza di rumore. D’altro canto, nonostante la sua complessita`,
non si presta per l’uso su dataset di grandi dimensioni.
CLIQUE
L’idea di CLIQUE [AGG98] e` quella che in determinati sottospazi del-
lo spazio dei dati esistano cluster interessanti, piu` definiti che nello spazio
completo. CLIQUE deriva le sue intuizioni sia dagli algoritmi basati sulla
densita` che da quelli basati sulla suddivisione dello spazio. I cluster sono, per
CLIQUE, zone ad alta densita` di punti, calcolate sfruttando la suddivisione
dello spazio dei dati in ipercubi di lato , che e` un parametro dell’algoritmo.
La regione viene considerata densa se vi si trovano piu` di σ punti.
Il metodo procede in modo bottom-up, sfruttando il principio APRIORI:
se una unita` nello spazio k-dimensionale e` densa, allora e` densa ogni sua
proiezione nello spazio (k−1)-dimensionale; di conseguenza, se nessuna delle
proiezioni (k−1)-dimensionali e` densa, allora la relativa unita` k-dimensionale
non e` candidata ad essere densa.
CLIQUE ha un costo computazionale piuttosto elevato, ma grazie a tec-
niche di pruning e` possibile limitarne gli effetti.
2.4.5 Tecniche di clustering density-based
Le tecniche di clustering density-based basano l’individuazione dei cluster
sulla distanza che intercorre tra gli elementi dello spazio dei dati. I cluster
sono identificati dalle zone con una densita` maggiore di elementi, mentre
tutti gli altri elementi appartenenti alle altre zone, con scarsa densita`, sono
da considerarsi rumore. Questo approccio permette, agli algoritmi che si ba-
sano su questa filosofia, di individuare cluster di forma arbitraria e di filtrare
il rumore identificando gli outliers. Inoltre a differenza di algoritmi come
K-means, non necessitano di sapere a priori il numero di cluster da indivi-
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duare. Gli algoritmi di clustering density-based piu` famosi sono: DBSCAN,
DENCLUE e OPTICS.
DBSCAN
L’algoritmo DBSCAN (Density Based Spatial Clustering of Application
with Noise) [EKS96] definisce un cluster come un insieme di punti connessi
in densita` (density-connected).
Prima di proseguire con una descrizione dell’algoritmo e` necessario defi-
nire alcuni concetti:
• Un oggetto e` detto core-object se all’interno della zona delimitata
dal cerchio di raggio  avente come centro l’oggetto stesso, si trovano
un numero sufficiente di punti; tale quantita` e` definita dal parametro
(MinPts).
• Un oggetto p e` directly density-reachable dall’oggetto q se p si
trova nell’intorno  di q, che a sua volta contiene in tale intorno almeno
MinPts punti.
• Un oggetto p e` density-reachable dall’oggetto q se esiste una se-
quenza p1, ..pi.., pn con p1 = p e pn = q tale che pi+1 direttamente
raggiungibile in densita` da pi.
• Un oggetto p e` density-connectend ad un oggetto q se esiste un
oggetto o che risulta density-reacheable sia con p sia con q.
Si noti che la raggiungibilita` in densita` e` la chiusura transitiva della rag-
giungibilita` diretta ed entrambe sono relazioni asimmetriche, solo i nuclei
sono mutuamente raggiungibili in densita`. La connessione in densita`, invece,
e` una relazione simmetrica.
Una volta stabiliti  e MinPts e` possibile identificare un cluster: per
prima cosa si sceglie arbitrariamente un oggetto p del database che sia un
core-point, successivamente si reperiscono tutti gli oggetti density-reachable
da p, ottenendo cosi il cluster di appartenenza di questo oggetto. Il cluster
individuato e` indipendente da quale dei suoi core point e` stato individua-
to poiche´ fra i core-points la relazione density-reachable e` simmetrica. La
procedura termina quando non e` piu` possibile aggiungere punti ai cluster
trovati.
Il maggior difetto di questo algoritmo consiste nell’individuazione corretta
dei valori di  e MinPts.
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Figura 2.8: Chiusura transitiva della density-reachable.
Figura 2.9: Esempio di p e q density-connected tramite o.
DENCLUE
L’algoritmo DENCLUE (Density-based Clustering) [HK98] si fonda sul-
la teoria delle funzioni distribuzione di densita` in particolare si basa sulle
seguenti osservazioni:
1. Il peso relativo di un oggetto viene modellato attraverso una funzione
che descrive l’influenza del punto nella sua vicinanza; l’influenza di un
punto sara` inversamente proporzionale alla distanza che lo separa dagli
altri punti;
2. La densita` complessiva dello spazio dati puo` essere modellata come
somma delle singole funzioni degli oggetti appartenenti ad esso;
3. I cluster possono essere determinati individuando gli attrattori di den-
sita`, ovvero i massimi locali della funzione di influenza complessiva.
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La funzione di influenza elementare deve essere decrescente all’aumentare
della distanza fra i punti, percio` e` altrettanto evidente che debba essere
definita una funzione distanza d: Fd x Fd → R0+ .
Gli autori forniscono due esempi di funzione di influenza: una funzione a
scalino e una funzione gaussiana, entrambe caratterizzate da un parametro
τ al crescere del quale cresce l’influenza che l’oggetto in questione esercita
sugli oggetti vicini.
DENCLUE ha diverse caratteristiche interessanti: esso e` fondato su solide
teorie matematiche, e` una generalizzazione di altri metodi, ad esempio, se si
utilizza una funziona a scalino la ricerca dei cluster di DENCLUE viene
a coincidere con DBSCAN con parametri MinPts =  e  = τ . Inoltre puo`
analizzare grandi DB con molto rumore. Tra gli svantaggi del metodo, quello
piu` rilevante e` la necessita di effettuare una buona calibrazione dei parametri
di soglia τ e densita` .
OPTICS
L’algoritmo OPTICS (Ordering Points To Identify the Clustering Struc-
ture) [ABK99] cerca di migliorare alcuni aspetti dell’algoritmo DBSCAN.
Quest’ultimo, come visto in precedenza, necessita di alcuni parametri defini-
ti dall’utente,  e MinPts, che necessitano di una buona calibrazione per poter
ottenere buoni risultati. Per superare queste difficolta` l’algoritmo OPTICS
cerca di rilevare cluster relativi a densita` diverse, basandosi sulle seguenti
considerazioni.
Un cluster a densita` maggiore e` sempre contenuto in un cluster di densita`
minore, ovvero avente un valore di  maggiore. Non e` vero il contrario perche´
si possono verificare i seguenti effetti:
1. I core-points possono diventare non core-point dal momento che il loro
-intorno puo` contenere meno di MinPts oggetti;
2. I non core-points presenti in origine possono diventare rumore: questo
perche´ si trovano ad una distanza maggiore di  dal core-point piu` vici-
no, oppure perche´ quello che era in precedenza un core-point e` diventato
un non core-point.
A differenza di DBSCAN, non assegna un cluster ad ogni oggetto proces-
sato, bens`ı memorizza gli oggetti nell’ordine con cui sono stati processati, cor-
redati di alcune informazioni utili ad un algoritmo tipo DBSCAN per rilevare
i cluster. Tali informazioni sono la core-distance e la reachability-distance:
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• Definizione 1: La core-distance di un oggetto p, indicata con co-
re(p), e` la piu` piccola distanza tale che il core(p)-intorno di p contenga
esattamente MinPts oggetti. Se p non e` inizialmente un core-point
relativamente a  allora il valore di core(p) e` undefined;
• Definizione 2: La reachability-distance di un oggetto p, relativamente
ad un altro oggetto o - indicata con reach(o,p) - e` la piu` piccola distanza
tale che p sia all’interno della reach(o,p)-intorno di o, ed o continui ad
essere un core-point relativamente a reach(o,p). Se o non e` inizialmente
un core-point relativamente a  allora il valore di reach(o,p) e` undefined;
Si puo` quindi dire che la core-distance di un core-point p rappresenta
il piu` piccolo valore del parametro  che consenta a p di rimanere un core-
point, mentre la reachability-distance rappresenta il piu` piccolo valore del
parametro  che consenta ad o di essere un core-point e a p di essere directly
density-reachable da o.
Bisogna sottolineare come, al pari di DBSCAN, anche OPTICS necessiti
dei parametri  e MinPts per la sua esecuzione, ma gli stessi influenzino il
risultato in maniera molto meno determinante. A questo svantaggio occorre
sommare la necessita` di eseguire una seconda fase di analisi per estrarre i
cluster, senza considerare che la sua complessita` che nel caso peggiore puo`
essere pari a O(n2).
2.5 Clustering di traiettorie
Il clustering di traiettorie e` un campo di ricerca piuttosto nuovo, nato in
seguito al fenomeno di diffusione di dispositivi location-aware di cui abbiamo
parlato nel capitolo introduttivo. Considerando che tale fenomeno e` piuttosto
recente si puo` intuire come anche la ricerca in questo campo sia ai suoi stadi
iniziali. Nonostante cio` sono gia` presenti in letteratura alcune proposte di
metodi per l’individuazione di tali cluster. Questi metodi possono essere
suddivisi in due categorie:
1. Metodi basati sulla distanza
2. Metodi ad hoc per traiettorie
Nel seguito vedremo alcuni metodi proposti per entrambe le categorie.
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2.5.1 Metodi basati sulla distanza
Con la categoria “Metodi basati sulla distanza” abbiamo voluto raggrup-
pare tutti quei metodi che si basano sullo studio di una particolare misura di
similarita` tra traiettorie, da utilizzare unitamente ad un generico algoritmo
di clustering.
L’idea di base per definire una distanza consiste nel considerare simili
quelle coppie di oggetti che seguono approssimativamente la stessa traietto-
ria spazio-temporale, ovvero che si trovano all’incirca nella stessa posizione
spaziale, nello stesso istante temporale. In questi metodi la potenzialita`
espressiva delle traiettorie viene utilizzata solo ed esclusivamente all’interno
della formula per il calcolo della similarita`.
Le proprieta` desiderabili per una misura di similarita` sono tre:
1. Essere robusta al rumore
2. Supportare allineamenti temporali
3. Avere un basso costo computazionale
Ovviamente quello che capita sovente e` che solo alcune di queste proprieta`
siano soddisfatte. Alcune tra le piu` famose misure di distanza tra traiettorie
utilizzate in letteratura sono la distanza Euclidea, la LCSS (Longest Common
Subsequence) e la Dynamic Time Warping.
La distanza Euclidea, gia` citata all’inizio del capitolo, permette di cal-
colare la lunghezza del segmento che unisce, in linea retta, due punti presi
in esame. Un suo utilizzo e` proposto in [NM02] dove la distanza e` calcolata
virtualmente in ogni istante temporale. In seguito le distanze ottenute ven-
gono aggregate per ottenere informazioni circa la distanza minima, media e
massima. La proprieta`, tra quelle elencate in precedenza, che questo metodo
soddisfa e` sicuramente la numero 3, data la sua semplicita`;
D’altro canto sono evidenti anche i suoi svantaggi: l’impossibilita` di essere
calcolata per traiettorie che iniziano o terminano in istanti temporali diversi,
l’inefficienza nel trattare gli outliers (le interferenze) e la sensibilita` piuttosto
elevata a piccole distorsioni dell’asse temporale.
La Dynamic Time Warping e` una misura che calcola la distanza tra due
traiettorie, ammettendo come possibili compressioni e dilatazioni delle traiet-
torie lungo l’asse temporale. Ovviamente esiste un parametro δ che stabilisce
un limite massimo per gli spostamenti lungo l’asse temporale. Questa mi-
sura riesce a soddisfare sia la prima che, ovviamente, la seconda proprieta`.
Purtroppo pero` questo metodo soffre di un notevole costo computazionale,
soprattutto al crescere del parametro δ.
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La LCSS (Longest Common Subsequence) viene utilizzata per calcolare la
lunghezza massima di sottosequenze in comune. Come per la Dynamic Time
Warping, anche la LCSS permette la dilatazione o la compressione lungo
l’asse temporale, senza modificare l’ordine degli elementi, inoltre permette
ad alcuni elementi della traiettoria di rimanere dissociati, ovvero non devono
essere obbligatoriamente associati ad un punto dell’altra traiettoria. Questa
caratteristica gli permette di soddisfare abbastanza bene la prima proprieta`,
la robustezza al rumore.
Uno degli svantaggi di questo metodo e` il possibile peggioramento delle
performance in presenza di outliers. L’utilizzo della LCSS come formula per
il calcolo della distanza tra traiettorie e` proposto in [ALS95] e migliorato
ulteriormente in [BYO97]
Un’altra misura si similarita` utilizzata negli ultimi tempi e` la Edit Distan-
ce on Real Sequence (EDR), proposta in [COO05]. Questa funzione si basa
sulla Edit Distance, funzione di similarita` per il confronto tra stringhe vista
in sez. 2.4.1, quindi sul numero di inserimenti, cancellazioni o sostituzioni
necessarie per convertire una traiettoria nell’altra.
Studi sperimentali riportati in [COO05] hanno dimostrato che la EDR
risulta essere piu` robusta della DTW e della LCSS soprattutto in presenza
di traiettorie con rumore.
2.5.2 Metodi ad hoc per traiettorie
Al contrario dei metodi basati sulla distanza, questi tendono ad utilizzare
il potenziale semantico delle traiettorie all’interno di tutto il metodo di in-
dividuazione dei cluster e non concentrandolo in una misura. Questi metodi
inoltre hanno anche la caratteristica di osservare il problema del clustering
anche da altri punti di vista, non costretti a seguire gli schemi predefiniti
dagli algoritmi di clustering generici.
Il primo approccio di cui parleremo e` proposto in [HLC05]. In questo
metodo le traiettorie vengono divise in sottosequenze, tra cui si ricercano
porzioni che matchano tra loro. Le porzioni che matchano e che hanno la
stessa lunghezza temporale vengono riunite in uno stesso gruppo a cui vie-
ne assegnato un peso, in base alla lunghezza temporale delle traiettorie del
gruppo. A questo punto il problema di mining si traduce in una ricerca tra
i gruppi appena creati di quelle traiettorie che hanno un peso superiore ad
una certa soglia. Ovviamente questa soglia e` impostata all’inizio del processo
per definire la vicinanza spaziale come un semplice predicato. Poi, il metodo
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cerca di scoprire la grandezza massima e la massima estensione temporale
dei cluster appena individuati.
Una soluzione allo stesso problema, ma un po` diversa e` presentata in
[LHW07] in cui le traiettorie sono rappresentate come sequenze di punti
senza l’esplicita informazione temporale a cui viene applicata una euristica
per trasformare la traiettoria di segmenti lineari. ottenuti viene eseguito un
algoritmo di clustering basato sulla densita`, e alla fine viene calcolato un
rappresentante per ogni cluster, ovvero una traiettoria che rappresenti tutte
le altre appartenenti allo stesso gruppo.
Un punto di vista diverso e` invece rappresentato dal lavoro proposto in
[NP06]. In questo caso l’obiettivo non e` tanto l’individuazione di cluster
di traiettorie, quanto l’intervallo temporale contenente i cluster di migliore
qualita`, ovvero quei cluster le cui traiettorie sono piu` vicine tra loro (vedi
fig. 2.10). Questo metodo puo` essere considerato una specie di compromes-
so con la categoria precedente, visto per le traiettorie vengono raggruppate
utilizzando un algoritmo di clustering basato sulla densita`.
Figura 2.10: Esempio di cluster su intervallo di tempo.
Una proposta che affronta grosso modo lo stesso problema anche se da
un punto di vista completamente diverso, e` quella proposta in [KMB05].
Lo scopo di questo metodo e` l’individuazioni dei Moving Cluster, ovvero
cluster che persistono (anche se in modo approssimato) per diversi timeslice
consecutivi. Anche in questo caso il metodo proposto sfrutta un algoritmo
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di clustering basato sulla densita` per effettuare clustering in ogni unita` di
tempo. Una caratteristica particolare dei Moving cluster e` che gli elementi del
cluster della prima timeslice possono differire, anche di molto, dagli elementi
che compongono il cluster dell’ultima timeslice, specie se il cluster permane
per diverse timeslice consecutive.
Avremo modo di ritornare su questo argomento nei prossimi capitoli, visto
che il metodo che abbiamo sviluppato si e` ispirato a questa metodologia.
Capitolo 3
Individuazione regioni dense
In questo capitolo verra` illustrata la metodologia proposta per l’indi-
viduazione di quelle aree spazio-temporali aventi un’alta concentrazione di
traiettorie nonche´ la metodologia utilizzata per individuare la presenza di
Moving Cluster.
Il capitolo iniziera` con la definizione del concetto di Moving Object e della
sua rappresentazione tramite traiettorie. La sezione successiva illustrera` le
motivazioni che ci hanno spinto a studiare un metodo per l’individuazione di
“zone dense”, per poi proseguire con l’esposizione del primo metodo imple-
mentato: il metodo Statico, basato appunto sull’analisi statica dell’area da
analizzare. Nella sezione successive verranno invece illustrate le considera-
zioni ed il percorso che ci hanno portato allo sviluppo del metodo Dinamico
ed in seguito del metodo Dinamico Approssimato, che a differenza del prece-
dente effettuano un’analisi dinamica, ovvero raffinamenti successivi seguendo
un approccio “top-down”.
Il capitolo si concludera` definendo il concetto di Moving Cluster e mo-
strando come, attraverso i risultati dell’analisi precedente, sia possibile indi-
viduare la presenza di eventuali Moving Cluster.
3.1 Moving Object
Nel capitolo introduttivo abbiamo visto degli esempi reali in cui erano
coinvolte entita` molto diverse tra loro: nel primo esempio l’oggetto dell’analisi
era lo spostamento di dispositivi di telefonia mobile all’interno della rete
di una compagnia telefonica, mentre nel caso successivo abbiamo parlato
di una Pubblica Amministrazione e dell’analisi dei movimenti di pedoni o
autovetture all’interno di un’area urbana.
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Abbiamo gia` constatato che, nonostante le entita` dei due esempi siano
completamente diverse l’una dall’altra, quello che ci interessa sono due pro-
prieta` comuni ad entrambe: le proprieta` spaziali e temporali che permettono
di definire il movimento che esse compiono, il loro cambiamento di posizione
o della loro forma e la successione temporale di tali cambiamenti. Oggetti di
questo tipo vengono definiti in letteratura Moving Objects.
Un oggetto spazio-temporale [TSPM98] o Moving Object e` un’entita` che
si evolve nello spazio e nel tempo. Esistono varie tipologie di moving object:
Ad esempio un Moving Point e` un oggetto puntiforme che cambia locazione
in funzione del tempo e puo` essere rappresentato da un proprio identificatore
(id). La sua evoluzione (o history) puo` essere vista come una sequenza di
istanze 〈id, ti, si〉, dove si e` la locazione all’istante ti dell’oggetto a cui e`
associato l’identificativo id. Quando parliamo di moving objects le proprieta`
spaziali e temporali, si e ti, prendono il nome rispettivamente di spacestamp
e di timestamp.
Nello stesso modo e` possibile definire una Moving Region che rappresenta
una porzione di piano con le stesse caratteristiche spazio-temporali dell’og-
getto puntuale. A differenza di quanto accade per gli oggetti puntuali pero`,
una moving region si evolve non solo spostandosi nello spazio ma anche mo-
dificando la sua forma o la sua estensione. Per i nostri scopi ci concentreremo
su oggetti puntiformi in movimento, tralasciando il concetto di regione.
A questo punto possiamo rappresentare il movimento di un oggetto spazio-
temporale puntiforme come una linea curva in uno spazio a 3 dimensioni nel
quale associamo la terza dimensione alla misura del tempo.
Chiameremo queste curve in 3 dimensioni traiettorie.
Figura 3.1: Rappresentazione grafica di un Moving Point.
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3.1.1 Le Traiettorie
Una traiettoria rappresenta l’evoluzione spazio-temporale di un oggetto
puntiforme. Molto spesso per rappresentare questa evoluzione di tipo conti-
nuo si utilizza una rappresentazione discreta che meglio si presta ad essere
manipolata a livello informatico. Cio` introduce due tipi di problemi: il primo
e` costituito dalla scelta del metodo da utilizzare per l’acquisizione dei dati e
di come tali dati possono essere rappresentati, il secondo e` costituito dall’in-
troduzione di errori commessi durante il processo di discretizzazione oppure
introdotti durante il processo di acquisizione.
Dei due problemi introdotti quello che ci interessa maggiormente e` il pri-
mo in quanto la scelta di un metodo di acquisizione, piuttosto che un’altro, si
riflette sulla tipologia di dati che andranno a formare il dataset da analizzare.
Il campionamento (sampling) e` quella tecnica di acquisizione che permette
di fotografare, in qualche modo, il fenomeno reale che si vuole rappresentare.
Questa tecnica produce come risultato una sequenza, ordinata temporalmen-
te, di rilevazioni che approssima il fenomeno reale dal quale deriva. Se tali
rilevazioni vengono effettuate ad intervalli costanti, si parla di campionamen-
to con sampling rate costante, se invece vengono effettuate ad intervalli di
tempo casuali, allora si parla di sampling rate variabile.
Se restringiamo il problema alla rilevazione dei moving points, vediamo
che, indipendentemente dalla tecnologia presa in esame - siano cellulari di
una rete GSM piuttosto che oggetti rilevati dal sistema GPS - ogni singola
rilevazione avra` la seguente struttura standard:
[Id, T, X, Y]
Dove la coppia (X,Y) rappresenta la posizione, in coordinate spaziali, del-
l’oggetto Id mentre T rappresenta il tempo di tale rilevazione. E’ evidente
che, anche se per tutte le diverse tecnologie possiamo produrre un campiona-
mento che abbia tale forma, diverse resteranno le caratteristiche semantiche
della rilevazione: l’accuratezza e la granularita` del dato spaziale, nonche´ i di-
versi intervalli di tempo usati per produrre tali dati. Detto questo possiamo
identificare il movimento di un singolo oggetto filtrando tutte le rilevazioni
che mantengono lo stesso identificatore Id, e prendendole in ordine temporale
crescente.
Otterremo un insieme finito di tuple di questo tipo:
[Id, T1, X1, Y1]
[Id, T2, X2, Y2]
...
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[Id, Ti, Xi, Yi]
con T1 < T2 < . . . < Ti
In questo modo possiamo rappresentare graficamente il movimento, associan-
do ad ogni rilevazione un punto nello spazio tridimensionale. La proiezione
della linea spezzata ottenuta sul piano(X,Y) ci permette di osservare la sola
evoluzione spaziale, cioe` i punti dell’area analizzata dove si trovava il nostro
oggetto al momento delle rilevazioni. Tale proiezione prende il nome di route
(percorso).
Figura 3.2: Campionamento di un Moving Object.
A partire da un certo numero di localizzazioni si pone il problema di rico-
struire il movimento dell’oggetto tracciato (o una sua approssimazione). In
altre parole si tratta di essere in grado di rappresentare il percorso che ha
fatto l’oggetto fra due rilevazioni temporalmente consecutive. Il modo piu`
semplice e anche il piu` usato in letteratura, consiste nell’effettuare una inter-
polazione lineare fra tutte le coppie di rilevazioni temporalmente consecutive.
Graficamente questo metodo consiste nel congiungere con un segmento le due
rilevazioni consecutive, sostenendo che il nostro oggetto si e` spostato dal pun-
to P1 al punto P2 attraverso il percorso piu` breve fra i due punti e a velocita`
costante, come e` stato fatto in figura 3.2.
Esistono anche metodi di interpolazione piu` sofisticati che prendono in
considerazione ulteriori parametri per calcolare la posizione intermedia fra
due rilevazioni, la velocita` dell’oggetto, per esempio, i possibili ostacoli del-
l’infrastruttura sottostante (come la rete stradale o gli edifici), ecc. Bisogna
comunque tener presente che anche il metodo di interpolazione piu` sofisti-
cato produrra` sempre un’approssimazione del reale movimento dell’oggetto,
commettendo quindi degli errori.
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3.2 Cube Analysis
L’algoritmo sviluppato nasce per dare risposte a query del tipo: “Data
una area spazio-temporale, quando e quali sono le zone dense?” oppure
“Esistono gruppi di individui che hanno comportamenti simili per periodi di
tempo non banali?”
In questa prima parte del capitolo ci occuperemo di trovare una me-
todologia che ci permetta di rispondere in modo corretto ed efficiente alla
prima query proposta. Gli esempi visti nel capitolo precedente confermano
l’importanza di estrarre informazioni sulle zone dense, dove con zona den-
sa si intende una zona spazio-temporale contenente un’elevata concentrazio-
ne di traiettorie, a partire dai dati contenuti all’interno di un database di
traiettorie.
La prima ipotesi di lavoro che abbiamo fatto e` stata quella di avere a di-
sposizione un dataset di traiettorie complete, ovvero traiettorie che iniziano
tutte nello stesso momento ed hanno la stessa durata temporale. Ovviamente
non sempre il dataset che si vuole analizzare potra` essere costituito da traiet-
torie complete, pertanto potra` essere necessaria una fase di pre-processing in
cui i dati vengono “completati” tramite l’aggiunta, se necessario, di un punto
iniziale e/o un punto finale con il timestamp appropriato. Le motivazioni che
ci hanno spinto a richiedere questa caratteristica verra` illustrato in seguito.
Parlando delle traiettorie nella sezione precedente, abbiamo detto che
esse possono essere campionate con rilevazioni a frequenze diverse, costante
o variabile, e che tale scelta influisce sui punti campionati di ogni traiettoria.
Da questo punto di vista lo strumento che abbiamo sviluppato risulta essere
abbastanza elastico, in quanto accetta in input sia traiettorie rilevate con
sampling rate costante, sia traiettorie rilevate con con sampling rate variabile.
Inoltre, visto che le rilevazioni vengono registrate e conservate nella forma
< Id, Ti, Xi, Yi >
abbiamo deciso che questo formato fosse quello accettato in input dal nostro
strumento.
Un’altra caratteristica di questi dataset, che consideriamo rispettata, e`
l’ordinamento temporale delle tuple di ogni traiettoria, ovvero tutte le regi-
strazioni relative ad una traiettoria compaiono all’interno del dataset una di
seguito all’altra, rispettando un ordine temporale crescente.
Il nostro algoritmo inizia con la creazione di un Minimum Bounding Box1
1Il Minimum Bounding Box e` il minimo intervallo d-dimensionale che contiene inte-
ramente un oggetto. In due dimensioni, il MBB di una regione dello spazio e` il minimo
rettangolo che la contiene interamente; In tre dimensioni e` un parallelepipedo.
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dell’area spazio-temporale contenete le traiettorie da analizzare. Per creare
tale cubo2 e` necessario recuperare le informazioni sugli estremi inferiori e
superiori relativi all’asse temporale, T, ed agli assi spaziali, X ed Y.
Per recuperare tali informazioni e` necessario effettuare una ricerca esau-
stiva che si traduce in una scansione dell’intero dataset. Cio` non risulta
particolarmente oneroso perche´ per effettuare l’analisi delle traiettorie e` ne-
cessario fare comunque una scansione iniziale di tutte le informazioni di-
sponibili, quindi di tutto il dataset. Utilizzando quindi l’accorgimento di
conservare durante tale scansione gli estremi temporali e spaziali raggiunti, e`
possibile ottenere, al termine della scansione, tali informazioni a costo zero.
Al termine di questo processo avremo tutte le informazioni necessarie per la
costruzione del MBB.
3.2.1 Analisi Statica
L’idea di base del nostro metodo e` quella di dividere il MBB appena
creato in tanti cubi di dimensione minima (che chiameremo cubo minimali)
e di valutare per ognuno di essi la densita`.
Le domande che sorgono spontanee in seguito a questa affermazione sono
principalmente due:
1. Come viene calcolata la dimensione minima di un cubo?
2. Cosa si intende con “densita` di un cubo minimale”? Quante traiettorie
sono necessarie affinche´ un “cubo minimale” sia considerato denso? e
questa densita` come si calcola?
Ispirandoci agli algoritmi di clustering density-based, di cui abbiamo par-
lato nella sezione 2.4.5, abbiamo deciso di utilizzare i parametri MinPts ed
 per stimare le aree piu` o meno dense. Ovviamente il significato di questi
parametri nel nostro metodo e` un po` diverso.
DBSCAN effettua l’analisi ponendo l’attenzione su un oggetto, quindi 
rappresenta l’intorno dell’oggetto, e MinPts rappresenta il numero di oggetti
che devono risiedere nell’intorno di  affinche´ quel oggetto sia dia un core-
object.
Il nostro metodo invece effettua l’analisi ponendo l’attenzione sul cubo
correntemente analizzato, quindi  e` utilizzato per verificare se la dimensione
2Il MBB creato, in base alle dimensioni dell’area da analizzare, puo` non essere un
cubo, anzi molto probabilmente la figura ottenuta sara` un parallelepipedo, nonostante cio`
continueremo ad usare il termine cubo per facilitare la comprensione del metodo.
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del cubo e` minima o meno, mentre il parametro MinPnts e` la soglia che ci
permette di valutare se il cubo corrente e` denso o meno.
All’inizio del processo, la dimensione dell’asse X viene divisa ripetuta-
mente a meta` fin tanto che la dimensione che si ottiene non e` compresa tra
 e 2.
Il numero di cubi minimali che si possono disporre lungo l’asse X sara`
dato da:
N. cubi minimali lungo asse X = 2i
con i uguale al numero di suddivisioni effettuate.
Stesso procedimento sara` effettuato per calcolare il numero di cubi mi-
nimali che possono essere disposti lungo l’asse Y. Ovviamente anche l’asse
T verra` suddiviso, ma, a differenza dei precedenti, utilizzeremo il parame-
tro MinT al posto di , questo perche´ si e` voluto rendere indipendente la
granularita` dell’asse temporale, rispetto a quella spaziale.
Grazie a queste divisioni siamo stati in grado di recuperare due informa-
zioni: il numero di cubi minimali che e` possibile inserire lungo tutti e tre gli
assi, e le loro dimensioni effettive; a questo punto non ci resta che iniziare ad
effettuare la divisione del cubo.
Partendo dall’angolo in basso a sinistra e procedendo prima lungo l’asse
X, poi lungo l’asse Y ed infine lungo l’asse T, andremo ad analizzare la densita`
di ogni cubo minimale.
Dobbiamo ancora stabilire come si calcola la densita` di questi cubi, anche
se prima e` necessario identificare la varie facce che li compongono.
Ogni cubo e` composto da sei facce ognuna identificata da una coppia di
tuple < T,X, Y > che rappresentano rispettivamente i due angoli opposti
della faccia. In particolare dato un cubo K chiameremo faccia anteriore di
K e faccia posteriore di K le due facce le cui tuple hanno lo stesso valore di
timestamp. La faccia anteriore sara` quella che, tra le due, ha il timestamp
piu` basso, mentre l’altra verra` identificata con il nome di faccia posteriore. Le
altre 4 facce del cubo non necessitano di identificazioni particolari pertanto
ci riferiremo ad esse con il termine generico di facce laterali di K.
La densita` di un cubo minimale e` data dal numero di traiettorie che lo
attraversano, indipendentemente dal percorso esse seguono al suo interno.
Cio` significa che se una traiettoria attraversa piu` di una faccia, oppure attra-
versa una faccia piu` volte, tale traiettoria viene considerata una sola volta.
L’operazione si esegue quindi e` una sorta di “distinc count” sulle traiettorie
che attraversano le varie facce del cubo.
Al fine di quantificare questa densita` e` necessario identificare le traiettorie
che attraversano ogni faccia; la metodologia per l’identificazione di queste
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traiettorie cambia in base al fatto che la faccia sia quella anteriore/posteriore
o una di quelle laterali.
Per individuare le traiettorie che attraversano la faccia anteriore o poste-
riore occorre, di ogni traiettoria, ricercare la tupla avente come timestamp lo
stesso istante temporale della faccia che si sta analizzando. Una volta indi-
viduata tale tupla, si controllera` se le coordinate spaziali della traiettoria in
quell’istante rientrano nei confini della faccia o meno (attraverso il confronto
con le coordinate delle due tuple della faccia che rappresentano i suoi angoli
opposti).
Poiche´ non sempre di ogni traiettoria e` disponibile una tupla che abbia lo
stesso timestamp della faccia, l’algoritmo, durante la scansione delle tuple,
conservera` per ogni traiettoria le informazioni relative alla tupla avente un
valore di timestamp immediatamente precedente a quello della faccia, e quelle
relative alla tupla con il timestamp immediatamente successivo. Di seguito ci
riferiremo a queste due tuple indicandole rispettivamente con l’identificativo
Pa e Pp. Queste due informazioni sono necessarie poiche´, nel caso in cui
la tupla con lo stesso timestamp della faccia non esista, l’algoritmo dovra`
ricorrere ad una approssimazione della posizione della traiettoria nell’istante
temporale della faccia.
Per calcolare questa approssimazione si utilizza uno dei metodi piu` sem-
plici e diffusi in letteratura, quello dell’interpolazione lineare tra una coppia
di punti, nel nostro caso in tre dimensioni:
Dati Pa = (T1, X1, Y1) e Pp = (T2, X2, Y2) ricerchiamo il punto interpolato
Pf = (T3, X3, Y3),tramite la formula d’interpolazione:
(T1 + λ(T2 − T1), X1 + λ(X2 −X1), Y1 + λ(Y2 − Y1)) con λ ∈ R
Ma il valore di T3 lo conosciamo, e` il timestamp della faccia analizzata,
per cui:
T1 + λ(T2 − T1) = T3 quindi λ = T3−T1T2−T1(
T3, X1 +
T3−T1
T2−T1 (X2 −X1), Y1 + T3−T1T2−T1 (Y2 − Y1)
)
Il metodo per individuare le intersezioni con le facce laterali e` e` un po`
piu` complesso. Innanzitutto e` necessario recuperare le tuple i cui timestamp
sono compresi nell’intervallo temporale della faccia laterale che si sta analiz-
zando, nonche´ le due tuple che hanno rispettivamente il timestamp imme-
diatamente precedente rispetto all’estremo temporale anteriore della faccia
ed il timestamp immediatamente successivo rispetto all’estremo temporale
posteriore (vedi fig. 3.3)
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Figura 3.3: Tuple necessarie per l’analisi dell’intersezione con la faccia
Per ogni coppia di tuple appartenenti a questo insieme, si controllera`
l’eventuale intersezione con la faccia laterale. A partire due tuple della tra-
iettoria, P1(tp1, xp1, yp1) e P2(tp2, xp2, yp2), e` possibile ricavare l’equazione
della retta a cui appartiene il segmento che collega P1 a P2. Allo stesso mo-
do, dati gli angoli opposti di una faccia A1 (ta1, xa1, ya1) e A2 (ta2, xa2, ya2)
e sapendo che ogni faccia e` parallela ad un piano coordinato XOY, XOT,
YOT, e` possibile ricavare l’equazione del piano a cui appartiene la faccia.
Il problema di trovare l’intersezione tra il segmento di retta e la fac-
cia del cubo non e` altro che un caso particolare del problema piu` generale
dell’intersezione di una retta con un piano.
Se questo problema restituisce una sola soluzione, allora significa che la
retta interseca il piano; se invece vengono individuate infinite soluzioni allora
significa che la retta e` adagiata sul piano. Altrimenti, non trovando nessuna
soluzione, significa che la retta non interseca mai il piano, ovvero la retta e`
parallela al piano.
Se viene trovata una soluzione si procede a controllare che tale punto X
individuato appartenga sia al segmento P1-P2, sia alla faccia A1-A2.
Se invece, caso piuttosto raro, vengono trovate infinite soluzioni, occorre
fare un’ulteriore controllo, ovvero calcolare le intersezioni della retta P1-P2
con la faccia A1-A2, o meglio con le 4 rette a cui appartengono i segmen-
ti che compongono la faccia (xa1, ya1) − (xa1, ya2), (xa1, ya2) − (xa2, ya2),
(xa2, ya2)− (xa2, ya1) e (xa2, ya1)− (xa1, ya1), e, una volta trovato il punto
di intersezione, controllare che appartenga sia a P1-P2, sia al segmento della
della faccia.
Abbiamo adesso le informazioni necessarie per poter costruire il cubo
iniziale nonche´ quelle necessarie per identificare le coordinate dei cubi di
dimensione minima e potersi cos`ı spostare tra di essi. Con i metodi di in-
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terpolazione appena visti siamo in grado di individuare le traiettorie che
intersecano una determinata faccia, non ci rimane che definire una volta per
tutte, come viene calcolata la densita`.
3.2.2 Analisi Dinamica
L’analisi Statica prende in considerazione il punto di vista del cubo mi-
nimale, controllando quante e quali traiettorie intersecano le sue facce, al
fine di calcolarne la densita`. Fin da subito pero` e` apparso chiaro uno degli
svantaggi che tale strategia comporta.
Consideriamo il caso in cui, dato il cubo iniziale, siano presenti zone in
cui il numero di traiettorie e` piuttosto esiguo. Il metodo Statico procedera`
comunque al controllo della densita` di quella porzione di cubo, effettuando
l’analisi per ogni cibo minimale, anche se la zona e` poco promettente.
Questo fenomeno rappresenta sicuramente un fattore di inefficienza che
vorremmo evitare. La soluzione ideale sarebbe quella di poter scartare una
zona non appena essa risulta poco densa, per concentrarsi invece su quelle
piu` promettenti.
Con l’analisi Statica pero` questo ragionamento ha poco senso, perche´
andiamo ad analizzare direttamente i cubi minimali, potrebbe invece essere
utile se l’analisi della densita` venisse fatta dinamicamente.
Per rendere dinamica l’analisi abbiamo deciso di procedere per suddivi-
sioni successive del cubo, quindi a partire dal cubo iniziale andare a dividere
ogni asse in due parti, e proseguire l’analisi degli otto cubi formatisi da tale
divisione, per poi proseguire con le divisione successive.
Al generico passo di suddivisione, si prendera` in considerazione il cubo
X di cui si controllera` la densita` utilizzando la procedura vista per l’analisi
Statica. Se il cubo risulta essere sufficientemente denso, si andranno a con-
trollare le sue dimensioni, ovvero se e` possibile effettuare una divisione su
almeno un asse, oppure se siamo in presenza di un cubo minimale.
Se il cubo, oltre a risultare sufficientemente denso, risulta avere dimensio-
ni minime, allora tutte le informazioni relative a quel cubo verranno inserite
in un apposita struttura dati per essere sfruttate nelle fasi successive di ana-
lisi. Se il cubo risulta denso, ma non minimo, si procede ad una ulteriore
suddivisione degli assi.
Se invece il cubo risulta non denso, indipendentemente dalle sue dimensio-
ni, significa che al suo interno sono presenti un numero di traiettorie inferiori
a MinPts (il parametro utilizzato per determinare se un cubo e` sufficiente-
mente denso oppure no). Cio` significa che qualsiasi cubo scelto all’interno di
51 3.2 Cube Analysis
quello “sparso”, sara` destinato a sua volta ad essere giudicato scarsamente
popolato.
Nel caso piu` frequente quando si effettua la suddivisione in cubi piu` pic-
coli si procede alla divisione in due parti uguali dei tre assi, ottenendo dal
cubo intermedio corrente otto cubi piu` piccoli di dimensioni identiche. Ov-
viamente puo` accadere che il cubo analizzato abbia raggiunto le dimensioni
minime solo a livello temporale, oppure solamente a livello degli assi spazia-
li, se non addirittura di uno soltanto di essi; indipendentemente da questo,
l’algoritmo provvedera` ad analizzare quale tra gli assi del cubo abbia gia`
raggiunto la dimensione minima, e quale invece necessiti di ulteriori divisioni
per raggiungerla, ovviamente in base ai valori dei parametri MinT ed .
Volendo rappresentare l’analisi Dinamica tramite pseudo-codice, potremo
ottenere qualcosa del genere:
Analisi Dinamica(Input: DBTraj, MinPts, MinT, ; Output: MinDensi)
1. Scansione DBTraj;
2. Creazione MBB;
3. if (Densita`(MBB) ≥ MinPts)
4. then Inserisci MBB in Intermedi;
5. while (Intermedi != ∅ ) do
6. Estrai un Cubo X ∈ Intermedi;
7. if (Cubo X e` Minimo)
7. if (Densita`(X) ≥ MinPts)
9. then Inserisci X in MinDensi;
10. else if (Densita`(X) ≥ MinPts)
11. Divisione Cubo X in Sottocubi Xi;
12. Inserimento Xi in Intermedi;
13. return (MinDensi);
All’inizio della sezione 3.2 abbiamo spiegato che una ipotesi di lavoro e`
stata quella di poter lavorare con traiettorie complete, rimandando la spiega-
zione di tale richiesta ad un momento successivo. Con la modifica del metodo
Statico in metodo Dinamico, possiamo mostrare il fenomeno, molto negativo,
che si potrebbe presentare con questa analisi in caso di utilizzo con dataset
di traiettorie non complete particolarmente sfavorevole.
Per capire quale sia il problema e` sufficiente considerare i primi passi
dell’algoritmo.
Dopo aver creato il cubo iniziale (MBB) l’algoritmo passa alla valutazione
della sua densita`; la presenza di traiettorie non complete implica che nessuna
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Figura 3.4: Processo di divisione del Cubo.
traiettoria e` forzata ad intersecare le facce laterali, come e` giusto che sia,
ma allo stesso modo permette la mancata intersezione con la faccia anteriore
e posteriore, di conseguenza potrebbero esserci traiettorie che non toccano
nessuna faccia del cubo e pertanto non risulterebbero conteggiate nel calcolo
della densita`.
Abbiamo fatto l’esempio del cubo iniziale, ma cio` potrebbe avvenire anche
durante le fasi intermedie, con perdite parziali delle traiettorie, localizzate
sopratutto all’inizio ed alla fine di ognuna di esse.
Per questi motivi siamo stati costretti a richiedere come ipotesi di lavoro
l’utilizzo di traiettorie complete.
Un’ulteriore miglioramento delle prestazioni del metodo Dinamico rispet-
to al metodo Statico e` dato dal riutilizzo delle informazioni relative a facce
gia` analizzate: consideriamo il caso di aver individuato un cubo denso di
dimensioni non minime, cio` significa che al passo successivo tale cubo dovra`
essere diviso in due o piu` cubi, a seconda delle dimensioni dei suoi assi e dei
parametri MinT ed . I cubi ottenuti da questa divisione hanno una caratte-
ristica interessante: ogni cubo nato da questa divisione ha almeno una faccia
in comune con un altro cubo generato durante lo stesso processo.
Se ad esempio consideriamo il caso di un cubo diviso solamente lungo gli
assi spaziali, (consideriamo questo caso solo per avere una rappresentazione
grafica in figura 3.5 piu` comprensibile), possiamo osservare come il cubo con-
trassegnato con il numero 1 e quello contrassegnato con il numero 2 abbiano
una faccia laterale in comune, cosi come il numero 1 ed il numero 3. Se
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avessimo considerato il caso di una suddivisione su tutti e tre gli assi, il cubo
numero 1 avrebbe avuto un’ulteriore faccia in comune, quella posteriore, con
l’ipotetico numero 5.
Figura 3.5: Suddivisione di un cubo lungo gli assi spaziali
La scansione totale del vettore, specialmente se il numero di tuple e` eleva-
to, puo` essere un’operazione piuttosto costosa, anche se il vettore e` contenuto
totalmente in memoria centrale. Abbiamo quindi deciso di sfruttare questa
caratteristica per ridurre il numero di ricerche all’interno del dataset delle
traiettorie, riutilizzando i risultati di analisi precedenti.
Le informazioni relative alle facce analizzate vengono conservate in una
struttura dati proposta allo scopo, cosicche´, prima di partire con la scansione
del dataset delle traiettorie ed il calcolo delle intersezioni, si controlla se
l’analisi della faccia e` gia` stata in precedenza ed, in tal caso, se ne acquisiscono
direttamente i risultati.
3.2.3 Analisi Dinamica Approssimata
Durante la fase di sperimentazione del metodo Dinamico abbiamo notato
un miglioramento delle prestazioni rispetto al metodo Statico. Tali risultati
non erano ancora pero` soddisfacenti, considerando che strumenti come questo
devono essere in grado di lavorare anche su dataset piuttosto consistenti,
mantenendo tempi di esecuzione accettabili.
L’evidente collo di bottiglia a livello computazionale, presente sia nel me-
todo Statico che in quello Dinamico, e` dato dal calcolo delle delle intersezioni
con le facce laterali.
Cio` e` dovuto al fatto che il calcolo delle intersezioni con la faccia anteriore
e posteriore, richiede il calcolo di una sola interpolazione per ogni traietto-
ria, mentre nel calcolo delle intersezioni con le facce laterali il numero delle
54 3.2 Cube Analysis
interpolazioni da effettuare puo` essere arbitrariamente elevato. Ricordiamo
a tal scopo che nel calcolo delle intersezioni con le facce laterali e` necessario
calcolare tutte le interpolazioni tra le tuple i cui timestamp cadono nell’in-
tervallo temporale tra Ta e Tp, piu` le due tuple piu` vicine temporalmente alla
faccia, ma esterne ad essa.
L’idea che abbiamo voluto sviluppare e` stata quella di considerare, per
il calcolo della densita`, un’approssimazione del numero reale di traiettorie
che attraversano il cubo, considerando solamente quelle che intersecano la
faccia anteriore o quella posteriore del cubo analizzato. Utilizzando questa
approssimazione si riescono a conteggiare ugualmente tutte le traiettorie che
attraversano almeno una delle due facce, cio` significa che le sole traiettorie
che si rischia di perdere sono quelle che attraversano trasversalmente il cubo
senza mai toccare ne la faccia anteriore ne quella posteriore.
Nel capitolo successivo dedicato alla sperimentazione vedremo se questa
approssimazione apporta un effettivo miglioramento dell’efficienza in termini
di velocita` di esecuzione, ed, allo stesso tempo, se e` causa di un degrado
eccessivo dei risultati.
3.2.4 Problema dei falsi negativi
La creazione del cubo per l’analisi delle traiettorie, e la sua successiva
suddivisione possono introdurre, in alcuni casi particolari, la perdita di alcune
informazioni. Come accade in tutti i metodi che si ispirano all’utilizzo di
griglie o a meccanismi simili - tra cui includiamo anche il nostro algoritmo
- puo` accadere che alcuni elementi localizzati sul bordo del cluster, a causa
delle divisioni, siano separati da esso e siano considerati come rumore.
Altri casi in cui si possono avere perdite di informazioni si hanno quando
siamo in presenza di cluster particolarmente piccoli, quasi al limite dell’esi-
stenza. In base al punto in cui viene effettuata la divisione di uno o piu` assi,
puo` accadere che tale cluster venga diviso in due o piu` parti. In tal caso le
porzioni di cluster, prese separatamente, potrebbero non essere piu` sufficienti
a formare il cluster e sarebbero considerati elementi appartenenti al rumore.
Se ad esempio un cluster e` composto da 2*(MinPts-1) elementi, e viene
diviso in parti uguali durante la divisione di un asse, tale cluster automa-
ticamente scompare. Di nuovo se un cluster grande 4*(MinPts-1) elementi
si viene a trovare sull’intersezione dei due assi X e Y, e viene diviso in 4
parti uguali, anche il questo caso tale cluster e` destinato a scomparire, come
mostrano in figura 3.6. Ovviamente sono casi eccezionali, la cui influenza
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all’atto pratico non e` rilevante, ma ci e` sembrato corretto portare alla luce
tali inconvenienti.
Figura 3.6: Annullamento di un cluster a causa delle divisioni
3.2.5 Struttura dell’Algoritmo
In questa sezione verra` illustrato come e` stata organizzata la struttura
dell’algoritmo, nonche´ l’interazione tra i vari moduli che lo compongono.
La scelta a livello organizzativo che abbiamo voluto fare e` stata quella
di mantenere separate la gestione delle informazioni relative ai cubi, dalla
gestione dalle informazioni relative alle facce. Il motivo principale di questa
scelta e` stato quello di rendere modulare lo sviluppo del programma al fine
di favorire le modifiche che si sarebbero rese necessarie durante lo sviluppo
del metodo di analisi.
Inoltre, se avessimo concentrato tutte le informazioni solo sull’oggetto cu-
bo, senza la sua scomposizione in facce, molto probabilmente avremmo avuto
una notevole ridondanza di informazioni, visto che cubi adiacenti hanno facce
in comune. La gestione separata, ci ha permesso di evitare questo problema.
Dalla figura 3.7 si puo` notare che l’algoritmo si compone di tre moduli
che cooperano tra loro, ognuno con i propri metodi e strutture dati. Il primo
modulo chiamato Cube Application ha il compito di caricare i parametri im-
postati dall’utente ed utilizzati nell’algoritmo(MinPts, MinT, , ecc.), nonche´
di verificarne la correttezza. Cube Application ha inoltre il compito di ini-
zializzare il modulo Cube Manager, che gestisce le informazioni relative ai
cubi creati durante l’analisi, ed il modulo Parameters Manager, che gestisce
le informazioni fornite dai parametri.
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Il modulo Parameters Manager, una volta inizializzato ha il compito di
andare a ricercare nel file di configurazione tutti i parametri che l’utente
avra` avuto cura di settare con i valori desiderati, in seguito avra` il compito
di fornire il valore di determinati attributi, se richiesti dagli altri moduli.
Il modulo Cube Manager e Face Manager hanno il compito rispettiva-
mente di gestire le informazioni relative ai cubi generati durante l’analisi e
delle loro facce.
Figura 3.7: Struttura dell’algoritmo
Il modulo Face Manager ha inoltre il compito di caricare in un vettore
di tutte le informazioni relative alle traiettorie contenute nel DB, inoltre,
comunica al Parameters Manager i valori degli estremi degli assi, necessari
per la costruzione del cubo iniziale, rilevati durante la scansione.
Il modulo Cube Manager ha principalmente il compito di gestire due liste,
la lista dei Cubi Intermedi e la lista dei Cubi Minimi. Ovviamente nella fase
iniziale dell’algoritmo la lista Cubi Minimi sara` vuota, mentre la lista Cubi
Intermedi, conterra` il cubo iniziale da analizzare. Per favorire l’efficienza
delle fasi successive si e` preferito mantenere le informazioni sui cubi minimi
memorizzate in una lista apposita, piuttosto che utilizzare una unica lista sia
per i cubi intermedi che per quelli minimi.
Il modulo Cube Manager e Face Manager durante il processo di analisi si
scambiano richieste ed informazioni. Cube Manager fornisce a Face Mana-
ger indicazioni su quale faccia occorre effettuare l’analisi; da parte sua Face
Manager risponde restituendo tutti gli Id delle traiettorie che intersecano
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una determinata faccia, per calcolare la densita` di un cubo, oppure Cube
Manager puo` chiedere a Face Manager se una determinata faccia e` gia` stata
analizzata o meno, ecc.
Cube Application da parte sua ha il compito di gestire tutto il processo di
analisi della densita`, di fornire i dati di output secondo il formato richiesto,
e gestire l’analisi per l’individuazione dei moving cluster, processo di cui
parleremo nelle successive sezioni.
3.3 Moving Cluster
Negli ultimi tempi e` cresciuto l’interesse verso l’individuazione di cluster
di oggetti che si muovono in modo simile per un lungo periodo di tempo,
come ad esempio animali migratori che si muovono in gruppo oppure flussi
di auto nel traffico cittadino ecc. (vedi fig. 3.8)
Osservando queste entita` si puo` osservare la loro tendenza a formare clu-
ster che non rimangono identici per tutto il loro ciclo di vita, per cui non
tutte le entita` che inizialmente appartenevano al cluster si ritrovano nella sua
composizione finale.
Questo fenomeno avviene quando alcune entita` che non appartenevano
al cluster si siano progressivamente avvicinate fino ad entrare a farne parte,
mentre altre possono aver preso direzioni diverse ed essersi definitivamente
allontanate. Se riprendiamo l’esempio degli animali migratori, e` una cosa
abbastanza normale che nuovi soggetti si uniscano al branco, magari solo per
brevi tragitti, mentre altri possono allontanarsi perche´ attaccati da predatori.
A causa di tale fenomeno puo` accadere che la densita` del cluster rimanga
piu` o meno la stessa durante tutto il suo ciclo di vita, ma la sua composizione
cambi, alcune volte in modo molto evidente. Si possono avere casi in cui gli
elementi che alla fine compongono il cluster sono totalmente diversi dagli
elementi che lo componevano nell’istante iniziale, specie se gli istanti che si
osservano sono molto distanti tra loro a livello temporale.
L’idea di Moving Cluster che emerge dagli esempi mostrati e` la seguente:
un Moving Cluster e` una sequenza di cluster spaziali che compaiono in diversi
istanti temporali successivi, tali che, cluster di istanti temporali consecutivi
abbiano in comune un gran numero di elementi.
Un esempio di Moving Cluster e` illustrato in figura 3.9, in cui sono rap-
presentati tre istanti temporali consecutivi, ognuno dei quali contiene un
cluster. Il cluster contenuto nel primo istante temporale e quello contenuto
nel secondo hanno in comune gran parte degli elementi, in particolare hanno
in comune le traiettorie t2 e t3, che rappresentano i due terzi di ogni cluster.
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Figura 3.8: Esempi di Moving Cluster nella vita reale.
Allo stesso modo il secondo cluster ed il terzo hanno in comune le traiettorie
t3 e t4 che rappresentano di nuovo i due terzi di ogni cluster. Se pero` confron-
tiamo le traiettorie contenute nel primo e nell’ultimo cluster, ci accorgiamo
che hanno in comune solo una traiettoria, t3.
Figura 3.9: Rappresentazione grafica di un Moving Cluster.
Una definizione di Moving Cluster gia` proposta il letteratura [KMB05] e`
la seguente:
Sia H = t1, t2, t3 ecc.un insieme di istanti temporali ed S = o1, o2, o3 ecc.
un insieme di oggetti che si muovono lungo H, in cui ogni oggetto oi non e`
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obbligatoriamente presente in tutta la sequenza temporale H, ma almeno in
una sua sottosequenza continua che chiameremo oi.T .
Senza perdita di generalita` assumeremo che la posizione di ogni ogget-
to sia rilevata ad ogni timestamp durante oi.T , quindi oi.T rappresenta la
lunghezza della ciclo di vita di oi.
Uno snapshot Si diH e` un insieme di oggetti e delle loro locazioni al tempo
ti, in cui Si e` un sottoinsieme di S. Formalmente Si = {oi ∈ S : ti ∈ oi.T}
Dato uno snapshot Si e` possibile identificare i cluster presenti in Si tramite
l’utilizzo di un qualsiasi algoritmo di clustering.
Dati Ci e Ci+1 due snapshot cluster rispettivamente di Si e Si+1, diremo
che Ci e Ci+1 formano un Moving Cluster se:
|Ci ∩ Ci+1|
|Ci ∪ Ci+1| ≥ θ con(0 < θ ≤ 1)
Volendo dare una definizione formale per cluster spazio-temporali gene-
ralizzeremo l’idea precedente come segue:
Definizione 3.1: Posto G = C1, C2, · · · , Ck una sequenza di snapshot
cluster tali che per ogni i con (1 ≤ i < k) il timestamp di Ci e` esattamente
prima del timestamp di Ci+1. Allora G e` un Moving Cluster, in rispetto ad
una soglia di integrita` θ(0 < θ ≤ 1) se
|Ci ∩ Ci+1|
|Ci ∪ Ci+1| ≥ θ ∀i : 1 ≤ i < k
3.3.1 Timeslice Cluster e Moving Cluster
Come accennato in precedenza l’analisi per l’individuazione di Moving
Cluster (MC) puo` partire dai risultati ottenuti dall’analisi precedente.
Prima di effettuare la ricerca vera e propria pero` e` necessario compiere un
passo intermedio, questo perche´ con l’analisi precedente abbiamo individuato
le zone dense, ma ogni cubo minimale e` fondamentalmente indipendente
dagli altri. Quello che dobbiamo fare adesso e` una sorta di clusterizzazione
dei cubi minimali che appartengono allo stesso intervallo temporale, ovvero
individuare quei cluster che abbiamo denominato Timeslice Cluster.
La tecnica che abbiamo adottato per individuare i cluster appartenenti
allo stesso timeslice e` una tecnica a “dispersione”, ovvero scelto un cubo denso
all’interno di un intervallo temporale, si controlla se esistono cubi adiacenti
che sono a loro volta densi.
Se tali cubi vengono individuati allora tutti i cubi minimali coinvolti en-
trano a far parte di uno stesso insieme che rappresenta il cluster individuato.
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Se poi, continuando la ricerca, si troveranno altri cubi densi adiacenti a quelli
che formano il cluster, essi andranno ad aggiungersi a quelli individuati in
precedenza.
Questa tecnica di clusterizzazione puo` essere considerata come un’ap-
prossimazione del risultato che si potrebbe ottenere effettuando clustering
con DBSCAN nell’intervallo temporale dei cubi minimali.
Come DBSCAN inserisce nello stesso cluster un oggetto ed quelli che si
trovano nel suo -intorno (purche´ in numero maggiore di MinPts), cosi il
nostro algoritmo considera tutte le traiettorie appartenenti allo stesso cubo
come facenti parte dello stesso cluster. Ma se due cubi sono adiacenti significa
che esistono due cluster adiacenti, che data la loro prossimita` possono essere
considerati come facenti parte del medesimo cluster.
Lo stesso processo puo` essere applicato a tutti i cubi minimali densi che
sono adiacenti al cluster appena individuato, formando cos`ı un cluster di
dimensioni ancora maggiori, ecc.
Si puo` comprendere facilmente inoltre che tale metodo ci permette di
individuare anche cluster di forma arbitraria.
I controlli necessari per fare questa aggregazione si rivelano abbastanza
semplici se si predispongono le strutture dati appropriate. Abbiamo visto
che durante la fase di inizializzazione della Cube Analysis, veniva calcolato il
numero di cubi di dimensione minima che era possibile disporre lungo tutti
e tre gli assi. Con queste informazioni e` possibile creare una numerazione
fittizia in modo da sapere qual’e` la posizione del cubo minimale all’interno
del cubo iniziale ed individuare velocemente i cubi adiacenti. Ad ogni cubo
minimale quindi puo` essere assegnato una sorta di “indirizzo”.
Se durante l’analisi della densita` si ha l’accortezza di mantenere aggior-
nata una lista di booleani, che chiameremo Lista di Presenza, in cui il va-
lore all’indice i restituisca vero se l’i-esimo cubo e` denso, falso altrimenti,
l’individuazione dei cluster non e` altro che la navigazione di questa lista.
Posto che Nt,Nx,Ny siano i numeri di cubi di dimensione minima che
possono essere posizionati lungo i tre assi.
Dalla lista dei Cubi Minimi, creata durante la Cube Analysis, si estra un
cubo denso, il cui “indirizzo” poniamo essere i. Per controllare la presenza o
meno di altri cubi densi adiacenti, sara` sufficiente andare a controllare nella
Lista di Presenza i valori booleani contenuti negli indici: i-1, i+1, i+Nx,
i-Nx; Gli cubi densi raggiunti, che non sono stati ancora visitati, vengono
inseriti in una lista, da cui verra` estratto il cubo successivo per proseguire
l’analisi.
Nel momento in cui si viene a formare un cluster, le informazioni sull’en-
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Figura 3.10: Individuazione Cluster tramite dispersione.
tita` appena individuata, vengono conservate in un vettore per essere recu-
perate in una fase successiva. Quando l’individuazione dei cluster per ogni
timeslice e` terminata, si puo` effettuare la ricerca di eventuali MCs.
Innanzitutto andra` recuperato il parametro settato dall’ utente che indica
il rapporto che deve essere mantenuto tra gli elementi dei cluster di timeslice
consecutive, per poter essere definito il MC.
In seguito, a partire dalla prima timeslice, si selezionera` un cluster e si
andra` a ricercare, nella timeslice successiva, la presenza o meno di un cluster
che soddisfi la formula vista in 3.1. Di ogni cluster tramite le informazioni sui
cubi minimi, sara` possibile recuperare la lista delle traiettorie che contiene,
da confrontare con quella del cluster del timeslice successivo.
Se, applicando la 4.1 su tali liste di elementi, la soglia impostata dall’u-
tente e` soddisfatta, i due cluster entrano a far parte dello stesso MC. Se si
individua un MC tra due Timeslice Cluster, e quello della timeslice preceden-
te faceva gia` parte di un MC, significa che a tale MC dovra` essere aggiunto
un’ulteriore elemento, il Timeslice Cluster della timeslice successiva.
A seguire sono mostrate tre immagini che rappresentano la sequenza delle
analisi svolte: nella prima immagine e` riportato un dataset sintetico formato
da 1000 traiettorie, costruito tramite il generatore di dataset sintetici di cui
parleremo brevemente nel prossimo capitolo, nella seconda immagine invece e`
visualizzato il risultato dell’analisi dinamica approssimata, ed infine nell’ulti-
ma immagine e` rappresentato il risultato dell’analisi per l’individuazione dei
MCs.
62 3.3 Moving Cluster
Figura 3.11: Visualizzazione Dataset da Analizzare
Figura 3.12: Risultato analisi Dinamica Approssimata
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Figura 3.13: Individuazione Moving Cluster
Capitolo 4
Test e valutazioni
In questo capitolo illustreremo le prove sperimentali che abbiamo effet-
tuato allo scopo di testare il nostro metodo di analisi. I test effettuati sono
stati eseguiti per valutare la correttezza dei risultati ottenuti nonche´ i livelli
di performance.
Poiche´ durante il percorso effettuato sono state implementate tre versio-
ni dello stesso metodo, quello Statico, quello Dinamico e quello Dinamico
Approssimato, ci e` sembrato opportuno paragonare i risultati ottenuti. Al
termine di ogni test, o gruppo di test, abbiamo cercato di mettere in evidenza
eventuali fenomeni significativi.
Il capitolo iniziera` con la descrizione dei dataset utilizzati per fare i te-
st. Verranno poi illustrati i test effettuati, spiegando le motivazioni che ci
hanno spinto ad effettuare ognuno di essi, e verranno mostrati i risultati. In
particolare verranno effettuati test per valutare la completezza dei risultati
forniti dal metodo e i livelli di performance ottenuti.
Il capitolo si concludera` mettendo in evidenza alcune problematiche che
sono sorte durante la fase di test, e le soluzioni adottate per porvi rimedio.
4.1 Descrizione del Dataset
Al termine della fase di sviluppo del metodo siamo passati ad effettuare
tutta una serie di prove per verificare se le soluzioni proposte portassero ad
ottenere dei risultati significativi, ma soprattutto osservare se, concretamen-
te, le migliorie proposte tra le varie versioni per aumentare l’efficienza del
metodo a livello computazionale avessero l’effetto desiderato, e se si, in che
quantita`.
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4.1.1 Dataset Sintetici
Per la creazione dei dataset sintetici abbiamo utilizzato un semplice ge-
neratore di traiettorie sviluppato all’interno del progetto di ricerca del labo-
ratorio GeoKDD.
Tramite l’impostazione di parametri quali, numero di traiettorie da re-
stituire, numero minimo e massimo di tuple utilizzabili per descrivere una
traiettoria, numero di cluster da produrre, intervallo temporale, ecc., il ge-
neratore e` stato in grado di fornire in output un dataset nel formato stan-
dard per rilevazioni spazio-temporali (vedi sez. 3.1.1), rispondente a tutti i
requisiti passati come parametri di input.
Per i nostri scopi abbiamo deciso di generare 5 dataset sintetici, i cui
dati sono riportati nella tabella che segue. Nella prima colonna e` indicato
il numero di traiettorie che costituiscono il dataset mentre nella seconda e`
indicato il numero di cluster generati. La treza, quarta e quinta colonna
riportano, in modo approssimato, le dimensioni del dataset lungo i tre assi,
rispettivamente l’asse temporale e gli assi spaziali, nella colonna successiva e`
indicato l’intervallo rappresentante il numero di tuple utilizzabili per descri-
vere ogni traiettorie ed infine nell’ultima colonna e` riportata la dimensione
approssimativa del file generato.
N. Trajs N. Cluster ∆T ∆X ∆Y Tuple per Traj File Size
1.000 5 100 180 180 10-15 350 Kb
5.000 20 100 900 800 15-30 3 Mb
20.000 100 100 1.600 1.800 25-50 25 Mb
50.000 200 100 2.700 2.700 40-70 95 Mb
100.000 400 100 5.000 5.000 50-100 260 Mb
Nella figura 4.1 e` possibile vedere un esempio del risultato ottenuto, in
particolare e` mostrato un dataset di 1000 traiettorie; nonostante sia un im-
magine statica e` possibile controllare se il generatore ha rispettato o meno i
parametri forniti in input.
Dall’immagine si puo` notare che i i parametri relativi all’intervallo tempo-
rale e a quelli spaziali sono stati rispettati, come e` stato rispettato il numero
di cluster da generare. Il fatto che si richieda al generatore in numero X di
cluster, non significa che il dataset mostri cluster perfettamente separati, co-
me si puo` notare nella figura, i cluster sono liberi di muoversi e quindi capaci
di collidere e formare un unico cluster.
Grazie al generatore e` stato possibile ottenere dataset costruiti nel ri-
spetto del formato utilizzato dal nostro tool, come descritto nella sezione
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Figura 4.1: Dataset sintetico di 1.000 Traiettorie
3.2, inoltre tutte le traiettorie soddisfano le proprieta` richieste: l’ordinamen-
to temporale delle tuple per ogni traiettorie e il rispetto della completezza
da parte di ogni traiettoria.
4.1.2 Dataset Reale
Il dataset reale e` stato fornito dal Comune di Milano, esso e` costruito gra-
zie a rilevazioni effettuate con dispositivi GPS, e costituiscono lo spostamento
di autovetture, appartenenti al parco auto del comune, all’interno dell’area
urbana e periferica di Milano. A livello temporale il dataset comprende tutte
le rilevazioni effettuate nella settimana che va dalle ore 00:00 del 1 Aprile
2007 alle ore 23:59 del 7 Aprile 2007.
Nella figura 4.2 e` rappresentata da un lato la mappa della zona centrale
del comune di Milano, dall’ altra la stessa cartina con la sovrapposizione dei
punti rilevati, in un’intervallo di un’ora.
Anche in questo caso il formato dei dati rispecchia quello utilizzato dal
nostro tool, quindi non e` stato necessario nessun passo di pre-processing per
modificare il formato; stessa cosa non possiamo dirla riguardo il rispetto
della proprieta` di completezza. In questo caso, ogni volta che si e` utilizzato
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Figura 4.2: Mappa di Milano e sovrapposizione con alcune rilevazioni.
il dataset o una porzione di esso, e` stato necessario effettuare una fase di
pre-processing per rendere complete le traiettorie.
4.2 Test e risultati
Per effettuare i test sul dataset reale abbiamo deciso di selezionare un
sottospazio del dataset iniziale, al fine di accelerare il processo di analisi
e poter effettuare un maggior numero di test. L’intervallo selezionato per
l’analisi e` quello del 3 Aprile dalle ore 17:00 alle ore 18:00.
Il sistema utilizzato per effettuare questi test e` un PC dotato di processore
Intel Pentium 4,2Ghz, 1Gb Ram DDR, Hard Disk 60Gb, S.O. Windows XP
Professional SP2.
I primi risultati che illustreremo sono quelli relativi alla valutazione del-
la correttezza dei metodi implementati, in seguito mostreremo i risultati
ottenuti testando le performance delle varie versioni del metodo.
4.2.1 Test sulla completezza dei risultati
Dal punto di vista del calcolo della densita`, ovvero del calcolo del nu-
mero di traiettorie presenti all’interno di un cubo di dimensioni minime, e`
abbastanza ovvio che il metodo Statico (cos`ı come quello Dinamico) analiz-
zando le intersezioni delle traiettorie su tutte le facce del cubo, restituisca il
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risultato corretto. Meno ovvia e` la perdita di informazione, vista come l’indi-
viduazione di un minor numero di cubi, che si ottiene utilizzando la versione
Dinamica Approssimata.
In tal senso abbiamo effettuato tre tipi di test:
1. Nel primo test abbiamo mantenuto costante il parametro che influen-
za la granularita` spaziale, e diminuito progressivamente il valore del
parametro responsabile della dimensione temporale dei cubi, MinT.
2. Nel secondo invece abbiamo fatto l’esatto contrario: abbiamo mante-
nuto costante la granularita` temporale ed aumentato progressivamente
quella spaziale, diminuendo di volta in volta il valore del parametro .
3. Infine nel terzo test abbiamo diminuito progressivamente entrambe i
parametri, ottenendo un aumento della granularita` sia spaziale che
temporale.
Il grafico di figura 4.3 mostra i risultati ottenuti dal primo test.
Essi dimostrano che il metodo Statico e quello Dinamico ottengono, salvo
qualche piccola imprecisione, gli stessi risultati, proprio come ci aspettavamo
che fosse. Allo stesso tempo pero` notiamo una caratteristica molto importan-
te rispetto al metodo Dinamico Approssimato: un aumento della granularita`
temporale tende a far aumentare rapidamente la correttezza del metodo verso
gli stessi valori degli altri due.
Questo risultato e` coerente con quello che ci aspettavamo: a parita` di
granularita` spaziale, ad un aumento della granularita` temporale corrisponde
un aumento del numero di facce anteriori e posteriori analizzate, pertanto
piu` la granularita` temporale aumenta, piu` il metodo Dinamico Approssimato
restituisce risultati accurati.
Questa tendenza si inverte completamente se invece si mantiene costante
la granularita` temporale e si diminuisce invece quella spaziale, come dimostra
il grafico di figura 4.4 riportante i risultati del secondo test.
Il grafico di figura 4.5 mostra i risultati del terzo test. Appare chiaro come
i risultati dei due test precedenti confluiscano nei risultati ottenuti con questo.
Gli effetti di cui abbiamo parlato nei precedenti casi, in questo si fondono.
Poiche´ gli effetti negativi dell’aumento della granularita` spaziale sono piu`
forti di quelli positivi dovuti dell’aumento della granularita` temporale, alla
fine si ottiene un moderato degrado della completezza dei risultati ottenuti.
Quello che vogliamo evidenziare e` che, nonostante ci sia questo degrado, la
completezza si mantiene su valori piuttosto accettabili, in quanto il degrado e`
compreso tra il 10% e il 20%, e comunque buono per granularita` soddisfacenti.
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Figura 4.3: Risultati del primo test in percentuale.
Prima di passare ai test sulle performance, vorremmo porre l’attenzio-
ne su un fenomeno che avviene quando si riduce troppo la granularita` spa-
ziale, rispetto alle dimensioni iniziali del cubo ed alla semantica dei dati
rappresentati.
Il grafico di figura 4.6 mostra il numero di cubi densi individuati man-
tenendo costante la granularita` temporale ed aumentando progressivamente
quella spaziale. Quello che ci aspetteremmo dai risultati di questo test e`
un aumento progressivo del numero di cubi densi individuati, visto che au-
mentando la granularita` spaziale si aumenta anche il numero di cubi minimi
individuabili.
Quello che invece appare e` che dopo una certa soglia si ha il crollo dei cubi
individuati. Questo fenomeno e` spiegabile piuttosto facilmente, i risultati
ottenuti non sono influenzati solo dai parametri MinT ed , ma anche dal
valore di MinPnt, utilizzato per il calcolo della densita`. Con la diminuzione
progressiva delle dimensioni dei cubi minimi, diminuisce anche la probabilita`
che esso sia intersecato da un numero sufficiente di traiettorie, tali da essere
considerato denso.
Ovviamente questo fenomeno e` influenzato dai dati, dal loro significa-
to e dal rapporto che esiste tra il loro movimento nello spazio-tempo e le
dimensioni iniziali del cubo; dati particolarmente densi presenteranno que-
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Figura 4.4: Risultati del secondo test in percentuale.
sto fenomeno per granularita` spaziali particolarmente elevante, dati invece
gia` sparsi rispetto alle dimensioni del cubo iniziale, presenteranno questo
fenomeno per granularita` spaziali inferiori.
4.2.2 Test sulle performance
Dopo aver dimostrato la bonta` del metodo Dinamico Approssimato ri-
spetto alla completezza dei risultati, abbiamo valutato la sua efficienza dal
punto di vista della velocita` dell’analisi, rispetto agli altri due.
Durante l’esecuzione dei test precedenti, abbiamo avuto cura di effet-
tuare anche i rilevamenti dei tempi di esecuzione, ottenendo quindi tre gra-
fici relativi alle performance, rispetto alla diminuzione di MinT, di  o di
entrambi.
I tre casi presentano un andamento sostanzialmente identico, quindi ri-
portiamo e commentiamo solamente il risultato delle performance ottenute
con il terzo test.
Come era prevedibile il grafico 4.7 dimostra che il metodo che in assoluto
ha le performance peggiori in termini di velocita` di esecuzione e` il metodo
Statico, sia perche´ effettua l’analisi anche nelle zone a scarsa presenza di tra-
iettorie, sia perche´ per ogni cubo controlla la intersezioni con tutte ed 6 le fac-
ce del cubo. Una valutazioni simile puo` essere fatta per il metodo Dinamico,
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Figura 4.5: Risultati del terzo test in base al numero di cubi individuati.
che risulta essere meno performante rispetto a quello Dinamico Approssima-
to, ma sicuramente migliore rispetto a quello Statico. Come era prevedibile,
ed auspicabile, il metodo dei tre che ottiene tempistiche decisamente migliori
e` il metodo Dinamico Approssimato.
4.3 Test su dataset sintetici
In questa sezione riporteremo alcuni grafici dei risultati ottenuti dall’ana-
lisi dei dataset sintetici. Di questi test riporteremo solamente i grafici senza
ulteriori commenti perche´, come sara` possibile osservare, i risultati da questi
test sono in linea, se non addirittura migliori, di quelli ottenuti con l’analisi
del dataset reale.
Il motivo per cui i risultati ottenuti sono stati anche migliore e` spiegabile
piuttosto facilmente: il semplice generatore disponibile nel laboratorio Geo-
KDD ci ha permesso di ottenere dataset con una presenza di rumore piuttosto
scarsa, una modesta agilita` da parte delle traiettorie ed una compattezza dei
cluster piuttosto elevata lungo tutto la loro evoluzione temporale.
Se alcune di queste caratteristiche hanno una scarsa rilevanza sull’effi-
cienza e correttezza dell’algoritmo, come la presenza o meno di rumore, altre
invece possono influenzare la bonta` dei risultati ottenuti. In particolare la
72 4.4 Conclusioni
Figura 4.6: Risultati del terzo test.
presenza di traiettorie con una agilita` modesta, per le caratteristiche del
metodo, puo` favorire l’ottenimento di buoni risultati, non tanto a livello di
velocita` di esecuzione quanto a livello di completezza dei risultati.
Essendo tali risultati migliori, abbiamo preferito riportare al termine del
capitolo alcuni grafici dei risultati ottenuti dall’analisi dei dataset sintetici
senza ulteriori commenti, ma riportandoli ugualmente a dimostrazione del
fatto che i risultati sul dataset reale non sono poi tanto fuori dall’ordinario.
4.4 Conclusioni
Riassumendo i risultati ottenuti dai test precedenti possiamo affermare
che il metodo Dinamico Approssimato risulta essere un buon metodo per l’in-
dividuazione di zone dense, all’interno di un area spazio-temporale. Abbiamo
avuto modo di vedere quali sono gli aspetti che provocano un miglioramento
o un peggioramento dei risultati ottenuti, e che in generale non e` possibile
evitare un lento degrado dei risultati ottenuti.
Quello che vogliamo evidenziare dai risultati ottenuti dai test effettuati
sul metodo Dinamico Approssimato, e` la sua capacita` di mantenere dei buoni
risultati per granularita` accettabili che, unita alla possibilita` di poter sele-
73 4.4 Conclusioni
Figura 4.7: Risultati dei Test sulle Performance.
zionare sottospazi del cubo iniziale (come vedremo nel capitolo successivo),
lo rendono un metodo di analisi con delle buone prospettive.
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Figura 4.8: Risultati test completezza - Dataset 1000 traiettorie.
Figura 4.9: Risultati test velocita` di vsecuzione - Dataset 1000 traiettorie.
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Figura 4.10: Risultati test completezza - Dataset 5000 traiettorie.
Figura 4.11: Risultati test velocita` di esecuzione - Dataset 5000 Traiettorie.
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Figura 4.12: Risultati dei test sulla scalabilita`.
Capitolo 5
Caso di Studio
L’obiettivo di questo capitolo e` quello di mostrare un possibile utilizzo
del metodo di analisi sviluppato.
5.1 Miglioramenti successivi
Durante la fase di test e di analisi del caso di studio, sono sorte delle pro-
blematiche che abbiamo ritenuto opportuno affrontare per rendere i risultati
ottenuti piu` significativi, in particolar modo gli accorgimenti che abbiamo
introdotto sono sostanzialmente due:
1. La possibilita` di selezionare un sottospazio del cubo iniziale.
2. Il filtraggio di zone interpolate poco significative.
5.1.1 Operazioni Dice-Like & Slice-Like
Nel momento in cui abbiamo iniziato ad effettuare i test, e` nata l’esigenza
di poter avere la possibilita` di selezionare delle sottozone a partire dal dataset
iniziale. Consideriamo il caso del dataset reale, i cui dati rappresentano
la rilevazione relativa allo spostamento di determinate autovetture nell’arco
di un’intera settimana. Effettuare l’analisi su un dataset cos`ı esteso puo`
portare ad ottenere risultati non molto comprensibili, anche per un analista
con competenze nel dominio di applicazione.
Abbiamo ritenuto utile inserire la possibilita` di selezionare l’area spazio-
temporale da analizzare, contenuta all’interno di quella di partenza, in modo
da poter effettuare analisi in aree piu` specifiche. Selezionare intervalli solo
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sulla dimensione temporale o spaziale oppure un sottocubo del cubo di par-
tenza, ricorda molto da vicino gli operatori Slice e Dice offerti da OLAP per
navigare i data cube.
L’utilita` di questa opzione deve essere vista nell’ottica di un possibile
utilizzo reale del nostro strumento di analisi. Risulta ovvio, ancor prima
di vedere i risultati dei test, che piu` sale il dettaglio richiesto nell’anali-
si della densita`, piu` diminuisce la dimensione dei cubi minimi a sua volta
inversamente proporzionale al costo computazionale dell’intera analisi.
Nel caso in cui si voglia analizzare una determinata sottozona ad un livello
di analisi piu` dettagliato, saremo stati costretti a compiere una delle seguenti
operazioni:
1. Modificare il dataset, in modo che contenga solo le informazioni relative
alla sottozona che ci interessa
2. Effettuare l’analisi dell’intera area al livello piu` dettagliato, e poi andare
ad osservare i risultati solo per la sottozona che ci interessa.
Entrambi i casi pero` sarebbero poco applicabili, il primo perche´ richiede
che l’utente abbia delle abilita` che invece potrebbe non avere, ovvero essere
capace di utilizzare strumenti per modificare il dataset di partenza, nel secon-
do, se il livello di dettaglio dell’analisi e` molto elevato puo` rendersi necessaria
un’attesa improponibile.
L’idea e` quella di poter fare l’analisi con livelli di dettaglio tali da rendere
la computazione piu` che soddisfacente, ma allo stesso tempo tale da forni-
re risultati significativi, ovvero di essere in grado di evidenziare i fenomeni
ricercati.
Una volta identificati quali zone sono piu` interessanti, si fornisce all’utente
la possibilita` di selezionare tali zone, per poter effettuare ulteriori analisi,
concentrandosi solo sulle zone potenzialmente significative.
5.1.2 Filtraggio delle interpolazioni
Il dataset che abbiamo utilizzato e` costituito da rilevazioni effettuate tra-
mite dispositivi GPS posizionati su autovetture del parco auto del Comune
di Milano. Questo tipo di dispositivi, cos`ı come quelli GSM/UMTS, non
sempre sono in funzione 24 ore su 24. Puo` capitare che l’utilizzatore decida
di spengere il dispositivo ed accenderlo in seguito, che il dispositivo non rie-
sca ad acquisire il segnale di un sufficiente numero di satelliti, oppure che si
trovi in una zona non adeguatamente coperta dalla rete di telefonia mobile
per il servizio GSM/UMTS.
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In questi casi cosa succede nel dataset? Ci troviamo ad avere due rileva-
zioni con una distanza temporale notevole, che nel momento in cui andiamo
ad effettuare l’analisi o la visualizzazione, a causa dell’interpolazione lineare
tra questi due punti, si trasformano in porzioni di traiettorie scarsamente
significative.
Se da un lato l’algoritmo non puo` fare a meno di effettuare l’interpolazione
tra questi due punti, dall’altro questa porzione di traiettoria creata e` sicu-
ramente meno significativa delle porzioni in cui le rilevazioni sono frequenti,
per le motivazioni che abbiamo citato prima.
Quando abbiamo iniziato ad illustrare gli strumenti che abbiamo svilup-
pato, abbiamo fatto l’ipotesi di lavoro di poter utilizzare dataset costituiti
da traiettorie complete (vedi sez. 3.2). Tale caratteristica e` indispensabile
sopratutto per l’utilizzo delle versioni dinamiche, perche´ se utilizzassimo tra-
iettorie non complete, molte di queste potrebbe cadere all’interno di un cubo
senza toccare nessuna faccia per cui il loro apporto nel calcolo della densita`
andrebbe persa e molti cubi potrebbero essere considerati erroneamente non
densi.
Quindi da un lato abbiamo questa esigenza di avere traiettorie complete,
e piu` in generale, di effettuare l’interpolazione lineare anche tra punti tem-
poralmente distanti, e dall’altro la necessita` di limitare il “disturbo” che puo`
provocare sia a livello di risultati che di visualizzazione.
Per risolvere questo problema abbiamo inserito un controllo aggiuntivo
durante l’analisi della densita` per i cubi minimali, ovvero durante il calcolo
delle intersezioni traiettoria - faccia del cubo. Nel momento in cui ci si ef-
fettua il calcolo delle interpolazioni,se l’intervallo temporale tra i due punti
e` superiore ad una certa soglia impostata dall’utente, questa non viene con-
teggiata tra le intersezioni delle traiettorie con la faccia e, di conseguenza,
per il calcolo della densita` del cubo.
Questo accorgimento ci permette di visualizzare risultati piu` significativi,
permettendoci di ottenere risultati semanticamente piu` chiari e permetten-
doci di effettuare anche analisi visuali.
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Abbiamo visto nel capitolo precedente che il dataset reale e` costituito
da dati acquisiti da dispositivi GPS relativi allo spostamento di autovetture,
appartenenti al parco auto del Comune di Milano, nell’ambito dell’area comu-
nale. Potremo considerare quindi tali dati come una sorta di campionamento
del traffico in quest’area.
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L’idea e` di mostrare in questa sezione un possibile utilizzo degli strumenti
sviluppati, per effettuare l’analisi del traffico ed investigare sulla sua evolu-
zione alla ricerca di fenomeni significativi. Quindi inizieremo effettuando
l’analisi della densita` con il metodo Dinamico Approssimato visto nella sez.
3.2.2 per poi proseguire con la ricerca di Moving Cluster, cercando di volta
in volta di commentare i risultati ottenuti.
5.2.1 Analisi della densita`
Siamo partiti dalla considerazione che osservare contemporaneamente tut-
ti e sette i giorni della settimana, disponibili nel dataset, sarebbe stato poco
significativo. Abbiamo quindi scelto un solo giorno tra i sette disponibili, in
particolare il 3 Aprile dalle ore 00:00.00 alle ore 23:59.59.
Dopo aver impostato i valori di MinPts e  abbiamo effettuato l’analisi
ottenendo il risultato mostrato in figura 5.1. In questa illustrazione abbiamo
riportato sovrapposti due risultati, i cubi in rosso rappresentano quelli indivi-
duati, senza effettuare nessun tipo di filtraggio, quelli rappresentati in verde
sono invece quelli che rimangono se effettuiamo un filtraggio del 10%, ovvero
vengono considerate solamente le interpolazioni la cui distanza tra punti non
superi il 10% della dimensione temporale iniziale della zona analizzata.
Figura 5.1: Risultato dell’analisi sull’intervallo 3 Aprile ore 00:00 - 23:59
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Quello che appare evidente e` che, mentre con la rappresentazione stan-
dard, non saremo in grado di osservare nessun fenomeno particolare, con quel-
la filtrata possiamo invece gia` fare alcune considerazioni. Osservando l’imma-
gine infatti se vede la presenza di due grandi intervalli temporali che conten-
gono la maggior parte dei cubi densi minimali, identificabili verosimilmente
con le prime ore della mattina e quelle centrali del pomeriggio.
Scegliamo quindi di concentrare l’analisi sulle ore centrali del pomeriggio,
selezionando l’intervallo temporale che va dalle ore 15:00 alle ore 19:00.
Figura 5.2: Risultato dell’analisi sull’intervallo 3 Aprile ore 15:00 - 19:00
Da un’analisi visiva dei nuovi risultati vediamo che c’e` una maggiore
quantita` di cubi densi minimali nell’intervallo temporale che va dalle dalle
ore 15:00 alle ore 18:00 circa. Decidiamo quindi di investigare su due ulteriori
intervalli temporali: il primo dalle 16:00 alle 17:00, il secondo dalle 17:00 alle
18:00.
Prima di riportare le nostre valutazioni sui risultati ottenuti, vogliamo
ricordare che gli strumenti che abbiamo sviluppato sono da considerarsi co-
me strumenti per esperti del dominio di applicazione, quindi puo` darsi che
82 5.2 Caso di Studio
Figura 5.3: Risultato dell’analisi sull’intervallo 3 Aprile ore 15:00 - 19:00
Figura 5.4: Risultato dell’analisi sull’intervallo 3 Aprile ore 15:00 - 18:59
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essi siano in grado di vedere risultati interessanti anche dove noi li igno-
riamo, nonostante cio` riusciremo ugualmente a fare qualche osservazione
interessante.
La prima considerazione che possiamo fare osservando i risultati ottenuti
sui due intervalli (fig. 5.3 e 5.4), e` che si rilevano zone dense sopratutto in
corrispondenza di incroci di strade di grande importanza. L’altra osservazio-
ne che potremmo fare riguarda l’evoluzione del traffico dalle ore 16:00 alle
ore 18:00. Se nell’intervallo dalle 16:00 alle 17:00 il traffico sembra distribui-
to abbastanza uniformemente su tutta l’area, e soprattutto uniformemente
lungo tutto il percorso della tangenziale del comune di Milano, nell’intervallo
dalle 17:00 alle 18:00 il traffico sembra invece concentrarsi nella zona nord-est
della citta` e soprattutto nel tratto est della tangenziale.
5.2.2 Individuazione Moving Cluster
Appena disponibili i risultati dell’analisi della densita` e` possibile ricercare
la presenza di Moving Cluster. Dai risultati dell’analisi precedente si nota una
certa frammentazione delle zone dense, caratteristica che non avvantaggia
certo la formazione di Moving Cluster. Difficilmente ne individueremo di
ben definiti come nell’esempio riportato al termine del Capitolo 3.
Abbiamo eseguito quattro ricerche, due per ogni intervallo temporale a di-
sposizione, quello dalle 16:00 alle 17:00, e quello dalle 17:00 alle 18:00. In par-
ticolare per ogni intervallo abbiamo ricercato MC impostando il paramento
θ prima al 51% e poi al 70% (vedi sez. 3.3).
Una volta effettuata l’analisi abbiamo scelto di presentare, se disponibili,
i cinque Moving Cluster piu` significativi, ovvero quelli formati da piu` di un
cubo minimale e/o per piu` di due timeslice consecutivi.
Confrontando le due coppie di risultati ottenuti la prima cosa che sal-
ta agli occhi e` l’effetto provocato dall’innalzamento del parametro θ, ovvero
l’individuare un minor numero di cluster e, di solito, piu` compatti. Questo fe-
nomeno e` particolarmente visibile se osserviamo la coppia di analisi effettuate
nell’intervallo dalle 17:00 alle 18:00, in cui l’innalzamento del parametro θ al
70% ha provocato la scomparsa di quasi tutti i Moving Cluster individuati
con la ricerca al 51% (fig. 5.7 e 5.8).
Da quello che abbiamo appena detto, ci aspetteremo quindi che quelli
individuati con l’analisi al 70% siano sempre un sottoinsieme di quelli rilevati
al 51%. Osservando pero` la coppia di risultati relativi all’analisi dell’intervallo
dalle 16:00 alle 17:00 (fig. 5.5 e 5.6), e` possibile notare come nei risultati
dell’analisi al 70% sia presente un cluster, quello cerchiato, che con l’analisi
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al 51% non era segnalato, e cio` potrebbe semprare una contraddizione con
quello che abbiamo detto poco fa.
Ci dobbiamo ricordare pero` e` che nell’immagine, al fine di semplificare
la visualizzazione dei risultati, sono stati rappresentati solo i cinque Moving
Cluster piu` significativi. L’apparizione del nuovo Moving Cluster che prima
non c’era significa quindi che uno di quelli presenti nel analisi al 51% non era
sufficientemente caratterizzato per superare la soglia del 70% (ed infatti e`
totalmente scomparso), permettendo quindi l’ingresso del un nuovo Moving
Cluster nel gruppo di quelli da visualizzare.
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Figura 5.5: Moving Cluster al 51% Ore 16:00 - 17:00
Figura 5.6: Moving Cluster al 70% Ore 16:00 - 17:00
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Figura 5.7: Moving Cluster al 51% Ore 17:00 - 18:00
Figura 5.8: Moving Cluster al 70% Ore 17:00 - 18:00
Capitolo 6
Conclusioni e lavori futuri
In questa tesi abbiamo progettato ed implementato una metodologia per
l’analisi di traiettorie di moving object. Lo scopo principale del metodo svi-
luppato e` stato l’individuazione di quelle zone spazio-temporali contenenti
un’alta concentrazione di entita` spazio-temporali, a cui e` seguita la ricerca
di comportamenti simili tra questi soggetti, per periodi di tempo piu` o meno
estesi. Le motivazioni che ci hanno spinto verso questa ricerca sono stati
principalmente due: da un lato la diffusione sempre maggiore di dispositivi
sensibili alla locazione, quali dispositivi di telefonia mobile di ultima gene-
razione (GSM/UMTS), dispositivi GPS, ecc., a cui e` seguito un crescente
interesse in ambito sia scientifico sia economico, dall’altro lo stadio anco-
ra iniziale della ricerca in questo campo, con la conseguente possibilita` di
esplorare aree di ricerca poco approfondite, se non addirittura inesplorate.
Prendendo spunto, per alcuni aspetti, dagli algoritmi di clustering, ab-
biamo analizzato ed implementato un primo metodo di analisi, detto Statico,
basato sulla creazione di un Minimum Bounding Box per l’area da analiz-
zare e la sua successiva divisione in cubi di dimensione minima, dove tale
dimensione e` stabilita dall’utente tramite i parametri MinT ed . Durante la
divisione e` stata valutata la densita` dei cubi minimali, ovvero il numero di
traiettorie contenute al loro interno. Tutti i cubi la cui quantita` di traiettorie
ha superato la soglia fissata dall’utente, MinPts, sono stati considerati densi.
In fase di sperimentazione il metodo Statico ha mostrato i suoi punti
di forza, ovvero una buona correttezza dei risultati, ma anche il suo punto
debole: una velocita` di esecuzione troppo elevata.
Abbiamo quindi deciso di studiare un aggiornamento di tale metodo per
renderlo piu` efficiente, ed abbiamo implementato il metodo Dinamico. A
differenza del metodo precedente, quello Dinamico esegue la divisione del
cubo iniziale per passi successivi, dividendo ad ogni passo gli assi a meta`, se
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possibile. Ogni volta che si crea un nuovo cubo se ne valuta la densita`, allo
scopo di scartare quelli scarsamente promettenti e proseguendo l’analisi con
i cubi sufficientemente densi.
Al termine dell’implementazione siamo passati alla fase di sperimentazio-
ne in cui abbiamo rilevato una correttezza paragonabile a quella ottenuta con
il metodo Dinamico, ed un miglioramento delle prestazioni in termine di ve-
locita` di esecuzione. Nonostante il miglioramento ottenuto abbiamo valutato
tali risultati come non ancora soddisfacenti.
Dopo aver individuato il collo di bottiglia dell’esecuzione Dinamica,(il cal-
colo delle intersezioni delle traiettorie con le facce laterali del cubo), abbiamo
deciso di implementare una versione del metodo, quella Dinamica Approssi-
mata, che prendesse in considerazione, per il calcolo della densita`, solamente
la faccia anteriore e posteriore del cubo.
Il metodo in questione ha dimostrato in fase sperimentale una velocita` di
esecuzione notevole rispetto ai due precedenti metodi, mantenendo dall’altro
una buona correttezza, soprattutto per granularita` non eccessivamente fini
ed in presenza di traiettorie non eccessivamente agili.
Al termine di questa fase abbiamo concentrato la nostra attenzione sullo
studio di tecniche per l’individuazione di Moving Cluster a partire dai dati
aggregati ottenuti dall’analisi precedente. A tal scopo abbiamo effettuato
una fase di clusterizzazione dei cubi minimale, per creare cluster di cubi
in ogni intervallo temporale, in seguito, una volta a conoscenza dei cluster
presenti in ogni intervallo, e` stato possibile individuare, se presenti, i Moving
Clusters.
Il lavoro si e` concluso con lo studio dell’utilizzo di questi strumenti ap-
plicati ad un caso reale, ovvero l’analisi del “traffico” all’interno dell’area del
Comune di Milano. Durante lo studio del caso reale abbiamo effettuato delle
modifiche al metodo Dinamico approssimato per ottenere due miglioramenti:
1. La possibilita` di selezionare porzioni del cubo, un po` come avviene in
OLAP con le operazioni Slice e Dice.
2. La possibilita` di impostare un filtro per limitare la confusione nei ri-
sultati finali, generata dalla presenza interpolazioni tra punti anche
distanti temporalmente.
Sicuramente ci sono aspetti che vale la pena di prendere in considerazio-
ne per eventuali lavori futuri. Quello piu` importante riguarda la creazione
di una semplice interfaccia grafica che renda possibile navigare il data cube
in maniera piu` efficiente. GNUplot, lo strumento utilizzato per la visualiz-
zazione dei risultati, si e` dimostrato sufficiente per i nostri scopi, ma non
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adeguatamente elastico per permettere una visione completa delle zone den-
se. Inoltre con una interfaccia creata ad hoc, sarebbe possibile visualizzare
anche la densita` dei singoli cubi minimali, visto che l’algoritmo, da questo
punto di vista e` gia` predisposto. Sarebbe interessante poter vedere la den-
sita` dei cubi in base ad una scala di colore, il che permetterebbe una visual
analysis sicuramente migliore.
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