Complete quenching for singular parabolic problems  by Montenegro, Marcelo
J. Math. Anal. Appl. 384 (2011) 591–596Contents lists available at ScienceDirect
Journal of Mathematical Analysis and
Applications
www.elsevier.com/locate/jmaa
Complete quenching for singular parabolic problems
Marcelo Montenegro
Universidade Estadual de Campinas, IMECC, Departamento de Matemática, Rua Sérgio Buarque de Holanda, 651, CEP 13083-859, Campinas, SP, Brazil
a r t i c l e i n f o a b s t r a c t
Article history:
Received 2 March 2011
Available online 16 June 2011
Submitted by P. Sacks
Keywords:
Parabolic equation
Quenching
Free boundary
We prove ﬁnite time extinction of the solution of the equation ut − u + χ{u>0}(u−β −
λ f (u)) = 0 in Ω × (0,∞) with boundary data u(x, t) = 0 on ∂Ω × (0,∞) and initial
condition u(x,0) = u0(x) in Ω , where Ω ⊂ RN is a bounded smooth domain, 0 < β < 1
and λ > 0 is a parameter. For every small enough λ > 0 there exists a time t0 > 0 such
that the solution is identically equal to zero.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Our aim is to prove that for every small enough λ > 0 there exists a time t0 > 0 such that the solution u of the parabolic
problem⎧⎨
⎩
ut − u + χ{u>0}g(u) = 0 in Ω × (0,∞),
u(x, t) = 0 on ∂Ω × (0,∞),
u(x,0) = u0(x) in Ω,
(1)
is identically equal to zero. We call this phenomena complete quenching. Here Ω ⊂RN is a smooth bounded domain and
g(u) = u−β − λ f (u),
with 0 < β < 1 and λ > 0 a parameter. The function
f : [0,∞) → [0,∞) is C2 (2)
and
f (u) Cup for u  0, (3)
where C  0 is a constant and 0  p  1. The initial data u0 belongs to L∞(Ω), u0  0 and u0 ≡ 0, later we will need to
assume more regularity on u0. We denote the characteristic function of the set {x ∈ Ω: u(x) > 0} by χ{u>0} and we tacitly
assume χ{u>0}g(u) = 0 whenever u = 0. A typical example is g(u) = u−β − λup with 0 p < 1.
The origin of problem (1) amounts to Kawarada [12], where a solution of the problem⎧⎪⎨
⎪⎩
ut − uxx = μ
1− u 0 < x < 1, 0< t < T ,
u(0, t) = u(1, t) = 0 0 t  T ,
u(x,0) = 0 0 x 1,
(4)
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positive boundary conditions have been studied in [3,8,9,13]. In [4] and [14], the authors studied the problem with zero
boundary condition (1). Problems like (1) arise as limit of some equations in chemical models of catalytic and enzymatic
reactions [2]. In [7] the authors considered the problem
⎧⎪⎨
⎪⎩
ut − u = λ
uβ
χ{u>0} in Ω × (0,∞),
u(x, t) = 1 on ∂Ω × (0,∞),
u(x,0) = u0(x) in Ω.
(5)
They have shown that the ω-limit set of weak solutions of (5) is a weak stationary solution. And if Ω is a ball, λ is small
and u0 > 0 is radially symmetric, then the set {(x, t) ∈ Ω ×[0,∞): u(x, t) = 0} is bounded. Results on nonuniqueness related
to (1) have been obtained in [15].
By a solution of (1) we mean a function u  0 such that for every T > 0, u ∈ L∞(Ω × (0, T )),
χ{u>0}g(u) ∈ L1
(
Ω × (0, T )) (6)
and
∫
Ω
u0ϕ(0)dx+
T∫
0
∫
Ω
(ϕt + ϕ)u − χ{u>0}g(u)ϕ dxdt = 0 (7)
for every ϕ ∈ C2(Ω × [0, T ]) with ϕ = 0 on ∂Ω × (0, T ) and ϕ(T ) = 0 in Ω . Consider the approximated problem
⎧⎨
⎩
uεt − uε + gε
(
uε
)= 0 in Ω × (0, T ),
uε(x, t) = 0 on ∂Ω × (0, T ),
uε(x,0) = u0(x) in Ω,
(8)
for ε > 0, where gε(u) = u(u+ε)1+β − λ f (u). Assuming (2), (3) and 0  p  1, for any λ > 0 it was proved in [4] that the
solution uε of (8) converges uniformly on compact subsets of Ω × (0, T ] as ε → 0 to a function
u = lim
ε→0u
ε. (9)
In addition, if u0 ∈ C(Ω), then u ∈ C(Ω × [0, T ]) and u is a solution of the problem (1) in the sense (6)–(7), which is of
class C1,(1−β)/(1+β)loc in space regularity and is C
1/(1+β)
loc in time. Assuming that
f is increasing and lim
u→∞
f (u)
u
= 0, (10)
it was proved in [4] that there is a constant λ∗ ∈ (0,∞) such that for 0  λ < λ∗ , every solution of (1) vanishes in ﬁnite
time, in the sense that the measure |{(x, t) ∈ Ω × (0,∞) | u(x, t) = 0}| > 0, provided f is concave. There is a converse of
this result, if the stationary problem
{−u + χ{u>0}g(u) = 0 in Ω,
u = 0 on ∂Ω (11)
has a solution w  0 a.e., assuming that the initial data satisﬁes u0  w and u0 ≡ w . Then u > 0, and moreover, there exists
a continuous function c : (0,∞) → (0,∞) such that u(x, t) c(t)dist(x, ∂Ω) for every (x, t) ∈ Ω × (0,∞). The existence of
w and the positive lower bound of u does not require f to be concave, by an analysis of the proofs in [4] and [5].
In this paper we study solutions which are limit of uε like (9). It was proved in [4] global existence of nonnegative
solutions of (1). And if the stationary problem admits no solution which is positive a.e., then a solution of the parabolic
problem quenches in ﬁnite time. Thus for every x ∈ Ω and 0  λ < λ∗ , we have limt→∞ u(x, t) = 0. But from Lemmas 2.1
and 2.3 (and estimate (12)), for 0 < λ < λ0 we have limt→∞ u(t, x) = 0 uniformly for x in Ω . Our result says that in fact
u(t) vanishes identically for a large t . This assertion is rephrased in the following statement.
Theorem 1.1. Let u be as in (9) a solution of (1). Assume (2), (3), (10) and u0 ∈ C1(Ω), u0  0, u0 ≡ 0. There exists a λ0 > 0 such
that for every 0< λ < λ0 , there is t0 > 0 such that
u(t0, x) = 0 for every x ∈ Ω.
The quantities λ0 and λ∗ depend on u0, since the solution u(x, t) itself depends on u0, see also Lemma 3.4.
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Returning to (1), we deﬁne the ω-limit set by
ω(u0) :=
{
v ∈ W 1,2(Ω) ∩ C(Ω): there is a sequence tn → ∞ such that
u(tn) := u(., tn,u0) → v uniformly as n → ∞
}
.
It was shown in [4] that every trajectory u(t) is relatively compact in C(Ω). Here we show compactness in C(Ω), in other
words, any limit point of the trajectory u(t) is a solution of the elliptic equation (11).
Lemma 2.1. Assume that f satisﬁes (2), (3) and (10). Let u0 ∈ L∞(Ω), u0  0, u0 ≡ 0 and let u be a solution of (1). Then the
trajectories u(t) are relatively compact in C(Ω), that is, ω = ∅.
For a ﬁxed λ, the set ω consists of weak solutions of the stationary problem (11).
Lemma 2.2. Suppose (2), (3) and (10). Assume u0 ∈ C1(Ω), u0  0, u0 ≡ 0. If v ∈ ω, then
∫
Ω
vψ − χ{v>0}g(v)ψ dx = 0 for every
ψ ∈ C20(Ω), ψ  0. (Here C20 stands for C2 functions with compact support.)
Concerning the elliptic problem (11), it was studied in [5]. For every λ > 0, there is a unique maximal solution uλ .
Moreover there exists an extremal constant λ∗ ∈ (0,∞) such that for λ > λ∗ the maximal solution uλ is positive in Ω ,
while for 0 < λ < λ∗ the set {uλ = 0} has positive measure and thus uλ possesses a free boundary. If λ > λ∗ one has in fact
a dist(x, ∂Ω)  uλ  b dist(x, ∂Ω) in Ω where a, b are positive constants. For 0  λ < λ∗ all solutions of (11) must vanish
on a set of positive measure. And moreover, the solutions of (11) are identically zero for λ > 0 small enough. This is the
content of the result we state next, which we use to prove Theorem 1.1.
Lemma 2.3. Assume (2), (3) and (10). There is λ0 > 0 such that if 0 < λ < λ0 the only solution of (11) is zero.
Remark 2.4. With respect to Lemma 2.3, for p = 1 a nonnegative solution of (11) must be identically zero provided that
0 < λ < λ1, where λ1 denotes the ﬁrst eigenvalue of − in H10(Ω), see [6].
If Ω is a ball or an interval, then for 0 < λ < λ∗ the only solution of (11) is zero. This is due to Proposition 2.8 in [5].
Moreover, since the solution of (11) is maximal, if Ω is a ball, then it must be radially symmetric.
3. Proofs of the results
The next auxiliary result is a comparison principle stated in terms of the heat semigroup S(t) with zero Dirichlet bound-
ary condition, see [4] for a proof.
Lemma 3.1. Under assumptions (2) and (3), let u, v ∈ L∞(Ω × (0, T )) be a subsolution and a supersolution of (1) respectively, in the
sense that they satisfy χ{u>0}g(u), χ{v>0}g(v) ∈ L1(Ω × (0, T )) and
u(t) S(t)u0 −
t∫
0
S(t − s)(χ{u(s)>0}g(u(s)))ds t ∈ [0, T ],
v(t) S(t)v0 −
t∫
0
S(t − s)(χ{v(s)>0}g(v(s)))ds t ∈ [0, T ].
Furthermore, assume that there exist c > 0 and 1 < ν < 21+β such that the supersolution v satisﬁes
v(t) c dist(x, ∂Ω)ν for t ∈ (0, T ).
Then, if u(0) v(0) we have
u(t) v(t) for t ∈ (0, T ).
Proof of Lemma 2.1. We need to control the solution u up to the boundary, and for this we notice that we have
u(x, t) C dist(x, ∂Ω) for every x ∈ Ω and t  1, (12)
with a constant C independent on t  1 and x ∈ Ω . Indeed, ﬁrst we recall that we have a bound of the form
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To see this we construct a supersolution w of the elliptic problem (11) such that w  u0. Indeed, let w = C1Y +‖u0‖L∞(Ω) ,
where C1 > 0 is a constant to be chosen and Y is the solution of{−Y = 1 in Ω,
Y = 0 on ∂Ω.
Then, by the sublinearity (3) of f , for an η > 0 we obtain
λ f (w) λ
(
η
(
C1‖Y‖L∞(Ω) + ‖u0‖L∞(Ω)
)+ Cη)−w
if we choose η > 0 small enough and then C1 large, where Cη > 0 is a constant depending only on η. By Lemma 3.1, u  w
and then we obtain u(x, t) C for all x ∈ Ω and t  0.
To establish (12), take a constant M  f (C) and let z be the solution of⎧⎨
⎩
zt − z = M in Ω × (0,∞),
z = 0 on ∂Ω × (0,∞),
z(0) = u0 on Ω.
Since z > 0 and zt > 0 for every x ∈ Ω and t > 0. By the maximum principle C1 dist(x, ∂Ω) z(x, t) C2 dist(x, ∂Ω) for all
x ∈ Ω and t  1. By Lemma 3.1 u  z, so that (12) follows. Putting together estimates (12) and (13) we obtain the result. 
Our aim now is to prove Lemma 2.2. The proof follows from [7], except to the fact that we need to use the estimate of
Lemma 3.4 combined with Lemmas 3.2 and 3.3. For the sake of completeness we give the proof here since there are some
modiﬁcations on boundary integrals, which are zero now, and some integrands are different. The proofs of Lemmas 3.2
and 3.3 are sketched.
Lemma 3.2. Suppose (2), (3) and (10). Assume u0 ∈ C1(Ω), u0  0, u0 ≡ 0. Let tn be a sequence such that u(tn) converges in L2(Ω)
to v. Denote Un(x, s) = u(x, tn + s,u0) for s ∈ [0,1], then Un → v in L2(Ω × (0,1)).
Proof. We ﬁrst notice that
∫∞
0
∫
Ω
(ut)2 dxdt < ∞. Deﬁne J (w) := 12
∫
Ω
|∇w|2 + ∫
Ω
∫ 2
0 gε(s)dsdx and J (u) := 12
∫
Ω
|∇u|2 +∫
Ω
gε(u)dx. It follows that for T > 0 and a solution uε of (8), one has
∫ T
0
∫
Ω
(uεt)2 dxdt = Jε(u0) − Jε(uε(., T )) Jε(u0)
J (u0). Since ‖Un − u(., tn)‖2L2(Ω×(0,1)) 
∫∞
tn
∫
Ω
(ut)2 dxdt → 0 as n → ∞. 
Lemma 3.3. Suppose (2), (3) and (10). Assume u0 ∈ C1(Ω), u0  0, u0 ≡ 0. If v ∈ ω(u0), then
∫
Ω
g(v)ψ dx < ∞ for every ψ ∈
C20(Ω), ψ  0.
Proof. Let Γ (x, t) = ψ(x)ρ(t + tn) with ρ ∈ C20(0,1), ρ  0 and
∫ 1
0 ρ(s)ds = 1. Then
tn+1∫
tn
∫
Ω
u(Γ + Γt)dxdt =
tn+1∫
tn
∫
Ω
g(u)Γ dxdt.
For s = t − tn one obtains
1∫
0
∫
Ω
g(Un)Γ dxdt =
1∫
0
∫
Ω
Un(Γ + Γt)dxdt  K
for a constant K > 0 independent of n. From Lemma 3.2 there is a subsequence Un such that gε(Un) → g(v) pointwisely in
Ω × (0,1). Thus
1∫
0
∫
Ω
gε(Un)Γ dxdt →
∫
Ω
gε(v)ψ dx K ,
since gε(Un)  g(Un). We can invoke the Monotone Convergence Theorem to conclude the proof, since gε(v) → g(v) as
ε → 0 monotonically. 
The next estimate (13) corresponds to Corollary 2.5 of [4]. A similar estimate was deduced in [13] for a problem
with nonzero boundary condition. According to the ﬁrst step from the proof of Theorem 1.1 in [4], it is concluded that
‖uε‖L∞(Ω×(0,T )) < ∞ independently of ε, so the constant C appearing in the lemma below is independent on ε.
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exists a constant C > 0 such that
∣∣∇uε(x, t)∣∣2  Cϕ1(x)−2
(
uε(x, t)1−β + 1
min(t,1)
uε(x, t)
)
∀x ∈ Ω, t ∈ (0, T ), (13)
where C depends only on u0 , Ω , N, β , ϕ1 , ‖uε‖L∞(Ω×(0,T )) , f , f ′ but is independent on T and ε. The function ϕ1 > 0 is the ﬁrst
eigenfunction of the Laplacian in H10(Ω).
Proof of Lemma 2.2. Let tn be a sequence such that tn → ∞ and Un(x, s) := u(x, tn + s,u0) → v(x, s) in L2(Ω × (0,1)) and
pointwisely in Ω × (0,1). Let ϕ ∈ C∞ be such that ϕ(s) = s − 1 for s  2, ϕ(s) = 0 for s < 1/2, ϕ′  0 and ϕ′′  0. Deﬁne
ϕh(s) = hϕ(s/h) for h > 0. Let Γ (x, s) = ψ(x)ρ(s) with ψ ∈ C20(Ω), ψ  0, ρ ∈ C20(0,1), ρ  0,
∫ 1
0 ρ(s)ds = 1. Thus the
following limits take place
1∫
0
∫
Ω
ϕh(Un)(Γ + Γt)dxdt →
1∫
0
∫
Ω
ϕh(v)(Γ + Γt)dxdt as n → ∞;
1∫
0
∫
Ω
ϕh(v)(Γ + Γt)dxdt →
1∫
0
∫
Ω
v(Γ + Γt)dxdt as h → ∞
and hence
1∫
0
∫
Ω
v(Γ + Γt)dxdt =
∫
Ω
vψ dx. (14)
Since
1∫
0
∫
Ω
ϕh(Un)(Γ + Γt)dxdt =
1∫
0
∫
Ω
ϕ′h(Un)g(Un)Γ dxdt +
1∫
0
∫
Ω
ϕ′′h (Un)|∇Un|2Γ dxdt. (15)
Letting n → ∞ we obtain
1∫
0
∫
Ω
ϕ′h(Un)g(Un)Γ dxdt →
1∫
0
∫
Ω
ϕ′h(v)g(v)Γ dxdt =
∫
Ω
ϕ′h(v)g(v)ψ dx.
Notice that ϕ′h(v)g(v)ψ → g(v)ψ pointwisely and ϕ′h(v)g(v)ψ  g(v)ψ . By Lemma 3.3,
∫
Ω
g(v)ψ dx < ∞, and hence
∫
Ω
ϕ′h(v)g(v)ψ dx →
∫
Ω
g(v)ψ dx as h → 0. (16)
Since ϕ′′h (s) (c1/h)χ{h/2<s<2h}(s) for some constant c1 > 0, we obtain
1∫
0
∫
Ω
ϕ′′h (Un)|∇Un|2Γ dxdt 
c1
h
1∫
0
∫
Ω
χ{h/2<Un<2h}(s)|∇Un|2Γ dxdt.
By estimate (13) of Lemma 3.4 one obtains |∇Un|2  C(U1−βn + Un) for some constant C > 0. Hence
c1
h
1∫
0
∫
Ω
χ{h/2<Un<2h}(s)|∇Un|2Γ dxdt  c2
1∫
0
∫
Ω
(
g(Un) + c3
)
χ{h/2<Un<2h}(s)Γ dxdt. (17)
Letting n → ∞, the right-hand side of (17) tends to
c2
1∫ ∫ (
g(v) + c3
)
χ{h/2<v<2h}(s)Γ dxdt, (18)0 Ω
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to the expression in the statement of Lemma 2.2. 
Proof of Lemma 2.3. Suppose the claim is false. Then for all λ > 0, the maximal solution uλ attains a positive maximum,
say, at xλ0 ∈ Ω . The existence of uλ is in [5]. Then uλ(xλ0) 0 and we see that
u−βλ
(
xλ0
)
 λ f
(
uλ
(
xλ0
))
.
By [10, p. 36], for 0 p < 1, one obtains ‖uλ‖L∞  λ‖|uλ|p‖L∞ , thus ‖uλ‖L∞ → 0 as λ → 0. Hence we obtain a contradiction
as λ → 0, because the solution of (11) is zero if λ = 0. For p = 1, we multiply (11) by ϕ1 > 0, the ﬁrst eigenfunction of the
Laplacian in H10(Ω) corresponding to λ1. An integration completes the proof. 
Proof of Theorem 1.1. It was proved in [4] that for every x ∈ Ω and 0  λ < λ∗ , we have limt→∞ u(x, t) = 0. But from
Lemmas 2.1 and 2.3 (and estimate (12)), for 0 < λ < λ0 we have limt→∞ u(t, x) = 0 uniformly for x in Ω . In fact u(t)
vanishes identically for a large t .
By Lemma 2.1 the trajectories u(t) are compact in C(Ω) (with respect to uniform convergence) and by Lemma 2.2 any
limit point is a solution of the stationary problem (11).
Let
v(t) = d(1− t) 11+β ,
where d > 0 is such that d1+β < 1+ β . Observe that v satisﬁes
vt + v−β = −
(
d
1+ β − d
−β
)
(1− t) −β1+β .
Take t0 large enough so that u(t0) d in Ω . Using Lemma 3.1 in (t0, t0 + s) with 0 < s < 1 we deduce that
u(t0 + s) v(s) in Ω for all 0 < s < 1.
Letting s → 1− we ﬁnd that u(t0 + 1) ≡ 0. 
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