Abstract: We present a theoretical framework and a case study for reusing the same conceptual and computational methodology for both temporal abstraction and linear (unidimensional) space abstraction, in a domain (evaluation of traffic-control actions) significantly different from the one (clinical medicine) in which the method was originally used. The method, known as knowledge-based temporal abstraction, abstracts high-level concepts and patterns from time-stamped raw data using a formal theory of domain-specific temporal-abstraction knowledge. We applied this method, originally used to interpret time-oriented clinical data, to the domain of traffic control, in which the monitoring task requires linear pattern matching along both space and time. First, we reused the method for creation of unidimensional spatial abstractions over highways, given sensor measurements along each highway measured at the same time point. Second, we reused the method to create temporal abstractions of the traffic behaviour, for the same space segments, but during consecutive time points. We defined the corresponding temporal-abstraction and spatial-abstraction domain-specific knowledge. Our results suggest that (1) the knowledgebased temporal-abstraction method is reusable over time and unidimensional space as well as over significantly different domains; (2) the method can be generalised into a knowledge-based linear-abstraction method, which solves tasks requiring abstraction of data along any linear distance measure; and (3) a spatiotemporal-abstraction method can be assembled from two copies of the generalised method and a spatial-decomposition mechanism, and is applicable to tasks requiring abstraction of time-oriented data into meaningful spatiotemporal patterns over a linear, decomposable space, such as traffic over a set of highways.
perform two different subtasks: spatial reasoning and temporal reasoning. Section 5 describes how we can configure the spatiotemporal-abstraction method from a more general version of the knowledge-based temporal-abstraction method, the knowledge-based linearabstraction method. Section 6 summarises the experiment and its conclusions.
THE TRAFFIC-CONTROL DOMAIN
The past two decades have experienced a significant demand for advanced information technology in roadtransport management. Control centres for traffic management are connected on-line to devices such as detectors on roads, cameras, traffic lights, etc. Thus, operators can supervise the state of the road by consuiting databases with recent information from detectors, and can affect the state of various control devices. The use of these traffic monitoring and management facilities requires sophisticated support tools for online operators, to help them in dealing with the information complexity and diversity of sensors and control devices. In particular, expert systems for decision support have recently been successfully introduced in this field. Existing systems include for example TRYS [3] , KITS [4] , ARTIST [5] , SAPPORO [6] , which employs a blackboard system specialised to the representation of traffic knowledge, CLAIRE [7] , a context-free supervisor for traffic control, and other systems focused on traffic monitoring and control [8, 9] . A useful collection of work in the first half of the 1990s on applications of artificial intelligence to traffic engineering can be found in Bielli, Ambrosino and Boero's book [10] .
The goal of a real-time traffic decision-support system is to propose, to traffic management centre operators, control actions to eliminate or reduce problems according to the global state of the traffic. The particular traffic network we used for the modelling phase was the one used in major cities in Spain, such as in Madrid.
The type of traffic-control decision-support systems we had analysed receive as input the following input:
1. Data from sensors that are located on all major roads, recording several traffic-oriented magnitudes such as speed (km/h), flow (vehicle/h) and occupancy (percentage of time the sensor is occupied).
The distance between successive sensors on a freeway is around 500 m. Information arrives periodically (e.g. every minute). Some of the sensors, however, might not be working all the time, so missing data at certain spatial or temporal points is a possibility.
Information about the current state of control devices. Control devices (or control actions)
include traffic signals at intersections, traffic signals at sideways on-ramps, changeable message signs that present different messages to motorists (e.g. warning about existing congestions or alternative path advice), radio advisory systems to broadcast messages to motorists, and reversible lanes (i.e. freeway lanes whose direction can be selected according to the current and expected traffic demand).
The system supplies, as output, answers to the following questions:
What happens?
The system interprets sensor data and detects the presence of a problem and a possible cause. Problems are congestions at certain locations caused by lack of capacity due to accidents, excess of demand (like rush hours), etc. The system might also supply complementary information such as the severity of a problem, the number of lanes blocked, etc., which helps to understand the problem.
What to do?
The system proposes recommendations how to solve or reduce the problem. For instance, it may recommend increasing the duration of a phase (e.g. green time) at a traffic signal, or it may suggest showing certain messages on some message signs to divert traffic. The system also gives explanations about why it recommends those control actions.
What if?
The system answers what would happen if the operator chose to implement a particular action. The operator may propose a control action, and the system suggests whether the control action might have some influence on an existing problem.
Typically, a city network is divided into two different but related subnetworks, which are supervised by different control centres: the surface streets and the freeways. In this paper, the focus will be on freeway management. The expert system supervising the whole freeway network analyses each direction of each freeway separately in such a way that the whole knowledge model is divided into submodels. Each submodel is specialised for detecting and solving problems in the particular area under control. Thus, the global expert system is composed of different specialists, called traffic-control agents, coordinated by an additional agent, called the coordinator, that integrates local proposals.
The Traffic Control-Action Monitoring

Task
One of the tasks of the system is to monitor current control actions (e.g. warnings or path recom-mendations) to be sure that they are performing as expected, and they are consistent with the traffic state. The reason is that when a problem occurs, the system proposes solutions making heuristic assumptions about the effect of the proposed control actions, but once the control action is implemented, its real effect may be different. For example, consider the recommendation of alternative paths. In congested locations, the system might propose presenting messages to drivers recommending an alternative path. The system assumes that a certain percentage of traffic (e.g. 10%-30%) will be diverted to the new path. However, once the messages are implemented different situations may happen due to unexpected conditions. For instance, if only few drivers follow the recommendations, it is better to remove the messages to come up with another solution. Alternatively, if the number of drivers following the recommendation is bigger than expected, a new congestion may appear as a consequence of the massive diversion. In this case, it is important to immediately remove the messages.
The task of monitoring effects of traffic control actions is called control-action monitoring and receives as input the recent evolution of different road parameters (speed, flow and occupancy at every sensor location) and recent control actions. It returns answers about the adequacy of particular control actions. Output answers include: (1) the effect of the control action is appropriate and the action must be maintained on the road because it is working properly; (2) the control action is useless because since the control action was implemented, traffic has not changed its behaviour; (3) the control action has a negative side effect because a new problem has appeared as a consequence of the action; (4) the effect of the control action is still unknown because the action was recently implemented and it needs some more time to act; (5) the control action has already solved the problem and must be removed; and (6) the action has some effect but is insufficient to solve the problem.
Typical reasoning includes whether the number of drivers taking a certain exit is decreasing, whether the length of an existing queue is increasing, whether in a nearby location (such as related surface streets) the flow is close to a critical value and a new problem may be expected, etc. Solving this task requires temporal reasoning (e.g. about durations, rates, and trends), as well as one-dimensional spatial reasoning (e.g. about queue lengths) and a limited amount of two-dimensional spatial reasoning (e.g. about crossing of highways). Thus, a control-action monitoring requires both spatial and temporal reasoning.
THE KNOWLEDGE-BASED TEMPORAL ABSTRACTION METHOD
Many domains require the collection of substantial numbers of data over time and the abstraction of those data into higher-level concepts, meaningful for that domain. The Temporal-Abstraction (TA) task concerns the specific temporal-reasoning task of context-sensitive abstraction and interpretation of time-stamped data.
For instance, in the domain of medical care, most clinical tasks require measurment and capture of numerous time-oriented patient data. It is highly desirable for an automated knowledge-based decision-support tool that assists physicians who monitor patients over significant periods to provide short, informative, context-sensitive summaries of time-oriented clinical data stored on electronic media. Such a tool should be able to answer queries at various levels of abstraction about abstract concepts that summarise the data. Data summaries are valuable to the physician, support diagnostic or therapeutic recommendations by an automated system, and monitor plans suggested by the physician or by the decision-support system. A meaningful summary cannot use only time points, such as data-collection dates; it must be able to characterise significant features over periods of time, such as '2 weeks of grade-II bone-marrow toxicity in the context of therapy for potential complications of a bone-marrow transplantation event' (Fig. 1 ) and more complex patterns. The TA task is thus an interpretation task: given time-stamped data and external events, produce context-specific, interval-based, relevant abstractions of the data (a somewhat more formal definition of the task is given later on in this section).
The TA task implies several conceptual and computational requirements:
1. Both the input data and the required output abstractions might include several data types (e.g. symbolic, numeric) and can exist at various abstraction levels; 2. Input data might arrive out of temporal order, and existing interpretations must be revised nonmonotonically; 3. Several alternate interpretations might need to be maintained and followed over time; [1] . In this section, we describe briefly the fundamental principles of the KBTA method, focusing mainly on its input and output data and its required knowledge, but not on its underlying theoretical model and computational mechanisms [1] , implementation [13] or evaluation [2] . The KBTA method comprises a knowledge-level representation of the TA task and of the knowledge required to solve that task. The KBTA method has a formal model of input and output entities, their relations, and their properties -the KBTA ontology [1] .
In the TA ontology, input entities (see Fig. 1 events, by certain parameter propositions, by the abstraction process's goals, and by certain combinations of these entities, but are not necessarily contemporaneous to the inducing entities [14] . The TA task is thus the following: Given a set of event, parameter, and goal intervals and the domain's TA ontology, produce an interpretation -a set of new abstractions that can answer any temporal query about all the abstractions derivable from the transitive closure of the input data and the domain's TA ontology.
(A temporal query is a set of temporal and value constraints over a set of parameter, event, and context intervals.)
The KBTA method decomposes an external TA task internally into five parallel subtasks ( Fig. 2 ):
1. Temporal-context restriction: creation of contexts relevant for data interpretation (e.g. effect of a drug), to focus and limit the scope of the inference. The computational mechanism that solves this task assumes that the temporal scope of the interval- parameter and event propositions is represented as a set of distance constraints relative to the temporal scope of the proposition inducing the interpretation context [141.
Vertical temporal inference:
inference from values of contemporaneous input data or abstractions (e.g. results of several blood tests conducted during the same day) into values of higher-level concepts (e.g. classification into bone-marrow toxicity Grade II). The computational mechanism that solves this task assumes that classification functions are given.
Horizontal temporal inference:
inference from similartype propositions that hold over different time intervals (e.g. joining different-value abstractions of the same parameter that hold over two meeting time intervals and computing the new abstraction's value). The computational mechanism that solves this task assumes access to knowledge about certain types of temporal-semantic constraints, such as what types of propositions can be joined, and when does the truth of a proposition over a time interval imply the truth of that proposition during every subinterval of the original interval.
Temporal interpolation:
bridging of gaps between similar-type but temporally disjoint point-or interval-based propositions to create longer intervals .
(e.g. joining two disjoint episodes of anaemia, occurring during different days, into a longer episode). The computational mechanism that solves this task assumes, in addition to other knowledge types, that part of the input is a set of domainspecific and context-specific persistence functions. Each function denotes (given the parameter, its value, and a context), for each length of parameter interval before a gap and length of parameter interval after a gap, the maximal allowed length of the gap between the two intervals that can be bridged when data are missing (usually, when no measurements exist) [15] . 3. Temporal-semantic (logical) knowledge (e.g. the CONCATENABLE property [16] , which enables the potential join of meeting proposition intervals, depending on the proposition type; two consecutive weeks of coma can be summarised as a two-week interval of coma, but two consecutive episodes of a nine-month pregnancy cannot be summarised as an 18 month pregnancy);
4. Temporal-dynamic (probabilistic) knowledge (e.g. temporal persistence functions, which imply context-specific constraints with respect to bridging of gaps between temporally disjoint intervals [15] ).
Values for the four knowledge types are specified as the domain's temporal-abstraction ontology when developing a TA system for a particular domain and task. The TA ontology is a domain-independent, but task-specific theory of the domain-specific entities, properties, and relations relevant for the TA task in each domain.
The KBTA method has been implemented as the Rt~SUMI~ system [13] , and evaluated with encouraging results in several different medical domains, such as oncology, therapy of AIDS patients, monitoring of children's growth, and monitoring of diabetes patients [2] .
FROM TEMPORAL TO SPATIAL ABSTRACTION
The KBTA method makes only few assumptions regarding the structure of time, along which it creates interval-based abstractions. For instance, it assumes for each time line a set of totally ordered time stamps, one of which must be a zero point, and a time measure with predefined granularity units (e.g. HOUR); adding or subtracting a time measure to or from a time stamp returns a time stamp.
Thus, the KBTA method can easily be applied to a domain with-different linear-distance stamps and measures, as long as they comply with the algebraic constraints imposed on time lines. By changing the interpretation of the distance stamps, measure, and units to those relevant to the spatial dimension, we obtain a Knowledge-Based Spatial-Abstraction (KBSA) method that is useful for the control-action monitoring task.
Only few changes to the TA ontology had to be made to apply it to the spatial dimension. The most significant change was knowledge about the distance units. In particular, the time-units {temporal-granularities) conversion table had to be substituted by the corresponding spatial-metrics version. Special time stamps, such as PRESENT, although theoretically meaningful for certain spatial tasks, were not found to be useful either (for practical purposes, it could be replaced by END). Thus, we obtained a Spatial-Abstraction (SA) ontology.
With respect to the TA computational mechanisms using the SA ontology, several internal terms that have certain default values or a list of allowed timeunit symbols, needed to be changed as well. Note that, although the TA mechanisms can function perfectly well in a spatial domain with internal timeoriented distance symbols such as start-time (as long as the input data is mapped to such terms from terms such as start-distance), their use for an SA task is obviously facilitated by these minor changes. Less obvious is the fact that an automated knowledge-acquisition tool generated automatically from the SA ontology, which can be created and customised using tools such as those of the PROTI~Gt~-II system [17] , and which would acquire knowledge from domain experts to be used by the TA mechanisms, would use highly nonintuitive time-oriented terms if the SA ontology and corresponding links to what would be now SA mechanisms were not modified.
One can easily see at this point that a more general method ontology and related computational mechanisms could be constructed without any prior commitments as to the distance measure used, and even with several different distance measures (e.g. both time and space) within each parameter interval (see Section 2). This option will be presented when discussing the knowledge-based linear-abstraction method in Sections 5 and 6.
Spatial Abstraction in Traffic Domain
Given the KBSA method, we can consider each highway as a linear space. Primitive parameters (sensor measurements) along the highway, all measured at the same time, are abstracted over spatial intervals into values of abstract parameters; the relationship is represented in the traffic-domain's SA ontology (Fig. 3) . degree should be abstracted (e.g. the Saturation degree for one lane is 100 x Flow/1600, but is 100 x Flow/3500 for two lanes).
Other types of knowledge are represented in the traffic-domain's SA ontology, besides vertical-classification knowledge. One is the A (maximal.gap) persistence function, a dynamic knowledge type (see Section 3), which expresses the maxima[ distance between successive disjoint parameter intervals that still allows joining them into a new parameter interval through interpolation. Thus, in the case of the Circulation parameter and the CONGESTED value, this distance could be established as 3 km (i.e. two Circulationparameter intervals with the CONGESTED value would be joined into a longer interval when the distance between the endpoint locations was less than 3 kin; if the distance was bigger, they would be interpreted as two different problems). This particular feature of the KBSA method is especially useful in the traffic domain, since sometimes sensors do not work, certain data are missing, and the system must be able to interpolate using other sensors and heuristics.
Values for each knowledge type depend upon particular highways. One approach is to consider each highway as a different interpretation context, and specialise the SA ontology by these contexts, as is done in the TA ontology and implemented in R1~SUMI~ [2] . The other approach involves defining different instances of the SA ontology for each highway, as would be done using the Knowledge Structure Manager (KSM) [3] (see Section 5) knowledge-units.
Using an appropriate SA ontology, the KBSA method was used to create spatial abstractions using the spatial version of RESUME (i.e. the SA mechanisms) and values from simulated highway data sensors (Fig. 4) .
In summary, the first part of the solution for the traffic-control task (i.e. the solution of the SA task), shows how the KBTA method and its TA ontology were transformed (within a few days) into the KBSA method and its SA ontology, and were applied to traffic control. The KBSA method provides a rich representation and inference to easily model the knowledge involved in traffic domain for linear spatial abstraction.
Temporal Abstraction in The Traffic Domain
In addition to the SA task, the control-monitoring task requires also a solution for a TA task to determine conclusions regarding the adequacy of control actions. This subtask receives as input a set of qualitative instantaneous views of the highway (Fig. 5) , which are the output of the KBSA module, corresponding to consecutive time instants, and determines the adequacy of the current control action by abstracting these views over time.
In this case, the primitive parameters include values provided by the output of the SA task and values provided by sensors at critical points outside the highway, such as ramps or intersections: Congestion length meters, Flow at point Pi (vehicles/hr) (the number i of these points is usually less than five per highway).
For the sake of clarity, we assume that a highway can have at most one problem at a time. (Fig. 6) . The Congestion-length gradient is necessary to decide if the control action is having an effect on the existing problem. Flow gradients monitor whether control actions such as diversion are followed by drivers. The Saturation level at critical points is useful to determine whether a new problem may appear as a consequence of the control action. Vertical-classification tables for the Saturation-level are specialised by each subcontext created by each point Pi.
Interpretation contexts are also induced by events (execution of traffic-control actions), such as a turning on a congestion warning at a certain zone or creating a path diversion.
The horizontal-inference knowledge for gradient interpolation includes values of variations significant to the values of the parameters abstracted (e.g. 1000 m for Congestion length, 500 vehicles/hr for the Flow parameter).
Finally, to determine the adequacy of a control action it is necessary to define temporal patterns. Using the terminology introduced in Section 2, for each control action we defined the following set of TA patterns representing its adequacy: APPROPRIATE, USELESS, NEGATIVE, UNKNOWN, SOLVED and INSUFFICIENT. Each pattern is expressed as a set of parameter intervals with temporal and value constraints among them. The values of these patterns (typically one of TRUE, FALSE) supplied the final answer to the control-action monitoring task. Figure 7 shows an example of a temporal abstraction of the spatial data abstracted from one highway section, showing an evolution of its (abstract) parameters over time.
In summary, we reused the KBTA method again within the control-action monitoring task of the traffic domain, this time, to solve a TA task. The knowledge model uses the TA ontology of the traffic domain, including TA properties of parameters that are part of the SA ontology for that domain, to determine if executed control actions are adequate and consistent with the traffic behaviour.
ASSEMBLING PROBLEM-SOLVING METHODS: THE SPATIOTEMPORAL-ABSTRACTION METHOD
The previous sections have shown how the KBTA method was reused to perform two different subtasks of the control-action monitoring task in the traffic domain. Note that each of the two versions, spatial and temporal, has its own particular knowledge model (ontology). Thus, for a particular highway, the same method must be applied in two different ways. In addition, since the complete system supervises a set of highways, this process must be repeated several times, as many as the number of highways. This section shows how all those subtasks can be assembled to solve the control-action monitoring task using a new, higher-level problem-solving method. We will demonstrate this assembly using the PROT1~GI~-II framework.
Knowledge-based architectures present unique opportunities for software reuse. Several theoretical and practical frameworks for knowledge reuse have been proposed. One such framework is PROTEGI~-II [17, 18, 12] . PROTI~Gt~-II uses a library of domain independent problem-solving methods, which can be reused to solve different domain-dependent tasks by defining explicit mappings between method ontologies (i.e. a theory of entities, their properties, and their relations) and domain ontologies. Graphical tools for acquiring the domain-specific knowledge required by the selected problem-solving method are then generated automatically, customised for the particular domain ontology.
Another approach for configuration of knowledgebased systems is the Knowledge Structure Manager (KSM) environment [19] . In KSM, the developer can create generic abstract knowledge structures that can be applied to different specific domains by duplicating and configuring their components. The Knowledge Reuse Tool (KREST) is another software-reuse environment, based on the components-of-expertise approach [20] . KREST presents a knowledge-level description of an application and assists non-programmer users in reusing parts to develop applications. Other approaches to the design and configuration of knowledge-based systems exist, such as the KADS project [21] .
The PROTECE-II Approach
PROTt~G1~-II is a development environment and methodology for the construction of knowledge-based systems with reusable components (see section 1). This section shows first how in PROTI~GI~-II, knowledge components can be constructed by reusing other components, and second, how to assemble them to solve the global task.
In PROTI~GI~-II, a method is a domain independent description of how to solve a problem. Methods have their own ontolo~es (inputs, outputs and required knowledge). Methods decompose tasks into subtasks. A method that solves a task without further decomposition is a mechanism. The declarative domain knowledge (concepts, properties and relations) is defined by a domain ontology. At least a part of the domain ontology is method independent, and can be used by different methods to carry out several tasks. New method-dependent concepts might be added to enable the application of a specific method, thus creating an application ontology. The KBTA method (see Fig. 2 ) fits the PROTEGE-II model well. The developer uses PROTt~GI~-II to define the application ontology. Given the structure of that ontology, a graphical knowledge acquisition tool is generated automatically (with optional customisation) for the acquisition of the specific domain knowledge. In addition, the developer defines mapping-relations between the method ontology and the application ontology. Mapping relations explicitly show how the domain-independent method is applied to the particular domain to perform the task. Mapping-relations express the role that the relevant domain concepts play in the method. The clear distinction between methods and domains facilitates both reuse and sharing.
5.2, Generalisation: The Knowledge-Based Linear-Abstraction Method
Given the initial results of the study in the clinical and traffic domains, we generalised the KBTA method into a slightly more general method, the Knowledge-Based Linear Abstraction (KBLA) method. In the KBLA method, knowledge about the dimension, or distance measure along which data should be abstracted (e.g. time, space), is an additional knowledge role to be mapped to the domain ontology. The KBLA method has a method ontology identical to the TA or SA ontologies, but uses a distance measure which must be linear and must comply with several formal properties of timelines, such as a zero point, a total order of distance stamps, and certain algebraic relations (e.g. adding a distance measure to a distance stamp results in a distance stamp). The KBLA method receives as input a set of values of parameters at different levels of abstraction with associated time intervals, and a set of event intervals (data can arrive out of order). The KBLA method returns abstractions and answers to pattern-matching queries over the predefined distance measure. There are also certain knowledge requirements that are part of the KBLA method's assumptions; for instance, there needs to exist domainspecific knowledge for abstracting parameter values into higher level parameter values, knowledge about relevant contexts and their relations, etc. Thus, to model spatial and temporal abstraction in the traffic domain, the developer must define mappingrelations between the KBLA method and the traffic domain. For instance, speed, flow and occupancy play the role of primitive parameters, and the relation between speed, occupancy and circulation is mapped to a relation of type ABSTRACTED-INTO; the 2:1 function associated with it is mapped into a verticalclassification table. One set of mapping relations describes how to perform the SA task and another set of mapping relations describes the TA task. Both subtasks use the same application ontology but with different mappings. In addition, if the final application supervises several areas (for example, 20 sections of highways) there will be up to 20 different contexts (or up to 20 different knowledge bases, if we were to use the KSM methodology). The next subsection shows how to assemble methods to build the final application.
Assembly with PROTEGE-II
Although the current version of the PROTI~Gt~-II architecture does not yet provide automated support to developers for assembly of existing library problemsolving methods to create new ones, we can use the PROTt~GI~-II theoretical approach (task-methods-subtasks-mechanisms) to show how to assemble components to create the final application. (In practice, the configuration process was performed manually.)
The model is presented in Fig. 8 . Then, both the SA and the TA tasks are solved by the KBLA method. The KBLA method will be considered for this example as a mechanism, i.e. it will not decompose its task into subtasks. Each of the three mechanisms has its own ontology which has to be mapped to the particular domain, in this case, the traffic domain. In the case of the KBLA mechanism there are two sets of mapping-relations, one for the SA task and another for the TA task. The final application will have several subparts of each ontology, modeled as specialising contexts, or several knowledge bases, one for each region. Thus, at runtime, the KBL~A method will have to select the appropriate mapping and knowledge base. The new, composite KBSTA method needs to include control knowledge that defines how to use the mechanisms during its reasoning. The control knowledge represents (1) how subtasks are connected, i.e. how outputs of some tasks are inputs of others (in our example for instance, the output of the spatial abstraction is the input of the temporal abstraction), (2) the way in which subtasks are executed (in this case, it is a loop that performs sequentially in each time step the subtasks decompose by regions, SA, and TA), and (3) what mapping relations and ontologies must be used by methods each time. Thus, in each reasoning cycle, the KBLA method must select one kind of mapping (spatial or temporal) and one region, or context (e.g. highway section) in the appropriate ontology. The algorithm used for spatiotemporal abstraction, given a regional decomposition ~ and a set of spatiotemporal measurements, can be summarised as follows:
1. For each region Ri E {R and set of time stamps Ti during which the region R~ has been observed: Fig. 8 . Assernbly of the spatiotemporal-abstraction problem-solving method using PROTI~GE.-II. The method decomposes its task into three subtasks: (spatial) decomposition, spatial abstraction and temporal abstraction. The last two subtasks are solved by knowledge-based linear abstraction, each time using a different set of mapping relations to the same domain, and thus a different knowledge base (of spatialabstraction or temporal-abstraction knowledge, respectively).
using the knowledge of spatial-abstraction ontology SAOi, to produce a set of regional spatial abstractions RSAij (i.e. for region R~ at time To); 1.2. Apply the KBLA method to the (temporal) parameter values set RSA~j (where % E T~) measured throughout the set of time stamps T~, each measured at time rij, using the knowledge of temporal-abstraction ontology TAO~, to produce a set of regional temporal abstractions RTA~ (e.g. to evaluate traffic patterns in region R~ over time period T~). 2. Match global spatiotemporal patterns defined over one or more regions R~ e ~, if existent, using the knowledge of temporal-abstraction ontology TAO:> to produce a set of muhiregional spatiotemporal abstractions (e.g. to evaluate control actions over several highways over a time period).
There are still several open problems for assembling tasks using PROTF.Gt~-II. One is the appropriate representation to model the control knowledge. Another is how to determine the method ontology of the global KBSTA method. The global ontology is not just the union of the included-methods' ontologies. With a simple union, in our example the spatial and temporal distinctions would disappear. This suggests an explicit mapping between tasks and methods. This mapping would establish the role of each method in a particular task.
SUMMARY AND CONCLUSIONS
This experiment and analysis demonstrate the high level of reusability of the KBTA method. The KBTA method has a domain-independent, but task-specific, model of TA knowledge (the four knowledge types). The KBTA method has been shown to be reusable in very different domains for abstraction of high-level concepts from time-oriented data in a context-sensitive manner. Originally, it was created to be applied in clinical domains, where it was used to build several applications involving interpretation of clinical timeoriented data in the domains of oncology, experimental AIDS therapy, monitoring of children's growth and diabetes care [13, 2] . In this paper, we showed how it was applied to a very different domain -traffic management; in addition, the new domain involved reasoning along both the time and space dimensions. To do so, a significant step involved the translation of the TA reasoning into a new dimension, space instead of time, to solve the task of abstraction of unidimensional spatially-oriented data, creating the KBSA method.
The results of the initial experiments then led us to the proposal and configuration of the more general KBLA method, which abstracts data along any linear distance measure. Solving the traffic-domain controlaction monitoring task requires two versions of this method, one for reasoning about time and another for space. These two versions can be assembled to create the new KBSTA method for spatiotemporal abstraction.
Besides demonstrating the reusability of the KBTA method, the results provide a good example for the different requirements of reuse and assembly of high level components, using as a paradigm the PROTEGE-II task/method framework. The same generic method was mapped to two different dimensions (temporal and spatial), each version being used for a different task (SA, TA); finally, all of these components can be assembled to create the final application.
The detailed process of assembly in PROT1~GI~-II is still an open question that for the moment is solved by ad hoc procedures. The example we use here illustrates well several interesting requirements for assembly to be used in the future for characterising in detail this activity. One issue is that, during run time, since a particular method may be applied in different ways, control knowledge must indicate the knowledge base and mapping-relations to be used by the method each moment (while considering that this information may be the result of a previous task). Another requirement the example shows is that, to determine the ontology of a composite method, it may be necessary to define method-task mappings.
Finally, developers using the KBSTA method need to consider the issue of efficiency. In the traffic domain, a decision-support system must operate in real time, receiving every minute data from sensors. In our prototype model, whenever the method is executed (1) the particular knowledge base with mappingrelations is selected, (2) data are mapped from domain ontology to method ontology, (3) the method is executed, (4) results are mapped from the method ontology to the domain ontology. To be efficient, an appropriate technical solution for these four steps must be used. For instance, it may be best to store in memory several predefined mappings to knowledge bases to provide quick access.
In summary, this study has shown how a domainindependent conceptual and computational methodology for representation and use of temporal-abstraction knowledge was reused both for two very different domains (medicine and traffic control) and for two unidimensional distance measures (time and linear space). In the process, the temporal-abstraction method was generaiised into a linear-abstraction one. In addition, using the methodology of the PROTI~GI~-II framework for construction of knowledge-based systems, we have demonstrated that task-specific but domain-independent problem-solving methods, such as the KBTA method, provide high level building blocks that assist in both the development and maintenance of large knowledge-based applications, such as abstraction of meaningful, domain-specific, high-level spatiotemporal patterns.
