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Chemiresistive metal oxide gas sensors based on materials such as SnO2, ZnO, and TiO2, 
have been investigated extensively by many researchers for a wide range of applications. The band 
bending model, based on the surface chemistry of highly reactive ionosorbed species (𝑂2
− or 𝑂−) 
and the semiconducting material properties of SnO2, TiO2 and ZnO, adequately predicts the 
dependence of the change in sensor conductivity (Δσ) as a function of target gas pressure and 
temperature.  However, the band bending model is not applicable to gas sensors based on reducible 
oxides such as WO3, MoO3 and V2O5, in which lattice oxygen reacts with adsorbed target gases 
creating oxygen vacancies which diffuse rapidly into the film bulk. In this study, a bulk conduction 
model which includes the kinetics of surface reaction and vacancy diffusion is developed in order 
to predict the response of reducible oxides, exposed to a target gas. In particular, 𝛥𝜎, is predicted 
to be independent of film thickness, in contrast to the band bending model in which 𝛥𝜎 is a function 
of film thickness. The time dependence of the sensor response was also analyzed and it shows that 
the response time increases with film thickness in the bulk conduction model. In contrast, the 
response time for the band bending model is independent of film thickness. In order to validate the 
theoretical predictions of the bulk conduction model, experimental data was obtained by exposing 
ppb levels of NH3 gas to glancing angle deposited (GLAD) film with nanorod morphology and 
 
 
planar Au/WO3 film sensors at 450 °C. Δσ as a function of NH3 concentration was linear with a 
slope of unity for all the films and was also independent of volume to area ratio. Since the bulk 
conduction model predicts Δσ to be linear with a slope of unity with target gas concentration in 
the low pressure regime and also predicts Δσ to be independent of volume to area ratio, there is 
good agreement between the model and the experimental sensor response. This clearly indicates 
that the sensor response is due to bulk conduction mechanism. In summary it has been shown that 
theoretical model for bulk conduction mechanism is most appropriate to describe the response of 
WO3 film gas sensors as opposed to the band bending model. 
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1. INTRODUCTION 
1.1 Background 
               In recent years, concerns for a clean and healthy environment in locations ranging from 
homes to the global level have motivated researchers to develop a wide range of gas sensors.1 In 
general the need for gas detection necessary to address these concerns can be divided into the 
following five major categories1-3, 
• Exhaust gases from internal combustion engines such as motor vehicles. 
• Harmful gases emitted during industrial processes. 
• Gases in human breath for the detection and monitoring of diseases. 
• Gases in the home and workplace to ensure indoor air quality. 
• Greenhouse gases to ensure environmental air quality. 
Depending upon the application, many types of gas sensors are commercially available with the 
more common ones being catalytic detectors, optical detectors and chemiresistive gas sensors.4 
Catalytic detectors operate on the principle that as the gas oxidizes, it releases heat and the 
associated temperature change is converted to an electrical signal to identify the target gas.5 
There are two major types of gas analyzers that use optical techniques. The first one uses 
spectrophotometric detection, which involves a change in color as a target gas reacts with a 
reagent. The second type involves optical absorption detection where light is incident on a gas 
selective layer and the reflected or transmitted light is analyzed by a spectrometer to determine 
the presence and/or concentration of the target gas.6 The chemiresistive gas sensor typically 
consists of a film deposited over an electrically insulating substrate in which the change in the 
electrical properties (resistivity or conductivity) of the film is monitored as the target gas 
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interacts with the film.7-8 The sensing film layer can be made from materials like semiconducting 
metal oxides (SMO), conducting polymers (CP), carbon nanotubes (CNT) and metals. 
1.1.1 Chemiresistive Gas Sensors 
Of all the gas sensors, the chemiresistive gas sensor with an SMO film has been the most 
widely studied due to advantages such as ease of fabrication, simplicity of design, portability and 
low cost of production.7 SMO films can be fabricated using a number of methods such as 
physical vapor deposition (thermal evaporation, RF magnetron sputtering etc), chemical vapor 
deposition and sol-gel techniques. The ability of SMO films to respond to multiple gas 
exposures, their reproducibility, high sensitivity to a wide range of gases and the ease of 
integrating them into a portable, cheap sensor system makes them an attractive target selective 
film in gas sensing applications.9 The first work in semiconducting gas sensing was done by 
Bardeen in 1947, when he noticed a change in electrical conductivity in semiconductors such as 
silicon due to surface states created by adsorbed foreign atoms.10 The first major work on SMO 
films for gas sensing was done by Seiyama et.al8 in 1963 where they developed a ZnO thin film 
detector for sensing gases like toluene, carbon dioxide, ethyl alcohol, propane and benzene. Since 
the work of Seiyama et al, several others have done work on different SMO films for detecting a 
wide range of gases.11-15 One of the most significant work was done by Taguchi in 1968 where 
he developed an SnO2 film based methane gas sensor.
16 In 1969, Figaro Engineering Inc 
commercialized the gas sensor developed by Taguchi and subsequently spawned research into a 
wide range of SMO films for their use as sensing layers for detecting various gases.9, 17-18  
                  In concert with SMO film based chemiresistive sensors, conduction polymer (CP) and 
carbon nanotube (CNT) based chemiresistive sensors have been studied for gas sensing 
applications since the 1980’s.19-25 CP based chemiresistive sensors offer advantages like ease of 
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fabrication, high sensitivity, fast response times and room temperature operation whereas CNT 
based chemiresistive sensors offer advantages such as being small and light weight and are 
resistant to temperature changes. The disadvantages of CP based sensors are their long term 
instability and lack of selectivity1 while the major disadvantage of CNT based sensors is the 
expense involved in fabricating the sensor.   
            Since SMO film based chemiresistive gas sensors offer a cheap, effective and 
long term solution to gas sensing applications compared to CP and CNT based sensors, the focus 
of this thesis is on SMO film based chemiresistive gas sensors and particularly on the 
transduction mechanisms which describe how the target gas reacts with the SMO film and 
changes the film electrical properties.  
1.2 Semiconducting Metal Oxide (SMO) Film Structure 
               Although SMO films can in general be amorphous or polycrystalline, it has been 
observed that polycrystalline film SMO sensors have better sensitivity to gases compared to 
amorphous films.9, 14 SMO films deposited in vacuum systems such as the RF magnetron 
sputtering system at room temperature tend to be amorphous. To make polycrystalline films, film 
deposition needs to be done at an elevated temperature or the amorphous film formed at a lower 
temperature needs to be annealed at a higher temperature for a certain period of time to make it 
polycrystalline. The amorphous to polycrystalline transition, which is irreversible, depends on 
the SMO material and the annealing temperature. In the polycrystalline state, the films consists 
of crystallites separated by a grain boundary resulting in the surface of these films being highly 
discontinuous with metal cations and oxygen anions present at the surface.  
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 Post deposition structural analysis of polycrystalline SMO films indicate that they are not 
stoichiometric and a certain amount of oxygen vacancies exists in the film. For example  
tungsten trioxide is not exactly WO3, but WO3-x where 3-x is slightly less than 3.
26 Since there 
are weakly bound electrons associated with metal ions in the vicinity of the oxygen vacancies, 
many of these electrons become free and hence most SMO films are n-type semiconductors.  
1.2.1 Deposited SMO Film Interaction with Oxygen (O2) Gas 
Since SMO film sensors are typically operated in a 20% O2 environment, it is important 
to describe the SMO film interaction with O2. From electron spin resonance (ESR) studies,
27-30 it 
has been shown that O2 adsorbs on the SMO film and forms the superoxide, 𝑂2
−, at room 
temperature by accepting free electrons near the film surface as described by the following 
equation,  
𝑂2 + 𝑒
− ⇌ 𝑂2
− .                                                                                                                                              (1.1)    
Evidence for the stability and reactivity of 𝑂2
− on a variety of oxide surfaces is well understood 
from ESR studies, extensively reviewed by Che and Tench.27-28 The 𝑂2
− species are stable at 
temperatures up to 200 – 300 °C on oxides with lower cation charge such as SnO2 and TiO2 but 
only up to about 150 °C on oxides with higher cation charge such as MoO3 and WO3.
30 As 
temperature is increased (above 150 °C for WO3 and above 300 °C for SnO2), ESR studies on 
metal oxides reported by Shvets et.al29-30 have shown that 𝑂2
− dissociates to form 𝑂− by taking 
free electrons near the film surface as described by the following equation,  
𝑂2
− + 𝑒− ⇌ 2𝑂− .                                                                                                                                             (1.2) 
Therefore, depending on the type of SMO material used and the sensor operating temperature, it 
is possible that both 𝑂− 𝑎𝑛𝑑 𝑂2
− surface species may coexist on the SMO film surface. 
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The 𝑂− species may or may not desorb from the film surface. In particular, for SnO2, 𝑂− 
is stable to temperatures of 300 – 450 °C and then desorbs into the ambient as gaseous oxygen.31 
In contrast, for WO3, V2O5 and MoO3, at 350 °C, ionosorbed 𝑂− migrates into the film32 forming 
metal oxygen bonds by accepting weakly bound electrons (to form a stable outer shell) 
associated with metal ions (due to oxygen vacancies). This oxygen species is called lattice 
oxygen (𝑂2−) as described by the following equation,  
𝑂− + 𝑒− ⇌ 𝑂2−.                                                                                                                                             (1.3)   
1.2.2 Deposited SMO Film Interaction with Target Gas  
 The gas interaction with the SMO film surface depends on the type of SMO film along 
with the film operating temperature. The ionosorbed oxygen species on SMO films like SnO2, 
with lower cationic charge is stable up to 450 °C while in SMO materials like WO3 which has a 
higher cationic charge, the ionosorbed oxygen species are stable up to 350 °C. It is important to 
note that the operating temperature of the sensor is determined by observing the temperature for 
which the sensitivity to the target gas is the highest. For example, when a SnO2 film sensor is 
exposed to a target gas operating at a temperature of 450 °C, the interaction of the target gas 
would most likely be with the ionosorbed 𝑂− species while at the same operating temperature, 
the target gas would be interacting with 𝑂2− species in SMO films like WO3. Thus when a target 
gas interacts with the SMO film, it can either react with the surface ionosorbed 𝑂− 𝑎𝑛𝑑 𝑂2
− 
species (depends on the sensor operating temperature and the type of SMO film) or the lattice 
𝑂2− species resulting in two types of transduction mechanisms. The transduction mechanism 
involving interaction with surface adsorbed 𝑂− 𝑎𝑛𝑑 𝑂2
− species is called band bending 
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mechanism while interaction with lattice 𝑂2− species is called bulk vacancy conduction 
mechanism. 
1.2.2.1 Band Bending Mechanism 
  As mentioned earlier, the band bending mechanism depends on the temperature of 
operation and the SMO film material. After deposition, the SMO film is removed from the 
vacuum system and then exposed to 𝑂2. If the SMO film is heated, the ionosorbed 
𝑂− 𝑎𝑛𝑑 𝑂2
− surface species are formed (given by equations (1.1) and (1.2)) by trapping weakly 
bound electrons from the surface. This results in a region depleted of mobile carriers (depletion 
region). A potential barrier is then formed in the depletion region due to the accumulated 
negative charge on the film surface and the ionized donors in the depletion region which gave up 
their electrons.  
Upon application of a dc voltage the free electrons in the bulk of the SMO film need to 
overcome this barrier potential to move from one crystallite to another. When the film is then 
exposed to a target gas, the gas-film reaction depends on whether the target gas is an oxidizing or 
reducing agent. The following equations show a reduction reaction where the reducing target 
gas, 𝐴, reacts with the ionosorbed species to form reaction product, 𝐵, along with free electrons,  
𝐴 + 𝑂− → 𝐵 + 𝑒− .                                                                                                                         (1.4) 
and 
𝐴 + 𝑂2
− → 𝐵 + 𝑒− .                                                                                                                    (1.5) 
In this case, some ionosorbed 𝑂− 𝑎𝑛𝑑 𝑂2
−  species are removed and there is an increase in the 
concentration of free electrons. This results in reducing the barrier potential and increasing the 
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film conductivity. The target-gas film reaction may also be an oxidation reaction where the 
oxidizing target gas, 𝑅𝑂2, dissociates to form the reaction product, 𝑅𝑂, and ionosorbed, 𝑂
−, 
species by taking free electrons from the film surface33-34 as shown below, 
𝑅𝑂2 + 𝑒
− → 𝑅𝑂 + 𝑂− .                                                                                                             (1.6)                     
In this case, free electrons near the surface are removed to form ionosorbed 𝑂− species. This 
results in an increase in the barrier potential and a decrease in electrical conductivity. In SMO 
films such as ZnO, SnO2 and TiO2, the transduction mechanism is band bending. 
1.2.2.2 Bulk Vacancy Conduction Mechanism 
In the bulk vacancy conduction mechanism both reduction and oxidation reactions can occur 
as the target gas interacts directly with the lattice 𝑂2− species which are located at the surface 
and in the film bulk. In the equation given below, a reducing target gas, 𝐴, reacts with lattice 𝑂2− 
to form the reaction product, 𝐵, resulting in the creation of  a lattice oxygen vacancy, 𝑉𝑜, and free 
electrons,  
𝐴 + 𝑂2− → 𝐵 + 𝑉𝑜 + 2𝑒
− .                                                                                                        (1.7) 
If the target gas-film reaction, is as shown in equation (1.7), oxygen vacancies are formed along 
with free electrons in the film which in turn results in an increase in SMO film electrical 
conductivity. In the equation below, an oxidizing gas, 𝑅𝑂2, dissociates to form reaction product, 
𝑅𝑂, along with the creation of lattice 𝑂2− species,  
𝑅𝑂2 + 𝑉𝑜 + 2𝑒
− → 𝑅𝑂 + 𝑂2− .                                                                                                 (1.8) 
In an oxidation reaction, the oxygen vacancy, 𝑉𝑜, is annihilated and electrons are consumed in the 
formation of metal oxygen lattice bonds. This results in a decrease in the number of free 
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electrons in the film bulk and therefore a decrease in electrical conductivity. This bulk vacancy 
conduction mechanism is observed in SMO films such as WO3, MoO3 and V2O5.   
1.3 Sensor Response Characteristics Based on Transduction Mechanisms 
It is obvious that the sensor response (sensitivity and response time) of an SMO film 
sensor has a dependence on the type of transduction mechanism. Response is taken as the 
magnitude of the change in steady state conductivity (𝛥𝜎) of the sensor when exposed to the 
target gas and air. The magnitude of this change depends on the rate at which gas reacts with 
surface ionosorbed oxygen species (band bending mechanism) or surface lattice species 
(𝑂2− 𝑎𝑛𝑑 𝑉𝑜 for bulk vacancy conduction mechanism) to produce free electrons. However, the 
response time (𝜏), which is defined as the time taken to reach 90% of 𝛥𝜎, can be different for 
both these cases. In the band bending mechanism, the response time is the time taken for the 
target gases to react with the ionosorbed oxygen species on the film surface but this could be 
different for the bulk vacancy conduction case. In the latter case the response time depends on 
the rate at which target gas reacts with surface lattice species (𝑂2− 𝑎𝑛𝑑 𝑉𝑜 on the surface) and the 
rate at which the surface oxygen vacancies diffuse into and equilibrate throughout the bulk of the 
film. Consider a target gas reaction on surface 𝑂2−species to get surface oxygen vacancies given 
by equation (1.7). In this case, because of the creation of surface oxygen vacancies, there will be 
a vacancy concentration gradient in the film bulk and it will take a certain amount of time for the 
vacancies to diffuse into and equilibrate in the film bulk. Thus, if one observes the total sensor 
response to this target gas, the response time will include both the time taken for the target gas to 
react with the surface 𝑂2− to create surface vacancies and also the time taken for these vacancies 
to diffuse and equilibrate in the bulk. If the target gas reaction with the lattice species on the 
SMO film surface is slow compared to the rate at which vacancies are diffusing into the bulk of 
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the film, the fast diffusion of vacancies ensures that the vacancies are quickly and uniformly 
spatially distributed throughout the film. Thus there is no appreciable vacancy concentration 
gradient in the film bulk. In this situation, the overall sensor response time is determined 
primarily by the time taken for the target gas to react with the surface 𝑂2− species to form 
enough vacancies to equilibrate the bulk of the film and the sensor response is considered as 
surface reaction limited. Now referring again to equation (1.7), if the surface reaction is very 
fast compared to the bulk vacancy diffusion time, then a constant flux of lattice vacancies are 
present at the surface of the film. In this case a concentration gradient exists in the bulk of the 
film and the response time of the sensor to the target gas is determined primarily by the time 
taken for the vacancies to diffuse into and equilibrate in the bulk of the film. Thus, this type of 
sensor response is considered to be bulk vacancy diffusion limited.  
In addition to surface reaction rates which determine the rate at which vacancies are 
formed at the surface of the film due to target gas interaction and the bulk vacancy diffusion 
coefficient which determines the rate at which vacancies diffuse in the bulk of the film, other 
critical parameters on which the SMO film sensor response depends are surface area to volume 
ratio, film thickness, surface barrier potential and width, concentration of surface oxygen 
vacancies and surface 𝑂− 𝑎𝑛𝑑 𝑂2
−  species and crystallite size. Parameters like surface barrier 
potential and width depend on the concentration of surface 𝑂− 𝑎𝑛𝑑 𝑂2
−  species which become 
important if the sensor response is due to band bending mechanism while other parameters like 
diffusion coefficients and film thickness become prominent when the sensor response is due to 
bulk vacancy conduction mechanism. In spite of the commercial availability of SMO film based 
chemiresistive gas sensors, a complete understanding of the gas-film interaction is not well 
known since the effect of these aforementioned parameters on the sensor response has not been 
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properly understood. Compared to bulk conduction mechanism, the transduction mechanism due 
to band bending has been studied extensively. Effects of different parameters like crystallite 
size35, film surface area36-37, and target gas concentration38 on the sensor response, have been 
studied through experimental work and kinetic modeling. 
1.4 Existing Models on Transduction Mechanism in SMO Sensors   
1.4.1 Band Bending Mechanism 
Relative to band bending models, in 1953, Weisz developed a detailed model involving 
sorption of gas molecules on a semiconductor surface.39 An expression for the barrier potential 
as a function of the space charge layer width can be derived from the Weisz model. Weisz also 
derived an expression for the total number of chemisorbed molecules as function of donor 
density and barrier potential.39 In 1996, Kim et.al have experimentally determined the variation 
in the barrier potential and conductance due to oxygen adsorption on the surface and carbon 
monoxide (CO) reaction to these adsorbed oxygen species by using the I-V characteristics of 
ZnO–ZnO single crystal contact.40  From the inflection of I-V curves, he was able to calculate 
the change in barrier potential when the contact was exposed to CO. Applying a forward bias 
voltage (Vb) across the contact, the electrons move from the negatively biased metal oxide to the 
positively biased metal oxide through the contact zone and the expression for current in terms of 
bias voltage Vb was derived. Both the aforementioned models were developed for single crystals. 
Li et al,37 in 1999, studied grain size effects in SnO2 based sensors (powder) using a grain 
boundary contact model. They determined that sensors with smaller grain size provided higher 
surface area and showed higher sensitivity to the target gas. In 2001, Weimar et.al31 derived a 
model to explain the conduction model in SnO2 polycrystalline film sensors based on the band 
bending transduction mechanism. In this work, the ratio of conductance values after gas 
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exposure to the value in air as a function of target gas concentration was presented. In 2005, 
Ahlers et.al41 applied a simplified version of the Weimar model to experimental data for 
detection of reducing gases on thin SnO2 films. The model was used to extract parameters, such 
as film thickness, depletion layer widths, and activation energies, to fit the sensitivity as a 
function of gas concentration, and temperature. More recently in 2015,Vuong et.al42 studied the 
adsorption-desorption kinetics of oxidizing gases in WO3 nanowire sensor and observed that the 
detection limit and selectivity of the sensor to the target gas depends on the reaction kinetics at 
the surface. In 2016, Vuong et.al43 modeled the surface reaction mechanism of reducing gases on 
surface ionosorbed 𝑂− species in WO3 nanowire sensors of different diameters under the 
assumption that 𝑂− species may be present on the surface at 300 °C. They reported that the 
sensor response to reducing target gases depends on the surface reaction kinetics of the target gas 
with ionosorbed 𝑂− species. They also reported that the maximum sensor response and 
minimum response time to target gas was when the diameter of the nanowire sensor was equal to 
the thickness of the depletion region (under total depletion condition).  
1.4.2 Bulk Vacancy Conduction Mechanism 
In the bulk vacancy conduction mechanism, the sensor response time could be bulk vacancy 
diffusion limited or surface reaction limited. Several attempts have been made to model bulk 
diffusion in polycrystalline films. In 1951, Fischer was the first to make a phenomenological 
analysis of diffusion in polycrystalline medium. This was followed in 1954 by Whipple who 
presented a mathematical solution to Fischer’s analysis to describe the grain boundary and lattice 
diffusion effects in a semi-infinite polycrystalline medium.44-45 Several others like Roe (1954), 
Levine (1960), MacCallum (1960) and Suzuoka (1961) presented models to determine the 
diffusant concentration as a function of grain boundary depth.46-48 These models were primarily 
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for determining the effect of grain boundary diffusion with respect to lattice diffusion in semi-
infinite medium. In 1976, Gilmer and Farrell developed a mathematical model based on 
Whipple’s solution for describing the grain boundary and lattice diffusion for finite medium.49 
This solution could be applicable in understanding the diffusion effects in polycrystalline SMO 
film sensors. Parameters like film thickness and diffusion coefficient could play important roles 
in the sensor response in a diffusion limited case. In addition, the film morphology also plays an 
important role in developing a model to account for vacancy diffusion in polycrystalline films. In 
nanostructured films like glancing angle deposited (GLAD) films, which have cylindrical 
nanorods, vacancies can not only diffuse along the length of the cylinder but also radially.  
In 2000, LeGore50 was the first to develop a finite element model for oxygen vacancy 
diffusion coupled to surface oxidation reactions and reduction by H2S to estimate surface 
reaction rate constants and the vacancy diffusion coefficients from fitting experimental sensor 
response data for films of thickness 80 – 600 nm.  The effects of diffusion were evident from the 
shape of the response with increasing film thickness.  Conductivity measurements for reduction 
under vacuum at 300 °C and oxidation by 100 mbar O2 at 300 °C suggested that the oxidation 
reaction was bulk vacancy diffusion limited, while the reduction reaction was surface reaction 
limited. For the reaction of H2S on WO3 films in synthetic air, the response is surface reaction 
limited. In 2003, Pilling et al.51 developed a kinetic reaction model to quantify the WO3 gas 
sensor response and the limitations of the delivery system response time. They showed that at 
lower concentrations, the delivery system’s response time became significantly longer and can 
preclude accurate measurements of the sensor response time.  Response times were quantified 
experimentally and revealed effects attributed to adsorption on the tubing and the role of dead 
volumes (volume, not including the SMO film, the gas can occupy in the test cell). Therefore, the 
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faster response at higher concentration was probably an effect of the delivery system, not the 
sensor. In 2009, Shen et al.36, experimentally showed that porous WO3 films responded faster to 
H2 gas due to higher surface area to volume ratio. In 2010, Deniz et al.
52 created WO3 nanorods 
using glancing angle deposition (GLAD) to achieve higher surface area to volume ratios, and 
based on the results of Shen et al.36 suggested that the nanostructure and morphology can 
improve magnitude of sensor response.   
1.5 Rationale 
Previous work, based on ESR studies, have shown that factors like operating temperature 
and the type of SMO sensing film are critical in determining the transduction mechanism in 
SMO film sensors. Even though ESR studies are valuable in determining the stability of surface 
adsorbed oxygen species, one should not rely totally on ESR data in determining the sensor 
transduction mechanism since actual sensor test conditions could be different from that used in 
ESR studies. In literature, the band bending model has been applied to sensors based on WO3, 
V2O5, and MoO3, assuming explicitly
53 or implicitly18, 54-56 that the model is applicable. The band 
bending mechanism assumes that ionosorbed species are stable on the surface at sensor operating 
temperatures; the electrons in the near-surface region of the semiconductor are repelled by the 
localized charge of the ions at the surface causing upward band bending of the electrostatic 
potential and a depletion of electron carrier density near the surface. This implies that there are 
no other mobile charged species (e.g. dopants, point defects) that can neutralize the surface 
charge. This might be true for less reducible oxides (SnO2 and TiO2). But for reducible oxides 
(WO3, MoO3 and V2O5), where vacancy diffusion can be numerous orders of magnitude 
higher57, surface charge neutralization can occur, which makes band bending unlikely in these 
materials. These papers, which imply band bending in WO3 films, however are based on the 
14 
 
conduction mechanism in SnO2 and TiO2 based SMO film sensors where ESR studies, on these 
materials, have shown that surface ionosorbed oxygen species are much more stable at higher 
temperatures compared to high valency transition metal oxides.  Moreover, in the band bending 
model proposed by Weimar et al.31, the sensitivity varies with changing film thickness where 
thinner films exhibit higher sensitivity compared to thicker films. He also mathematically proved 
that for thicker films, film conductance has a weak dependence on target gas concentration. This 
might not be the case for the bulk conduction transduction mechanism. Moreover, even though 
there are a few models for band bending mechanism31, 35-38, hardly any focus on developing 
comprehensive models for bulk conduction mechanisms in SMO films exists. The few papers58-
59 that have dealt with bulk conduction mechanism have failed to garner much attention.  
In order to determine the bulk conduction transduction mechanism in transition SMO 
film, one needs to setup and solve differential equations taking into account both target gas-SMO 
film surface reactions and bulk diffusion of oxygen vacancies in the film. Solutions to these 
equations help in understanding the kinetics of oxygen vacancy formation and diffusion in the 
presence of a target gas (rate at which surface vacancies are formed, rate at which vacancies 
diffuse into the bulk of the film and how quickly equilibrium is reached). Using these solutions, a 
relationship between the sensor response and different kinetic and geometric parameters can be 
established. In this case the kinetic parameters are the gas reaction rates and vacancy diffusion 
coefficients while film thickness, film morphology and electrode geometry are geometrical 
parameters. 𝛥𝜎 of the sensor depends on kinetic parameters whereas 𝜏 of the sensor (defined in 
section 1.3) can depend on both kinetic and geometric parameters. Geometric parameters are 
typically adjustable parameters since they are defined in the design/fabrication phase. Kinetic 
parameters depends on operating temperature and SMO film type. Once the dependence of 𝜏 and 
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𝛥𝜎 on these adjustable parameters are known, it may be possible to design faster responding, 
higher sensitivity, application specific sensors. 
None of the existing papers on bulk conduction models have studied the effect of both 
kinetic and geometric parameters in determining the overall sensitivity and response time of the 
films. LeGore50, in his thesis attempted to model a planar sensor response to a target gas by 
combining both surface reaction and bulk vacancy diffusion effects. However his model did not 
identify any unique sensor response characteristics that could differentiate a response limited by 
surface reaction or vacancy diffusion. Moreover, LeGore’s model focuses only on planar film 
sensors and does not show the effect of film geometry on response time of non-planar films. 
Thus, designing fast responding application specific sensors was not possible based on the 
model. Relative to non-planar film sensors, currently no model exists to show the relation 
between sensitivity and response time of nanostructured (films such as nanorods, nanowires and 
nanofibers) films to changes in surface to volume ratio, diffusion coefficient, film thickness, 
reaction rates and gas concentration.  
Thus if a kinetic model for the surface reaction limited and bulk diffusion limited cases for 
bulk vacancy conduction transduction mechanism in SMO films can be developed, the following 
would result: 
• Determination as to how the sensor response due to bulk vacancy transduction 
mechanism is different from band bending transduction mechanism. 
• Determination as to whether the sensor response due to bulk vacancy conduction 
transduction mechanism is diffusion limited or surface reaction limited. 
• Development of mathematical expressions for the sensitivity and response time as a 
function of sensor parameters such as film thickness, diffusion coefficient and reaction 
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rates associated with the bulk vacancy conduction transduction for surface reaction 
limited and bulk vacancy diffusion limited cases. 
• Suggestion of application specific SMO films (planar and nanorod films with certain film 
thickness, nanorod height and radius for better sensitivity and faster response time) based 
on the sensitivity and response time expressions.  
1.6 Objectives 
In this thesis, both surface reaction limited and bulk vacancy diffusion limited models 
associated with the bulk vacancy conduction mechanism are studied with a focus on kinetic and 
geometric parameters that could affect sensor sensitivity and response time. For a surface 
reaction limited case, the bulk vacancy diffusion process is assumed to be very fast. In this case 
both sensitivity and response time of the film is governed by the time taken for the gas to react 
with the surface of the film to produce surface vacancies which then diffuse quickly into the 
bulk. Parameters like reduction and oxidation rates, surface area to volume ratio (in this thesis 
volume to surface area is used) and gas concentration could play important roles in determining 
sensor response for this case. For a bulk diffusion limited case (bulk in this paper refers to the 
entire volume of the film), the surface reaction is assumed to be fast such that a constant flux of 
vacancies is available at the film surface. In this case sensitivity depends on the surface reaction 
rate, which determines the total number of surface vacancies but the response time is dependent 
on the vacancy diffusion coefficient and film thickness which determine how quickly the bulk 
vacancies diffuse and equilibrate throughout the volume of the film. 
The main objective of this thesis is the development of kinetic models for bulk 
conduction mechanism for both the bulk vacancy diffusion limited and surface reaction limited 
cases. Based on these models derivation of expressions for the magnitude of the change in steady 
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state conductivity of the sensor when exposed to the target gas and air (𝛥𝜎) and response time (𝜏) 
of these sensors as a function of various kinetic and geometric parameters will be developed. The 
results from the models will then be compared to experimental sensor test data to determine their 
practical usability and also to determine whether the sensor response is due to band bending 
mechanism or bulk vacancy conduction mechanism. If the sensor response is due to bulk 
vacancy conduction, further analysis will be performed to determine whether the response is 
surface reaction limited or bulk diffusion limited. Suggestions will then be made on the 
modification of kinetic and geometric parameters to develop sensors with better sensitivity and 
faster response time to the target gas of interest. 
In order to compare the model predictions to actual experimental data, two different types 
of SMO film structures will be considered. The first type is a standard polycrystalline planar film 
while the second type is a glancing angle deposited (GLAD) film with nanorod morphology. The 
GLAD film, with their nanorod architecture, have larger surface to volume ratio52 which could 
help in fast detection of low concentrations of target gases compared to planar films. The SMO 
material used in the fabrication of planar and GLAD films was chosen to be tungsten trioxide 
(WO3). WO3 is a reducible transition metal oxide and has been used for hydrodeoxygenation 
applications60 where surface vacancies are formed and annihilated, and therefore makes a good 
material for studying bulk vacancy conduction mechanism. Their ability to operate at elevated 
temperatures for long periods of time also makes WO3 a viable option for gas sensing 
applications.18, 61 The target gas chosen in this study is ammonia (NH3) which is toxic to humans. 
Ppb concentrations of NH3 also plays a role in climate change and in the detection of certain 
diseases.62-64 Both GLAD and planar WO3 films were doped with gold (Au) since it has been 
reported that by doping WO3 with catalysts like platinum (Pt), palladium (Pd) and gold (Au), the 
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sensitivity of the sensor to gases like NH3 is enhanced.
18, 65 This could possibly be due to the fact 
that these surface catalysts can act as adsorption /dissociation centers which lowers the 
dissociation energy of the target gas molecule and this in turn affects the surface reaction rates on 
the SMO film thereby affecting the concentration of surface lattice oxygen vacancies. 
 To model the surface reaction limited case for NH3 reaction on Au doped WO3 films, an 
understanding the surface adsorption/reaction centers at the film surface, as well as identifying 
the products of the reaction would enable in obtaining balanced reaction for NH3 gas reaction on 
the film surface. The role of the Au additive in determining the overall reaction rate could also be 
helpful in improving the overall accuracy of the model.  This can be achieved using analytical 
studies (Gas Chromatography/Mass Spectroscopy (GC/MS) and Diffuse Reflectance Infrared 
Fourier Transform Spectroscopy (DRIFTS)) on Au-loaded WO3 powder catalysts. These GC/MS 
and DRIFTS studies were performed on powder catalysts with well-defined particle sizes since 
the surface area (which is important in determining reaction rates) of the catalysts can be 
accurately determined using Brunauer-Emmett-Teller (BET) surface area analysis. Also, powder 
catalysts are readily available. GC/MS and DRIFTS studies are done using pure and 0.1% w/w 
(mass fraction) Au-loaded WO3 powders. By comparing the % conversion of NH3 (total % of 
NH3 converted into reaction products) on pure and 0.1% w/w Au-loaded WO3 powder catalyst, 
using GC/MS, the surface reaction rates can be determined and also the effect of Au on the 
NH3/0.1% w/w Au-loaded WO3 catalyst reaction. Besides determining surface reaction rate, % 
yield of reaction products (total % of reaction products formed as a result of NH3 conversion) 
can also be obtained as a function of reactor temperature. This can provide input to the 
development of balanced kinetic equations for the NH3/Au doped WO3 film surface reaction 
limited models. DRIFTS would indicate the NH3 adsorption sites on the WO3 catalyst, as well as 
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the rate of reduction of the surface in the presence of NH3 gas. By comparing the change in peak 
area, at a particular frequency associated with surface reduction as a function of time, to the 
known integrated rate equations, the order of NH3 reaction on both 0.1% w/w Au-loaded and 
pure WO3 catalyst can be obtained. This will also be helpful in getting balanced reactions for 
modeling of NH3/ Au doped WO3 film surface reaction limited models. 
1.7 Organization 
This thesis is organized into six chapters, the first of which is the introduction. The 
second chapter details the theoretical background which will facilitate the understanding of both 
the surface reaction limited and bulk vacancy diffusion limited mechanisms. The third chapter 
presents the surface reaction and diffusion models associated with both GLAD and planar films. 
The fourth chapter describes the experimental methods associated with sensor fabrication and 
testing, powder sample preparation along with the powder characterization technique and 
analytical setup involving GC/MS and DRIFTS. The fifth chapter presents the results of the 
GC/MS and DRIFTS study and also compares the models to the sensor test data. The sixth 
chapter presents the summary, conclusions and potential future work. 
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2. BACKGROUND 
In this chapter, a review of the theory of kinetics of gas sensing associated with both the 
band bending and bulk vacancy diffusion mechanisms is presented. Previous work relating to gas 
–SMO surface reactions and their role in both mechanisms is also presented along with the role 
of grain boundaries and various defects such as line defects, point defects and planar defects in 
the film bulk. Since both GLAD and planar WO3 film sensors are used in this study, the chapter 
also presents a detailed explanation of the morphology of both GLAD and planar WO3 films.  
2.1 Kinetics of Surface Reactions 
The reaction mechanism of gases, through adsorption and desorption of gases on a film 
surface can take place through three well known mechanisms. The first mechanism, which was 
proposed by Langmuir in 1921 and further developed by Hinshelwood in 1926, relates to two 
molecules adsorbing on neighboring sites and undergoing a bimolecular reaction to form 
products. The second mechanism was proposed by Eley and Rideal in 1938 and involves a 
reaction taking place between an adsorbed molecule and a reactant in the gas phase. The third 
mechanism, proposed by Mars and van Krevelin in 1954, involves an oxidation reaction with 
lattice oxygen species whereby the lattice is an active part of the reaction process. All three 
mechanisms, clearly explained in a review paper by Bettuzzi66, are summarized as follows.  
• The Langmuir-Hinshelwood mechanism involves two reactants adsorbing on nearby 
surface sites before a reaction takes place between them. This mechanism is significant 
to the band bending phenomenon where a target gas such as NH3 adsorbs on the surface 
of the film and reacts with the surface chemisorbed oxygen ions to form products. These 
reaction products desorb leading to the release of trapped electrons.  
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• The Eley-Rideal mechanism involves only one of the reactants adsorbing on the surface 
while the other reactant interacts with the adsorbed species only from the gas phase. The 
hydrogenation of CO2 during formate synthesis follows this mechanism where hydrogen 
is the adsorbed species.66 
• The Mars-Van Krevelen mechanism involves the surface as an active part of the reaction 
and a reactant forms a chemical bond with the surface.66 In this mechanism, for a metal 
oxide, the target gas first adsorbs on a surface site and then reacts with the surface lattice 
oxygen species to form reaction products. These products desorb from the surface 
leaving behind oxygen vacancies. Reactions with gas phase oxygen can then fill these 
vacancies. The selective oxidation of propene to acrolein on MoO3 and WO3 bronze 
follows this mechanism.60, 67  
Relative to determining which mechanism predominates in SMO sensors, the operational 
temperature of the sensor is critical. Typically SMO sensors are operated in a temperature range 
of 200-500 °C.  As mentioned in the first chapter, for metal oxides like SnO2, in the 
aforementioned temperature range, target gas interactions take place with ionosorbed oxygen 
species leading to band bending31, 68 while in transition metal oxides like V2O5 and WO3 at 
temperatures over 350 °C,27-28 the target gas reacts with lattice oxygen species leading to bulk 
conduction mechanism. So in a temperature range where chemisorbed oxygen species are 
present, the most likely gas reaction mechanism would be the Langmuir- Hinshelwood where the 
gases adsorb on the surface and then react. But for materials like WO3 operating at temperatures 
over 350 °C, the reaction mechanism is likely to be the Mars-Van Krevelen type mechanism.  
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2.1.1 Surface Reaction Rate Effects on Sensitivity and Response Time of SMO Film Sensors 
The surface reaction rate directly affects the sensitivity and response times of SMO 
sensors.  For the purpose of explaining the effects of reaction rates on sensitivity and response 
time, consider the reaction of hydrogen on a metal oxide film sensor in the presence of air (O2).
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The following are possible reactions that could happen on the film surface,  
1
2
𝑂2 + 𝑒
− ⇌𝑘2 
𝑘1 𝑂−,                                                                                                                                    (2.1)                                                                                                                                            
𝐻2
𝑘𝑑𝑖𝑠𝑠
→   2𝐻 ,                                                                                                                                                (2.2) 
and 
2𝐻 + 𝑂−
𝑘3
→ 𝐻2𝑂 + 𝑒
−.                                                                                                             (2.3) 
From the above set of equations, during a chemical reaction some species are consumed 
while other species are formed. The rate of conversion is typically the change in number of 
moles of the reactants per unit time. The rate of a reaction is dependent on the particular 
reaction process and is typically the rate of conversion (or rate of formation) per unit area. 
Reaction (2.1) is a reversible reaction taking into account both the oxidation and reduction of the 
SMO surface in air where chemisorbed oxygen species are formed (where atomic oxygen takes 
an electron from the metal oxide surface to form 𝑂−) or removed (desorbing as gaseous oxygen 
by releasing trapped electrons) respectively. In this case 𝑘1 𝑎𝑛𝑑 𝑘2 are the rate constants 
associated with the rate of oxidation and reduction respectively of the metal oxide surface. 
Reaction step (2.2) shows the dissociation of H2 gas where 𝑘𝑑𝑖𝑠𝑠 is the rate constant associated 
with the rate of hydrogen dissociation. Reaction step (2.3) shows the reduction of the metal oxide 
surface in the presence of H2 gas resulting in the formation of H2O which then desorbs leaving 
behind a free electron. Here 𝑘3 is the rate constant associated with the rate of consumption of the 
ionosorbed 𝑂− species in the presence of the H2 target gas. 
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From the three equations, it is clear that an increase in reduction rates will result in more 
electrons injected into the metal oxide surface resulting in an increase in 𝜎 (conductivity) in the 
metal oxide sensor while an increase in oxidation rate will result in electrons being removed 
from the metal oxide surface which in turn will cause a decrease in 𝜎 of the sensor. The 
dissociation rate does not play a direct role in the conduction mechanism but it generally 
determines the sensor response time, which is the time taken for the sensor to reach 90% of its 
final steady state value, and is dependent on the rate limiting step of the reaction. The actual 
transduction mechanism involved in changing conductivity in metal oxide films will be 
discussed in section 2.2. 
2.2 Band Bending Mechanism 
2.2.1 Surface States and Energy Band Structure in As Deposited SMO Films  
                 After deposition, the metal oxide film surface is discontinuous as the crystal lattice 
periodicity is highly interrupted with metal cations and oxygen anions present at the surface 
along with oxygen vacancies distributed uniformly throughout the film. These surface cations 
and anions lead to localized energy bands.9 Determining the position of these bands is possible 
using computational methods like Density functional theory (DFT), Hartree-Fock method, full 
potential muffin tin approximation (FP-LMTO) or experimental methods like angle resolved 
photoemission spectroscopy (ARPES) and electron energy loss spectroscopy (EELS).  
For nearly stoichiometric post transition metal oxides like ZnO and SnO2, the valence 
band is primarily due to the filled O 2p orbitals separated from a metal based conduction band 
which is due to the metal s orbitals which are mostly empty.69 The main difference between 
these oxides and the nearly stoichiometric transition metal oxides like WO3 and V2O5 is that, the 
conduction band is formed from the metal d orbitals rather than s orbitals and the conduction 
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band is empty only for d0 transition metal oxides like (WO3
70
 and V2O5) while in oxides like 
V2O3, Ti2O3 and FeO which are d
n transition metal oxides with n>0,; there are some electrons in 
the conduction band.69 The presence of defects like oxygen vacancies, metal vacancies and 
interstitials can alter the electronic structure of the metal oxide surface and bulk. The electronic 
structure of post transition and transition metal oxide surfaces with defects have been 
extensively studied over the years.69, 71-76 Some of the results of these studies relating to ZnO 
and WO3 is discussed later in this section. Since the electronic structure and behavior of these 
metal oxides depend on the position of the bands and also on the location of the defect states 
present in the band gap, some of the studies relating to defect states and associated models from 
these studies are discussed below.  
Levine and Mark77 developed a single electrostatic model for charge neutral surfaces of 
ionic crystals of stoichiometry MX.  In this model, the valence and conduction band does not 
include dispersion. On an adsorbate free ionic crystal surface, the acceptor states due to metal 
cations lie below the conduction band and the donor states due to the anions lie above the 
valence band, symmetric with respect to the center of the band gap as shown in figure 2.1.77 The 
assumption in this model is that the surface is the same as the bulk but the surface has a reduced 
Madelung constant. The ratio of the surface band gap to the bulk band gap depends on the 
Madelung constant. The surface cations and anions can act as electron and hole traps 
respectively, which can be populated under photon-induced excitation, resulting in the formation 
of depletion type Schottky barrier. When the illuminated surface is heated to 50 °C78, the traps 
relax and the system returns to a flat band condition. The location of these surface electron traps 
on CdS are such that they should be above energy levels of adsorbed species, such as 𝑂− , so 
that electrons can move from the traps to the surface adsorbate ions leading to band bending.  
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This model based on an electrostatic approach to surface states on ionic crystal surfaces 
has limited applicability for metal oxides as the surface of some metal oxides like WO3 are more 
covalent than the bulk.69 Moreover, the model of Levine and Mark cannot take into account the 
role of vacancies and interstitials, which result in other types of localized energy levels in the 
band gap changing the electronic structure of the metal oxide. 
                             
Figure 2.1. Energy levels as a function of interionic distance, R, for ionic crystal MX. At 
equilibrium distance, r, configuration is ionic due to Madelung stabilization energy.77  
Like Mark and Levine, Morrison et al. have proposed three simple models, based on an 
electrostatic approach, for the location of these energy bands on the ionic crystal surface.79 The 
location of energy bands in each model is shown in figure 2.2. Figure 2.2 (a) shows the double 
band case where there are both surface acceptors and donors present. Figure 2.2 (b) shows a 
case where there is a high concentration of surface vacancies such that there is an excess amount 
of free carriers at the surface compared to the bulk resulting in an accumulation layer. Figure 2. 
2 (c) is a case where there is an excess amount of metal vacancies on the SMO film surface 
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resulting in an inversion layer where the majority carriers are holes. This model is more 
appropriate in the case of Cu2O which is a p type SMO. 
These proposed models are very general and the most important question is whether these 
models are applicable to all metal oxides.  
 
 
Figure 2.2. Various models for the surface metal cation acceptor and surface oxygen donor 
levels (a) Double layer model, (b) Accumulation layer model and (c) Inversion layer model. 
For post transition metal oxides like ZnO, according to Boccuzzi et al., there are both 
oxygen vacancies and metal vacancies or oxygen interstitials present in ZnO leading to localized 
energy levels in the metal oxide band gap.71-72 ZnO has a band gap of 3.2 eV where the filled 
valence band is primarily due to O 2p states and the conduction band is due to Zn 4s states and 
are insulators when purely stoichiometric.69, 71-72 However most metal oxides are not 
stoichiometric and have defects in them. Gopel et al. have mentioned the presence of both donor 
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type and acceptor type defects present on the ZnO surface.80 The oxygen vacancy’s donor levels 
are located 0.05 eV and 0.18 eV below the conduction band minima (0.18 eV is for the singly 
ionized donor level) and the acceptor level is located 0.7 eV above the valence band maxima.71-
72 The model of donor and acceptor states in ZnO is similar to that shown in figure 2 (a) except 
that the donor levels are close to the conduction band and the acceptor levels are close to the 
valence band.  The bulk and surface oxygen vacancies are very similar and the electronic levels 
are at the same distance from the bottom of the conduction band. At high temperatures, electrons 
are injected into the conduction band from the donor states and they are highly delocalized 
resulting in plasmon phonon coupling.71  
The electronic structure of transition metal oxides is slightly different from post transition 
metal oxides due to variable oxidation states of transition metal oxides. The energy difference 
between a cation dn configuration and either dn+1 or dn-1 configuration is small.69 In the case of 
WO3, the conduction band is due to W 5d states and the valence band is made up of filled O 2p 
states and the band gap of WO3 is approximately 2.6 eV.
70 For near stoichometric WO3, the 
conduction band is empty and it behaves like an insulator. Berak et al.81 have done Hall Effect 
measurements on WO3 single crystals and have proved that they are n type semiconductors at 
room temperature, where the majority carriers are electrons.  Moulzolf et al.82 extended the Hall 
Effect studies done by Berak et al.81, to sub-stoichiometric polycrystalline WO3 thin films, to 
show the n type behavior of WO3 thin films at room temperature. This is due to the fact that sub-
stoichiometric WO3 have shallow oxygen vacancies (close to the conduction band) that can act 
as electron donors.69 Berak and Sienko have reported ionization energies between 0.009 eV and 
0.016 eV for monoclinic WO3 and these shallow donor levels account for the room temperature 
conductivity of WO3.
81, 83 Moulzolf et al.82 have determined these donor sites to be 
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approximately 0.13 eV from mobility and conductivity data obtained from Hall effect 
measurements. Recently Wang et al.76 have used hybrid Density functional theory (DFT) to 
determine the location of these donor states and determined that these are shallow states and 
they introduce electrons into the conduction band resulting in the n type behavior of WO3 even 
at room temperature.  
Band bending or depletion layer occurs as a result of oxygen ionosorption in which 
adsorbed oxygen traps free electrons on the metal oxide surface. Reactions associated with 
oxygen and target gases have already been discussed in section 1.2.1 and 1.2.2. Oxygen, which 
constitutes 20% of ambient air, chemisorbs on the surface of the film as 𝑂− and 𝑂2
− on 
exposure, resulting in localized surface acceptor states on the film surface. Figure 2.3 describes 
the situation after the electrons have been trapped by these localized surface acceptor states. A 
depletion layer is formed with negative charge associated with the localized surface acceptor 
states on the SMO film surface and the uniformly distributed positive charged donors (ionized) 
near the surface of the SMO film. Due to charge separation, a layer depleted of mobile carriers 
called the depletion region is formed. This depletion layer, creates a potential barrier at the film 
surface which the free electrons in the SMO film bulk must overcome to reach the film 
surface.79 From the point of view of sensor response, the overall effect is a decrease in film 
conductivity when the film is exposed to an oxidizing gas and an increase in conductivity in the 
case of a reducing gas. Band bending transduction mechanism has been widely reported for 
ZnO, TiO2 and SnO2 film sensors.
84-85   
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Figure 2.3. Depletion layer formed as a result of electrons moving into the surface acceptor 
states. 
In order to obtain an expression for the variation of potential barrier as a function of 
distance into the SMO film, one needs to solve Poisson’s equation subject to the charge 
distribution and boundary condition at the film surface and at the depth of the depletion region. 
The solution to Poisson’s equation is presented in Appendix A where the height of the potential 
barrier (𝑉𝑠) at the SMO film surface is the following
86,  
𝑉𝑠 =
𝑞 𝑛𝐷
2𝜀
𝑥0
2 .                                                                                                                               (2.4) 
where 𝑞 is the electronic charge, 𝑛𝐷 is the density of oxygen vacancies in SMO film, 𝜀 is the 
dielectric constant of the film and 𝑥0 is the depletion layer width. 
 In actuality, annealed SMO films are polycrystalline and consists of many crystallites. An 
example of a porous polycrystalline film prepared using e-beam evaporation and annealed is 
shown in figure 2.4. The surface of the crystallites is negatively charged with partially occupied 
surface acceptor states. Also shown in the figure is the depletion region. From the figure, most of 
the resistance in polycrystalline SMO films occurs in the depletion region. When a potential is 
applied, the electrons in the crystal lattice must overcome the potential barrier at the surface of 
each crystallite along with a potential introduced by boundaries between neighboring crystallites 
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to move from one crystallite to another. This resulting potential may be slightly different for each 
crystallite due to the different crystallographic orientations of the crystallites and the direction of 
the electric field associated with the applied voltage.  
 
 
Figure 2.4. Two dimensional view of three crystallites in an annealed porous polycrystalline 
film prepared using e-beam evaporation. The negative sign is associated with the surface 
acceptor states, the positive sign is associated with the ionized donors and the circles are 
associated with conduction electrons in the crystallites.9  
2.3 Bulk Vacancy Conduction Mechanism in SMO Film Sensors 
 In the previous two sections, the location of energy bands associated with surface metal 
anions and surface oxygen cations in an as deposited SMO film in vacuum is presented. It was 
pointed out that experimentally in the presence of redox gases, the most appropriate band 
structure is the double layer. Further it was noted that upon exposure to redox gases most of the 
SMO films like SnO2, ZnO and TiO2 exhibit the band bending transduction mechanism. 
However for some metal oxides like WO3, V2O5 and MoO3, the transduction mechanism due to 
band bending may be appropriate at low temperatures, but at high temperatures, the bulk 
conduction mechanism predominates. This is due to the fact that when a SMO film is taken out 
of the vacuum system and exposed to ambient air ionosorption of oxygen occurs on the film 
surface. As mentioned in section 1.2, as film temperature is increased, the ionosorbed superoxide 
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becomes less stable above 150 °C and dissociates to form 𝑂−surface species. The stability of 
these species also depend on the temperature of the film and also on the type of metal oxide 
used. For metal oxides with higher cationic charge, like WO3, MoO3 and V2O5, the 𝑂− species 
are more prone to be less stable at higher temperatures than in metal oxides with lower cationic 
charge like SnO2, ZnO and TiO2. In the case of WO3, as temperature is increased, the 𝑂− species 
move into the surface oxygen vacancy sites to form 𝑂2−species as given in equation (1.3) in 
chapter 1. In this case when the film is then exposed to a redox target gas, there can be two 
possible reactions. The target gas can either react with the surface 𝑂2− species to create surface 
vacancies resulting in an increase in film conductivity for a reducing target gas as given by 
equation (1.7) or react with surface oxygen vacancies resulting in their annihilation causing a 
decrease in film conductivity for an oxidizing target gas as shown in equation (1.8) in chapter 1. 
The resulting mechanism is bulk vacancy conduction mechanism.  
2.3.1 Mars-Van Krevelen Mechanism  
            Referring to the reaction mechanisms discussed earlier in section 2.1, it appears that the 
target gas-SMO film reaction in WO3 and similar oxides which exhibit bulk vacancy conduction 
mechanism follows the Mars-Van Krevelen mechanism. This mechanism was proposed by Mars 
and Van Krevelen in 195487 and involves a redox process. As per this mechanism, when an SMO 
film is exposed to a reducing target gas, the lattice oxygen (𝑂2−) is consumed from the oxide 
surface on reacting with that particular target gas leading to partially oxidized products and 
oxygen vacancies, which are then replaced by 𝑂2− when exposed to ambient air through 
dissociative adsorption of 𝑂2
88-89 and bulk diffusion of oxides.90  
Thibodeau et al.60 have shown conversion of acrolein to propene using 
hydrodeoxygenation mechanism on WO3 bronze powder catalysts. Also, Moberg et al.
67 have 
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theoretically predicted the potential energy change for hydrodeoxygenation of acrolein to 
propene on MoO3 surface. Both these reaction mechanisms are similar to Mars-Van Krevelen 
mechanism. However, since these reactions involve reduction and not selective oxidation, these 
cannot be considered as typical examples of Mars-Van Krevelen mechanism. One example of 
Mars-Van Krevelen mechanism was proposed by Grasselli67, 89 involving the selective oxidation 
of propene on bismuth molybdate powder catalyst to form acrolein at 320 °C as shown in figure 
2.5. As depicted in the figure, propene chemisorbs on the catalyst (A) and then undergoes 
hydrogen abstraction by bridging oxygen (Bi-O-Mo) associated with the catalyst to form a π-
allyl intermediate (B). The reaction of NH3 on WO3 surface would undergo a similar hydrogen 
abstraction process as that of propene on bismuth molybdate catalyst. The next step involves the 
oxygen attached to Mo inserting into the π-allyl species to form σ-allyl intermediate (C). This is 
followed by a second hydrogen abstraction on Mo site to form acrolein and water leaving behind 
an oxygen vacancy (reduced Mo site) (D). Re-oxidation of the active site and vacancy filling 
follows using gaseous oxygen follows (E). Vacancies can also be filled by bulk diffusion of 
lattice oxygen from neighboring sites89 and even though this is a part of the Mars-Van Krevelen 
mechanism, the discussion would be best suited in the vacancy diffusion section. 
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Figure 2.5. Mars-Van Krevelen mechanism showing the selective oxidation of propene to 
acrolein on bismuth molybdate catalyst.89 
                Once it was experimentally proved that lattice oxygen plays a role in reaction 
mechanisms (Mars-Van Krevelen) like the one shown by Grasselli, the next step was to 
determine the role that metal oxygen (M-O) bond strength plays in chemical reactivity and 
selectivity. If the M-O bond strength is too strong, no reaction will occur; if it is too weak, the 
metal oxide catalyst will be highly reactive which in turn affects its selectivity.89 Simply put, for 
the selective oxidation of propene to acrolein, if the catalyst used is highly reactive, one may not 
obtain partially oxidized product like acrolein but CO2. Figure 2.6 shows a schematic of the 
effectiveness of the metal oxides to undergo a redox reaction in relation to the M-O bond 
strength. 
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Figure 2.6. Effectiveness of the metal oxides to be selective and reactive based on bond 
strength. 
             Ponec et al. presented M-O bond strength values from literature and how they impact 
hydrogenation of acetic acid to acetaldehyde.91 They preferred to have a reducible oxide with 
intermediate M-O bond strength for their application. For example, the tungsten oxygen bond 
strength is about 500 
𝐾𝐽
𝑚𝑜𝑙
 and has applications as a catalyst in hydrodeoxygenation60 processes 
apart from gas sensing applications. Figure 2.7 shows the relative M-O bond strength of various 
metals. From the figure, one can see that WO3 is a much more reducible oxide than MgO or 
TiO2. 
  
Figure 2.7. M-O bond strength [adapted from Ponec et al.91].   
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2.3.2 Vacancy Formation and Conductivity Changes in SMO Films due to Gas Reaction 
As mentioned earlier, the gas-surface reaction mechanism involves vacancy formation 
like the Mars-Van Krevelen pathway which is a redox mechanism. The polycrystalline film is 
first reduced by a target gas (NH3 in this example) followed by exposure to oxygen gas as shown 
in figure 2.8. The expression for conductivity is given by 
𝜎 = 𝑛 𝑒 µ.                                                                                                                                    (2.5) 
𝑛 is the number of carriers per unit volume, e is the charge of an electron and µ is the mobility of 
the carriers at the particular operating temperature (µ ∝ 𝑇−3/2). During a reduction reaction, 
lattice oxygen is consumed (more vacancies) resulting in an increase in the number of free 
electrons (𝑛) (each 𝑂2− leaves behind 2 e-). Thus, electrical conductivity of the material 
increases when the metal oxide film surface gets reduced. The effect is the opposite for an 
oxidation reaction on the film surface. Thus for n type metal oxides like WO3, the conductivity is 
due to the formation or removal of electrons due to vacancies being created or annihilated. 
  
 
Figure 2.8. Lattice vacancy formation (A) and elimination (B). 
For p type metal oxides like Cu2O, conduction due to holes arises as a result of oxygen 
excess in the material due to copper vacancies, VCu, or oxygen interstitials, Oi.
92 Shao et.al have 
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used copper oxide nanowires to detect NH3 gas and have reported that the electrons released due 
to the interaction of NH3 on the nanowire surface results in the release of free electrons resulting 
in a decrease in hole concentration and thereby an increase in resistance.93  
2.3.3 Bulk Defects and Diffusion Processes in Polycrystalline films 
Polycrystalline films are made up of crystallites (grains) that are separated by grain boundaries. 
Film defects are present both at the surface and in the bulk of these films, but the exact location 
and density of defects can vary from one film to another. The bulk transduction mechanism due 
to creation of vacancies, which are point defects, have been discussed in the previous sections. 
Point defects (vacancies) are present on the grains as well as along the grain boundaries. 
Vacancy diffusion mechanism in polycrystalline metal oxide films is the result of lattice oxygen 
migration from a bulk site to a vacancy site. A brief background study of the different types of 
defects and the diffusion of these defects are presented in this section. At any temperature, solids 
contain structural and compositional defects and these are often divided into three main groups94:  
1. Point defects 
2. Planar defects  
3. Line defects  
Some of these defects include vacancies, interstitials (point defects), shear planes (planar defect 
but some also call it an extended point defect), and dislocations (line defect). Since defect 
diffusion can control the response time of the sensor, a brief overview of the defect diffusion 
mechanisms are given below: 
• Defect Diffusion along the Lattice   
• Defect Diffusion along Grain Boundaries  
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Lattice diffusion generally refers to defect diffusion in single crystal film lattice, where there 
are no grain boundaries. In this thesis, lattice diffusion refers to defect diffusion in the crystallite 
or grains (not involving grain boundaries). Since polycrystalline films also contain crystallites or 
grains, the term “lattice diffusion” also refers to defect diffusion within the crystallites of these 
films. The following sections give a detailed explanation of defect diffusion mechanisms along 
the lattice and grain boundaries. 
2.3.3.1 Defect Diffusion along the Lattice 
2.3.3.1.1 Point Defects 
Point defects in polycrystalline metal oxide films typically consist of  
• Vacancies 
• Interstitial atoms 
Non-stoichiometric metal oxides like WO3 consist of an excess amount of metal and the 
vacancies in such materials are mostly oxygen vacancies. Lattice diffusion takes place through 
the migration of vacancies or interstitial atoms.94  According to Grasselli et al.89, the diffusion of 
surface vacancies, formed as a result of a reduction reaction, into the bulk in reducible metal 
oxides is due to the migration of surrounding bulk lattice 𝑂2− species to fill the surface vacancy 
resulting in vacancy diffusion into the bulk.  It has also been reported by Goddard et al.,95 for the 
selective oxidation mechanism of propene to acrolein using bismuth molybates, that lattice 
oxygen migration (resulting in vacancy diffusion) is responsible for the re-oxidation of the 
reduced Mo sites. In some metal oxides, like Fe3O4, there are interstitial atoms present in the 
oxide.94 These atoms jump to an interstitial site to a neighboring interstitial site resulting in a 
process called the interstitial mechanism. However this mechanism is not common in large ions 
of metal oxides as their movement is restricted.94 Figure 2.9 shows the two different mechanisms 
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for diffusion. Carrasco et al.96 have studied oxygen vacancy diffusion in several metal oxides and 
have reported that the Madelung potential associated with charge distribution controls the 
oxygen vacancy diffusion in highly ionic oxides like Al2O3, CaO and MgO. They calculated the 
energy barrier for oxygen vacancy diffusion for these metal oxides and observed that the barrier 
varied like MgO>Al2O3>CaO. For oxides of Mo, V, and W, the vacancy diffusion barrier is 
low.96  
 
Figure 2.9. Diffusion mechanism in metals (a) Vacancy Diffusion mechanism (b) Interstitial 
mechanism. 
2.3.3.1.2 Planar Defects 
               In materials like WO3, there are planar defects (also called Wadsley defects) which are 
formed due to the ordering and elimination of point defects.94 WO3 consists of corner sharing 
octahedra that link up via shared oxygen atoms. When this material is exposed to a reducing gas, 
oxygen vacancies are formed which then migrate to certain planes within the crystal. Here the 
vacancies are eliminated by a process, where the octahedron collapses into the vacant sites 
whereby the structure closes up to form a plane containing edge sharing octahedra.97 This results 
in a change in anion coordination along the plane resulting in the elimination of oxygen vacancy 
defects. Ordered Wadsley defects are called crystallographic shear (CS) planes and figure 2.10 
shows the entire formation of shear planes.  
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At sufficiently low defect concentration, the higher entropy of point defects could lead to 
shear plane dissociation provided that the free energy associated with the point defects are much 
lower than that of the shear planes.98 The conduction band electrons created during reduction 
process are trapped by the shear plane and is liberated when the shear planes dissociate.98 In 
materials like MoO3, creation and annihilation of shear planes play a role in the oxidation of 
propene.99 Crystallographic shear planes are also observed in materials like WO3 and TiO2 .
100 In 
WO3-x , Ingham et al.
101 have reported that the Fermi level moves towards the conduction band as 
x increases and for x= 0.2, the Fermi level coincides with the conduction band corresponding to a 
β-γ phase transition (W20O58 to W18O59 transition). 
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Figure 2.10. Formation of crystallographic shear planes (a) WO3 structure consisting of corner 
shared WO6 octahedra. (b) In slightly reducing atmosphere, oxygen vacancies are formed which 
migrate to certain planes in the structure. The vacancies are eliminated as the octahedra collapse 
into the neighboring vacant sites (as shown by arrows). (c) Formation of (102) shear planes 
whereby the structure changes from corner sharing to edge sharing along the plane [Adapted 
from 97]. 
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2.3.3.1.3 Line defects 
Line defects are formed when subjected to certain strains where the crystals can deform, 
by a process called slip, where one part of the crystal lattice is translated relative to the adjacent 
part.97 Dislocations are considered as line defects in which a plane of atoms stops within the 
crystal producing a line of dangling bonds.97 The two dislocations observed in crystals are edge 
dislocations and screw dislocations. Edge dislocations are formed due to the insertion of an extra 
atomic plane due to applied stress in the crystal. Figure 2.11 shows the schematic of an edge 
dislocation in a simple cubic lattice.  Slip plane is the plane along which dislocations are formed. 
When a stress is applied to an edge dislocation, it causes the dislocation to move along the same 
slip plane (dislocation glide) or move up into a different slip plane (dislocation climb). These 
mechanisms are important at high temperatures where atomic diffusion takes place.97 The 
dislocation core plays an important role in diffusion and will be discussed later in the section. 
 
Figure 2.11. Edge dislocation in a simple cubic lattice.  
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The second type of dislocations are called screw dislocations. In this case defect 
movement is perpendicular to the direction of applied stress as opposed to edge dislocations 
where the movement is parallel to the applied stress.102 Figure 2.12 shows the schematic of a 
screw dislocation along with the position of the atoms. When a stress is applied across one end of 
a crystal, it will begin to tear off as shown in figure 2.12 (a). The atoms shown in blue in figure 
2.12 (b) are still in its original position, while the red atoms have already moved out into their 
new position and have formed bonds. The green atoms are out of their initial position and about 
to move into their new positions. If more stress is applied, the green atoms will move into their 
new positions and form bonds to become red atoms while the blue atoms will move out to 
become green atoms. Thus the dislocation moves in a direction perpendicular to the applied 
stress.102  
 
Figure 2.12. (a) Screw dislocation due to applied stress; (b) atomic arrangement of the crystal 
due to applied stress.102 
Also line dislocations within a crystal can align themselves to form low angle sub grain 
boundaries. This network of line dislocation arrays produces a small difference in the orientation 
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of the crystal on either side due to angular distortion. Diffusion of atoms takes place along the 
diffusion lines of these low angle grain boundaries.103-104 
Diffusion effects in crystals are due to edge and screw dislocations as well as low angle 
sub grain boundary diffusion. One possible explanation for diffusion through dislocations have 
been explained by Hoffman and Turnbull.105 They postulated that there was a marked 
segregation of vacancies close to the edge dislocations and this segregation resulted in vacancy 
sites.104 Since atomic diffusion consists of jumps along lattice vacancy sites, the vacancy sites 
along the edge dislocations are also available for atoms with sufficient energy to make diffusion 
jumps. They also believed that any strained lattice region would accelerate the diffusion process. 
Love et al.106 have also observed that diffusion along edge dislocations is significantly higher 
than that in screw. Another alternate route for diffusion was proposed by Love104, where he 
reported that rapid diffusion can take place through the dislocation core (shown in figure 2.11). 
The dislocation core tends to have interstitials and vacancies, and diffusion occurs due to the net 
motion of vacancy-interstitial pairs between creation and annihilation (vacancies can combine 
with interstitials while another vacancy and interstitial is created simultaneously with it).104  
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2.3.3.2 Defect Diffusion along Grain Boundaries  
Of all the diffusion mechanisms in polycrystalline films, grain boundary diffusion has 
received the most attention due to the presence of small grains and large density of boundaries.107 
Grain boundaries exist in polycrystalline materials due to planar defects in the grain contact area 
arising from crystallographic misalignment.108 For ease of understanding, figure 2.13 shows a 
highly idealized polycrystalline film with square grains and grain boundaries. 
 
Figure 2.13. Idealized polycrystalline film with square grains and grain boundaries. 
Here δ is the width of the grain boundary which is several angstroms thick, d is the 
thickness of the grain and l is the length of the grain. The number of vacancies that flows per unit 
time through the grain boundary is proportional to the grain boundary diffusion coefficient and 
the concentration gradient of the diffusant. Balluffi, in his work, has mentioned that vacancies 
could be formed more easily in the grain boundaries than in the lattice and that the vacancies in 
the boundary could execute jumps to various sites more easily.109  
                Several researchers44-47 have tried to study grain boundary diffusion and the first one to 
develop a grain boundary diffusion model was Fischer in 1951.44 He observed that the rate of 
diffusion in polycrystalline films was higher than that of single crystals at low temperatures and 
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that the logarithm of concentration of the diffusant varied linearly with penetration depth. This 
was supported by Whipple in his work.45 Whipple’s mathematical expression for diffusion was 
based on a constant source model applicable to a semi-infinite medium and the validity of these 
models were only applicable at low temperatures.46 However Suzuoka observed that the 
logarithm of concentration of diffusant was proportional to the 6/5 power of penetration depth 
using an instantaneous source model also for a semi-infinite medium.46 Expression for diffusion 
coefficient (which determines the rate at which concentration of diffusant changes along the 
grain boundaries) for grain boundary diffusion using Suzuoka’s model is given by:107 
𝐷𝐺𝐵 = −.66(
𝑑𝑙𝑛𝐶
𝑑𝑦
6
5
)
−
5
3
(
4𝐷𝐿
𝑡
)
1
2
                                                                                                   (2.9) 
where C is the concentration of diffusant, DL is the lattice diffusion constant and y is the 
penetration depth. He also showed mathematically, using a polycrystalline medium consisting of 
cubic grains of edge 2b, that the contribution of grain boundary diffusion is lowered with 
increasing grain size, predicting that the average concentration at depth y and time t is 
𝐶 (𝑦, 𝑡) =
𝐾
√𝜋𝐷𝑡
(𝑐1 +
1
𝑏
𝑐2)                                                                                                      (2.10)  
where 𝐾 is the amount of diffusant per unit area, D is the lattice diffusion coefficient, 𝑐1 = 𝑒−
𝜂2
4  
is the lattice diffusion expression where 𝜂 =
𝑦
√𝐷𝑡
 is a dimensionless quantity, 
1
𝑏
 is the number of 
grain boundaries per unit area and 𝑐2 ∝
𝜋
√𝐾
 is the grain boundary diffusion expression. Having 
large grain size tends to reduce the number of grain boundaries per unit area and thus overall 
effect is a reduction in grain boundary diffusion.     
                 Suzuoka46 observed that at relatively high temperatures (>800 °C), diffusion in 
polycrystalline silver is similar to that in single crystals. This means that grain boundary 
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diffusion coefficient and lattice diffusion coefficient are very comparable at very high 
temperatures, but at lower temperatures grain boundary diffusion effects dominate. It was 
observed that self-diffusion in polycrystalline silver (Ag), at 936 °C, agrees well with that in 
single crystals.46, 110 Figure 2.14, based on Suzuoka’s observation, shows a schematic 
representation of diffusion kinetics in a polycrystalline film containing an array of parallel grain 
boundaries. At high temperatures, lattice diffusion is also significant such that it is comparable to 
diffusion through the grain boundary arrays. As temperature reduces, the lattice diffusion effect 
also reduces and at low temperatures most of the diffusion is through the grain boundaries. 
     
  
Figure 2.14. Schematic representation of diffusion kinetics in polycrystalline films from (a) 
highest temperature to (c) lowest temperature.       
However, Oishi et al.111 studied oxygen diffusion effects in single crystal and 
polycrystalline Al2O3 and observed that oxygen diffusion at high temperatures (greater than 1400 
°C) in polycrystalline films are at least two orders of magnitude higher than that in single 
crystals, as the grain boundary diffusion coefficient was found to be much higher than the lattice 
diffusion coefficient. These studies do show that grain boundary diffusion is one of the most 
important mechanisms relating to vacancy diffusion in polycrystalline films under certain 
conditions. However, neither the Suzuoka model nor the Whipple model for diffusion can be 
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applied to thin film metal oxides as their mathematical expressions were for a semi-infinite 
medium. Gilmer and Farrell49 developed a mathematical expression for grain boundary vacancy 
diffusion for finite thickness medium and this will be discussed in detail in chapter 3.  
                        This section has detailed the defect diffusion processes. For thin polycrystalline 
films, vacancy diffusion would be primarily due to grain boundaries. Lattice defects due to 
vacancies, interstitials, shear planes and dislocations also exists in thin films. The effective 
diffusion coefficient associated with vacancy diffusion in polycrystalline films would depend on 
all of these defects and can affect diffusion mechanisms. 
2.4 Tungsten Trioxide (WO3) 
         The SMO of interest in this thesis is WO3. Understanding the structural properties of WO3 
films, including the film surface, would be useful in understanding NH3 interaction on the WO3 
based gas sensors and also help in the subsequent surface reaction and diffusion models. This 
section details the structural properties of WO3 including the WO3 film surface. Planar and 
GLAD WO3 film morphology is discussed in chapter 3 and film fabrication is detailed in chapter 
4. 
2.4.1 Structural Properties of WO3 
                Stable monoclinic WO3 exhibits a rhenium oxide (ReO3)-type structure based on 
corner sharing of WO6 octahedra with the O atoms at the corner of the octahedron.
112 Figure 2.15 
shows a schematic model of the WO3 crystal structure. The symmetry of the WO3 octahedra is 
lowered by two distortions and they are 
• Rotation of WO6 octahedra with respect to each other.26 
• Displacement of tungsten from the center of the octahedron.26 
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Salje 113 determined that the deviation of WO3 octahedra was characterized by the zig zag motion 
of W ion along the [011] direction (along b and c as shown in figure 2.15 (b)) along with a tilt 
with tilt angles around a direction. The octahedra are not strongly distorted, but the tungsten 
atoms are off-center and the octahedra are rotated to form diamond-shaped cages. During WO3 
bronze formation, these cages are occupied by cations like H+, Li+ or Na+ and the tunnels formed 
by these cages also facilitate rapid diffusion of small cations.26 
 
Figure 2.15. (a) WO6 octahedra and (b) Distorted WO3 crystal structure along [011] direction. 
              According to Cora et al.70 lattice distortion in WO3 due to W ion displacement is driven 
by covalent interaction with neighboring oxygen ion and these distortions in WO3 symmetry give 
rise to several phase transitions. WO3 adopts at least five distinct crystallographic modifications 
between absolute zero and its melting point of 1700 K.112 As the temperature is increased the 
crystallographic symmetry for WO3 changes in the sequence: monoclinic-triclinic-monoclinic-
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orthorhombic-tetragonal and remains in the tetragonal phase upto the melting point. Table 2.1 
shows the summary of these transitions.114 
Table 2.1. Summary of phase transition for WO3. 
Structure Temperature range (K) 
Monoclinic 0 – 230 
Triclinic 230 – 290 
Monoclinic 290 – 600 
Orthorhombic 600 – 1000 
Tetragonal > 1000 
          
  Stoichiometric WO3 readily loses oxygen to form WO3-x. In slightly reduced WO3, shear 
planes are introduced in many directions at irregular intervals (Wadsley defects) where WO3 
moves from a corner sharing arrangement to an edge sharing arrangement as shown in figure 
2.10.26 As reduction proceeds, the random directions are suppressed and the [1 0 2] direction 
predominates at irregular intervals (see figure 2.10). Finally, at greater reduction, 1 0 3 planes 
dominate at regular spacing.26 These phases containing shear planes with edge sharing WO6 
octahedra are called Magneli phases. Typically in sub stoichiometric WO3, W18O49 (WO2.72) and 
W20O58 (WO2.90) Magneli phases are observed.115 It does not seem likely that shear plane 
formation would cause any sudden discontinuity in electrical conductivity during oxidation or 
reduction, since it appears to be a rather continuous process.26 
               Since gas-film interaction takes place on the surface, which is discontinuous, it 
becomes necessary to examine the geometry of the WO3 surface. Consider the case shown in 
Figure 2.16.  
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Figure 2.16. Structure of a WO3 grain surface with fracture planes (100) is shown (left). 
Formation of W5+ sites in both cases are shown (right).112 
Kuzmin et al.116 has proposed that if the crystal is cleaved along the (100) plane as shown 
in the above figure, two different situations can be considered. In the first case, half of the 
tungsten atoms remain in the valence state 6+ and are connected to the terminal oxygen ions 
giving one of their electrons to the nearest tungsten ion which transforms to W5+ state. In the 
second case, all tungsten atoms at the surface change their valence state to 5+. WO3 surface 
consists of W=O layer117 possibly due to formation of W5+O terminal layer. The presence of 
monoxo layer on WO3 surface was also shown by Wachs et al. using Raman spectroscopy that 
the surface consist W=O sites along with W-O-W sites.118 Kuzmin et al. also observed that in 
both cases, the surface W5+ sites can react with the oxidizing atmosphere of air to form W6+-OH 
bonds in the presence of humidity.116 These reduced W5+ sites could act as Lewis acid sites 
where reducing gases like NH3 could adsorb and undergo the surface reaction process. 
Gallardo112 has stated that W6+-OH sites are typically Brønsted acid sites where NH3 could 
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potentially adsorb as well. Altman et al.119 used scanning tunneling microscopy (STM) and TPD 
to characterize adsorption of alcohols on WO3 (100) single crystal. They observed water 
desorption at 425 K, formed as a result of alkoxide formation due to de-protonation of alcohol. 
The alkoxide did not show any particular affinity for defects on the surface but binds to surface 
tungsten cation sites. 
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3. THEORETICAL MODELS FOR SURFACE REACTION AND BULK DIFFUSION 
EFFECTS IN METAL OXIDE GAS SENSORS 
In this chapter, a theoretical model for the bulk conduction mechanism in both the surface 
reaction limited and bulk diffusion limited cases is presented for both planar and nanostructured 
metal oxide film gas sensors. Based on these models, expressions for the magnitude of the 
change in steady state conductivity of the sensor when exposed to the target gas (Δσ) and 
response time (τ) of these sensors as a function of various kinetic and geometric parameters are 
obtained. 
3.1 Morphology of Planar and GLAD WO3 Films 
             In order to predict conductivity changes and response times in WO3 films exposed to ppb 
level concentrations of NH3 gas, one must assume a particular morphology for the thin film. In 
this section the film morphology associated with both planar and GLAD films is presented. 
3.1.1 Planar Film Morphology 
Polycrystalline planar film morphology varies with film growth conditions such as 
deposition temperature and annealing temperatures.120 Figure 3.1 shows an example of the the X-
ray Diffraction (XRD) pattern of planar monoclinic WO3 films deposited at 650 °C, room 
temperature (30 °C) and 200 °C respectively and the appropriate annealement process. The 
crystallographic axis (a, b and c) are shown in the figure along with the associated film 
microstructure.  
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Figure 3.1. XRD patterns showing the microstructure of (a) highly oriented (b) mostly oriented 
and (c) randomly oriented polycrystalline WO3 film for different deposition and annealing 
temperatures.120 Models of the orientation of the crystallites with respect to the crystallographic 
a, b and c axis are also shown. 
As shown in figure 3.1, the films deposited at 650 °C are highly oriented in the c-direction 
whereas the films deposited at room temperature and annealed are mostly oriented along the c-
direction with a modest misalignment between the neighboring crystallites.121 Lastly, for films 
deposited at 200 °C and annealed, the film morphology consists of randomly oriented 
crystallites. As expected, the XRD pattern shows that more peaks in randomly oriented 
polycrystalline films compared to the other polycrystalline film morphologies. 
 In this thesis, polycrystalline planar WO3 films were deposited at room temperature on an 
insulating r-cut sapphire substrate using magnetron sputtering and annealed at 500 °C for 6 hours 
(discussed in chapter 4). Based on the results shown in figure 3.1, the crystallites in these planar 
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films are likely to be mostly oriented in the c-direction. Figure 3.2 shows a cross sectional 
schematic in the b c plane of a mostly oriented polycrystalline WO3 film whose crystallites are 
columnar. An SEM image of the top of the film surface is also shown in the figure.122 Due to the 
fact that the crystallites are not all oriented in the c-direction, the film surface is not expected to 
be flat. The top view shows a dense cauliflower like morphology with no obvious voids between 
the crystallites (grains). 
 In order to theoretically predict changes in conductivity and response time an 
approximation to the structure shown in figure 3.2 is made. 
 
Figure 3.2. Cross sectional view of a mostly oriented polycrystalline film with a film thickness L 
and an SEM image of a WO3 film surface.
122 
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In particular, the crystallites are assumed to be parallel and of uniform height with a flat 
surface as shown in figure 3.3. The film thickness, 𝐿, is the distance between the substrate 
surface and the crystallite surface. The boundaries between the crystallites are assumed to be 
perpendicular to the substrate surface. The top view shows a single crystallite surface which is 
approximated as having a hexagonal cross section for close packing of the crystallites so as to 
eliminate any voids on the surface.  
 
Figure 3.3. Side and top view of an approximate structure for a mostly oriented polycrystalline 
planar film. 
3.1.2 GLAD Film Morphology 
The angle between the vapor flux and substrate normal is expected to have an effect on 
the film morphology. In the case of the planar films, the angle was approximately 17.6° whereas 
for GLAD films the angle was approximately 80° as shown in figure 3.4.  
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Figure 3.4. Angle between vapor flux direction and the substrate normal for (a) GLAD and (b) 
planar films. 
Due to the fact that the angle between the vapor flux and the substrate surface is only 10° for 
GLAD films, the vapor flux will not reach certain regions of the substrate (atomic shadowing 
effects). This combined with the low surface mobility of adatoms (incident atoms from the vapor 
flux which are adsorbed on the substrate surface) results in the growth of certain grains to form 
well-spaced (voids) columnar microstructures/nanorods52, 123 as shown in figure 3.5 a. The grains 
that do not form columnar nanorods, due to atomic shadowing effects, nucleate on the surface to 
form a thin polycrystalline base layer. The nanorods are widely spaced single crystalline grains, 
which may have a large number of defects (oxygen vacancies, oxygen interstitials) in the 
nanostructures. Figure 3.5 b shows the cross sectional scanning electron microscope (SEM) 
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image of WO3 GLAD films grown by magnetron sputtering in which a slight tilt in the grains 
along with voids are observed.  
 
Figure 3.5. Nanorod morphology of the GLAD film is shown using  (a) a schematic of the cross 
sectional view of a GLAD film and (b) cross sectional SEM image of WO3 GLAD film.
52 
The adatom mobility characteristics of the material and deposition conditions determine 
the height of the isolated grain columns/nanorods. Moreover, the diameter of the nanorods is 
shown to slowly increase with the nanorod height with the top of the nanorod having larger 
diameter than the bottom.124-126 This is due to atomic diffusion, which leads to lateral growth of 
the nanorods over the duration of the deposition.126 Further details on the fabrication of both 
these films will be provided in chapter 4.  
 In order to theoretically predict changes in conductivity and response time, the well 
spread cylindrical structures on a thin polycrystalline layer shown in figure 3.6 is used as an 
approximation for the GLAD film. 
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Figure 3.6. Side and top view of an approximate structural model for a GLAD film. 𝐿𝑜 is the 
nanorod height, 𝑟  is the nanorod radius and 𝐿𝑏 is the thickness of the base polycrystalline layer. 
3.2 Conductivity of Planar and GLAD Films 
 The conductivity of the planar and GLAD film depends on the electrode geometry. SMO 
films are poor semiconductors, which results in a very high resistance when only two electrodes 
are used. Therefore, an electrode geometry which can lower the resistance to a range that can be 
measured more accurately is needed. An interdigitated transducer (IDT) platinum (Pt) electrode 
is used to lower the film resistance. In the fabrication process, a Pt IDT is deposited on an 
insulating r-cut sapphire substrate followed by the deposition of the thin film. A Pt IDT was 
chosen instead of gold due to the high melting point of Pt. Figure 3.7 a shows the top view of the 
thin planar metal oxide film sensor. Figure 3.7 b shows the side view depicting two adjacent IDT 
fingers and the film. Each finger of the Pt IDT has a width of about 0.3 mm and a thickness of 
approximately 3000 Å. The separation (𝑋) between the adjacent fingers of the IDT is 
approximately 0.3 mm. 𝐿 is the film thickness (250 nm and 125 nm planar films were used in 
this thesis). The film width,𝑤, is approximately 3.0 mm. Figure 3.7 b shows a rough side view 
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between adjacent IDT fingers in the sensor. Since the conductivity, 𝜎𝑝,  occurs mainly through 
the film deposited on the substrate, it can be approximated as follows 
 𝜎𝑝 =
𝑋
𝑤𝐿𝑅
                                                                                                                                     (3.1) 
where 𝑅 is the film resistance between the adjacent IDTs and 𝑤𝐿 is the cross sectional area of the 
film. Since the IDTs of the thin film sensor have 6 such conduction paths, as shown in figure 3.7 
a, the measured film resistance will be only 
1
6
𝑡ℎ of the actual film resistance measured when 
using only 2 electrodes.  
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Figure 3.7.  An illustration of a thin planar metal oxide film sensor (a) Top view and (b) Side 
view. 
3.3 Volume to Surface Area Ratio of Planar and GLAD films.  
Volume to surface area ratio is an important factor in determining sensor response time. 
Referring to figure 3.7, the cross sectional film area, 𝐴𝑐, the film volume, 𝑉𝑝𝑙𝑎𝑛𝑎𝑟, and the film 
surface area, 𝐴𝑝𝑙𝑎𝑛𝑎𝑟, between adjacent electrodes are the following 
𝐴𝑐 = 𝑤𝐿.                                                                                                                                 (3.2 a)   
and 
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𝑉𝑝𝑙𝑎𝑛𝑎𝑟 = 𝑤𝐿𝑋.                                                                                                                       (3.2 b) 
and 
𝐴𝑝𝑙𝑎𝑛𝑎𝑟 = 𝑤𝑋.                                                                                                                         (3.2 c) 
It is then seen that the volume (𝑉𝑝𝑙𝑎𝑛𝑎𝑟) to surface area (𝐴𝑝𝑙𝑎𝑛𝑎𝑟) is given by 
𝑉𝑝𝑙𝑎𝑛𝑎𝑟
𝐴𝑝𝑙𝑎𝑛𝑎𝑟
=
𝑤𝐿𝑋
𝑤𝑋
= 𝐿.                                                                                                                     (3.3) 
Equation 3.3 only depends only on film thickness, 𝐿.  
  Calculation of volume to surface area ratio in the GLAD film shown in figure 3.8 is 
slightly more complicated.  
 
Figure 3.8. Schematic of the cross sectional view of the GLAD film between two adjacent Pt 
IDT fingers. Nanorod height,𝐿𝑜, and polycrystalline base layer thickness, 𝐿𝑏, are also indicated.  
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In this case, the volume of the GLAD film, 𝑉𝑔𝑙𝑎𝑑, is the sum of the volume of all the cylindrical 
nanorods between the adjacent IDTs and the volume of the polycrystalline base layer. The total 
number of rods, 𝑁𝑟𝑜𝑑, depends on the size and spacing of the nanorods. Total surface area of the 
GLAD film, 𝐴𝑔𝑙𝑎𝑑 is the sum of the surface area of each nanorod and the exposed surface area of 
the polycrystalline layer. The exposed surface area of the polycrystalline layer, where the sum of 
the circular base area of each cylindrical nanorod must be subtracted from the total surface area 
of the polycrystalline base layer. Referring to figure 3.8 it may be shown that the volume to 
surface area of the GLAD film is as follows. 
 
𝑉𝑔𝑙𝑎𝑑
𝐴𝑔𝑙𝑎𝑑
=
𝑤𝑋𝐿𝑏+𝑁𝑟𝑜𝑑𝜋𝑟
2𝐿0
𝑤𝑋+𝑁𝑟𝑜𝑑2𝜋𝑟𝐿0
               (3.4)  
From the SEM images shown in figure 3.5 b, for nanorods of diameter 20 nm and spacing 
of 50 nm and a polycrystalline layer thickness of 10 nm, 
𝑉
𝐴
~ 9 𝑛𝑚. Since the  
𝑉
𝐴
 of planar films is 
the film thickness, and for a 250 nm planar film, 
𝑉
𝐴
~ 250 𝑛𝑚 which is much bigger than the 
GLAD film. 
3.4 Surface Reaction and Bulk Diffusion Rates 
This section reports on the two limiting cases, where the sensor response is either limited 
by (i) surface reaction rates or (ii) bulk vacancy diffusion rates.  
3.4.1 Surface Reaction Rates    
Equations (1.7) and (1.8) in chapter 1 shows surface reaction on a metal oxide film when 
exposed to reducing and oxidizing gases respectively. These, however, are not balanced 
reactions of any specific gas film surface interaction but mere expressions to introduce the reader 
to the concept of vacancy creation and elimination on the film surface. In equation (1.7), a 
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molecule or atom of the reducing target gas, A, reacts with an  𝑂2− ion on the surface, to form an 
atom or molecule of the reaction product, B, a surface oxygen vacancy, 𝑉𝑜, along with free 
electrons. Similarly, in equation (1.8), a molecule or atom of the oxidizing target gas, RO2, reacts 
with a surface oxygen vacancy, 𝑉𝑜, consuming free electrons in the process to form reaction 
product, RO, along with a surface 𝑂2− ion.  Using expressions similar to (1.7) and (1.8), rate 
equations can be written for specific gas interactions with metal oxide film sensors.  
Consider the metal oxide film interaction with an oxidation gas like oxygen (𝑂2), since 
most metal oxide films are exposed to air at elevated temperatures. The equation is similar to that 
shown in equation (1.8) and is given by the balanced reaction given below, 
1
2
𝑂2 + 𝑉𝑜 + 2𝑒
− ⇌𝑘2
𝑘1   𝑂2−                                                                                                        (3.5) 
The expression shown in equation (3.5) is a reversible reaction with 𝑘1 being the rate constant 
associated with oxidation of the film surface and 𝑘2 being the rate constant associated with 
reduction of the film surface in air. Consider the forward reaction and as per rate laws discussed 
briefly in chapter 2, rate of oxidation of the film surface in air (𝑟𝑜𝑥
𝑎𝑖𝑟) is the product of the 
oxidation rate constant, 𝑘1, and the concentration of the reactants, which in this case are oxygen 
gas and surface vacancies. Change in surface oxygen vacancies would also affect the 
concentration of surface lattice oxygen species as well. At this point, two terms would be 
introduced to express the concentration of surface oxygen vacancies and surface lattice oxygen 
ions on a unit area of the film surface. Concentration of surface lattice oxygen vacancies per unit 
area of the film surface is expressed using the term 𝑁𝑉 (surface vacancy coverage) and the total 
number of surface lattice oxygen ions per unit area of the surface is expressed using the term 
𝑁𝑚𝑙. Here 𝑁𝑚𝑙 is also the concentration of surface lattice oxygen sites available for gas reactions 
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on an ideal film surface (without vacancies) of unit area. But since vacancies are present on most 
metal oxide surfaces, the total number of available surface lattice oxygen sites per unit area is 
given by (𝑁𝑚𝑙 − 𝑁𝑉). Thus if 𝑁𝑉  changes as result of the reactions, a change in (𝑁𝑚𝑙 − 𝑁𝑉) is 
also observed. Thus using the above expressions, rate of oxidation of the film surface in air 
(𝑟𝑜𝑥
𝑎𝑖𝑟) can be expressed as 
𝑟𝑜𝑥
𝑎𝑖𝑟 = 𝑘1(𝑃𝑂2)
𝑎
𝑁𝑉.                                                                                                                  (3.6) 
Here 𝑃𝑂2 is the partial pressure of oxygen in air and is proportional to molar concentration of 
oxygen in the air, and 𝑎 is a value that determines the order of the reaction which needs to be 
experimentally determined. 
Similarly, for the reverse reaction shown in equation (3.5), where surface lattice oxygen 
combine to form 𝑂2 gas, rate of reduction in air, 𝑟𝑟𝑒𝑑
𝑎𝑖𝑟, is the product of the reduction rate 
constant, 𝑘2, and the concentration of the reactants, which in this case are surface lattice oxygen 
ions. Concentration of surface lattice oxygen ions is given by (𝑁𝑚𝑙 − 𝑁𝑉) and the rate of 
reduction in air, 𝑟𝑟𝑒𝑑
𝑎𝑖𝑟, can be written as  
𝑟𝑟𝑒𝑑
𝑎𝑖𝑟 = 𝑘2(𝑁𝑚𝑙 − 𝑁𝑉).                         (3.7) 
The value of 𝑘2 depends on the reducibility of the metal oxide film. When a metal oxide film is 
exposed to air, the baseline conductivity (steady state conductivity in air), 𝜎𝑎𝑖𝑟, is determined by 
equations (3.6) and (3.7), as these equations determine the concentration of surface oxygen 
vacancies (each vacancy is associated with 2 electrons as mentioned in chapter 1) which can then 
then diffuse into the bulk of the film. 
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 Now consider the case where the metal oxide film is exposed to a reducing target gas (no 
air) Tgas, as shown in equation (1.7). The reducing gas reacts with the surface lattice oxygen ions 
to form reaction products along with surface oxygen vacancies and free electrons. Equation (1.7) 
can be written as shown below, 
𝑇𝑔𝑎𝑠 + 𝑂
2−
𝑘3
→ 𝑃𝑔𝑎𝑠 + 𝑉𝑜 + 2 𝑒
−                                                                                                (3.8) 
𝑘3 is the reduction rate constant associated with reduction of the metal oxide surface in the 
presence of a reducing target gas . In this case, the rate of reduction of the film surface due to 
reducing gas, 𝑟𝑟𝑒𝑑
𝑡  , is the product of the reduction rate constant in the presence of Tgas, 𝑘3, and 
the concentration of the reactants, which in this case are concentration of Tgas and surface lattice 
oxygen ions (𝑁𝑚𝑙 −𝑁𝑉).  If 𝑃𝑡 is the partial pressure of target gas, then rate of reduction of the 
film surface in target gas, 𝑟𝑟𝑒𝑑
𝑡 , is given by 
𝑟𝑟𝑒𝑑
𝑡 = 𝑘3(𝑃𝑡)
𝑏(𝑁𝑚𝑙 − 𝑁𝑉)                                                                                                       (3.9) 
where b is the order of the reaction and is experimentally determined. 
When a metal oxide film is exposed to target gas in air (𝑂2), then the change in the 
number of oxygen vacancy sites per unit area, 𝑁𝑉, per unit time due to surface reaction is 
obtained using (3.6), (3.7) and (3.9) 
𝑑𝑁𝑉
𝑑𝑡
= −𝑘1 𝑃𝑂2
𝑎  𝑁𝑉 + 𝑘2(𝑁𝑚𝑙 − 𝑁𝑉) + 𝑘3(𝑁𝑚𝑙 − 𝑁𝑉) 𝑃𝑡
𝑏.                                (3.10) 
The negative sign indicates that vacancies are being removed from the surface while in the 
positive signs indicate that vacancies are formed on the film surface. Thus when the metal oxide 
film is exposed to a reducing target gas in 𝑂2, the final steady state conductivity, 𝜎𝑡𝑎𝑟𝑔𝑒𝑡, is 
dependent on equation 3.10. However, if the metal oxide film is exposed to an oxidation agent 
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with partial pressure,𝑃𝑜𝑥, the steady state conductivity in the presence of 𝑃𝑜𝑥 in air, 𝜎𝑜𝑥𝑖𝑑𝑎𝑡𝑖𝑜𝑛, 
would be a different expression from that given in equation 3.8, even though it depends on the 
same parameters like rate constants, 𝑃𝑂2 and 𝑃𝑜𝑥 .  For a n-type metal oxide film, where the 
majority carriers are electrons, and reduction of the surface results in creation of bulk vacancies 
(surface vacancies can diffuse into the bulk), the sensor responds with an increase in 
conductivity (more free electrons due to vacancies) while for a surface oxidation case, the 
vacancies are consumed and as a result the conductivity of the sensor decreases. In this thesis, 
the focus was on developing equations for surface reactions associated with reducing gases. 
3.4.2 Bulk Vacancy Diffusion Rates 
For the case when bulk vacancy diffusion rates limit the sensor response, steady state 
conductivity changes are still dependent on the surface reaction kinetics, however, the response 
time of the sensor depends on the time taken for the surface vacancies to diffuse into and 
equilibrate within the bulk of the film. The total number of bulk lattice oxygen vacancies, [𝑉𝑜𝑏], 
is the total number of lattice oxygen vacancies per unit volume of the film. Expression which 
relates change in surface vacancy coverage (as a result of surface reaction) to the change in bulk 
vacancy concentration at the surface is given by Fick’s first law of diffusion, 
𝑑𝑁𝑉
𝑑𝑡
= −𝐷
𝑑[𝑉𝑜𝑏]
𝑑𝑧 𝑧=0
.                                                                                                                 (3.11) 
where 
𝑑𝑁𝑉
𝑑𝑡
 is the rate of change in surface vacancy flux, 𝐷 is the diffusion coefficient of the 
vacancies. Here 𝑧 indicates the depth of the film and must not be confused with film thickness 
(𝐿) where 𝑧 = 0 is the film surface and 𝑧 = 𝐿 is the film substrate interface.  
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 Rate of change of bulk vacancies over film depth, 0 ≤ 𝑧 ≤ 𝐿, in the simplest case is 
given by Fick’s 2nd law, 
𝑑[𝑉𝑜𝑏]
𝑑𝑡
= 𝐷
𝑑2[𝑉𝑜𝑏]
𝑑𝑧2
 .                                   (3.12) 
Here, the boundary condition, 
𝑑[𝑉𝑜𝑏]
𝑑𝑡 𝑧=𝐿
= 0, is needed, where 𝐿 is the film thickness. This just 
shows that there is no bulk vacancy diffusion along the film substrate interface. 
 3.4.3 Combining Surface Reaction and Bulk Diffusion Rates 
 Combining (3.6), (3.7), (3.9) and (3.11) gives an expression for rate of change of surface 
vacancies due to both surface reaction and bulk vacancy diffusion as given below. 
𝑑𝑁𝑉
𝑑𝑡
= −𝑘1 𝑃𝑂2
𝑎  𝑁𝑉 + 𝑘2(𝑁𝑚𝑙 − 𝑁𝑉) + 𝑘3(𝑁𝑚𝑙 − 𝑁𝑉) 𝑃𝑡
𝑏 − 𝐷
𝑑[𝑉𝑜𝑏]𝑧=0
𝑑𝑧
,     (3.13) 
Negative sign shows that vacancies are removed. Equations 3.12 and 3.13 are called as coupled 
differential equations and must be solved simultaneously so that the final expression for 
conductivity can therefore be calculated in terms of bulk vacancy concentration. Although 
numerical solution is possible using finite element methods50, obtaining general expressions for 
the steady state change in conductivity and response time in terms of the physical parameters 
becomes difficult. We therefore examine limiting cases where the response is either surface 
reaction limited or diffusion limited.  
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3.5. Bulk Conduction Models 
 Depending on whether the sensor response is limited by surface reaction rates or bulk 
vacancy diffusion rates, the bulk conduction models can be classified as (1) Surface Reaction 
Limited or (2) Bulk Vacancy Diffusion Limited models. Surface reaction limited models are 
discussed first. 
3.5.1. Surface Reaction Limited Model  
For the surface reaction limited case, bulk diffusion is assumed to be fast, such that the 
vacancies are uniformly spatially distributed throughout the film so that there is no concentration 
gradient in the film. Thus equation 3.13 can be approximated to equation 3.10.  The rate of 
vacancy creation on a surface of area 𝐴 is given by 𝐴
𝑑𝑁𝑉
𝑑𝑡
 and the rate of change in concentration 
of bulk vacancies for a material of volume 𝑉 is given by 
𝑑[𝑉𝑜𝑏]
𝑑𝑡
=
𝐴
𝑉
𝑑𝑁𝑉
𝑑𝑡
.  Combining this with 
(3.10), 
𝑑[𝑉𝑜𝑏]
𝑑𝑡
=
𝐴
𝑉
 (−𝑘1 𝑃𝑂2
𝑎  𝑁𝑉 + 𝑘2(𝑁𝑚𝑙 − 𝑁𝑉) + 𝑘3(𝑁𝑚𝑙 − 𝑁𝑉) 𝑃𝑡
𝑏).                               (3.14) 
The surface oxygen vacancy coverage can be related to bulk vacancy concentration using a 
dimensionality conversion between the vacancies per unit area at the surface and the bulk 
concentration of oxygen vacancies (number per unit volume),  
 𝑁𝑉 = [𝑉𝑜𝑏]
2
3.                                                          (3.15) 
For ease of solving the differential equation (3.14) in Mathcad, one needs to convert [𝑉𝑜𝑏] into a 
dimensionless form. Substituting (3.15) in (3.14), dividing by 𝑁𝑚𝑙, and making the substitution 
𝜂 =
[𝑉𝑜𝑏]
𝑁𝑚𝑙
3
2
  , where 𝜂 is a dimensionless vacancy concentration, (3.10) becomes 
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𝑑𝜂
𝑑𝑡
= {
1
𝑁𝑚𝑙
1
2
 
𝐴
𝑉
 (−𝑘1 𝑃𝑂2
𝑎  𝜂
2
3 + 𝑘2 (1 − 𝜂
2
3) + 𝑘3 (1 − 𝜂
2
3) 𝑃𝑡
𝑏) }                  (3.16) 
Taking 𝜅𝑜𝑥
𝑎𝑖𝑟 = 𝑘1 𝑃𝑂2
𝑎 , 𝜅𝑟𝑒𝑑
𝑎𝑖𝑟 = 𝑘2, and  𝜅𝑟𝑒𝑑
𝑡 = 𝑘3𝑃𝑡
𝑏 equation (3.12) can be simplified as 
𝑑𝜂
𝑑𝑡
= {
1
𝑁𝑚𝑙
1
2
 
𝐴
𝑉
 (−𝜅𝑜𝑥 𝜂
2
3 + 𝜅𝑟𝑒𝑑 (1 − 𝜂
2
3) + 𝜅𝑟𝑒𝑑
𝑡 (1 − 𝜂
2
3) ) }                (3.17) 
From the solution of (3.17) for 𝜂(𝑡), the bulk carrier concentration, 𝑛𝐶 , is given by 
𝑛𝐶 = 2𝜂 𝑁𝑚𝑙
3
2  ,             (3.18) 
for doubly ionized oxygen vacancies (each vacancy corresponds to 2 electrons).  The steady state 
bulk vacancy concentration in air, [𝑉𝑜𝑏]
𝑎𝑖𝑟, when 𝑃𝑡 = 0, from (3.17) is: 
[𝑉𝑜𝑏]
𝑎𝑖𝑟 = {𝑁𝑚𝑙
 𝜅𝑟𝑒𝑑
𝑎𝑖𝑟
(𝜅𝑟𝑒𝑑
𝑎𝑖𝑟+𝜅𝑜𝑥
𝑎𝑖𝑟)
   }
3
2
 ,          (3.19) 
while in the presence of target gas (along with oxygen) is, 
[𝑉𝑜𝑏]
𝑡 = {𝑁𝑚𝑙
(𝜅𝑟𝑒𝑑
𝑎𝑖𝑟+𝜅𝑟𝑒𝑑
𝑡 )
(𝜅𝑟𝑒𝑑
𝑎𝑖𝑟+𝜅𝑟𝑒𝑑
𝑡 +𝜅𝑜𝑥
𝑎𝑖𝑟)
   }
3
2
  .                      (3.20) 
The change in conductivity (𝛥𝜎) is 
 𝛥𝜎 = 2𝑒𝜇(𝑁𝑚𝑙)
3
2 {(
(𝜅𝑟𝑒𝑑
𝑎𝑖𝑟+𝜅𝑟𝑒𝑑
𝑡 )
(𝜅𝑟𝑒𝑑
𝑎𝑖𝑟+𝜅𝑟𝑒𝑑
𝑡 +𝜅𝑜𝑥
𝑎𝑖𝑟)
)
3
2
− (
 𝜅𝑟𝑒𝑑
𝑎𝑖𝑟
(𝜅𝑟𝑒𝑑
𝑎𝑖𝑟+𝜅𝑜𝑥
𝑎𝑖𝑟)
)
3
2
},        (3.21)   
which shows that the magnitude of sensor response depends directly on the relative rates of the 
oxidation and reduction reactions (which vary with temperature and partial pressure), but the 
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response is independent of the area to volume ratio.  The factors 𝑁𝑚𝑙 and and mobility, 𝜇, are 
material parameters that depend on crystal structure and electronic band structure. 
For the surface reaction limited case, the time dependent sensor response is approximated 
as a convolution of the time-dependent target gas pressure, 𝑃(𝑡), and the sensor step response 
function, which is obtained experimentally for a step increase in target gas concentration as 
illustrated in Figure 3.9 (b). The shape of film conductivity (σ) curve, shown in figure 3.9 (a), is 
a 1- exponential decay, and the sensor response time (𝜏) can be defined as the time to reach 90% 
of the final steady state conductivity value. 
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Figure 3.9. Illustration of (a) 1- exponential decay behavior of the sensor response with sensor 
response time well defined for a (b) Step response function of P(t). 
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3.5.1.1. Dependence of Sensitivity and Response Time on Kinetic Parameters 
Figure 3.10 (a) shows the dimensionless change in vacancy concentration, Δ𝜂, as a 
function of 𝐾𝑡 (parametrized relative to the rate of oxidation in air as 𝐾𝑡 =
𝑘3𝑃𝑡
𝑏
𝑘1𝑃𝑂2
𝑎 =
𝜅𝑟𝑒𝑑
𝑡
𝜅𝑜𝑥
𝑎𝑖𝑟 ) for a 
wide range of oxide reducibility, 𝐾 (where 𝐾 =
𝑘2
𝑘1𝑃𝑂2
𝑎 =
𝜅𝑟𝑒𝑑
𝑎𝑖𝑟
𝜅𝑜𝑥
𝑎𝑖𝑟). This simplified kinetic model 
reveals three regimes. When the rate of target gas reaction is less than the intrinsic oxide 
reduction rate (𝐾𝑡 < 𝐾; i.e. 𝜅𝑟𝑒𝑑
𝑡 < 𝜅𝑟𝑒𝑑) the response, Δ𝜂~𝐾𝑡𝐾
1 2⁄ .  For constant sensor 
temperature (𝐾 is constant) Δ𝜎 is proportional to 𝑘3𝑃𝑡
𝑏. Because the value of 𝐾 increases with 
temperature the response increases. More reducible oxides (larger 𝐾) give greater response.  The 
value of 𝐾t typically increases with temperature due to the temperature dependence of 𝑘3 but 
may go through a maximum if the reaction rate becomes adsorption limited (decreasing the 
surface coverage) or due to thermodynamic limitations if the reaction is exothermic.  
In the regime where 𝐾𝑡 >𝐾 for 𝐾<1, the response, Δ𝜂~𝐾𝑡
3 2⁄
, and therefore Δ𝜎 is 
proportional to 𝑃𝑡
3𝑏/2
.  The model predicts that the choice of oxide, as represented by its 
reducibility, would not directly affect response.  Increasing temperature generally increases the 
surface reaction rate, 𝜅𝑟𝑒𝑑
𝑡 , thereby increasing Δ𝜎.  When 𝐾 ≥ 1, the oxide will be completely 
reduced to metal.  Therefore, the magnitude of Δ𝜎 is independent of target gas pressure: it is 
simply the difference between the conductivity of the oxide in air and metal.  The material could 
be used in this regime as a dosimeter, where the time for reduction would depend on both the 
target gas (via 𝑘3) and its partial pressure. 
 Figure 3.10 (b) shows the response time as a function of 𝐾 and 𝐾𝑡. In the low 
temperature/pressure regime, where 𝐾𝑡 < 𝐾, and Δσ ∝ Kt 𝐾
1
2, τ~
𝐾
1
2
𝜅𝑜𝑥
, independent of target gas 
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pressure (𝐾𝑡).  Since both Δσ and τ depend on oxide reducibility as 𝐾
1
2, for sensors operating in 
the low pressure regime there is a tradeoff between magnitude and speed of response when 
choosing the oxide and operating temperature for the sensor. For faster detection of toxic gases, 
in this regime, a less reducible oxide needs to be used. On the other hand, if the objective is to 
detect low concentration gases for environmental monitoring, where longer response times are 
acceptable, more reducible oxides can be used to increase Δ𝜎.  For the intermediate regime, 
where 𝐾𝑡 > 𝐾 and Δσ ∝ Kt
3
2, τ~
𝐾𝑡
1
2
𝜅𝑜𝑥
, which predicts increasing response time with target gas 
pressure. Both Δσ and τ increase with target gas partial pressure. There is still a tradeoff between 
magnitude and speed of response, but the reducibility of the oxide, 𝐾, is not a factor in this 
pressure regime.   
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Figure 3.10. Illustrating the dependence of (a) dimensionless vacancy concentration (𝛥𝜂) and (b) 
response time (𝜏) as a function of target gas pressure for a particular oxide’s reducibility. For this 
case  
𝑉
𝐴
= 1 𝑛𝑚 and 𝑁𝑀𝐿 = 1 
𝑛𝑚2
𝑠
 are taken as constants. 
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3.5.1.2. Overall Response and Response Time  
For the surface reaction limited model, as given by equation (3.21), the magnitude of Δ𝜎 
does not depend on the 
𝑉
𝐴
 ratio. However, equation (3.17) shows that the rate of vacancy creation 
depends linearly on  
𝐴
𝑉
.  Therefore, the response time, 𝜏, increase with 
𝑉
𝐴
 as it determines how 
long is required for bulk vacancies to reach steady state concentration.  Even though 𝛥𝜂 ∝ 𝛥𝜎 ∝
𝑁𝑀𝐿
3
2  (from equation 3.21) and 𝜏 ∝ 𝑁𝑀𝐿
1
2  (from equation 3.17), the number of lattice oxygen sites 
per unit area typically is of order 1015/cm2 for most surfaces. 𝑁𝑀𝐿 may vary somewhat with 
crystal face and the structure of the metal oxide but 𝑁𝑀𝐿 is not an adjustable parameter in the 
model.  
The magnitude of response (𝛥𝜎) can be determined directly from the graphs of  (Δ𝜂)  for 
specific kinetic parameters by scaling with 2𝑒µ𝑁𝑀𝐿
3
2  . From figure 3.10 (a), an expression for log 
(Δ𝜂) in terms of log (𝐾𝑡) can be obtained for the different regimes. Since change in bulk vacancy 
concentration, 𝛥𝑉𝑜𝑏 = 𝑁𝑚𝑙
3
2  Δ𝜂 (
1
𝑛𝑚3
) and using (3.19) 
Δσ(𝐾,𝐾𝑡) = 2.0 (2𝑒µ) (
𝑁𝑀𝐿
1𝑛𝑚−2
)
3
2
 (𝐾𝑡𝐾
1
2) (
1
𝛺 𝑛𝑚
) , 𝑓𝑜𝑟 𝐾𝑡 < 𝐾 𝑎𝑛𝑑 𝐾 < 10
−1                    (3.22)              
while in the intermediate pressure regime,  
Δ𝜎(𝐾𝑡, 𝐾) = 2.0 (2𝑒µ) (
𝑁𝑀𝐿
1𝑛𝑚−2
)
3
2
 (𝐾𝑡)
3
2  (
1
𝛺 𝑛𝑚
) , 𝑓𝑜𝑟 𝐾𝑡 > 𝐾 𝑎𝑛𝑑 𝐾 < 10
−1                       (3.23) 
From figure 3.10 (b), an expression for log (𝜏 𝜅𝑜𝑥
𝑎𝑖𝑟) in terms of log (𝐾𝑡) for the different 
regimes are given below. In the low pressure regime, where 𝐾𝑡 < 𝐾 
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𝜏 = 3.44 ( 𝑁𝑀𝐿
1
2 𝑉
𝐴
)
𝐾
1
2
𝜅𝑜𝑥
𝑎𝑖𝑟  (s)𝑓𝑜𝑟 𝐾𝑡 < 𝐾 𝑎𝑛𝑑 𝐾 < 10
−1                                                         (3.24)                         
In the intermediate pressure regime, where 𝐾𝑡 > 𝐾                                                                                                           
𝜏 = 3.44 ( 𝑁𝑀𝐿
1
2 𝑉
𝐴
)
𝐾𝑡
1
2
𝜅𝑜𝑥
𝑎𝑖𝑟  (𝑠)𝑓𝑜𝑟 𝐾𝑡 > 𝐾 𝑎𝑛𝑑 𝐾 < 10
−1                                                         (3.25)                                                   
Solving differential equation (3.17), an approximate solution can be obtained for overall 
conductivity as a function of time which can be expressed as 
𝜎(𝑡) = 𝜎𝑎𝑖𝑟 + Δσ (1 − e
−t/𝜏𝑒𝑥𝑝)                                                                                            (3.26) 
Where exponential time constant, 𝜏𝑒𝑥𝑝= ( 𝑁𝑚𝑙
1
2 𝑉
𝐴
)
√𝐾+𝐾𝑡
𝜅𝑜𝑥(1+𝐾+𝐾𝑡)3 2
⁄  (s) 
3.5.1.3. Temperature Dependence of Surface Reaction Rates 
For predicting sensor performance from bulk conduction band model, temperature 
dependence of surface reaction rates and Δ𝜎 needs to be determined.  From 𝐾 and 𝐾𝑡, the 
response, Δ𝜎, can be determined from figure 3.10 (a) whereas the response time is given by 
figure 3.10 (b).        
 The temperature dependence of the rate of vacancy creation (in air) in equations 3.6 and 3.7 is 
determined by 𝑘2 = 𝐴2exp(−𝐸𝑣𝑎𝑐 𝑅𝑇⁄ ), where the vacancy creation activation energy, 𝐸𝑣𝑎𝑐, is 
the dehydroxylation barrier and 𝐴2 is a constant. Thibodeau et al.,
60 found apparent activation 
energies of 40-120 kJ/mol depending on the sub-stoichiometry of WO3-x. The temperature 
dependence of the oxidation rate is weak, as specified by 𝑘1 =
𝑠
√2𝜋𝑚𝑂2𝑘𝐵𝑇
, where s is the sticking 
coefficient, 𝑚𝑂2is the molecular mass of 𝑂2, and 𝑘𝐵 is Boltzmann’s constant.  The steady state 
state solution for the vacancy concentration in air constrains A2 and s, given a value for Evac.  
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The NH3 reaction rate constant, 𝑘3, in equation 3.9 is an effective rate constant that may in 
general be controlled by the adsorption rate or the surface reaction rate.  The rate constants for 
adsorption, 𝑘𝑎𝑑𝑠 =
1
√2𝜋𝑚𝑁𝐻3𝑘𝐵𝑇
, and desorption, 𝑘𝑑𝑒𝑠 = 𝐴𝑑𝑒𝑠exp(−𝐸𝑑𝑒𝑠 𝑅𝑇⁄ ),were 
implemented in a Langmuir adsorption model, where the NH3 coverage was constrained to the 
monolayer coverage, 𝑁𝑚𝑙. The NH3 desorption energy, 𝐸𝑑𝑒𝑠, depends on the adsorption site. 
Microcalorimetry data find strongly bound species on WO3 with heats of adsorption, Δ𝐻𝑎𝑑𝑠, of 
175 and 150 𝑘𝐽/𝑚𝑜𝑙, with more weakly bound species at 75 kJ/mol.127 DFT calculations for 
NH3 on Lewis acid sites (i.e. surface oxygen vacancies) on W9O42 clusters give Δ𝐻𝑎𝑑𝑠 =
150 𝑘𝐽/𝑚𝑜𝑙, while interaction of NH3 with surface terminal hydroxyl groups (i.e. Brønsted acid 
sites) give Δ𝐻𝑎𝑑𝑠 = 75 𝑘𝐽/𝑚𝑜𝑙.
128 The sticking coefficient was taken as 2.6x10-10. The surface 
reaction rate constant, 𝑘3 = 𝐴3exp(−𝐸𝑟𝑥𝑛 𝑅𝑇⁄ ) was implemented in a second order process, 
where the reaction rate, 𝑟𝑟𝑥𝑛 = 𝑘3𝜃𝑁𝐻3𝜃𝑂, depends on both NH3 and lattice oxygen coverage, but 
for small surface oxygen vacancy coverages, 𝜃𝑂 ≈ 𝑁𝑚𝑙, and the rate becomes pseudo first order 
in the NH3 coverage.  The values of the kinetic parameters were chosen to match the values of 𝐾 
and 𝐾𝑡, based on experimental test data of the WO3 film sensors to ppb concentrations of NH3 
gas at 450 °C. The temperature dependence of reaction rates and Δ𝜎, along with sensor 
optimization details, will be given in chapter 5.  
 3.5.2 Bulk Vacancy Diffusion Limited Model 
The surface reaction limited model presented in the previous section was developed 
under the assumption that the bulk vacancy diffusion process was fast compared to the rate of 
formation of surface vacancies such that the vacancy concentration gradient in the bulk is 
negligible. In the diffusion limited case, we assume that the surface reaction is fast, such that 
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there is a constant flux of vacancies at the surface which can then diffuse into the bulk of the film 
and the response time of the sensor depends on the diffusion coefficient and geometric parameter 
like film thickness for compact planar films, nanorod length and radius for nanostructured films.  
3.5.2.1 Diffusion Model of Planar films 
Diffusion of vacancies into planar films, ignoring edge effects, can be described by the 1 
dimensional (1-D) solutions given by Crank129, where                                  
𝐶−𝐶𝑜
𝐶1−𝐶0
(𝑧, 𝑡) = 1 − {
4
𝜋
 ∑ (
(−1)𝑛
(2𝑛+1)
) cos (
(2𝑛+1)𝜋𝑧
2𝐿
) 𝑒
(
−𝐷 (2𝑛+1)2𝜋2𝑡
4𝐿2
)𝑀
𝑛=0 },                        (3.27) 
is the normalized dimensionless fractional change in vacancy concentration as a function of film 
depth, z, and time, t, which varies from 0 to 1 as the distribution changes from an initially 
uniform concentration 𝐶0 to a final uniform concentration, 𝐶1.   𝐷 is a homogeneous, 
concentration independent diffusion coefficient, and 𝑧 =  𝐿 is the exposed film surface.  Figure 
3.11 (a) illustrates the evolution of the normalized fractional change in vacancy concentration, 
𝐶−𝐶𝑜
𝐶1−𝐶0
(𝑧, 𝑡)  as a function of 𝑧 for dimensionless time of 0.024
𝐿2
𝐷
. The surface vacancy 
concentration is greater than the initial bulk concentration due to the reduction reaction. Thus 
carrier concentration is also higher at the surface (since each vacancy corresponds to 2 
electrons), to maintain charge neutrality. The orange curve in figure 3.11 (a) illustrate a later 
dimensionless time of 0.24 
𝐿2
𝐷
, where vacancies have accumulated deeper into the film. Note that 
the behavior contrasts with the band bending model, which predicts a depletion of charge carriers 
at the surface, relative to the bulk.  
The sensor conductivity is approximated to be proportional to ?̅?(𝑡), the time-dependent 
dimensionless bulk vacancy concentration averaged over depth,  , where, 
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?̅?(𝑡) =
1
𝐿
∫ (
𝐶−𝐶𝑜
𝐶1−𝐶𝑜
(𝑧,𝑡))𝑑𝑧×Δ[𝑉𝑜𝑏]+[𝑉𝑜𝑏]𝑎𝑖𝑟
𝐿
0
𝑁𝑚𝑙
3
2
                                                                                (3.28) 
where Δ[𝑉𝑜𝑏] = [𝑉𝑜𝑏]
𝑡 − [𝑉𝑜𝑏]
𝑎𝑖𝑟.  The time dependence of ?̅? is shown as a function of time in 
figure 3.11 (b). From the plot, it can be determined that ?̅?(𝑡) reaches 90% of the steady state 
value in a response time, 𝜏 = 0.85
𝐿2
𝐷
(
𝐿2/𝑛𝑚2
𝐷𝑒𝑓𝑓/(
𝑛𝑚2
𝑠
)
) (𝑠).  From this expression, response time is 
faster in thinner films, but the thickness dependence is one of the significant factors that may 
distinguish the surface reaction limited case (𝜏 ∝  𝐿) from the diffusion limited case, 𝜏 ∝  𝐿2.  
Figure 3.11 (c) presents 𝑙𝑛(?̅?) 𝑣𝑠. 𝑙𝑛 (
𝐷𝑡
𝐿2
) to show the characteristic 𝑡
1
2 behavior for 𝑡 ≤ 0.05
𝐿2
𝐷
, 
after which it approaches saturation. The response time,𝜏, dependence on the diffusion 
coefficient (𝐷) and film length 𝐿 is illustrated in figure 3.11 (d). From the plot, 𝜏 ∝ 𝐷−1 and 
𝜏 ∝ 𝐿2.  
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Figure 3.11. Illustration of diffusion model of planar films (a) The change in normalized 
dimensionless fractional change in vacancy concentration as a function of dimensionless depth. 
(b) Depth averaged bulk vacancy concentration, ?̅?, vs. dimensionless time. (c)  𝑡
1
2 dependence of 
bulk conductivity as a function of time for 𝑡 ≤ 0.05
𝐿2
𝐷
. (d) Response time dependence on 1-D 
diffusion coefficient 𝐷. 
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3.5.2.2 Gilmer-Farrell Model 
The effects of grain boundaries in polycrystalline films has not been explicitly considered 
in sensor modeling. Grain boundaries can affect the response time in polycrystalline film 
sensors, as vacancies can diffuse more quickly through the grain boundaries than through the 
lattice. Several attempts44-47 have been made to model bulk diffusion in different materials and 
these studies confirms that grain boundary effects can play a role in vacancy diffusion within 
metal oxide film sensors. However, these models were developed for a semi-infinite medium. 
In 1976, Gilmer and Farrell49 developed a mathematical model based on Whipple’s 
solution for describing the grain boundary and lattice diffusion for finite medium. This approach 
treats grain boundaries with finite width and finite grain boundary separation running throughout 
the length of the film, and thus this solution is applicable to polycrystalline metal oxide film 
sensors. Bulk vacancy diffusion can take place along the grain boundaries as well as along the 
crystal lattice, and depending on the temperature of operation grain boundaries can be a 
significant factor in vacancy diffusion. For a finite thickness polycrystalline film, Gilmer and 
Farrell’s mathematical expression for diffusion in finite medium can be used to evaluate the 
relative influence of grain boundary vs lattice diffusion in thin planar films. A major assumption 
is that the film surface has a constant concentration of diffusing species, and there is no diffusion 
parallel to the film/substrate interface (concentration gradient is 0). The expressions for vacancy 
concentration in the grain boundaries (𝐶𝑔𝑏(𝑥, 𝑧, 𝑡) and the concentration of vacancies in the 
lattice (𝐶0(𝑧, 𝑡)) are given below:
49 
𝐶𝑔𝑏(𝑥, 𝑧, 𝑡) = (
2
𝜂0
)∑ µ𝑛 sin(µ𝑛𝜂) ∫ 𝑒
−µ𝑛
2𝜎 × 𝑒𝑟𝑓𝑐 (
1
2
× (
𝛥−1
𝛥−𝜎
)
1
2
 × {𝜉 +
𝜎−1
𝛽
}) 𝑑𝜎
𝛥
1
∞
𝑛=1      (3.29) 
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𝐶0(𝑧, 𝑡) = 1 − {
4
𝜋
∑ ((2𝑛 − 1)−1 × sin (
(2𝑛−1)𝜋𝑧
2𝐿
) × 𝑒
{
−(2𝑛−1)2𝜋2𝐷0𝑡
4𝐿2
}
)∞𝑛=1 }                      (3.30) 
where 𝜂0 =
𝐿
√𝐷𝑡
, 𝐿 is the thickness of the film, 𝐷 is the lattice diffusion coefficient, µ𝑛 =
(2𝑛−1)𝜋
2𝐿√𝐷0𝑡
 
where n=1,2…∞, 𝛥 =
𝐷𝑔𝑏
𝐷
 where 𝐷𝑔𝑏 is the grain boundary diffusion coefficient, 𝜉 =
𝑥
√𝐷𝑡
 where 
𝑥 is the distance along the grain boundaries, 𝜂 =
𝑧
√𝐷𝑡
  where 𝑦 is the diffusion depth and 𝛽~
1 
√𝑡
 
where 𝑎 is the width of the grain boundary. 
Equation (3.30) is independent of grain boundary separation (𝑥) and is similar to equation 
(3.27). The total concentration of vacancies in the thin film due to both grain boundaries and 
lattice is given by: 
𝐶𝑔𝑏−𝑓𝑖𝑙𝑚(𝑥, 𝑧, 𝑡) = 𝐶𝑔𝑏(𝑥, 𝑧, 𝑡) + 𝐶0(𝑧, 𝑡)                                                                           (3.31) 
The solutions of equations (3.29)-(3.31) are valid when the distance between the grain 
boundaries is much greater than √𝐷𝑡. Grain boundaries run throughout the thickness of the film 
with width, a, as shown in figure 3.3. The grain size is taken as the distance between the center 
of one grain boundary to the center of next grain boundary. If the width of the collection of 
grains is taken as 𝑤𝑔𝑟𝑎𝑖𝑛, then grain width, 𝑤𝑔𝑏 = 𝑤𝑔𝑟𝑎𝑖𝑛 + 𝑎. 
The bulk vacancy concentration in the Gilmer Farrell model is similar to that in the 1-D 
model, in which equation (3.31) is integrated over film depth, 𝑧, and grain width, 𝑤𝑔𝑏. The depth 
averaged bulk vacancy concentration 𝜂𝐺𝐹̅̅ ̅̅ ̅(𝑡) for a periodic grain boundary array is given by: 
𝜂𝐺𝐹̅̅ ̅̅ ̅(𝑡) =
∫ ∫ 𝐶𝑔𝑓−𝑓𝑖𝑙𝑚 𝑑𝑧 𝑑𝑥
𝐿
0
𝑤𝑔𝑏
0
.5 𝑤𝑔𝑏 𝐿
                                                                                               (3.32) 
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The dashed curve in figure 3.11 (a) illustrates a condition revealing the greatest effect of 
grain boundaries on the depth dependent vacancy concentration using the Gilmer Farrell model 
in which Δ= 𝐷𝑔𝑏 𝐷 = 150⁄  and the width of grain boundaries running perpendicular to the 
surface occupies a fraction, 𝑓 = .01, of the surface area.   Despite rapid diffusion through the 
grain boundaries and subsequent lateral diffusion into the grains, the shape of the depth 
distributions (figure 3.11 (a)) and depth averaged vacancy concentration vs. time (figure 3.11 (b)) 
do not differ significantly from the characteristic 𝑡
1
2 dependence expected for diffusion controlled 
processes. For small values of 𝛥, the grain effects are minimal and response of the Gilmer Farrell 
model is similar to the simple 1-D lattice diffusion. Therefore, for the diffusion limited case, the 
shape of the conductivity vs. time curve should follow the standard solutions to the diffusion 
equation, whether the diffusivity is due to lattice diffusion or grain boundary diffusion.  
Diffusion coefficient vary with operating temperature and in a diffusion limited case, the 
SMO sensor response time depends on the value of diffusion coefficient. The operating 
temperature for SMO films is typically between 200 and 500 °C.  Temperature dependence of 
diffusion coefficients for single crystal and polycrystalline oxides are given in Appendix B.  
Comparison of diffusivities for single crystal with values for the polycrystalline materials 
illustrates that defect mobility can be dramatically higher in polycrystalline materials. Moreover 
defect mobility in materials like WO3, compared to less reducible oxides like SnO2, are very high 
and these mobile defects can migrate to the surface and neutralize surface charge species, 
making band bending unlikely in reducible oxides.  Appendix C compares the dependence of 
response time, if diffusion limited, as a function of temperature for planar films of WO3 to other 
oxides. For a WO3 film with D = 300 nm
2/s (figure B1) at 300 °C to achieve a response time of 
1s, requires L = 19 nm. 
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Various authors have developed techniques to introduce an effective diffusion coefficient 
(𝐷𝑒𝑓𝑓), which takes into account both grain boundaries and lattice vacancy diffusion effects.
130-
132 One important solution for calculating 𝐷𝑒𝑓𝑓 was proposed by Moghadam et al.,
132 where the 
effective diffusivity is given by: 
𝐷𝑒𝑓𝑓 = 𝐷𝑔𝑏 {1 +
2𝐷(1−𝑓)(1−Δ)
𝐷(1+Δ−(1−𝑓)(1−Δ)) 
}                                                                                       (3.33) 
where 0 ≤ 𝑓 ≤ 1 is the grain boundary area fraction and Δ =
𝐷𝑔𝑏
𝐷
> 1. Using 𝐷𝑒𝑓𝑓 is an 
approximate way to include grain boundary effects in diffusion models of more complicated 
structures like nanorods and templated porous nanostructures.  
3.5.2.3. Radial Diffusion in Cylindrical Nanostructures 
A variety of nanotechnology synthesis methods have been developed to produce 
cylindrical nanostructures.126 If gas phase transport to the cylindrical surface is fast, the response 
time require for radial diffusion into a nanowire of radius is shorter than for bulk diffusion in a 
planar film whose thickness is equal to the radius of the nanorod and also has the same 
diffusivity. Solutions to radial diffusion equations are presented to illustrate the characteristic 
behavior when radial diffusion is limiting the sensor response. In a cylinder, diffusion can, in 
general, take place along the length of the cylinder as well as radially (figure 3.6). The solution 
for vacancy diffusion along the length of the cylinder, with no reactions on the cylindrical sides, 
is similar to the 1-D solution described for the planar film case. Consider a situation where a 
target gas reacts on the sides of the cylinder and forms surface vacancies. The vacancy flux 
created at this surface, result in a radial concentration gradient that drives radial diffusion. The 
85 
 
mathematical expression for radial diffusion in a rod of radius, 𝑅, in terms of Bessel functions, is 
given by:129 
𝐶𝑟𝑎𝑑𝑖𝑎𝑙(𝑟, 𝑡) =
2
𝑅2
∑ (𝑒−𝐷𝑒𝑓𝑓 (𝛼0𝑚−1)
2𝑡 ×𝑀𝑚=1
                                                              
𝐽0(𝑟 𝛼0𝑚−1)
𝐽12(𝛼0𝑚−1 𝑟𝑒𝑛𝑑)
∫ 𝑟𝑓(𝑟)𝐽0(𝑟𝛼0𝑚−1 )𝑑𝑟
𝑅
𝑟0
)                                   (3.34) 
where 0 ≤ 𝑟 ≤ 𝑅;  𝑓(𝑟) is the concentration distribution within nanorod; 𝑟𝛼0𝑚−1 are the roots 
of 𝐽0(𝑟𝛼0𝑚−1) = 0; and 𝐽0(𝑥) and 𝐽1(𝑥) are Bessels function of the first kind of order 0 and 1, 
respectively, suitably chosen so that initial and final boundary conditions are satisfied. As for  
planar films, 𝐶𝑟𝑎𝑑𝑖𝑎𝑙(𝑟, 𝑡) is the normalized vacancy concentration with an initial boundary 
condition of a unity normalized vacancy concentration at the surface (𝑟 = 𝑅) at 𝑡 = 0. For 𝑡 > 0, 
the normalized vacancy concentration distribution within the nanorod (0 < 𝑟 < 𝑅) is 𝑓(𝑟). To 
compare with the planar film case, the bulk vacancy concentration averaged over nanorod radius 
, 𝜂𝑟𝑎𝑑(𝑡) ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ is calculated by integrating 𝐶𝑟𝑎𝑑𝑖𝑎𝑙(𝑟, 𝑡) over 𝑟, which is similar to that shown in 
equation (3.28). 
 Figure 3.12 shows that, for 𝑅 = 𝐿 and for the same diffusion coefficients, radial 
diffusion is much faster than 1-D planar diffusion for a dimensionless time of 0.24 
𝐿2
𝐷
.  The 
response time, 𝜏 =  0.4 (
𝑅2/𝑛𝑚2
𝐷𝑒𝑓𝑓/(
𝑛𝑚2
𝑠
)
) (𝑠). Despite being faster, the shape of the depth 
distributions do not differ significantly from the characteristic 𝑡
1
2 dependence expected for 
diffusion controlled processes (similar to figure 3.11 (c)).  
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Figure 3.12. Change in normalized dimensionless radial vacancy concentration as a function of 
 
𝑟
𝑅
. For 𝑡 = 0.24 
𝐿2
𝐷
, 𝐿 = 𝑅  and 𝐷 = 𝐷𝑒𝑓𝑓, radial diffusion is approximately twice as fast as 1-D 
diffusion.        
3.5.2.4. Diffusion in GLAD Films 
      The diffusion models for cylindrical nanorods described in sections 3.5.2.2 and 3.5.2.3 are 
useful in modeling bulk vacancy diffusion in nanostructures where bulk conduction is along the 
length of the cylindrical nanostructures. From the GLAD film schematic shown in figure 3.8, the 
nanorods are well spaced and the potential applied along the platinum electrodes result in 
conduction only along the polycrystalline base layer. Thus vacancies formed in the nanorods as a 
result of gas interaction will move into the thin polycrystalline base layer and thus the base layer 
acts as a vacancy sink. Since electron flow is along the polycrystalline base layer, this base layer 
provides most of the resistance of the GLAD film. For a GLAD WO3 film with baseline 
thickness of 10 nm and 𝐷 = 300 nm2/s at 300 °C (Appendix B), 𝜏 = .3 s (from section 3.5.2.1).  
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This shows that vacancy equilibration is very fast at higher temperatures in the thin 
polycrystalline base layer. Therefore the time taken for the GLAD film sensor to respond 
depends on the time taken for the vacancies to diffuse into the polycrystalline layer through the 
nanorods. Thus the relative height and ratio of the nanorods play a role in determining whether 
the GLAD film response is surface reaction limited or bulk vacancy diffusion limited. This is 
further detailed in chapter 5. 
3.6 Chapter Summary 
Table 3.1 summarizes the dependence of τ and Δσ on various kinetic and geometric 
parameters that depends on the film morphology and type of bulk conductivity mechanism. This 
table provides an overview of the key parameters used in bulk conductivity models, and serves as 
a quick reference to identify the important parameters that determine sensor response.  The 
change in film conductivity is determined by the surface reaction kinetics, as highlighted in 
Table 1 (row 1), and the response time is controlled by the rate-limited mechanisms (rows 2 and 
3).  The models are then compared in chapter 5 to actual sensor test data to assess the 
effectiveness of predicting the response of planar and nanorod architecture WO3 sensors to NH3.  
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Table 3.1. Parameters controlling sensitivity (change in conductivity) and response time for 
Surface Reaction Limited and Lattice Diffusion Limited cases. The table also provides 
information about the response function of both planar and nanorod structured films. 
 
 
 
 
 
 
 
 Surface Reaction Limited Bulk Diffusion Limited 
 Planar Nanorod Planar Nanorod 
Baseline 
conductivity 𝐾 =
𝑘2
𝑘1𝑃𝑂2
𝑎 =
𝜅𝑟𝑒𝑑
𝑎𝑖𝑟
𝜅𝑜𝑥𝑎𝑖𝑟
 𝐾 =
𝑘2
𝑘1𝑃𝑂2
𝑎 =
𝜅𝑟𝑒𝑑
𝑎𝑖𝑟
𝜅𝑜𝑥𝑎𝑖𝑟
 𝐾 =
𝑘2
𝑘1𝑃𝑂2
𝑎 =
𝜅𝑟𝑒𝑑
𝑎𝑖𝑟
𝜅𝑜𝑥𝑎𝑖𝑟
 𝐾 =
𝑘2
𝑘1𝑃𝑂2
𝑎 =
𝜅𝑟𝑒𝑑
𝑎𝑖𝑟
𝜅𝑜𝑥𝑎𝑖𝑟
 
Sensitivity 
 𝐾𝑡 =
𝑘3𝑃𝑡
𝑏
𝑘1𝑃𝑂2
𝑎 =
𝜅𝑟𝑒𝑑
𝑡
𝜅𝑜𝑥𝑎𝑖𝑟
   
𝐾 =
𝑘2
𝑘1𝑃𝑂2
𝑎 =
𝜅𝑟𝑒𝑑
𝑎𝑖𝑟
𝜅𝑜𝑥𝑎𝑖𝑟
 
𝐾𝑡 =
𝑘3𝑃𝑡
𝑏
𝑘1𝑃𝑂2
𝑎 =
𝜅𝑟𝑒𝑑
𝑡
𝜅𝑜𝑥𝑎𝑖𝑟
   
𝐾 =
𝑘2
𝑘1𝑃𝑂2
𝑎 =
𝜅𝑟𝑒𝑑
𝑎𝑖𝑟
𝜅𝑜𝑥𝑎𝑖𝑟
 
𝐾𝑡 =
𝑘3𝑃𝑡
𝑏
𝑘1𝑃𝑂2
𝑎
=
𝜅𝑟𝑒𝑑
𝑡
𝜅𝑜𝑥𝑎𝑖𝑟
   
𝐾 =
𝑘2
𝑘1𝑃𝑂2
𝑎 =
𝜅𝑟𝑒𝑑
𝑎𝑖𝑟
𝜅𝑜𝑥𝑎𝑖𝑟
 
𝐾𝑡 =
𝑘3𝑃𝑡
𝑏
𝑘1𝑃𝑂2
𝑎 =
𝜅𝑟𝑒𝑑
𝑡
𝜅𝑜𝑥𝑎𝑖𝑟
   
𝐾 =
𝑘2
𝑘1𝑃𝑂2
𝑎 =
𝜅𝑟𝑒𝑑
𝑎𝑖𝑟
𝜅𝑜𝑥𝑎𝑖𝑟
 
Response 
time 
K, Kt 
𝑉
𝐴
= 𝐿 
K, Kt 
𝑉
𝐴
=
𝑤𝑋𝐿𝑏 + 𝑁𝑟𝑜𝑑𝜋𝑟
2𝐿0
𝑤𝑋 + 𝑁𝑟𝑜𝑑2𝜋𝑟𝐿0
 
Deff, L Deff, r, L0, Lb 
Dependence 
of  𝜏 on 
geometry 
𝜏 ∝ 𝐿 𝜏 ∝ 𝑟 𝜏 ∝ 𝐿2 𝜏 ∝ 𝑟2 
Step 
response 
function 
Exponential decay Exponential decay Initially t1/2, then 
saturates 
Initially t1/2, then 
saturates 
89 
 
4.  EXPERIMENTAL METHODS 
This chapter details the preparation of the Au-loaded WO3 powder catalyst by standard 
wet impregnation, as well as the fabrication of Au doped WO3 (Au/WO3) planar films by 
conventional magnetron sputtering and Au/WO3 nanorod structured films by glancing angle 
deposition (GLAD). The powder catalyst was subjected to GC/MS and DRIFTS studies, using 
NH3 gas, for determining the reaction products as a function of temperature, to add as input to 
the kinetic equations for the Au/WO3 film surface reaction limited models presented in chapter 5. 
GC/MS and DRIFTS studies also help in identifying the role of Au additives in the reaction. 
Section 4.1 of this chapter describes the powder catalyst preparation method using standard wet 
impregnation method. Section 4.2 of the chapter deals with the analytical setup, which includes 
both GC/MS and DRIFTS, and a detailed view of the microreactor used in the GC/MS study is 
also given. Section 4.3 of this chapter explains the X-ray diffraction setup, which is a catalyst 
structural characterization technique used in this study. Section 4.4 of this chapter deals with 
Au/WO3 planar and GLAD film fabrication. Two physical vapor deposition (PVD) techniques, 
namely sputtering and e-beam evaporation are presented as they are used in this study. Finally, 
section 4.5 describes the configuration of the gas delivery system.  
4.1 Au-loaded WO3 Catalyst Preparation 
Aldrich 20 micron (μm) pure WO3 powder with surface area of 1.7 
𝑚2
𝑔
 and a 0.1% w/w 
(mass fraction) Au-loaded Aldrich 20 μm WO3 powder catalysts were used in GC/MS and 
DRIFTS studies. The 0.1% w/w Au-loaded catalyst was prepared by standard wet impregnation 
using Gold (III) chloride trihydrate (HAuCl4.3H2O) salt.  Calculations showing the mass of 
HAuCl4.3H2O salt (0.02 g) used for 10 g of WO3 powder to get 0.1% w/w Au-loading is given in 
Appendix D.  0.02 g of HAuCl4.3H2O salt was dissolved in water and poured onto 10 g of WO3 
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support using a pasteur pipette until the entire surface of the WO3 powder was covered with the 
salt. The slurry was then placed in an oven and heated at 100 °C for 6 hours in air. The catalyst 
was then packed in a glass tube with silica support of size 90-180 μm and 180-425 μm as shown 
in Figure 4.1 and placed in the micro reactor. The next step was to reduce the catalyst in a flow 
of hydrogen (10% H2/Air) for 2 hours at 200 °C to ensure the presence of elemental Au in the 
catalyst. 
 
Figure.4.1. Packaging of WO3 catalyst in the glass reactor tube. 
 
 
91 
 
4.2 Analytical Setup for Powder Catalyst Studies 
The setup consists of a microreactor, a gas chromatograph and a mass spectrometer.  
4.2.1 Microreactor 
             The Au-loaded and pure WO3 catalysts were packed in glass tubes and placed in the 
microreactor as shown in figure 4.2 (a).  
 
Figure.4.2. Microreactor set up and gas flow through the microreactor are illustrated using (a) 
photograph and (b) block diagram respectively. 
The photograph also shows the pressure gauges for measuring upstream (at the base of the 
reactor, before the NH3 gas mixed in air (NH3/air) reaches the catalyst bed) and downstream (top 
of the reactor, after the NH3/air passes through the catalyst bed) gas pressure as changes in gas 
pressure could cause inaccuracies in determining the % conversion of target gas. Also shown in 
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the picture are pressure valves for determining whether the gas pressure is measured upstream or 
downstream of the reactor. Figure 4.2 (b) shows the block diagram of NH3/air flow through the 
microreactor setup. When the gas is sampled downstream, the NH3/air is passed through the 
catalyst bed in the microreactor before entering the sampling loop, while the gas is directly 
passed into the sampling loop when it is sampled upstream. From the sampling loop, the gas is 
passed into the GC and then into the MS.     
Figure 4.3, shows an in-depth view of the gas flow through the reactor. There are two gas 
flow lines, one is connected to a NH3 bottle of 99.99% purity and the other to an air line supplied 
by a zero air generator. Mass flow controllers (MFCs) were used to control the flow rate of both 
NH3 and air. The NH3 flow rate was set at 7.3 standard cubic centimeters per minute (sccm) and 
the air flow rate was set at 80 sccm. The air and NH3 (NH3/air) get mixed together before 
entering the sampling loop whose volume is approximately 1 ml. The position of the valves is 
very critical, as valves 3 and 4 can either be in the “on” position or in the “off” position. Valve 4 
determines whether the sampling is done upstream or downstream of the reactor. In the “off” 
position, the sampling is done downstream of the reactor, and in the “on” position, sampling is 
done upstream of the reactor. Sampling only takes place if valve 3 is in the “on” position during 
which the sampled gas flows to the injector port (GC); and in the “off” position, the gas is 
injected into the GC column under a flow of carrier gas (Helium).  
In this study, both pure and 0.1% w/w Au-loaded catalysts were packed in two separate 
glass reactor tubes and each one was placed in the microreactor where they were pretreated at a 
temperature of 450 °C under a constant flow of air for 2 hours. The catalyst bed in the 
microreactor was heated using a temperature controller from room temperature to 450 °C at a 
rate of 5 °C /min. As the temperature in the catalyst bed increased, NH3 gas sampling was done 
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both downstream and upstream of the reactor. The reaction products will only be seen 
downstream, and by comparing the ratio of NH3 peak area observed downstream with respect to 
upstream (from gas chromatogram) along with the fragmentation pattern (from MS) in both 
cases, the % conversion of target gas, the type of reactant products formed and the % yield of 
products can be determined, for both pure and 0.1% w/w Au-loaded WO3 catalysts. 
 
Figure.4.3. Reactor flow diagram showing the target gas flow through the microreactor. Also 
shown are valves V4 and V3, which determine whether sampling is done upstream or 
downstream of the rector, and whether sampling or injection is done, respectively. 
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4.2.2 GC/MS  
         Gas chromatography/Mass spectroscopy (GC/MS) is useful for separating various gaseous 
reaction products and identifying their molecular weight, elemental composition and structural 
information. This section gives a brief overview of the gas chromatography (GC) and Mass 
spectrometry (MS) techniques and the various components that make up the combined GC/MS 
instrument. 
4.2.2.1 Gas Chromatography (GC) 
            In this technique, the components of a mixture in the gaseous state are separated as the 
mixture passes over a stationary liquid or solid phase. Differences in the interaction between the 
sample components and the stationary phase account for the separation. The components of a 
mixture are eluted from the column and they pass directly into the detector (mass spectrometer is 
the detector used in this study) and the response of the detector is plotted as a function of time.133  
4.2.2.1.1 Instrumentation 
           The components of a gas chromatograph are shown in figure 4.4, each of which are 
described in detail below. 
95 
 
 
    Figure.4.4. Illustration of various components of a Gas Chromatograph (GC). 
(A) Carrier Gas 
           The Carrier gas (mobile phase) plays an important role in gas chromatography as it serves 
to push the sampling gas through the column and into the mass spectrometer or other detectors. 
Chemically inert and relatively inexpensive gases, like helium, are commonly used as the carrier 
gas. A high pressure gas cylinder is generally used as the carrier gas reservoir. 
(B) Injector 
             The sampling gas is introduced directly into the carrier gas through the injector port. The 
injector is either in split mode or splitless mode. If only a small volume of the sample is required, 
one could use a split injector to remove excess gas. A splitless injector is generally used only if a 
limited amount of sampling gas is available. Figure 4.5 shows the split mode and splitless mode 
of the injector where the purge valve is open for the split injector and closed for the splitless 
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injector. A split injector with a split ratio (represents volume fraction of sample entering the 
column) of 100 was used in this study. 
                      
 
Figure.4.5. Schematic of Split and Splitless injectors 
(C) Oven 
          The oven in the GC is programmable and can accurately control the temperature of the GC 
column to within a few tenths of a degree to ensure optimum gas mixture separation in the 
column. The temperature programming is done such that it starts at a lower temperature and 
slowly ramps to a higher temperature. A typical temperature profile is shown in figure 4.6. 
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Figure 4.6. Thermal profile used for the GC oven temperature program. 
(D) Column 
           The packing architecture in the GC column provides the basis for the gas mixture 
separation process. The column can be either stainless steel or copper tubes packed with either a 
solid substrate (gas solid chromatography) or a liquid coating on an inert solid (gas liquid 
chromatography). Glass tubes are frequently used for samples that react with copper or stainless 
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steel. The column is placed inside the GC oven. In gas solid chromatography, common solids are 
charcoal, a synthetic zeolite called "molecular sieve", or a combination of the two.102  
            In choosing the correct column for separation of a gas mixture, one needs to consider the 
stability of the column towards the components of the mixture. If the column undergoes a 
chemical reaction with the injected compound, it can then result in erroneous peaks. The 
adsorbents for gas solid chromatography usually have very large surface areas or high level of 
porosity.102 Normally selection of a column for separation of a particular gas mixture is based on 
trial and error. However, recently the major consideration for selecting a column for gas mixture 
separation appears to be the polarity of the stationary phase and the nature of the mixture to be 
separated. Ideally they should be similar. The column used in this study is a zeolite column 
(polystyrene divinylbenzene) to ensure separation of NH3 from H2O. 
(E) Detector 
            Detectors are located at the end of the column and provide a quantitative measurement of 
the sample compounds. Although there are many types of detectors available, mass spectrometer, 
thermal conductivity, flame ionization and electron capture detectors are the most commonly 
used. Detectors must have good sensitivity, stability, reasonable lifetime and a linear response 
characteristic over a range of sample concentrations, and most of the above mentioned detectors 
satisfy these requirements. A mass spectrometer is one of the most commonly used detectors and 
was used in this study. Further explanation of the advantages of using a mass spectrometer is 
provided in section 4.2.2.2. 
(F) Factors Affecting Separation 
          The following are some of the factors that affect gas separation, and these parameters can 
be altered to improve efficiency in gas mixture separation. 
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1. Carrier gas flow rate: There is an optimum flow rate that gives maximum efficiency. If 
the flow rate is too fast, then the peaks will not be resolved, as the components of the 
mixture are pushed through the column and have very little time to interact with the 
stationary phase in the column.134 If the flow rate is too slow, better separation can be 
obtained but then this will result in longer retention times (amount of time a compound 
spends in the column) than that observed for higher flow rates. Thus the optimum flow 
rate needs to be determined experimentally to ensure good separation and fast retention 
times. 
2. Polarity of the stationary phase vs polarity of the compound: This is a key variable in 
determining efficiency of the column. Better separation takes place if the stationary phase 
and the gas compound have the same polarity. Therefore considerable care must be taken 
in choosing the correct polarity, or separation will not take place. 
3. Column Length:  As length increases, separation also improves but this will also result in 
increased gas retention times and increased peak broadening due to longitudinal 
diffusion. 
4. Amount of gas mixture injected: If too much gas mixture is injected into the column, 
significant tailing will occur, which in turn results in poor gas separation. This is why 
mostly split injectors are used for gas separation in order to prevent column and detector 
overloading.134 
5. Column Temperature: Vapor pressure of the stationary phase and the sample helps in 
determining the operable column temperature for efficient separation. The temperature 
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should not be too high as it will destroy the stationary phase, and it should not be too low 
as it needs to maintain the sample in the vapor state.134  
4.2.2.2 Mass Spectrometer (MS) 
            Mass Spectrometry is used to identify the molecular weight, elemental composition and 
structural information about the gaseous species separated by the GC. In order to measure the 
characteristics of individual molecules, a mass spectrometer converts them to ions so that they 
can be moved about and manipulated by external electric and magnetic fields.136  
 4.2.2.2.1 Instrumentation 
          The general operation of a mass spectrometer involves creating gas phase ions (using an 
ion source), separating the ions in space or time based on their mass to charge ratio (m/z); and 
measuring the quantity of ions at each m/z.136  
(A) Ion Source 
Although there are several different types of ionization, Electron Impact Ionization (EI) 
was used in this study. In this ionization technique, a beam of electrons generated from a 
filament source passes through the gas phase sample and collides with neutral analyte molecules 
(M) to produce a positively charged ion.136 This is the only commonly used ionization technique 
that produces a radical ion (which has unpaired valence electrons), and is the most commonly 
used method in GC/MS studies.137  
 (B) Mass Analyzer 
             A mass analyzer is a component of the mass spectrometer that takes ionized masses and 
separates them based on the m/z. The quadrupole mass analyzer (QMA) is the most common 
mass analyzer due to its low scan times, compact design, and low cost compared to other 
analyzers. The mass filter consists of four parallel rods which are arranged in a quadrupole 
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geometry. Two opposite rods have an applied potential of (U+Vcos(ωt)) and the other two rods 
have a potential of  -(U+Vcos(ωt)), where U is a dc voltage and Vcos(ωt) is the variable RF ac 
voltage. Ions are accelerated between the rods and must keep a stable trajectory in the xz plane 
(high pass-mass filter) and the yz plane (low-pass mass filter) to get to the detector.136 Changing 
the applied voltages will affect the trajectory of the ions down the flight path between the four 
rods. For a given ac and dc voltage, only ions with a certain mass to charge ratio (m/z) are 
allowed to pass through the filter while the rest of the ions are moved out from the original path. 
Thus the quadrupole acts as a narrow band mass filter. Figure 4.7 shows a schematic of the 
QMA. 
 
  
Figure 4.7. Illustration of a quadrupole mass analyzer.136 
(C) Detector 
                 Faraday cups and electron multipliers are the commonly used detectors. Figure 4.8 
shows a schematic of an electron multiplier which was used in this study. An incident ion beam 
causes secondary electrons to be emitted from the first dynode.137 These emitted electrons are 
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accelerated to the second dynode where each causes additional secondary electron emission. 
These in turn are accelerated to a third dynode and so on, eventually reaching the final dynode by 
which the incident ion beam is transformed into a cascade of electrons that are collected by the 
metal anode. An electron multiplier detects every ion emerging from the quadrupole mass 
analyzer and the overall system sensitivity depends on the efficiency of the electron multiplier. 
 
  
Figure 4.8. Signal amplification using an electron multiplier, where an incident ion beam 
transforms into a cascade of electrons due to secondary electrons ejected from the dynodes.  
              For this study, a Thermo Scientific ISQ single quadrupole GC/MS was used for the 
analysis. The Thermo Scientific ISQ GC/MS consists of a Thermo Scientific TRACETM Ultra 
gas chromatograph and a Thermo Scientific single quadrupole mass spectrometer. Analysis was 
done in electron ionization mode, to determine the NH3 reaction products, by scanning for 
atomic masses ranging from 12 – 100 amu. The sampled mixture from the micro reactor entered 
the GC through the split injector with a split ratio of 100. A (30𝑚, 0.25 µ𝑚, 0.25𝑚𝑚 𝐼𝐷) 
Agilent Plot Q column was chosen to separate NH3 from H2O. The oven temperature was set to 
120 °C. A helium carrier flow rate of 1.7 ml/min was used for the study of NH3 reaction on both 
the 0.1% w/w Au-loaded WO3 catalyst and pure WO3 catalyst.  
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4.2.3 Diffuse Reflectance Infrared Fourier Transform Spectroscopy (DRIFTS) 
 Diffuse Reflectance Spectroscopy (DRS) is a spectroscopic technique based on the 
reflection of light in the ultraviolet (UV), visible (VIS) and near-infrared (NIR) regions by a 
powdered sample.112 DRIFTS (Diffuse Reflectance Infrared Fourier Transform Spectroscopy), 
which is a type of DRS, has been used in this study to determine NH3 adsorption sites on 0.1% 
w/w Au-loaded and pure WO3 powder catalysts as well as the chemical reactions and thermal 
behavior of the adsorbed NH3 gas on the catalyst surface. 
              DRIFTS is an infrared spectroscopic method which is particularly useful for obtaining 
chemical and structural information of powder samples.138 When a focused beam of infrared 
radiation reaches the sample surface, it can (i) be absorbed (ii) be reflected from the surface or 
(iii) penetrate the sample before being scattered.139 The scattered light is collected in an 
integration sphere and relayed to the IR detector, where the absorption by the chemical groups is 
revealed.139  
There are two types of reflected beams: specular and diffuse. The part of the beam that is 
scattered within a sample and reflected back to the surface is typically called diffuse reflectance. 
For diffuse reflection, the angle of incidence is not equal to the angle of reflection. Specular 
reflection occurs at the interface of two materials with different refractive indices and is 
characterized by the rule that the angle of incidence is equal to the angle of reflection.139           
 The powders that need to be sampled are mixed with a non-absorbing matrix like 
Potassium Bromide (KBr) where the ratio of sample to the matrix is between 1 and 5. Deeper 
penetration of infrared beams, due to dilution of the sample with the matrix, increases the 
contribution of the diffuse reflectance while minimizing the specular reflectance part.140 The 
specular reflectance component in the reflectance spectra can cause changes in band shapes and 
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relative intensities, and can also cause band inversions; and thus sample dilution with KBr 
minimizes these effects.140 The incident light is partially absorbed, partially scattered. In practice, 
DRIFT spectra can exhibit both absorbance and reflectance features due to contributions from 
transmission, internal and specular reflectance components.112 Quality of DRIFT spectra are 
related to further factors like  particle size, refractive index, homogeneity, packing and optical 
geometry effects, to name a few. 
               One of the main advantages of DRIFTS is that it can carried out under controlled 
conditions of temperature and ambient gases.112 Other advantages include good sensitivity and 
very little preparation time.139 The disadvantages of this technique are the need for consistent 
particle size for quantitative results, and limited depth penetration.139 Figure 4.9 (a) shows a 
typical DRIFTS attachment for in situ measurements. Its construction with two ellipsoidal 
mirrors provides that mainly the diffuse component of the reflected light is captured.112, 140 In 
conjunction with this attachment, a Praying MantisTM (Harrick Scientific Production, IBC) high 
temperature reaction chamber (figure 4.9 (b)) with gas ports can be used for evacuating the 
chamber and/or for introducing gas.  
 
Figure 4.9. In situ DRIFTS cell: (a) diffuse reflection attachment and (b) Harrick Preying 
MantisTM high temperature chamber.112 
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           In this study, the DRIFT spectra were recorded using Nicolet 6700 Fourier Transform 
Infrared (FTIR) spectrometer equipped with the Praying MantisTM (Harrick Scientific 
Production, IBC) accessory for Diffuse Reflectance Fourier Transform (DRIFT) applications. 
KBr powder was placed in the sample cup inside a classical Harrick Scientific high temperature 
reaction chamber (HVC). The sample cup in HVC is placed on a temperature-controlled sample 
stages equipped with a cartridge heater and a thermocouple. The temperature of the sample cup 
is controlled by a Harrick Scientific Automatic Temperature controller (ATC-024-1). The “soil” 
sample (WO3 powder catalyst) was spread on the top of the KBr powder in the sample cup for 
DRIFT studies. Spectra were recorded at varying temperatures by accumulation of 64 scans at 4 
cm-1 resolution using DTGS (deuterated triglycine sulfate) detector. Before NH3 adsorption 
studies, all the WO3 samples were pretreated under synthetic air flow with 1000 sccm flow rate at 
400 °C for more than 2 hours. After pretreatment, temperature was varied and single beams 
(spectrum of the sample surface under synthetic air flow before any NH3 exposure) were 
recorded at these temperatures of interest. This was followed by the introduction of 10 % 
ammonia in argon (NH3/Ar) into the chamber, for these different temperatures, through a flow 
system with 1000 sccm flow rate for 5 min and difference spectrum (spectrum of the surface 
after NH3 adsorption subtracted from the single beam of the surface before adsorption at the 
same temperature) was recorded at these temperatures. The chamber was then purged with 
synthetic air for 10 minutes and difference spectrum is also recorded under these conditions as 
well.       
 In summary, the sequence was as follows: 1) pretreatment at 400 °C, 2) Temperature was 
changed to the desired value under synthetic air, 3) single beam was recorded at this temperature 
under synthetic air atmosphere, 4) 1000 sccm of 10% NH3/Ar was introduced into the chamber, 
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5) difference spectrum was recorded under 10% NH3/Ar, 5) environment was switched to synthetic 
air, 6) difference spectrum was recorded under synthetic air.         
 4.3 Structural Characterization of Samples using X-ray Diffraction (XRD)  
XRD is well known probe that allows identifying and studying crystalline materials by 
using the phenomenon of wave interference and diffraction. Diffraction occurs only when 
Bragg’s law is satisfied:141 
𝑛𝜆 = 2𝑑𝑠𝑖𝑛𝜃                                                                                                                                  (4.1) 
 where 𝑑 is the spacing between the atomic planes in a crystalline material, 𝜃 is the incident 
angle of the X-rays, 𝜆 is the wavelength of the X-rays and n is an integer. Diffraction occurs 
when the penetrating X-ray radiation, enters a crystalline substance and is scattered.141 The 
direction and intensity of the scattered (diffracted) beams depends on the atomic spacing and 
orientation of the crystal lattice with respect to the incident beam.141 Figure 4.10 shows a simple 
diagram of the wave interference. The phase difference between adjacent scattered rays must be 
an integral number of wavelengths to get constructive interference.  
                    
Figure 4.10. Simple Bragg’s law model that shows the condition for constructive wave 
interference.  
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In addition to finding crystal lattice parameters, XRD can also reveal the orientation of a 
single crystallite or grain, the crystal structure of an unknown material, and the size, shape and 
internal stress of small crystalline regions. Determination of crystallite sizes is also of key 
importance in the field of metal oxide based gas sensors. The simplest method is to use the 
Scherrer equation and the full width half maximum (FWHM) of the peak. The Scherrer equation 
is given by:142 
𝐿 =
𝐾𝜆
𝛽cos (𝜃)
                                                                                                                                         (4.2) 
where 𝐿 is the average crystallite size measured in the direction of X-Ray scattering vector, K is 
a constant related to crystalline shape normally taken to be 0.9, is the X-ray wavelength ,   is 
the FWHM of the diffracted peak in radians, and   is the Bragg angle. This analysis, however, 
only gives the lower bound of the crystallite size as it does not include other factors that 
contribute to peak broadening such as strain and instrument resolution. 
                   For this study, powder X-ray diffraction (XRD) was done by mixing the pure and 
0.1% w/w Au-loaded WO3 powder catalysts with isopropanol and letting it dry on a zero 
background silica support. A Panalytical X’pert Pro Diffractometer using CuKα radiation 
(λ=1.5406 Å) in a Bragg-Brentano geometry was used for analysis. A pixcel multichannel 
detector was used as the detector. Powder diffraction patterns were obtained in a 2θ range of 16-
60° with a divergence slit of 0.25°. Powder X-ray diffraction (XRD) was done on the pure and 
0.1% w/w Au-loaded catalysts post NH3 testing in order to determine whether or not any 
tungsten bronze was formed or whether any conversion to nitrides occurred. 
4.4 Fabrication of Metal Oxide Films on Chemiresistive Sensor Platform. 
WO3 sensing films were fabricated using the thin film synthesis lab in the Laboratory of 
Surface Science and Technology (LASST) at the University of Maine. Chemiresistive sensor 
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devices consisting of a WO3 semiconducting metal oxide thin film deposited over an 
interdigitated platinum electrode array were fabricated on a single crystal r-cut sapphire 
substrate. A 10 nm thick Zirconia layer was used as an adhesion layer to adhere the platinum 
electrodes firmly on the sapphire substrate.114 R-cut sapphire was chosen as the substrate because 
(i) it is a good electrical insulator on which to deposit the semiconducting WO3 gas sensor films, 
(ii) highly polished single crystal wafers are readily available, and (iii) the WO3/Al2O3 interface 
remains unreactive at high temperatures.26 Details of the chemiresistive sensing platform is 
shown in Figure 4.11.  The back of the platform contains a serpentine heater and resistive 
temperature device (RTD). The platform is calibrated by heating the device in an oven with a 
calibrated RTD against which the internal RTD is compared. Even though the temperature of the 
platform can be controlled using the RTD, it has been observed that prolonged heating of the 
sensor leads to RTD calibration errors which can cause temperature variations. 
 
Figure 4.11. SMO chemiresistive thin film sensor device comprised of a SMO film deposited over 
a platinum electrode array.  The reverse side of the device has a thin film heater and resistive 
temperature device (RTD).  The sensor is wire-bonded into a TO-8 header that plugs into a gas-
flow test cell.114  
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                    This section outlines the thin film fabrication process of GLAD and planar Au/WO3 
films. Emphasis has been placed on physical vapor deposition techniques, namely magnetron 
sputtering and e-beam evaporation.  
4.4.1 Sputter Deposition 
        Sputtering is a physical vapor deposition (PVD) technique by which atoms are ejected from 
a solid target by bombardment of energetic particles. This process is driven by momentum 
exchange between ions and atoms in the target due to collisions.135 Bombardment of the target 
with the incident Ar+ ions results in the ejection of target atoms that traverse through the plasma 
and gets deposited onto the substrate.  
In sputtering, both the target material and the substrate are placed in a vacuum chamber 
and a voltage is applied between them so that the target is the cathode and the substrate is the 
anode.135 An Ar+ plasma, under the presence of an electric field, bombards the target and sputters 
off the material that transverses through the plasma to the substrate surface. Figure 4.12 shows a 
schematic of the sputtering system configuration. 
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 Figure 4.12. A general schematic of a sputtering system. An Ar+ plasma sputters the target in 
the presence of an electric field and produces atomic species that are collected on the substrate. 
4.4.1.1 Plasma Generation 
              A plasma is generated when neutral atoms collide with high energy electrons. Stray 
electrons near the target accelerate towards the substrate and collide with the neutral gas atoms 
converting them into positively charged ions. This process gives two electrons per ion which 
ionizes more atoms creating a cascading process until a plasma is formed.135   
𝑒− + 𝐴𝑟 → 𝐴𝑟
+ + 2𝑒−                                                                                                                     (4.3) 
The breakdown voltage at which the plasma is formed depends on the chamber pressure. At very 
low chamber pressure, there are not sufficient collisions to sustain a plasma, whereas at high 
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pressure there are too many collisions such that the electrons do not have sufficient energy to 
ionize atoms.  
4.4.1.2 Sputter Yield and Deposition Rate 
Sputter yield is defined and can be expressed mathematically as: 
𝑆𝑝𝑢𝑡𝑡𝑒𝑟 𝑌𝑖𝑒𝑙𝑑 (𝑆) =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑠𝑝𝑢𝑡𝑡𝑒𝑟𝑒𝑑 𝑎𝑡𝑜𝑚𝑠
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑖𝑛𝑐𝑖𝑑𝑒𝑛𝑡 𝑖𝑜𝑛𝑠
                                                                                              (4.4) 
The sputter yield depends on the type of target, the binding energy of target atoms, the relative 
mass of incident ions and the ion energy and angle of incidence.135 S can vary in range from 0 to 
1. Sputtered atoms from the target reach the substrate by diffusing through the plasma where 
additional chemical reactions can occur.135 Ions and neutral gas atoms can also get embedded 
into a growing film as impurities. The deposition rate is proportional to sputter yield and depends 
on the argon partial pressure. Higher pressure means more collisions and less energy for the ions 
while lower pressure results in less scattering of Ar ions.  
4.4.1.3 Reactive Magnetron Sputtering 
An electron in the presence of an electric and magnetic field undergoes a helical 
trajectory. In magnetron sputtering,135 magnets with alternating polarity are attached to the back 
of the target (an elemental W target was used in this study). These magnets create curved 
magnetic field lines which confine the secondary electrons to be trapped near the target surface. 
The high concentration of electrons in the magnetic field region increases the ionization 
probability near the target, and this in turn creates a denser plasma at pressures much lower than 
that required for conventional sputtering. 135 The electron density and the number of generated 
ions are highest when the magnetic field is parallel to the substrate surface, and therefore the 
highest sputtering yield occurs on the target right below this region. One concern in using 
magnetron sputtering systems is the formation of an erosion ring on the target (due to stationary 
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magnetic field) which in turn could affect film uniformity. To avoid this, rotating magnetron 
rings are occasionally used.135 In the case of reactive magnetron sputtering, a reactive gas (O2) is 
added to the inert gas (Ar) to chemically react with the sputtered atoms in the plasma phase as 
well as the target and substrate surfaces. The reaction will take place on the substrate if the 
sputtering rate is faster than the chemical reaction rate. Thus, gas flow rates need to be adjusted 
to get the desired chemical composition. One major issue with reactive magnetron sputtering is 
that target oxidation can take place, which can reduce the sputtering yield.  
4.4.2. E-beam Evaporation 
Like sputtering, e-beam evaporation is also a PVD technique where the substrate is 
placed inside a vacuum chamber, in which a target (source) material to be deposited is also 
located. In this technique, a high kinetic energy beam of electrons is directed at the evaporation 
source. Upon impact, the high kinetic energy is converted into thermal energy, heating up and 
evaporating the target material. The rate of mass removal from the source material depends on 
the vapor pressure of the source material. Vapor pressures of ~ 10−6 Torr are needed in order to 
achieve deposition rates of ~ 1 monolayer/sec which is high enough for manufacturing purposes. 
               Some of the advantages of e-beam evaporation include: high film deposition rates, less 
substrate surface damage and substrate heating from impinging atoms during film growth since 
arriving atoms have lower energy than that for sputter deposition, and excellent purity of the film 
because of the ultra-high vacuum conditions used during evaporation. A disadvantage of this 
technique is that due to the low energy of the arriving atoms, the diffusion rate of these atoms on 
the substrate tends to be lower than for sputtering and this in turn can affect film composition.  
4.4.3 Fabrication of GLAD Au/WO3 and Planar Au/WO3 Films  
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               100 nm Au/WO3 GLAD films were fabricated in a high vacuum chamber operating 
with a base pressure of <1×10−5 Pa. A home-made GLAD manipulator equipped with a DC 
motor maintained the azimuthal sample rotation at a speed of 5 rpm during each deposition. 
Films were deposited using magnetron sputtering at room temperature, and with a substrate tilt 
angle of 80° with respect to the normal. A 7.5 cm diameter W target with a purity of 99.95% was 
located 11 cm from centerline of the substrate and was presputtered in argon (Ar) for 10 min 
prior to film deposition. The deposition rate and film thickness were measured in situ by means 
of a quartz crystal oscillator calibrated against surface profilometry, X-ray reflectivity, and 
scanning electron microscopy (SEM) measurements. WO3 films with a thickness of ∼100 nm 
were grown in Ar and O2 gas mixtures at a total pressure of 0.26 Pa using flow rates of 4 and 6 
sccm, respectively. For this case, the DC power was 100W with a 685 V discharge voltage. The 
deposition rate for WO3 films was approximately 3.0 nm/min. After WO3 deposition, an 
equivalent thickness of 1.5 nm of Au was deposited on top of the GLAD WO3 film using 
electron beam evaporation.52 Films were characterized after post-deposition annealing treatments 
at 500 °C in air for 5 h. 
Au/WO3 planar films were deposited to a thickness of either 125 nm or 250 nm at room 
temperature using reactive RF magnetron sputtering. The films were grown at a rate of 5 nm/min 
using a substrate tilt angle of 17.6° with respect to the vapor flux, in an Ar and O2 gas mixture at 
3 mTorr using a flow rate of 6 and 4 sccm, respectively, and with a RF power of 300 W. Film 
thickness was measured in situ by means of a quartz crystal oscillator. Films were subjected to 
post-deposition annealing treatments at 500 °C in air for 5 h. To incorporate Au nanoparticles on 
the planar WO3 film surface, the tungsten magnetron target was shuttered and 1.5 nm of Au was 
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deposited with a second magnetron source equipped with a Au target. The rate of deposition was 
approximately 0.15 nm/min.  
4.5 Gas Delivery Systems (GDS) for Testing NH3 Response of Chemiresistive Sensors 
In this study two types of GDS systems were used for testing planar and GLAD film 
chemiresistive sensors. A schematic of the GDS used for testing planar films is shown in figure 
4.13. The properties of the gas delivery system are very important as far as sensor testing is 
concerned. In order to get a reliable gas sensor one needs to be sure that the gas delivery system is 
functioning properly and that the required amount of gas is being pumped into the test cell, free of 
contaminations.  
 
Figure 4.13. Schematic of the gas delivery system used for planar film sensors.              
              Since exposure to NH3 is potentially harmful to humans, the gas delivery system was 
assembled inside a fume hood.  The film resistance was recorded using a Keithley 2000 digital 
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multimeter. WATLOW temperature controllers were used to control the temperature using the 
internal RTD on the sensor. Tylan 2900 series mass flow controllers (MFC) were used to provide 
the desired flow rates through the test cell. Dry air was fed through an MFC into a bubbler to 
produce saturated air that was then mixed with dry air to achieve the desired humidity levels. 
Gas flow from a third channel with 5 ppm NH3 in dry air was added to obtain the desired NH3 
concentrations in the test cell. 
 For this study, the planar sensors were set to a temperature of 450 °C and allowed to 
stabilize for 2 hours with 150 sccm of air flowing through the test cell of volume 100.6 cm3, with 
15% relative humidity. Both 125 and 250 nm planar WO3 film sensors were then exposed to 600, 
100, 500, and 200 ppb levels of NH3 gas, respectively, with each exposure lasting 40 minutes.  
Once the exposures were completed, the NH3 was turned off and the sensor was left to recover in 
150 sccm flow of air.  The sensor response determined from the experiment is in terms of 
resistance.  
Gas delivery system used for testing GLAD films was slightly different from the system 
used for testing planar films. GLAD film were tested in a portable GDS which had the test cell 
and associated electronics (for heating the sensors to its operating temperature and measuring 
sensor resistance) such as power distribution board, microcontroller board, heater controller 
board, resistance measurement board and sensor carrier board housed in a tube (11.25 cm in 
diameter) made of stainless shim steel as shown in figure 4.14. 24 V DC power supply and 
laptop of sensor response measurements were placed externally. The main objective behind the 
development of this GDS was to do in situ measurements of NH3 concentrations in remote 
locations which required a portable system as opposed to the system used for testing planar films 
which is bulky. In this study, tests were done similar to planar film tests, in controlled conditions 
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inside a fume hood. The test cell volume of this system was of similar dimensions (100.6 cm3) to 
the one used for testing planar films. MFCs, bubbler, gas lines and NH3 gas bottle concentration 
used in this system was similar to that used for testing planar films. 
 
Figure 4.14. (a) Schematic of portable GDS system used for testing GLAD films. (b) Block 
diagram of the electronics housed in the portable system. Also shown is the external power 
supply and computer for measuring sensor response.              
The GLAD sensor, like the planar film sensors, was also set to a temperature of 450 °C 
and allowed to stabilize for 2 hours with 150 sccm of air flowing through the test cell with 15% 
relative humidity. The sensor was then exposed to 200, 500, 100, and 600 ppb levels of NH3 gas, 
respectively, with each exposure lasting 45 minutes.  Once the exposures were completed, the 
NH3 was turned off and the sensor was left to recover in 150 sccm flow of air. The effect of 
signal to noise ratio in measured resistance values (and in turn on conductivity) of planar and 
GLAD film sensors in the two gas delivery systems would be discussed in chapter 5.  
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4.5.1 Humidity Calibration 
When performing gas testing, it was necessary to maintain a constant relative humidity in 
the test cell (at 15%) since the sensors responded to changes in humidity. A commercial 
humidity sensor was used for humidity calibration and to ensure the desired humidity level was 
maintained in the test cell of both systems. Figure 4.15 shows humidity calibration data with the 
actual humidity recorded by the commercial humidity sensor on the y axis against time on the x 
axis. The steps of 15, 20, 25 etc are the expected humidity percent values based on flow rates. If 
there was 100% saturation through the bubbler, the expected humidity would be closer to the 
actual value. But since this was not the case, the flow rates needed to be increased to get to the 
desired value of 15%.  
               Figure 4.16 shows the plot of expected humidity vs actual humidity. From this figure 
one can observe that the actual humidity was only 5% when the flow rates were adjusted for an 
expected humidity of 15%. Therefore to get humidity of 15% in the test cell, the flow rate was 
increased.   
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Figure 4.15. Humidity calibration data with actual humidity plotted against time. The number 
above each of the plateaus represent the calculated humidity levels based on flow rates. 
 
Figure 4.16. Plot of Expected Humidity based on flow rates vs Actual Humidity obtained using 
a commercial humidity sensor.  
 
119 
 
 5. APPLICATION OF BULK CONDUCTIVITY MODELS TO NH3 DETECTION 
USING WO3 FILM GAS SENSORS 
This chapter presents the gas chromatography/mass spectroscopy (GC/MS) and diffuse 
reflectance infrared fourier transform spectroscopy (DRIFTS) results of exposing both pure and 
0.1% w/w Au loaded WO3 powder catalyst to NH3 gas in air at different temperatures. From the 
results, H2O and N2O were identified as possible reaction products. Based on this, balanced 
reaction equations are written for NH3 gas interaction on Au doped planar and GLAD WO3 film 
gas sensors. The experimental results for exposure of both Au doped WO3 planar and GLAD film 
sensors to NH3 gas at 450 °C were then compared to the bulk conductivity models, developed in 
chapter 3, to determine whether the sensor response was surface reaction limited or bulk diffusion 
limited.  
5.1. Results of Powder Catalyst Characterization and Analytical Studies 
5.1.1 Au loaded and Pure WO3 Powder X-Ray Diffraction (XRD) Results 
Figure 5.1 shows the XRD patterns of both 0.1% Au loaded and pure Aldrich 20µ WO3 
powder catalysts. The (122), (103), (310) and (131) monoclinic phase WO3 peaks are clearly 
marked in the plot. We focus on a narrow 2θ range of 35-40° where the joint committee on 
powder diffraction standards (JCPDS) database indicates that  Au (111) can be observed at a 2θ 
angle of 38.2°. From the plot, a weak peak at 38.2° is observed for the Au loaded sample but 
there is no visible peak at the same angle for the pure WO3 sample. For monoclinic WO3, from 
the JCPDS database, there are no observable peaks in the range of 37.4° to 38.8°. Therefore the 
peak at 38.2° is attributed to the presence of Au.  
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Figure 5.1: XRD diffraction pattern for Au loaded WO3 (grey) and pure WO3 (black) within a 
2θ range of 35°- 40°.     
The crystallite size of the Au particles in the catalyst was determined using the Scherrer 
equation, as described in chapter 4, where 𝜆= 1.54 Å and 𝜃= 19.1°. The intensity of the Au peak 
is small as the loading is only 0.1% w/w and thus the signal to noise ratio is low. Therefore, to 
accurately determine the full width half maximum (FWHM), β, a Lorentzian fit was used within 
a 2θ range of 37.44° to 38.74°. Igor Pro 6.01 was used to determine the fit and figure 5.2 shows 
the XRD pattern of the Au loaded WO3 along with the fit. β was estimated to be 0.0154 radians 
and using the Scherrer equation, we determined the crystallite size, 𝐿, to be approximately 9 nm. 
 LeGore et.al showed that Au deposited on WO3 forms islands at lower temperatures and 
aggregates at temperatures above 400 °C and the growth mechanism is due to coalescence.144 
121 
 
Our XRD study was done on the Au loaded WO3 catalyst after it was heated in the reactor at 450 
°C with NH3 gas flowing through it for a few hours. The actual size of the Au particles, prior to 
the temperature being increased in the microreactor, could have been much smaller than the 
determined 9 nm mentioned earlier. 
 
Figure 5.2. XRD pattern of the Au loaded WO3 along with fit. The FWHM, β, was estimated to 
be approximately 0.0154 radians. 
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5.1.2 Results of GC/MS Study on Au loaded and Pure WO3 Powder Catalysts to NH3 gas at 
different temperatures 
As mentioned in chapter 4, Au loaded and pure WO3 catalysts were packed in separate 
glass tubes. NH3 gas reaction on both samples was tested independently to obtain the reaction 
products, % conversion of NH3 gas and % yield of the products.  
At room temperature, the extracted ion chromatograms (EIC) for 17 (NH3) and 18 (H2O) 
m/z (mass to charge ratio) was examined for gas sampled downstream of the reactor packed with 
the WO3 powder samples. The quantitation of the 17 m/z ion showed a peak with a retention time 
(RT) of 1.94 min while quantitation of the 18 m/z ion displayed two peaks where the second 
peak appeared on the tail of the NH3 peak at 2.31 min. The fragmentation pattern (17, 16, 15) of 
the peak at 1.94 min was consistent with that of NH3 and the fragmentation pattern (18, 17, 16) 
of the peak at 2.31 min was consistent with the fragmentation pattern of H2O. The peak areas of 
the NH3 and H2O peaks did not change between upstream and downstream sampling at room 
temperature (23 °C). The presence of small amounts of H2O upstream of the reactor was due to 
the presence of H2O in the airline. Nitrogen oxide (NO), nitrous oxide (N2O) and nitrogen 
dioxide (NO2) were not observed at this temperature. 
 The temperature in the reactor bed was then increased under a constant flow of 10 mol % 
of NH3 gas in air and sampling was done both upstream and downstream of the reactor. Figure 
5.3 (a) shows the variation of the NH3 peak as a function of temperature. The area of the 17 m/z 
peak was used for quantification of NH3. Although the peak area upstream of the reactor was 
constant, the ratio of the NH3 peak area downstream to the peak area upstream of the reactor was 
plotted. From room temperature to about 150 °C, there is an increase in peak area ratio and then 
it starts to decrease. This being a continuous flow reactor, of the total NH3 gas fed, a fraction of it 
adsorbs on the surface, decreasing the amount downstream at lower temperatures. The increase 
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in the peak area ratio at temperatures below 150 °C was attributed to desorption of NH3 from 
Brønsted acid sites.112 Ramis et al.145 have reported that NH3 is strongly adsorbed on Lewis acid 
sites on the WO3 surface up to 400 °C. Figure 5.3 (b) shows the variation of the H2O peak area, 
relative to NH3 fed, with respect to temperature. The area of 18 m/z peak was used for 
quantification of H2O. From room temperature to 380 °C, the peak area remains relatively 
constant but once the temperature reaches 380 °C the peak increases gradually all the way to 450 
°C. A peak was observed at 2.03 min for the 30 m/z ion at 380 °C which increased with reactor 
temperature. This peak was not observed in the blank air control experiments, where only air was 
passed over the catalyst at different temperatures, indicating that it was not produced in a gas 
phase reaction of N2 and O2. The fragmentation patterns of different NOx species, shown in table 
5.1, were compared with the observed fragmentation pattern (44, 28, 30), which was consistent 
with the fragmentation pattern of N2O.
143 The area of 30 m/z peak was used for quantification of 
N2O as the 28 m/z peak is also the molecular ion of N2 and CO while 44 m/z peak corresponds to 
CO2 gas if not separated chromatographically. Figure 5.3 (c) shows the variation of the 30 m/z 
peak area showing N2O yield with respect to temperature.  
Table 5.1. Fragmentation patterns of NO, N2O and NO2 along with relative peak intensity.
143 
Gas  Fragmentation Pattern (relative peak intensity) 
NO 30 m/z (100) 14 m/z (90) 15 m/z (20) 16 m/z (10) 
N2O 44 m/z (100) 30 m/z (30) 28 m/z (10) 16 m/z (6) 
NO2 30 m/z (100) 46 m/z (38) 16 m/z (22) 14 m/z (6) 
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Figure 5.3. Ratio of downstream peak area to upstream NH3 peak area of (a) NH3 signal, (b) 
H2O signal  
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Figure 5.3 continued. and (c) N2O signal for Au loaded WO3 and pure WO3 powder catalysts. 
Error bars are also indicated. 
Figure 5.3 illustrates how the NH3 reaction on the WO3 catalyst varied with temperature.  
The decrease in the ratio above 150 °C is attributed to a gradual increase in conversion 
(
𝑃𝑒𝑎𝑘 𝐴𝑟𝑒𝑎𝑢𝑝𝑠𝑡𝑟𝑒𝑎𝑚−𝑃𝑒𝑎𝑘 𝐴𝑟𝑒𝑎𝑑𝑜𝑤𝑛𝑠𝑡𝑟𝑒𝑎𝑚
𝑃𝑒𝑎𝑘 𝐴𝑟𝑒𝑎𝑢𝑝𝑠𝑡𝑟𝑒𝑎𝑚
 × 100%) with temperature on both catalysts.  Above   
350 °C, the conversion on the Au loaded WO3 became greater than for the pure WO3 support.  At   
450 °C, the conversion of NH3 was approximately 40 ± 5% for the Au loaded WO3 catalyst and 
23 ± 2% for the pure WO3 catalyst. This indicates that the presence of Au played a role in the 
NH3 reaction on the Au loaded WO3 catalyst. Similarly, the yield of H2O and N2O was also 
slightly higher for the Au loaded WO3 catalyst in the range 350 °C ≤ T ≤450 °C. For the Au 
loaded WO3 catalyst, at 450 °C, the yield of H2O is approximately 25% of the amount of NH3 
converted, while the N2O signal was only 7.5% of the NH3 converted. This could be due to 
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difference in detector sensitivity to N2O and H2O. However, there can also be other products 
formed as a result of NH3 reaction on WO3 surface. One possibility is that NH3 could be reacting 
to form N2 on the catalyst surface. Since air (78% N2) is also fed into the catalyst bed along with 
NH3, it is difficult to determine whether N2 was produced from NH3 gas as there was a high 
concentration of N2 gas already present in the catalyst bed. Another possibility could be 
formation of an oxynitride, based on the work done by Volpe and Boudart,146-147 where the 
reaction of NH3 gas with MoO3 at high temperatures (300 °C – 700 °C) resulted in Mo2N 
formation. Being a reducible metal oxide like MoO3, a similar reaction can happen in WO3 as a 
result of NH3 interaction to form W2N. Ruiz et al.
148 prepared W2N from WO3 in a quartz tube 
under flowing ammonia by heating from ambient to 300 °C at 9.3°C/min, then to 500°C at 0.6 
°C/min, and then to 700 °C at 2 °C/min and holding for 2 hours, yielding pure W2N, as 
characterized by XRD. XRD, in this study, did not shown any nitride formation but this was 
done after the catalyst was cooled in air, which can cause the catalyst to revert back to being 
WO3.  Neither NO or NO2 was observed as a product of the reaction, although it has been 
reported that NO desorption takes place at over 570 °C for WO3 catalysts.
112  
 Using the % conversion value, molar flow rate and surface area of the catalyst, the 
reaction rate and, in turn, reaction rate constant associated with NH3 reaction on the catalyst can 
be estimated. Surface area for the 20 µ powder is 𝑆𝐴 = 1.7 
𝑚2
𝑔
 and the total weight of catalyst 
used in the reactor is 𝑊𝑊𝑂3 = .5 𝑔. Therefore total area 𝐴 = 𝑆𝐴 ×𝑊𝑊𝑂3 = .85 𝑚
2 =
.85 × 1018 𝑛𝑚2. The molar flow rate, 𝐹 (𝐹 = (
𝑛
𝑡
) =  
𝑃
𝑅𝑇
 
𝑉
𝑡
 ), was calculated to be 3.27 × 1018
1
𝑠
. 
Reaction rate, 𝑟 =
1
𝐴
× 𝐹 × 𝐶𝑃, where 𝐶𝑃 = 0.35 is the NH3 conversion for the Au loaded WO3 
catalyst and 𝐶𝑝 = 0.25 for the pure WO3 catalyst at 450
0C. The first order reaction rate was 
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calculated to be approximately 1.3 
1
𝑛𝑚2 𝑠
  and 1.0 
1
𝑛𝑚2 𝑠
  for the Au loaded and pure WO3 catalysts 
respectively. However, these calculations did not take into account uncertainties due to variations 
in flow rates and upstream pressure. The uncertainty in flow rate due to the error (of about 10%) 
associated with the MFCs can affect reaction rate calculations. Another factor that influences rate 
calculations is the pressure measured upstream of the reactor. As the reactor temperature 
increases, the viscosity of the gas also increases and this results in a pressure build up at the base 
of the reactor. This could affect the total number of moles of NH3 gas reaching the reactor bed 
and in turn affect the calculation of rate and rate constants.  
The reaction products as well as approximate reaction rates were obtained from GC/MS 
results, but in order to better understand the adsorption sites and the thermal behavior of NH3 
molecules, DRIFTS was done on both the catalysts. 
5.1.3 Results of DRIFTS Study on Au loaded and pure WO3 Powder Catalysts to NH3 gas 
at different temperatures 
Figure 5.4 shows NH3 adsorbed from a 1000 sccm 10% NH3/Ar flow on the surface of 
the pure WO3 at room temperature. Both Au loaded WO3 and pure WO3 were pretreated with 
1000 sccm synthetic air flow at 400 °C for several hours before adsorption. Because this is a 
difference spectrum, positive going peaks show vibrational modes associated with adsorption of 
NH3 on the catalyst surface and negative going peaks indicate vibrational modes that were 
removed, shifted or decreased in intensity after NH3 adsorption. Two negative bands at 1871  
cm-1 and 2063 cm-1 were assigned to the W=O overtones where the negative bands at these 
frequencies showed a decrease in their intensity.112, 145, 149 This decrease in the intensity was 
because of the WO3 reduction due to NH3. After adsorption of NH3 at room temperature over 
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pure WO3 catalyst, positive bands appear at 3394, 3309, 3165,1610,1268, and 1222 (adsorbed 
NH3 on Lewis acid sites), and at 3255,3203, 1473 and 1382 cm
-1 (adsorbed NH4
+ on Brønsted 
acid sites).112 Symmetric deformation of coordinated NH3 caused 1268 cm
-1 and 1222 cm-1 peaks. 
Similar peaks were observed for the Au loaded WO3 catalyst as well. Peaks corresponding to the 
NH3 oxidation products were not observed at this temperature. 
 
Figure 5.4. DRIFTS difference spectra of NH3 adsorbed on the pure WO3 surface (Spectrum of 
the surface after NH3 adsorption subtracted from the spectrum of the surface before adsorption) 
recorded at the room temperature under synthetic air atmosphere.  
Figure 5.5 shows spectra of NH3 adsorbed at room temperature on the pure WO3 sample 
and then the temperature was increased to 100 °C and 200 °C. All the spectra were referenced to 
the singe beam recorded at the same temperature to remove the thermal effect of the spectra. It 
was observed that the broad IR electronic signal (background) also increased with temperature as 
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a result of  optical transitions of localized electrons to the conduction band, caused by n-doping 
of WO3 due to NH3.
150 It was also observed from the figure that as the temperature increased, 
intensity of negative bands at 1871 cm-1 and 2063 cm-1 assigned to the W=O overtones also 
increased.145, 149 These changes are indicative of the increase in WO3 surface reduction due to 
NH3. Comparing the spectra at 25 °C, 100 °C, and 200 °C, it was observed that 3255, 3203, 1473 
and 1382 cm-1 peak intensities decreased at 100 °C and completely disappeared at 200 °C. This 
was due to the weak NH3 interaction with Brønsted acid sites at this temperature.
112 At 200 °C, 
the intensity of most of the positive bands falls off as the number of adsorbed NH3 molecules on 
the surface is lower.  
 
Figure 5.5.  DRIFTS difference spectra of NH3 on the WO3 surface at 25 °C, 100 °C and 200 °C. 
Single beams were recorded at the corresponding temperatures in the air atmosphere. NH3 was 
adsorbed on the WO3 surface from a flow system, the gas was switched to air and after 10 min a 
spectrum was recorded at each temperature.  
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Figure 5.6 shows temperature effect on the reaction between pure WO3 and NH3 gas. The 
reaction chamber environment was switched back and forth between 10% NH3/Ar atmosphere 
and synthetic air atmosphere, at 150 °C, 200 °C and 300 °C, and spectra were recorded 
immediately after changing the environment. The difference spectra was referenced to the single 
beam of pretreated pure WO3 before exposure to NH3. The negative bands at 1871 cm
-1 and 2063 
cm-1 were more intense and the background was higher for the NH3 atmosphere compared to the 
air atmosphere. These differences became more significant as the temperature was increased. 
The gap between the backgrounds in the air atmosphere and the background in the NH3 
atmosphere was indicative of the degree of reduction of the surface by NH3 and this gap 
increased with temperature. As the WO3 was reduced to a lower oxidation state, there was an 
increase in the conductivity and a decrease in the optical transparency. Besides temperature, the 
time of exposure to NH3 was another factor influencing the spectrum background and the 
intensity of the negative bands at 1871 cm-1 and 2063 cm-1. Figure 5.7 shows the difference 
spectra of the pure WO3, at 300 °C, as a function of the exposure time to NH3. All the spectra 
were referenced to the single beam spectrum of pure WO3 in the air atmosphere. The background 
was increased and negative bands at 1871 cm-1 and 2063 cm-1 were more intense for the longer 
exposure time. Similar observations can be made for Au loaded WO3. The difference between 
the recorded spectra shown in figure 5.7 and that observed at 300 °C shown in figure 5.6, was 
that signal to noise ratio was better for figure 5.6 and the peaks corresponding to NH3 adsorbed 
on Lewis acid sites (3394, 3309, 3165 cm-1) were not seen in figure 5.7. This could be possible 
since the two spectra were recorded with different WO3 and KBr loading. 
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Figure 5.6. Spectra showing NH3 atmosphere vs air atmosphere for pure WO3 at 150 °C, 200 °C 
and 300 °C.   
 
Figure 5.7. Spectra of NH3 atmosphere from air atmosphere at 300 °C on the surface of pure 
WO3 as a function of exposure time.  
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Figure 5.8 shows the peak area of the negative band at 2063 cm-1 for pure WO3 as a 
function of exposure time to NH3. For the first 300 sec, the change in the intensity of the 
negative band at 2063 cm-1 with respect to time is linear and the rate by which the peak area is 
changing as a function of time can be calculated from the slope of the graph. The change in peak 
area with time is an exponential decay, given by 0.3 − 0.3 𝑒−0.0018𝑡, which is similar to a first 
order rate law.  
 
Figure 5.8. Peak area of the band at 2060 cm-1 as a function of the exposure time of pure WO3 to 
NH3. Arrhenius plots for activation energy of Au loaded and pure WO3 catalysts are also plotted. 
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Table 5.2 gives the initial slope of the data plotted in figure 5.8 which is proportional to 
the NH3 reaction rate for both pure WO3 and Au loaded WO3 at different temperatures.  At 250 
°C the reaction rate for both pure WO3 and Au loaded WO3 was found to be the same but as the 
temperature was increased to 300 °C and above, the reaction rate of the Au loaded WO3 was 
found to be higher than that of the pure WO3 catalyst. The activation energy for the Au loaded 
WO3 catalyst was calculated to be about 43
𝐾𝐽
𝑚𝑜𝑙
 while that of the pure catalyst was calculated to 
be about 38
𝐾𝐽
𝑚𝑜𝑙
 as shown in figure 5.8. 
Table 5.2. Initial slope of peak area of the band at 2060 cm-1 vs temperature. This is proportional 
to reduction rate constant at which peak area of the band at 2060 cm-1 is changing with respect to 
exposure time for both pure WO3 and Au loaded WO3 to NH3 flow. 
 250 °C 300 °C 350 °C 400 °C 
Pure WO3 2.50 × 10−4  
𝑎𝑟𝑒𝑎
𝑡𝑖𝑚𝑒
 3.85 × 10−4  
𝑎𝑟𝑒𝑎
𝑡𝑖𝑚𝑒
 7.25 × 10−4  
𝑎𝑟𝑒𝑎
𝑡𝑖𝑚𝑒
 1.85 × 10−3  
𝑎𝑟𝑒𝑎
𝑡𝑖𝑚𝑒
 
Au/WO3 2.50 × 10−4  
𝑎𝑟𝑒𝑎
𝑡𝑖𝑚𝑒
 6.25 × 10−4  
𝑎𝑟𝑒𝑎
𝑡𝑖𝑚𝑒
 1.15 × 10−3  
𝑎𝑟𝑒𝑎
𝑡𝑖𝑚𝑒
 2.45 × 10−3  
𝑎𝑟𝑒𝑎
𝑡𝑖𝑚𝑒
 
 
 From the GC/MS study, N2O and H2O were determined to be the reaction products 
formed as a result of NH3 reaction on Au loaded and pure WO3 powder catalysts at temperatures 
greater than 350 °C. % conversion of NH3 gas and % yield of N2O and H2O were also 
determined from the experimental results. It was observed that % conversion on Au loaded WO3 
powder catalyst was higher than on pure WO3 powder catalyst. Based on the % conversion of 
NH3 gas, reduction rate constants as a result of NH3 reaction on both Au loaded and pure WO3 
samples at 450 °C (sensor operating temperature) were mathematically determined to be 1.3 
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1
𝑛𝑚2 𝑠
  and 1.0 
1
𝑛𝑚2 𝑠
. Drifts data complemented the results of the GC/MS data, as it also indicated 
that NH3 reacts faster on Au loaded WO3 powder catalyst at temperatures greater than 300 °C 
than on pure WO3 powder catalyst. Also from the DRIFTS study, by plotting the peak area of the 
band at 2063 cm-1 as function of time, it was determined that NH3 reaction on WO3 powders is a 
first order reaction. 
5.2. Application of Bulk Conductivity Models  
In this section, the behavior of the models are utilized to distinguish between bulk 
conductivity from the band bending mechanism and also differentiate between surface reaction 
limited and bulk vacancy diffusion limited cases using actual experimental data. The roles of the 
various parameters in determining gas sensing mechanism of SMO film sensors are also 
determined. As an example, gold (Au) doped planar and GLAD tungsten trioxide (Au/WO3) film 
sensors were tested against ppb concentrations of NH3 gas.                                                
5.2.1. Response of Planar WO3 film sensors to ppb Level Concentrations of NH3 Gas 
The film conductivity, σ,  
σ =
𝑋
6𝑤𝐿𝑅
 ,                                                                                                                                               (5.1) 
where 𝑋 is the distance between the electrodes (.3 mm), 𝑤, is the width of the film (3 mm), 𝐿, is  
the thickness of the film and 𝑅 is the film resistance. The sensor platform was designed with an 
interdigitated electrode structure and therefore a factor of 6 arises from the equivalent circuit 
involving 6 sensing film segments in parallel.151  
Both 125 nm and 250 nm Au/WO3 planar film sensors had a significant amount of 
baseline drift even after hours of equilibration at operating conditions. This was also observed in 
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a 250 nm planar film. The baseline conductivity drift affects the calculation of Δ𝜎.  For 
calculating the steady state baseline conductivity values in both 125 nm and 250 nm films, an 
exponential function was used to fit a curve to the sensor response data. The steady state baseline 
conductivity for 125 nm and 250 nm films were approximately 5× 10−3  
1
𝛺 𝑐𝑚
 at 450 °C.  The 
baseline fit was then subtracted from the measured values to more accurately estimate Δ𝜎. Figure 
5.9 shows magnitude of conductivity, Δσ, of the 125 nm planar film sensor, to ppb levels of NH3 
gas. The ppb dose levels of NH3 gas, as a function of time, is also illustrated in the figure. 
Although the NH3 dose curve is shown as a step response, previous characterization of the test 
cell response has shown that the concentration in the test cell varied slower due to the effects of 
dead volume, which will be discussed later in the chapter. Similarly figure 5.10 shows the Δσ 
calculations for the 250 nm planar film. 
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Figure 5.9. Δσ of 125 nm Au/WO3 planar film to ppb levels of NH3 gas. 
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Figure 5.10. Δσ for the 250 nm Au/WO3 planar film to ppb concentrations of NH3 gas. 
Note that fabricating uniform continuous films becomes increasingly difficult for thinner 
films, as reported by Legore et.al.26 Their SEM images of thin WO3 films grown with the same 
system showed that as film thickness decreases, it becomes highly discontinuous and therefore, 
the baseline conductivity in very thin films should be anomalously low even if the transduction 
mechanism in these films are similar to that of thicker films. A 50 nm Au/WO3 planar film was 
also tested along with the 125 nm and 250 nm Au/WO3 planar films to the same ppb 
concentrations of NH3 gas. But since the 50 nm Au/WO3 planar film had an apparent baseline 
conductivity which was lower than the baseline conductivity of 125 nm and 250 nm planar films 
by about 90% due to discontinuities in the film, reproducibility of sensor response becomes a 
major issue in these films and thus would not be used for modeling in this thesis.  
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5.2.2. Response of WO3 GLAD Film Sensor to ppb Level Concentrations of NH3 Gas 
Steeves et al.123 showed using Van der Pauw and Hall Effect measurements that 
conductivity in GLAD films was dominated by a thin polycrystalline layer underneath the 
nanorods. The thickness of the polycrystalline layer for the GLAD film shown here was 
determined from equation 5.1 using the baseline conductivity of the planar films                       
(5× 10−3  
1
𝛺 𝑐𝑚
) under the assumption that the baseline conductivity was the same irrespective of 
film thickness. The polycrystalline layer film thickness was calculated to be 
approximately 6.4 𝑛𝑚.  Figure 5.11 shows the time dependence of Δσ of the 100 nm GLAD 
Au/WO3 film sensor on ppb levels of NH3 gas after adjusting for baseline drift.  
 
Figure 5.11. Change in Δσ of 100 nm GLAD WO3 film to ppb levels of NH3 gas.                                       
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5.2.3. Distinction between Band Bending Mechanism and Bulk Conduction Mechanism 
The qualitative characteristics predicted by the model described in chapter 3, and 
summarized in Table 5.3, provide factors to differentiate experimentally between the bulk 
conduction and band bending transduction mechanisms.   
Table 5.3. Characteristic behavior of the Band Bending vs. Bulk Conduction models. 
 
 
 
 
Characteristic Band Bending Bulk Conduction 
Surface Reaction 
Limited 
Diffusion 
Limited 
Magnitude of 
response vs. 
concentration of 
target gas. 
Depends on analyte; 
𝝈
𝝈𝟎
∝ 𝑷𝒛, where z = 0.3-
0.6 have been shown, 
and z is less than order 
of reaction in target gas.  
Depends on analyte; Δ𝝈 ∝ 𝑷𝒃, where b is 
order of the rate in target gas or 3b/2. 
Magnitude of 
response vs. film 
thickness 
Δ𝝈 decreases with 
increasing thickness if 
depletion layer width is 
too thin to modulate 
entire film. 
Magnitude of Δ𝝈 is independent of film 
thickness. 
Functional 
dependence of 
step response to 
target gas vs. time 
Transient response of 
surface reactions and 
effect of surface 
potential barrier on 
rate of adsorption of 
ionic species gives 
 𝚫𝛔 ∝ (𝟏 − 𝐞−𝐭 𝝉⁄ ) 
Psuedo-first order 
reaction in lattice 
oxygen gives 
exponential behavior 
𝚫𝛔 ∝ (𝟏 − 𝐞−𝐭 𝝉⁄ ) 
Determined by 
solution to 
diffusion in 
finite film.   Δ𝝈 ∝
𝒕𝟏 𝟐⁄  for 𝒕 ≤. 𝟑
𝑫
𝑳𝟐
, 
then saturates. 
Response time, 𝝉, 
vs. film thickness 
𝝉 is independent of film 
thickness 
𝝉 increases 
proportional to 
volume/area ratio 
(e.g. film thickness). 
Increases 
proportional to 
square of film 
thickness. 
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The magnitude of the response to 𝑃 (𝑁𝐻3) in air at 450 °C as a function of NH3 
concentration is shown for three different sensors in figure 5.12. The dependence on NH3 
concentration, Δ𝜎 = 𝑆𝑃𝑏, was determined from a weighted non-linear least squares fit to be b = 
0.91, 0.96, and 1.1 for the 125 nm planar, 250 nm planar, and 100 nm GLAD films, within 95% 
confidence intervals based on the individual sensor uncertainties in Δ𝜎 and 𝑃(𝑁𝐻3). The 
sensitivity, S, is the slope, 𝑑(Δ𝜎) 𝑑𝑃⁄ , which is not significantly dependent of the V/A ratio. For 
these conditions, where 𝐾𝑡 < 𝐾, b corresponds to a rate law that is 1
st order in NH3 within the 
bulk conduction model. Within the band bending model, the exponent typically varies between 
0.3-0.6,31 so a value of 𝑏 = 1 suggests that the band bending mechanism is not likely.  
Conversely, ½ order dependence on target gases, such as dissociative adsorption of H2, could 
result in 𝑏 = 0.5 within the bulk conduction model and therefore the order is not a definitive 
indication of the mechanism.  The data is re-plotted in the inset of figure 5.12 vs. the volume to 
area ratio, where the error bars represent an estimate of the sensor to sensor reproducibility.  
Within the uncertainty, there is no dependence of Δ𝜎 on V/A, which is consistent with the bulk 
conduction model.  For the band bending model, the magnitude of Δ𝜎 depends on the Debye 
length (estimated to be 50 nm) relative to the film thickness.  The variation in film thickness 
from the GLAD film, in which the base layer is 6.4 nm, to the 250 nm planar film indicates that 
there should be a substantial decrease in Δ𝜎 over this range if band bending were important. 
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Figure 5.12. Power law fit of response of Au/WO3 films vs. NH3 concentration showing 1
st order 
dependence.  Inset: Data replotted as Δ𝜎 vs. volume/surface area ratio showing that, within 
sensor-to-sensor reproducibility, Δ𝜎 is independent of V/A. 
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5.2.4. Distinction between Surface Reaction Limited and Bulk Diffusion Limited Case 
One of the major difference between the two models is regarding the response time 
dependence on film thickness. For a surface reaction limited case, the response time is 
proportional to film thickness, 𝐿, while for a bulk vacancy diffusion limited case, the response 
time is proportional to 𝐿2 (table 5.3).  Figure 5.13 shows the response time of the planar film 
sensors to 200 ppb of NH3 gas as a function of film thickness. The response time of the 50 nm 
Au/WO3 film is also given to graphically determine the dependence of 𝜏 on film thickness 𝐿, 
even though there are discontinuities in the film leading to difference in baseline conductivity 
values with respect to 125 nm and 250 nm planar films. One important characteristic that stands 
out from the plot is that 𝜏 varies linearly with film thickness (𝜏 ∝ 𝐿). This is only true for the 
surface reaction limited case.  
Another factor that stands out is that 𝜏 does not approach 0 as film thickness becomes 0 
nm as given in equations 3.24 and 3.25.  This is because, the bulk conduction model was 
developed by assuming a step change in target gas partial pressure, and did not include the 
response time of the test cell. Ideally, the test cell response should also be considered while 
solving the differential equation (3.17), to get an accurate estimate of the sensor response time. 
Further details will be given in section 5.2.5.  
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Figure 5.13.  Linear dependence of response time, τ, of planar film sensors on film thickness, L, 
to 200 ppb of NH3 gas.     
Another distinction between the two models is the shape of the response curve. The ln-ln 
behavior of sensor response for surface reaction limited case is linear with a slope of 1, while in 
the diffusion limited case, the slope should be 0.5. Figure 5.14 illustrates the ln-ln behavior of the 
100 nm GLAD film sensor response to 200 ppb of NH3 gas as a function of time. The slope, was 
determined from a weighted non-linear least squares fit to be 0.98. This again indicates that 
sensor response is surface reaction limited.  
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Figure 5.14. Ln-ln plot illustrating surface reaction limited behavior (slope 1) of 100 nm GLAD 
sensor response to 200 ppb of NH3 gas at 450 °C. 
Another method to determine whether the sensor response is surface reaction limited or 
diffusion limited is by using the response time equation for both surface reaction and bulk 
diffusion limited models. The slower process is the one that limits sensor response. Calculation 
of τ for the surface reaction limited case will be discussed first followed by the diffusion limited 
case. The baseline conductivity for the planar and GLAD films in air has already been calculated 
to be about 5 × 10−3
1
𝛺 𝑐𝑚
 . Using this value,[𝑉𝑜𝑏]𝑎𝑖𝑟 was calculated and using equation 3.19 to 
get ~1.26 × 1016  
1
𝑐𝑚3
 ,  𝐾 was estimated to be approximately 7.0 × 10−5 . For a 125 nm film, 
the conductivity under exposure to 600 ppb NH3 gas was calculated by adding the Δσ value 
obtained from figure 5.12 to the baseline conductivity value and from this [𝑉𝑜𝑏]𝑡 was calculated 
to be ~ 1.6 × 1016
1
𝑐𝑚3
 . Using equation 3.20, a value for 𝐾𝑡  was estimated to be ~ 1.07 × 10
−5. 
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From figures 3.3 and 3.4, expressions for τ has already been calculated for the different pressure 
regimes and for this particular concentration, since 𝐾𝑡 <  𝐾, equation 3.24 can be used to 
estimate τ.  It will be shown later from the modeling that 𝜅𝑜𝑥
𝑎𝑖𝑟 ≅ .015 
1
𝑠
  for the 125 nm planar 
film and using this value, τ value was calculated to be ~ 11.0 minutes for a surface reaction 
limited case. For the diffusion limited case, diffusion coefficient for WO3 films of similar 
thickness were calculated (Appendix B) to be about 800 
𝑛𝑚2
𝑠
 at 450 °C. Using the same value of 
diffusion coefficient and using the relation 𝜏 = .85
𝐿2
𝐷0
, τ was estimated to be about 20 seconds. 
These calculations not only indicate the validity of the models but also affirms that the sensor 
response is indeed surface reaction limited and not bulk diffusion limited. 
 5.2.5. Analysis of Sensor Response  
We now demonstrate that the response of the Au/WO3 sensors to NH3 can be predicted 
semi-quantitatively from the surface reaction limit solution, equation 3.17, for a range of 
pressures, using independent experimental measurements of the mobility, V/A ratio, and rate 
constant for the reaction of NH3 in air on Au/WO3 catalysts.  The model parameters are given in 
Table 5.4 and the time-dependent solution to equation 3.17 is compared to data for a planar film 
and a GLAD film in figure 5.15. Electron mobility (µ), surface oxygen vacancy coverage (𝑁𝑚𝑙), 
film thickness (L), Volume to area ratio (V/A) and reduction rate constant (k3) are constants. 
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Table 5.4. Parameters in surface reaction limited model. 
Parameter 100nm GLAD Planar Method 
µ(𝒄𝒎𝟐𝑽−𝟏𝒔−𝟏) 1.2 1.2 Hall Effect 
𝑵𝒎𝒍(𝒏𝒎
𝟐𝒔−𝟏) 7.716  7.716 XRD 
L/(nm) 6.4 125 SEM 
𝐕 𝑨⁄ (𝒏𝒎) 90 125 SEM 
𝜿𝒓𝒆𝒅
𝒂𝒊𝒓 (𝒔−𝟏) 8.15 × 10
−7 1.07 × 10−6 𝜅𝑟𝑒𝑑
𝑎𝑖r
𝜅𝑜𝑥
𝑎𝑖𝑟
= 7𝑥10−5 
from 𝜎𝑎𝑖𝑟 =
5x10−3Ω−1𝑐𝑚−1  
𝜿𝒐𝒙
𝒂𝒊𝒓(𝒔−𝟏) 0.012 0.015 
𝒌𝟑 (𝒂𝒕𝒎
−𝟏𝒔−𝟏) 0.143 0.143 k/N =1.05   
from microreactor 
 
The mobility was determined previously82 as a function of temperature using the Hall 
effect. The number of adsorption sites, 𝑁𝑚𝑙 taken to be the number of terminal oxygens (or W 
ions) per unit area on the WO3 (100) surface based on the monoclinic x-ray crystal structure.152 
The thickness of the films was determined by quartz crystal oscillator measurements during film 
deposition, calibrated against profilometry for the planar films.  The baseline conductivity in air 
was relatively constant at 450 °C for film thicknesses greater than 20 nm.  For the GLAD film, 
SEM measurements show that there is a continuous base layer of WO3 that determines the 
baseline conductivity with rods extending 100 nm; the estimated layer thickness of 6.4 nm, 
calculated from the known conductivity at 450 °C.  The conversion of NH3 in air was measured 
in a packed bed microreactor as a function of temperature.  The only reaction product identified 
by mass spectrometry was N2O. The overall rate constant for the reaction, 𝑘𝑁𝐻3= 8.1 atm
-1nm-1 s-
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1, was calculated from 35% conversion at 450 °C. The ratio of  
𝜅𝑟𝑒𝑑
𝜅𝑜𝑥
, was constrained by the value 
of 𝐾 determined from 𝑁𝑚𝑙, µ, and the baseline conductivity at 450 °C using equation 3.19. 
Figures 5.15 a and 5.15 b shows that the simplified surface reaction model accounts for 
both the magnitude of the conductivity change and the response time for step increases and 
decreases in NH3 concentration.  The variation in the thickness of the continuous film, 𝐿, from 
6.4 to 125 nm, is accounted for by the model, demonstrating that the bulk conductivity is 
independent of film thickness.  The small value of 𝐿 in the GLAD film results in a higher 
resistance, and consequently poorer signal to noise ratio. The V/A ratio of the GLAD film is 
about 70% that of the 125 nm planar film, accounting for the slightly faster response. The red 
curves include the response time of the test cell, which has been measured to be approximately 
twice the volume/flow rate ratio for NO.51 Because NH3 is quite sticky, the test cell response 
times required to fit the sensor data were approximately 200 s and probably accounts for the 
slower measured response during decreases in NH3 concentration.  The ideal sensor response can 
be estimated from the dashed blue curves, which change faster than the sensor response. 
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Figure 5.15. Comparison of experimentally measured and predicted Δσ as a function of time for 
(a) 125 nm planar Au/WO3 film and (b) 100 nm GLAD Au/WO3 film using the surface reaction-
limited model to 100,200,500 and 600 ppb of NH3 in air at 450 °C. 
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5.2.6. Sensor Optimization 
For single component chemical detection purposes, the primary performance 
specifications are Δσ and response time, which depend on temperature and target gas pressure.  
This section illustrates the use of the bulk conduction model to predict sensor performance, given 
temperature and pressure dependence of reaction rates and the diffusion coefficient, 𝐷(𝑇). 
Values of the kinetic parameters, described in section 3.5.2, chosen to give values of 𝐾 and 𝐾𝑡 at 
450 °C and 600 ppb NH3 are given in Table 5.5. 
Table 5.5. Parameters chosen to give values of 𝑲 and 𝑲𝒕 at 450 °C and 600 ppb NH3. 
Vacancy creation A2 = 3.8x102 s-1 Evac=120 kJ/mol 
Oxidation s = 2.6x10-10  
NH3 desorption Ades = 2x1011 s-1 Edes = 100 kJ/mol 
NH3 reaction A3 = 390 s-1 Erxn = 115 kJ/mol 
 
The model predicts that the surface reaction rate increases with temperature, as shown in 
figure 5.16 a.  Using Campbell’s criterion for rate control, it is determined that the surface 
reaction is rate controlling, consistent with relatively high NH3 coverages.153  The predicted 
response, Δ𝜎, increases continuously with temperature, shown in figure 5.16 c, qualitatively 
similar to experimental measurements.  This behavior can be understood qualitatively from the 
bulk vacancy concentrations in air and 10 ppm NH3, shown in figure 5.16 b, in that both the 
surface reaction and intrinsic vacancy creation reaction increase with temperature while the 
oxidation rate is relatively constant. From the predicted temperature dependence of the intrinsic 
vacancy creation and oxidation reaction, 𝐾(𝑇) was calculated, while the ratio of the surface 
150 
 
reaction to oxidation rates determined 𝐾𝑡(𝑇).  The value of Δ𝜎, for several NH3 concentrations 
was calculated from equation 3.21 and plotted in figure 5.16 c.  Note that the response increases 
proportional to NH3 pressure, but does not depend on the V/A ratio. The response time depends 
on film thickness and temperature, as shown in figure 5.16 d. At lower temperatures for thicker 
films, the response time is diffusion controlled, given by 𝜏 = 0.85
𝐿2
𝐷
.  Note the 𝐿2 dependence in 
the low temperature regime.  At higher temperatures, the response time increases with surface 
reaction rates, but because the rate of reduction by NH3 is less than the intrinsic reduction rate 
(i.e. 𝐾𝑡  <  𝐾), the response time is not strongly dependent on NH3 concentration.  However, the 
response time increases linearly with 𝐿.  Therefore, the ability to fabricate nanowires, could 
dramatically decrease response times in the diffusion limited regime, and significantly reduce 
response time in the surface reaction limit.  In summary, the general predictions of the model are 
that the magnitude of the response increases with temperature, but there is a minimum in 
response time that depends on the film thickness.  For target gas reactions that decrease at higher 
temperatures, for example due to decreasing coverage of less strongly bound intermediates or 
due to endothermic reactions,154 the response may go through a maximum.  
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Figure 5.16. Bulk conduction model illustrating temperature dependence of surface reaction rates, 
bulk vacancy concentration, magnitude of response and response time.  a) NH3 surface reaction 
rate in air on WO3, b) bulk vacancy concentration in air (red) and 10 ppm NH3 (dashed blue), c) 
response for indicated NH3 concentrations, and d) contributions to response time from diffusion 
(black) and surface reaction (colors for indicated NH3 concentrations) for planar films of 1000 nm 
(solid curves) and 100 nm (dashed curves).  
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5.3. Chapter Summary 
From the GC/MS and DRIFTS, reaction products as well as reaction rates due to NH3 
reaction on Au loaded WO3 and as received WO3 powders were determined. Kinetic models 
were applied to experimental data in order to determine the transduction mechanism associated 
with planar and GLAD Au/WO3 film sensors to ppb concentration of NH3 gas at 450 °C. From 
the response characteristics of planar and GLAD Au/WO3 sensors to NH3 gas, the transduction 
mechanism was determined to be due to bulk conduction mechanism. The response of all the 
sensors were surface reaction limited.  
    Sensor performance as a function of temperature was determined and suggestions were made 
for sensor optimization. Both reaction rate and 𝛥𝜎 increased with temperature but response time 
decreased for a diffusion limited case and increased for a surface reaction limited case with 
temperature. Thus response time goes through a minimum and this is determined by the film 
thickness. At higher temperatures, the sensors are surface reaction limited but at lower 
temperatures, they are diffusion limited. Therefore fabricating thinner nanowires, nanorods or 
planar films will result in better sensor response.  
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6. SUMMARY, CONCLUSIONS AND FUTURE WORK 
 
6.1 Summary  
Two models commonly used to describe the transduction mechanism associated with 
SMO sensors are (1) the Band Bending Model and (2) the Bulk Conduction Model. The 
transduction mechanism in the band bending model has been studied extensively and is due to 
the target gas reacting with surface ionosorbed oxygen, which ultimately results in a change in 
film resistance. However, the bulk conduction model, in which the target gas reacts with surface 
lattice oxygen to change the surface oxygen vacancy concentration along with significant 
vacancy diffusion into the film resulting in a change in film resistance, has not been studied in 
detail. Assuming the wrong transduction mechanism would most likely result in an incorrect 
interpretation of the sensor response data. This highlights the need for a comprehensive kinetic 
model to describe the response characteristics of SMO film sensors, due to bulk conduction 
model, in order to elucidate the differences between the two sensor transduction mechanisms. 
This thesis reports on a bulk conductivity sensor model for two limiting cases, where the 
sensor response is either limited by (i) surface reaction rates or (ii) bulk vacancy diffusion rates. 
The conduction models were developed for both planar and GLAD SMO film sensor 
morphologies. For the surface reaction model, kinetic equations for gas film interaction was 
developed to relate how chemical reaction kinetics can affect the change in film conductivity 
(Δσ) and mathematical expressions were derived to relate parameters like rate constants, target 
gas partial pressure and surface area to volume ratio to Δσ and response time (τ). The 
temperature and pressure dependence of reaction rates and Δσ was also studied for sensor 
optimization purposes. The bulk diffusion model was developed to determine how diffusion 
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kinetics can affect sensor response time and mathematical expressions were derived to relate 
parameters like diffusion coefficient and film thickness to τ. Bulk diffusion rate does not affect 
Δσ as its magnitude is determined only by surface reaction kinetics. From the models, key 
characteristics are identified which could help to differentiate a sensor response due to band 
bending mechanism from that due to bulk conduction mechanism. The models can also be used 
to differentiate a surface reaction limited response from a bulk diffusion limited one. Once the 
limiting step is identified, the performance can be optimized for a particular target gas through 
appropriate parameter choices.  
The practical usability of the models is highlighted by comparing the results of the 
models to experimental data obtained from 100 nm GLAD Au/WO3 film, 125 nm planar 
Au/WO3 film and 250 nm planar Au/WO3 film chemiresistive sensors exposed to ppb levels of 
NH3 gas at 450 °C. In order to compare the model with the experimental data, GC/MS and 
DRIFTS studies were done on pure WO3 powder catalyst (20 µ𝑚) and 0.1% Au loaded WO3 
catalyst (20 µ𝑚) under a flow of NH3 gas while the catalyst was subjected to a temperature ramp 
to determine the reaction products, order of the reaction and the NH3 reaction rates at different 
temperatures, as a result of gas/catalyst interaction. Based on the results obtained from the 
GC/MS study, NH3 reaction rates were determined for different temperatures, which was used 
for surface reaction modeling of Au doped planar and GLAD WO3 film gas sensor response to 
ppb concentrations of NH3 gas at 450 °C. The dependence of Δσ on target gas partial pressure 
was a key characteristic obtained from the model and this was used to determine whether the 
experimental sensor response was due to band bending mechanism or due to bulk conduction 
mechanism. Once it was determined that the sensor response was due to bulk conduction 
mechanism, it needed to be determined whether the response was surface reaction limited or bulk 
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vacancy diffusion limited. The dependence of τ on film thickness, shape of Δσ as a function of 
time and equations for τ were used to determine whether the sensor response limiting case. 
Based on the limiting case, suggestions were made, to changes in film morphology, to develop 
sensors with improved response characteristics. 
6.2 Conclusions 
6.2.1 Conclusions – Surface Reaction Model 
For the surface reaction model, bulk diffusion was assumed to be fast such that the 
vacancies are uniformly spatially distributed in the film such that there is no concentration 
gradient in the film. For this case, by solving the differential equation, the shape of the sensor 
response curve as a function of time (t) was determined to be of the form, y (1 − e−xt), where 
y and x are constants. Moreover, at steady state, Δσ is independent of film surface area to volume 
ratio ( 
𝐴
𝑉
 ) ratio and depends only on surface reaction kinetics. However, τ varies proportionally 
to 
𝑉
𝐴
 ratio. Thus, for planar films, fast responding sensors can be developed by fabricating thinner 
films. For the GLAD films, if the response is surface reaction limited, fast responding sensors 
can be developed by fabricating thinner nanorods that are well spaced to offer a smaller 
𝑉
𝐴
 ratio. 
In order to relate Δσ and τ to both rate constants and target gas concentration, two 
dimensionless factors are considered in the model, namely, target gas concentration factor and 
oxide reducibility factor. Since rate constants have an Arrhenius relation with temperature, the 
sensors are assumed to be at constant temperature. Partial pressure of oxygen was also assumed 
to be constant. In the low pressure regime, both Δσ and τ depends on oxide reducibility, 𝐾. 
Therefore, for sensors operating in the low pressure regime there is a tradeoff between 
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magnitude and speed of response when choosing the oxide for the sensor. For quick detection of 
toxic gases, in this regime, a less reducible oxide need to be used. On the other hand if the 
objective is to detect low concentration gases for environmental monitoring, where 𝜏 may not be 
a factor, more reducible oxides can be used for improved Δ𝜎. In the intermediate pressure 
regime, both Δσ and τ depends on target gas partial pressure and reducibility of the oxide is not a 
factor in this pressure regime. Thus, for sensors operating in the intermediate pressure regime 
there is a tradeoff between magnitude and speed of response while changing target gas 
concentration. If oxide reducibility factor ≥ 1, then the oxide is completely reduced to a metal, 
and sensor response becomes independent of target gas pressure.  
Temperature and pressure dependence of reaction rates and Δσ were determined for 
sensor optimization processes. Δσ increases with NH3 pressure but does not depend on 
𝑉
𝐴
 ratio. 
Both reaction rate and 𝛥𝜎 increased with temperature, but response time decreased for a 
diffusion limited case and increased for a surface reaction limited case with temperature. Thus 
response time goes through a minimum and this is determined by the film thickness. At higher 
temperatures, the sensors are surface reaction limited but at lower temperatures, they are 
diffusion limited. Therefore fabricating thinner nanowires, nanorods or planar films will result in 
better sensor response. 
6.2.2 Conclusions – Bulk Diffusion Model 
For the diffusion limited case, the surface reaction rate is assumed to be sufficiently fast 
to maintain a constant coverage of vacancies at the film surface (planar films) or exposed 
nanorod surface (GLAD films), which can then diffuse into the bulk of the oxide film. Response 
time, τ, of the sensor depends on the time taken for the vacancies to diffuse into and equilibrate 
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within the bulk of the film. In planar polycrystalline films, vacancy diffusion, can take place 
along the grain boundaries as well as through the lattice. Two models are considered for 
calculating vacancy diffusion effects namely (i) Crank’s 1-D diffusion model [124] for lattice 
diffusion and (ii) the Gilmer Farrell model [41] for grain boundary diffusion in polycrystalline 
planar films. Both these models help in identifying the conditions in which grain boundary 
diffusion effects dominate the planar sensor response as well as identifying the conditions in 
which grain boundary effects are minimal compared to lattice diffusion. In cylindrical nanorods, 
diffusion can take place along the length of the cylinder as well as radially. The target gas can 
react on the sides of the nanorods to form surface vacancies which then causes a radial vacancy 
concentration gradient that drives radial diffusion. The mathematical expression for radial 
diffusion into a cylindrical rod, developed by Crank, was used with an effective diffusion 
coefficient. The solution for vacancy diffusion along the length of the cylinder (no reactions on 
the cylindrical sides) is similar to the planar film case. 
The shape of the sensor response curve as a function of time for the planar sensor 
response obtained from both Crank’s 1-D and Gilmer Farrell models as well as the nanorod film 
sensor response obtained from the radial diffusion model, have an initial t
1
2 response 
characteristic that approaches saturation. This is an important characteristic which can 
differentiate a surface reaction limited response (y (1 − e−xt)) from a bulk diffusion limited 
sensor response. The mathematical expression for response time, 𝜏, was determined for both film 
structures. For planar films, 𝜏 ∝
𝐿2
𝐷0 
, where 𝐿 is the film thickness and 𝐷0is the lattice diffusion 
coefficient  and for nanorod films, 𝜏 ∝
𝑅2
𝐷𝑒𝑓𝑓
, where 𝑅 is the nanorod radius and 𝐷𝑒𝑓𝑓 is the 
effective diffusion coefficient. This is another significant characteristic of the response that can 
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distinguish this limiting case from the surface reaction-limited case, where 𝜏 ∝ 𝐿.  Also, for the 
same kinetic and geometric parameters, radial diffusion in nanorod films is much faster than 
diffusion in planar films, suggesting that nanorod film geometry may be ideal for sensors whose 
response is diffusion limited. Diffusion coefficients of some common oxides as a function of 
temperature is illustrated to show the effects of material choices and operating temperature in a 
diffusion-limited sensor response. From the expressions for 𝜏, it is apparent that developing 
sensors with thinner films or thinner nanorods results in faster response. 
6.2.3 Conclusions- GC/MS and DRIFTS 
From the GC/MS study, no visible reaction product was observed under 350 °C, but at 
higher temperatures, N2O and H2O desorption took place for NH3 reaction on both Au loaded 
and pure WO3 catalysts. From NH3 conversion data, N2 formation was also likely but identifying 
N2 gas was difficult since air was also fed into the catalyst bed.  From the study, NH3 conversion 
rate was determined to be higher for the Au loaded catalyst than for the pure one, indicating that 
Au additive plays a role in increasing the NH3 reaction rate on the catalyst surface. DRIFTS 
study indicated that NH3 adsorbs on the Lewis and Brønsted acid sites. The study also showed 
that reaction rate was faster in Au loaded catalyst than for the pure one, thus corroborating the 
findings from the GC/MS study. From the DRIFTS data, it was determined that NH3 reaction on 
WO3 catalyst surface was a 1
st order reaction. 
6.2.4 Conclusions –Transduction Mechanism and the Response Limiting Case 
The transduction mechanism for 100 nm Au/WO3 GLAD film, 125 nm Au/WO3 planar 
film and 250 nm Au/WO3 planar film sensors to ppb levels of NH3 gas at 450 °C were 
determined by observing the power law dependence of the sensor response versus NH3 gas 
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partial pressure. The linear dependence of Δσ on gas concentration for all three films indicates 
that the transduction mechanism is dominated by bulk conduction rather than band bending. 
Moreover, the response of all three films were independent of  
𝑉
𝐴
 ratio, indicating that the 
transduction mechanism is due to bulk conduction. Once the transduction mechanism was 
identified, the response limiting case was also determined. The dependence of 𝜏 on film 
thickness can differentiate surface reaction limited response from a bulk diffusion limited 
response. Response time to 200 ppb of NH3 gas exposure plotted as a function of film thickness 
was linear, indicating a surface reaction limited response. Another difference between the two 
limiting cases is the shape of the response curve. The ln-ln behavior of the 100 nm GLAD film 
sensor response to 200 ppb of NH3 gas as a function of time, was linear with slope = 1, indicating 
again that the sensor response is surface reaction limited. The response time equations developed 
for both models was also used to determine the response limiting case. For a 125 nm planar 
Au/WO3 film, response time was determined to be much slower for the surface reaction-limited 
case than for the bulk diffusion-limited case. Thus, comparison of the models with the 
experimental Au/WO3 film sensor response, under the test conditions discussed above, shows 
evidence of a surface reaction-limited case for this SMO sensor. 
6.2.5 Conclusions –Application of Surface Reaction Model to GLAD and Planar Film 
Sensors 
Application of surface reaction-limited model to the 100 nm GLAD Au/WO3 film and 
125 nm planar Au/WO3 film sensors indicate time-dependent changes in the NH3 partial 
pressure. Variations in Δ𝜎 and 𝜏 between the models and the experimental data can be attributed 
to uncertainties associated with temperature calibration data and test cell response time. The 
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predicted  
𝐴
𝑉
  ratio is lower for the planar films and they have a slower response time compared to 
GLAD film sensors. Both sensors are operating in the low pressure regime, and therefore both 
𝛥𝜎 and 𝜏 depend on oxide reducibility. For environmental detection of ppb levels of NH3 gas, 
WO3 film based sensor operating at 450 °C are suitable. However for medical applications which 
may require quick detection, less reducible oxides can be more suited but this requires further 
experimental study. For higher concentrations of NH3 gas, the sensors will be operating in the 
intermediate pressure regime and both 𝛥𝜎 and 𝜏 would be independent of oxide reducibility. In 
this pressure regime, where safety is of concern, sensor operating temperature becomes a major 
factor.  
6.3 Future Work 
6.3.1 Determining Peak Sensitivity as a Function of Operating Temperature.  
For the bulk conduction mechanism, as sensor operating temperature changes, reaction 
rate also changes and this affects overall reaction kinetics. Based on the bulk conduction model, 
developed in this thesis, Δσ and reaction rates increases in a temperature range of 200 °C -500 
°C. A maximum in sensitivity as a function of temperature could not be identified for NH3 
reaction on WO3. But for certain gas-film reactions (having different activation energies and pre-
exponential factors), sensitivity may go through a maximum at a particular temperature. 
Identifying this operating temperature can be useful for different gas sensing applications. 
6.3.2 Vacancy Diffusion Effects in Other Complex Nanostructures. 
 In this study, vacancy diffusion effects have been extensively studied in cylindrical 
nanostructures but the diffusion equations developed in this study may not be applicable to other 
types of nanostructures like nanospheres and nanocubes which are also gaining prominence for 
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gas sensing applications. Thus developing vacancy diffusion models to take into account the 
different nanostructure geometries can give a wider reach for these models. 
6.3.3 Thermodynamic Effects in Surface Reaction Model. 
 The energy of vacancy formation at the surface (Δ𝐺𝑓
°) (terminal oxygen species), which 
characterizes the equilibrium vacancy concentration at a particular temperature, is lower than 
that for the bulk oxygen species.  The model developed in this study does not take into account 
the difference in thermodynamics of vacancy formation at the surface to that in the bulk. In 
future, for metal oxide films, a mathematical model that includes surface reaction rates that takes 
into account the creation of oxygen vacancies can help in improving the accuracy of the model.  
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APPENDIX A 
 Surface Barrier Potential  
Using Poisson equation, 
d2E(x)
dx2
= -
ρ(x)
ε
                                                                                                                            A.1 
where E(x) is the potential, ρ(x) is the charge density in the space charge region and ε is the 
dielectric constant of the metal oxide. The total charge density can be expressed as 
ρ(x) = q(nD-n(x))                                                                                                                      A.2 
nD is the donor density, assumed to be uniform, due to fixed oxygen vacancies and n(x) is the 
electron density in the space region. n(x) can be expressed as 
  n(x) = nbe
qE(x)
kT                                                                                                                           A.3 
where nbis the charge density in the quasi neutral bulk. In the quasi neutral region  
nD = nb                                                                                                                                        A.4 
Using A.2, A.3 and A.4 in A.1 we obtain 
d2E(x)
dx2
=
q
ε
(nb(e
qE
kT-1))                                                                                                                 A.5 
Without approximation, one cannot find a solution to this expression. On neglecting free carrier 
concentration in the space charge region, A.5 becomes 
d2E(x)
dx2
= -
q nD
ε
                                                                                                                               A.6 
If  Eb is the potential in the metal oxide bulk, then using a parameter V, one can express 
 V (x) = E(x)-Eb                                                                                                                         A.7  
Using A.7 in A.6 
dV
dx
= -∫
q nD
ε
dx
x0
x
                                                                                                                          A.8 
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x0 is the width of the depletion layer and at x = x0, the space charge region contains a net charge 
of zero, therefore 
dV
dx
= 0 at x = x0. Thus A.8 becomes 
dV
dx
= 
q nD
ε
(x-x0)                                                                                                                             A.9 
Thus integrating A.9 
The surface barrier potential can be expressed as 
V =
q nD
2ε
(x-x0)
2                                                                                                                         A.10 
The surface barrier potential (Vs at x = 0) can be expressed as 
Vs =
q nD
2ε
x0
2                                                                                                                                A.11 
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APPENDIX B 
Temperature Dependence of Diffusion Coefficients for Single Crystal and Polycrystalline 
Oxides 
Plot B1 shows that oxygen vacancy diffusion in WO3, V2O5, and MoO3 is many orders of 
magnitude faster than in pure SnO2, ZnO, and TiO2, but diffusivities in polycrystalline materials 
can be much higher than single crystals.  
 
Figure B1. Temperature dependence of diffusion coefficients for single crystal (---S) and 
polycrystalline (__ P) oxides. Plot shows that oxygen vacancy diffusion in WO3, V2O5, and MoO3 
is many orders of magnitude faster than in pure SnO2, ZnO, and TiO2, but diffusivities in 
polycrystalline materials can be much higher than single crystals. 
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APPENDIX C 
Dependence of Response Time, if Diffusion Limited, as a Function of Temperature for 
Planar Films of WO3 to Other Oxides. 
 
Figure C1. Comparison of the 90% response times for films of WO3, MoO3, V2O5, TiO2 and ZnO, 
illustrating the strong temperature dependence. Curves of thickness, L, are marked as follows:  () 
50 nm, () 125 nm, () 250 nm, () 500 nm and () 1000 nm. 
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APPENDIX D 
Gold Loading Calculations 
Calculations showing the mass of HAuCl4.3H2O salt used to get 0.1% w/w Au-loading is given 
below, 
Molecular weight of gold (Au) = 196.96 
g
mol
 ,                                                                             C.1 
Molecular weight of HAuCl4.3H2O = 393.83 
g
mol
,                                                                        C.2 
Total ratio of salt required = (
% of metal
mass of support
) × (
1
molecular weight of metal
) ×
(molecular weight of salt) × (
1
% purity of salt
),                                                                           C.3 
Therefore for 1.0 g of support (WO3), total salt ratio required = 
 (
0.001
1.0
) × (
1
196.96
) × 393.83 × (
1
100%
) =  
0.002 g of salt
1.0 g of support
=  0.2% .                                           C.4 
Thus for 10 g of WO3, the mass of HAuCl4.3H2O salt required is 0.02 g 
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