A new method based on absolutely localized molecular orbitals ͑ALMOs͒ is proposed to measure the degree of intermolecular electron density delocalization ͑charge transfer͒ in molecular complexes. ALMO charge transfer analysis ͑CTA͒ enables separation of the forward and backward charge transfer components for each pair of molecules in the system. The key feature of ALMO CTA is that all charge transfer terms have corresponding well defined energetic effects that measure the contribution of the given term to the overall energetic stabilization of the system. To simplify analysis of charge transfer effects, the concept of chemically significant complementary occupied-virtual orbital pairs ͑COVPs͒ is introduced. COVPs provide a simple description of intermolecular electron transfer effects in terms of just a few localized orbitals. ALMO CTA is applied to understand fundamental aspects of donor-acceptor interactions in borane adducts, synergic bonding in classical and nonclassical metal carbonyls, and multiple intermolecular hydrogen bonds in a complex of isocyanuric acid and melamine. These examples show that the ALMO CTA results are generally consistent with the existing conceptual description of intermolecular bonding. The results also show that charge transfer and the energy lowering due to charge transfer are not proportional to each other, and some interesting differences emerge which are discussed. Additionally, according to ALMO CTA, the amount of electron density transferred between molecules is significantly smaller than charge transfer estimated from various population analysis methods.
I. INTRODUCTION
Molecular complexes represent a broad class of systems with interesting chemical and physical properties controlled by the intermolecular interactions. Similarly, molecular interactions determine many important properties of liquids, solutions, and molecular solids. They govern physisorption in van der Waals systems and control self-assembly and selforganization processes in supramolecular systems. 1, 2 Hydrogen bonding plays an important role in the chemistry of numerous systems, ranging from small water clusters to nanodroplets, bulk water, and solvated biomolecules. [3] [4] [5] [6] [7] Metal-ligand interactions give rise to a wide variety of metal complexes with different physical properties, chemical behavior, and numerous practical applications. 8, 9 Many chemical reactions involve nondissociative molecular adsorption, formation of -complexes, and solvent-active site interactions. [10] [11] [12] These interactions directly affect reaction energetics and pathways.
The strength of intermolecular binding is inextricably connected to the fundamental nature of the interactions between molecules. 13 Intermolecular complexes can be stabilized through electrostatic effects ͑for example, chargecharge, charge-dipole, and charge-induced dipole interactions͒ and donor-acceptor type orbital interactions such as forward and backdonation of electron density between the molecules. Depending on the extent of these interactions, the intermolecular binding can vary in strength from just several kJ/mol ͑van der Waals complexes͒ to several hundred kJ/mol ͑metal-ligand bonds in metal complexes͒. Understanding the contributions of various interaction modes may enable one to tune the strength of the intermolecular binding to a target range by making appropriate chemical modifications.
The demand for a physically reasonable description of the intermolecular interaction components has resulted in numerous energy decomposition analysis ͑EDA͒ schemes over the years. [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] Most decomposition methods represent the total interaction energy as a sum of a frozen density interaction energy, a polarization energy, and charge transfer energy terms. The frozen density term is calculated as the interaction energy of the unrelaxed electron densities on the molecules allowing only for Pauli repulsion. The polarization term is due to the relaxation ͑or polarization͒ of the electron clouds of the molecules in the field of each other. Quantum mechanically, it can be described as the energy lowering due to the intramolecular relaxation of the molecular orbitals. Finally, the charge transfer can be pictured as the electron flow to and from each molecule in the system due to intermolecular relaxation ͑or mixing͒ of the molecular orbitals. Although quantitative values for charge transfer effects vary from one EDA scheme to another, all energy decomposition methods a͒ Author to whom correspondence should be addressed: Electronic mail: rustam@khaliullin.com.
give unequivocal evidence that they have significant weight in almost all types of intermolecular interactions. In this paper, we introduce a quantitative scale for measuring the degree of intermolecular electron density delocalization in molecular complexes and demonstrate a direct connection of such charge transfer effects to the energetic stabilization of the system. To study electron density delocalization in molecular complexes, the system is usually partitioned into molecular subsystems in either three dimensional space or in Hilbert space. Methods such as the quantum theory of atoms in molecules, 27, 28 the electron localization function, [29] [30] [31] and Hirshfeld analysis 32 are examples of topological methods that study the spatial distribution of scalar fields derived from reduced electron density matrices. In this work, we are concerned with methods based on partitioning Hilbert space. Existing examples include such popular methods as natural population analysis, 33 Mulliken population analysis ͑MPA͒, 34, 35 Löwdin population analysis, 36 and many others. [37] [38] [39] [40] In each method in this category, one-electron basis functions ͑orbitals͒ that span the supermolecular Hilbert space are assigned to individual molecules and the formal charge on a molecule is calculated as a sum of the population of all orbitals associated with the given molecule and its nuclear charges. To obtain the orbital population and thus the molecular formal charges, each method needs to specify a prescription for constructing basis functions and a procedure for treating the basis function overlap. In population analysis ͑PA͒ methods, the intermolecular charge transfer ⌬Q can be inferred from the formal molecular charges ͑see Appendix͒.
In this paper, we present another way of measuring ⌬Q in molecular complexes described by single-determinant wavefunctions ͓Hartree-Fock or density functional theory ͑DFT͔͒. We demonstrate that, unlike ⌬Q inferred from PA methods, the intermolecular electron density transfer in our approach has a corresponding well defined energy of stabilization.
To isolate intermolecular charge transfer from electron density penetration effects ͑i.e., spatial overlap of the unrelaxed electron densities on the molecules͒ and from polarization effects ͑i.e., intramolecular charge reorganization in the field of the neighboring molecules͒, it is convenient to use an intermediate partially optimized wavefunction that ͑i͒ already includes frozen density interactions ͑spatial overlap͒, ͑ii͒ is variationally optimized to self-consistency to include polarization effects, and ͑iii͒ gives zero charge transfer between molecules according to some preselected population analysis method. Employing an intermediate state ͑wave-function͒ to isolate intra-and intermolecular electron density reorganization effects makes such analysis closely related to EDA methods as the latter also require an intermediate state to separate the charge transfer energy from the rest of the energy terms. In this work, the reference intermediate state ͑wavefunction͒ is constructed from the variationally optimized absolutely localized molecular orbitals ͑ALMOs͒, [41] [42] [43] [44] [45] [46] [47] which have been recently used for energy decomposition methods by Mo et al. 25 ͑BLW EDA͒ and by Khaliullin et al. ͑ALMO EDA͒. 26 Unlike conventional MOs, which are generally delocalized over all molecules in the system, the ALMOs are expanded in terms of the atomic orbitals ͑AOs͒ of only a given molecule. 25, 26, 41, 42, 44, 45 It can be shown that the MPA gives zero charge transfer between molecules for any one-electron density matrix constructed from ALMOs. Therefore, the state constructed from variationally optimized ALMOs ͑i.e., polarized ALMOs͒ 25, 26 satisfies conditions ͑i͒-͑iii͒. Its main advantage over other ALMO states is a fully self-consistent treatment of polarization effects. Thus, the polarized ALMO state is particularly useful to study charge transfer effects in molecular complexes. The selfconsistent field procedure for the variational optimization of the ALMOs ͑i.e., for finding the polarized ALMO state͒ is called SCF for molecular interactions, or SCF MI, and its mathematical and algorithmic details has been described by many authors. 41, 42, 44, 45 It has been recently shown 26 that the charge transfer energy term in the ALMO EDA can be separated into forward and backdonation components using a perturbative Roothaan step ͑RS͒ approximation starting from the optimized ALMO reference. In this paper, we show that a similar formulation can also be used to separate ⌬Q into bonding and backbonding components for each pair of molecules in the complex. The charge decomposition analysis ͑CDA͒ method of Dapprich and Frenking 48 also defined forward donation and backbonding components of intermolecular charge transfer. The simplicity and the ease of implementation of CDA have made this method popular for estimating the amount of the electron delocalization in donor-acceptor complexes. However, as mentioned in the original CDA paper, 48 this definition of charge transfer should not be confused with "physical interpretation of chemical bonding." As shown in the Appendix, some terms in CDA do not have a clear physical meaning. We examine the results obtained with the CDA method and compare them to the results of our ALMO-based charge transfer analysis ͑ALMO CTA͒.
In addition to quantifying the amount and energetics of intermolecular charge transfer, it is often useful to have a simple description of orbital interactions in intermolecular complexes. The natural bond orbital ͑NBO͒ analysis of donor-acceptor complexes has gained wide popularity because of its ability to provide such an orbital interaction picture. 49 In this paper, we demonstrate how the ALMO approach can be used to construct a conceptually simple orbital interaction model. The polarized ALMOs obtained from the SCF MI procedure and used as a reference basis set in the decomposition analysis do not directly show which occupied-virtual orbital pairs are of most importance in forming intermolecular bonds. We demonstrate that, by performing rotations of the polarized ALMOs within a molecule, it is possible to find a "chemist's basis set" that represents bonding between molecules in terms of just a few localized orbitals. This orbital interaction model validates existing conceptual descriptions of intermolecular bonding. For example, in the modified ALMO basis, donor-acceptor bonding in ammonia borane ͑H 3 N-BH 3 ͒ is represented as the lone orbital pair on the nitrogen atom donating electrons to the empty orbital on the boron atom, and the description of synergic bonding in metal complexes agrees well with simple Dewar-Chatt-Duncanson model. 50, 51 Summarizing, in this paper, we propose a new scale to measure intermolecular charge transfer effects in molecular complexes. We also show how to separate the total charge transfer term into forward and backdonation components for each pair of molecules in the system. Finally, we propose a method to construct chemically significant orbitals localized on molecules that provide a simple chemical description of intermolecular interactions. In addition, we demonstrate that each charge transfer term defined in this work has a corresponding energy lowering that measures the contribution of the given term to the overall energetic stabilization of the system. Thus, the ALMO-based method proposed here unifies energy decomposition analysis, charge transfer decomposition analysis, and orbital-orbital interaction analysis for molecular systems.
To demonstrate the validity and usefulness of the new ALMO-based charge transfer analysis based on the absolutely localized molecular orbitals ͑ALMO CTA͒, we applied it to a series of problems of chemical interest:
• donor-acceptor interactions in borane adducts;
• synergic bonding in classical and nonclassical metal carbonyls; and
• multiple intermolecular hydrogen bonds in a complex of isocyanuric acid and melamine.
We show that the ALMO CTA results are generally consistent with the existing conceptual pictures of intermolecular bonding and agree with the ALMO energy decomposition analysis. We hope that the ALMO approach reported in this paper will become a useful theoretical tool for studying and analyzing binding mechanisms in molecular complexes.
II. THEORY

A. Summary of the ALMO energy decomposition analysis
Energy decomposition methods based on ALMOs have been proposed by Mo et al. 25 ͑BLW EDA͒ and by Khaliullin et al. ͑ALMO EDA͒. 26 In these methods, the overall binding energy is decomposed into frozen density component ͑FRZ͒, polarization ͑POL͒, and charge transfer ͑CT͒ terms
The frozen density term ͑FRZ͒ is defined as the SCF energy change that corresponds to bringing infinitely separated molecules into the complex geometry without any relaxation of the MOs on the monomers ͑apart from changes associated with satisfying the Pauli principle͒.
where E SCF ͑R x ͒ is the SCF energy of the variationally optimized one-electron density matrix of the isolated molecule x with its nuclei fixed at the complex geometry and R FRZ is the density matrix of the complex constructed from the unrelaxed nonorthogonal occupied MOs of the molecules ͓see Eq. ͑8͒ below͔.
The polarization energy is defined as the energy lowering due to intramolecular relaxation of each molecule's absolutely localized MOs in the field of all other molecules in the system. The intramolecular relaxation is constrained to include only variations that keep MOs localized on their molecule:
where R POL is the density matrix constructed from the fully optimized ͑polarized͒ ALMOs according to Eq. ͑8͒. According to the Mulliken PA, the ALMO expansion explicitly excludes charge transfer from one molecule to another. Mathematical details of the SCF procedure for finding the polarized state R POL are given elsewhere. 41 The remaining portion of the total interaction energy, the CT energy term, is calculated as the energy difference between the state formed from the fully relaxed ALMOs, R pol , and the state constructed from the fully optimized delocalized MOs, R SCF .
where ⌬E CT includes the energy lowering due to electron transfer from occupied orbitals on one molecule to virtual orbitals of another molecule as well as the further energy change caused by induction ͑or repolarization͒ that accompanies such an occupied-virtual mixing. In the ALMO EDA of Khaliullin et al., the energy lowering of the occupiedvirtual excitations ͑mixing͒ is described with a single noniterative RS correction starting from the converged ALMO solution. 26, 41 The remaining higher order ͑HO͒ relaxation term includes all induction effects that accompany occupiedvirtual charge transfer and is generally small,
Most importantly, for the purpose of the energy decomposition analysis, the mathematical form of the RS energy expression allows one to decompose the occupied-virtual mixing term into forward and backdonation components for each pair of molecules in the complex,
The HO energy contribution cannot be naturally divided into forward and backdonation terms. 26 Thus, the four states-R FRZ , R POL , R RS , and R SCF -define energy terms in the ALMO EDA. The R pol state is the lowest energy state that can be constructed from completely localized molecular orbitals. Naturally, the electron density relaxation from R POL to R SCF provides a measure for intermolecular charge transfer effects ⌬Q in the system.
B. Notation
We denote polarized ALMOs as ͉ xp ͘. The first index indicates that this orbital is localized on ͑or assigned to͒ molecule x, and the second index refers to the number of the orbital within the molecular subset. Latin letters x -z are for the molecular indices, letters i -k are used to label occupied orbitals, a -c denote virtual orbitals, and p -t correspond to generic ͑occupied and virtual͒ orbitals. O and V refer to the number of occupied and virtual basis functions in the system, respectively, N is the total number of MOs in the system. o x , v x , and n x correspond to the number of occupied, virtual, and total MOs on molecule x, respectively.
ALMOs are not orthogonal from one molecule to the next and their overlap is denoted as xp,yq = ͗ xp ͉ yq ͘. The biorthogonal basis function are denoted with superscripts,
The one-electron density operator constructed from the polarized ALMOs represents the projector onto the occupied subspace and is given by
where ͑ o −1 ͒ is the inverse of the O ϫ O overlap matrix of occupied basis functions and should not be confused with ͑ −1 ͒. Biorthogonal functions in the occupied subspace are constructed as follows:
To simplify our notation, we denote R POL with R throughout the paper. It is also convenient to define projector onto the virtual subspace Q , the orthogonal complement of R ,
where projected virtual orbitals ͉ ya ͘ span the virtual subspace and are orthogonal to the occupied orbitals,
These definitions use the V ϫ V overlap matrix of projected virtual orbitals,
The biorthogonal basis in the virtual subspace is defined according to the following equation:
C. ALMO charge transfer analysis
The electron density reorganization from an initial state R s to a final state R f is defined as the amount of the electron density that, in the final state, occupies the initially unoccupied subspace. Such a reorganization term is given by the following equation:
where Q s =1 − R s is the projector onto the initially unoccupied ͑virtual͒ subspace. Note that positive values of ⌬Q correspond to the negative charge being transferred. As mentioned in the ALMO EDA section, intermolecular charge transfer effects are measured as the change from the polarized ALMO state to the fully converged SCF state,
In agreement with ALMO EDA, the charge transfer due to occupied-virtual mixing ͑⌬Q CT RS ͒ and the accompanying higher order relaxation terms ͑⌬Q CT HO ͒ are defined as follows:
These definitions of ⌬Q CT RS and ⌬Q CT HO enable one to assign an energy lowering to each intermolecular electron transfer term. Since the Mulliken PA gives zero charge transfer between molecules, ⌬Q FRZ and ⌬Q POL terms do not contribute to intermolecular electron density transfer.
In the ALMO EDA, the single RS perturbation theory is used to account for the energy lowering due to the occupiedvirtual mixing ⌬E CT RS . We will show now how the corresponding charge transfer term ⌬Q CT RS is calculated.
The RS is the search for the unitary operator Û that minimizes the energy functional
where R = R POL and F is the Fock operator constructed from the polarized ALMOs. The post RS ͑transformed͒ operators are given by
Then, the RS energy lowering can be written as follows:
͑21͒
By using definition of ⌬Q CT RS ͓Eq. ͑16͔͒ and the general expression for charge reorganization ͓Eq. ͑14͔͒, we have
͑22͒
There is a direct similarity between the RS energy ͓Eq. ͑21͔͒ and charge ͓Eq. ͑22͔͒ expressions. In the ALMO EDA, the energy term can be readily decomposed into bonding and backbonding components for each pair of molecules in the complex ͓Eq. ͑6͔͒. Here, we show how a similar approach can be used to isolate bonding and backbonding components of the charge transfer term. To do that, it is convenient to rewrite Eqs. ͑21͒ and ͑22͒ in terms of the excitation operator X . First, we demonstrate how the energy equation can be rewritten ͑original derivation is given by Liang and Head-Gordon 52 ͒ and then show how similar results can be obtained for the charge expression.
Equation ͑20͒ can be written as F Û = Û F Ј and then preand postmultiplied by R to obtain
͑23͒
The last term in the right-hand side of Eq. ͑23͒ is zero since the minimization of the energy functional ͓Eq. ͑18͔͒ is equivalent to finding Û that nullifies the virtual-occupied block of the transformed Fock operator: Q F ЈR = 0. Equation
͑24͒
The obtained expression for R F ЈR is plugged into Eq. ͑21͒, and the terms inside the trace are rearranged as follows:
Defining a new operator as
we have the following equation for the Roothaan step energy lowering:
It can be shown that the newly defined operator X represents a Cayley generator of unitary transformation Û ,
and is directly related to the first-order transformation of the zero-order orbitals
Operator X satisfies the projection relation X = Q X R by definition. Therefore, the ALMO occupied orbitals are mixed only with the zero-order virtual orbitals upon first-order transformation ͓Eq. ͑29͔͒. Thus, operator X is referred to as excitation operator and its matrix elements represent excitation amplitudes from the occupied to the virtual orbitals. The excitation amplitudes can be found by solving the following single RS quadratic equation:
The operator X obtained from this equation gives the RS energy lowering that is equvalent to the result of single Fock matrix diagonalization or to the infinite-order single excitation perturbation theory result. 41, 52, 53 We can express ⌬Q CT RS in terms of the excitation operator X . First, equation R ЈÛ = Û R is pre-and postmultiplied by R :
͑31͒
and then the resulting Eq. ͑31͒ is postmultiplied by ͑R Û R ͒ −1 :
Next, the obtained expression for R R ЈR is substituted into Eq. ͑22͒ and is simplified by using the definition of the excitation operator ͓Eq. ͑26͔͒:
gives the total amount of charge transfer from the occupied subspace to the virtual subspace of R ϵ R pol when this state is relaxed to R Јϵ R RS . Equation ͑27͒
gives the energy lowering associated with this charge transfer.
In the next step, we partition the total charge transfer into the pairwise contributions assigned to electron flow from an individual occupied orbital to an individual virtual orbital. To do this, we introduce a set of partition operators, each corresponding to an occupied ͑P xi ͒ or to a virtual ͑P xa ͒ orbital. These operators must satisfy the resolution of identity property
and the idempotency property
Using these partition operators, we define charge transfer from orbital xi to orbital ya and its corresponding energy as follows:
Charge transfer from molecule x to molecule y and its energy are then expressed as
Properties ͑34͒ and ͑35͒ ensure that the charge and energy components sum up to the correct total values: 54 Mulliken partition operators are not Hermitian which sometimes leads to unphysical negative orbital populations and the population of some orbitals being higher than two. It can be shown, however, that the deviations from the physical ͓0, 2͔ interval are second order in the overlap between the orbitals. 40 Such deviations can be considered acceptable in many applications especially for partitioning electron density in molecular complexes since overlap effects between molecules in such complexes are generally smaller than, for example, overlap between atoms in molecules. Orbital populations obtained from the Löwdin partitioning are always within the physical interval but the basis set functions cannot be made strictly localized in this approach.
A Mulliken-type partitioning defined by the following equations:
is the best choice for the ALMO decomposition analysis since ͑i͒ the polarized reference gives zero intermolecular charge transfer according to the Mulliken PA and ͑ii͒ the charge transfer energy terms within a molecule, ⌬E x→x RS , are zero if the Mulliken-type partitioning is used because the variational optimization of ALMOs nullifies intramolecular occupied-virtual elements of the contravariant-covariant matrix of the Fock operator ͗ xī ͉F ͉ xa ͘ ͓see Eq. ͑47͒ below͔. Matrix equations for intermolecular charge transfer components and their energy on the basis of the polarized ALMOs with the Mulliken-type partitioning are as follows:
where R ͑xy͒ Ј and F ͑xy͒ are o x ϫ v y matrices and X ͑yx͒ is a
The same partitioning of the charge transfer energy term is used in the ALMO EDA. 26 Our tests show that the Löwdin-type partitioning ͑i.e., symmetric orthogonalization of the occupied and projected virtual orbitals͒ produces results that are close to the Mulliken-type analysis. However, intrafragment components are slightly larger in the Löwdin-type approach due to partial delocalization of ALMOs after symmetric orthogonalization.
D. Significant complementary occupied-virtual pairs
Equations ͑46͒ and ͑47͒ clearly show that in the canonical polarized ALMO, basis charge transfer from molecule x to molecule y is represented as each occupied orbital on x donating electrons to each virtual orbital on y. In general, there are no occupied-virtual pairs in this representation that can be neglected. However, orbital rotations within the occupied subset and the virtual subset of a molecule leave ⌬Q x→y RS and ⌬E x→y RS unchanged. Thus, we can use this freedom to find such unitary matrices U x ͑o͒ and U x ͑v͒ that rotate orbitals within the occupied subset of molecule x and the virtual subset of molecule y, respectively, to perform singular value decomposition of X ͑yx͒ :
where the v y ϫ o x matrix x ͑yx͒ contains min͑v y , o x ͒ singular values of X ͑yx͒ on the diagonal and zeros off the diagonal. Because of the diagonal structure of x ͑yx͒ , in the new representation, charge transfer from x to y is described as each occupied orbital on x donating electrons to only one ͑complementary͒ virtual orbital on y.
If o x Ͼ v y , then ͑o x − v y ͒ occupied orbitals on x will not participate in the intermolecular bonding between x and y at all:
Orbitals constructed by performing unitary transformations U x ͑o͒ within the occupied subset of molecule x and U y ͑v͒ within the virtual subset of molecule y are called complementary occupied-virtual pairs ͑COVPs͒ for the x → y intreaction. Construction of the COVPs greatly simplifies the picture of intermolecular orbital interactions. A set of all complementary occupied-virtual pairs describes charge transfer between a pair of molecules exactly. We will show in Sec. III that the major contribution to bonding between two molecules ͑in terms of both energy and amount of electrons transferred͒ comes from just a few ͑one or two͒ COVPs, which we will call significant complementary occupied-virtual pairs. Such pairs provide approximate simplified representation of intermolecular orbital interactions which is useful for a conceptual description of intermolecular bonding.
E. Counterpoise correction
The basis set superposition error ͑BSSE͒ is not introduced when the absolutely localized MOs are used to calculate the intermediate state R POL because the constrained MO optimization prevents electrons on one molecule from borrowing the AOs of other molecules to compensate for incompleteness of their own AOs. However, the BSSE enters the charge transfer contribution since both the BSSE and charge transfer result from the same physical phenomenon of delocalization of fragment MOs. All charge transfer terms reported in this work ͑⌬E CT , ⌬Q CT , and their components͒ are counterpoise corrected.
The charge transfer obtained from the fully converged SCF calculations are corrected using the standard counterpoise correction method of Boys and Bernardi. 55 In this method, full SCF calculations are performed for each molecule with the ghost orbitals in place of all orbitals of the other molecules. All charge transfer terms calculated with the single RS method are BSSE corrected using similar single RS counterpoise calculations. In this modification of the original Boys-Bernardi method, calculations are also performed separately for each molecule and the ghost orbitals also replace orbitals on the rest of the molecules. However, instead of full SCF calculations, only one RS is performed by solving the amplitude equation ͓Eq. ͑30͔͒ starting from the fully converged orbitals of the isolated molecule with no ghost orbitals.
The difference between the Roothaan step counterpoise correction, ⌬E BSSE RS ͑⌬Q BSSE RS ͒, and the variational ͑Boys-Bernardi͒ correction, ⌬E BSSE ͑⌬Q BSSE ͒, can be treated as higher order BSSE and is generally very small ͑see Sec. III͒.
III. RESULTS AND DISCUSSION
The ALMO CTA and ALMO EDA algorithms were implemented in the Q-CHEM software package. 56 We also implemented the Dapprich-Frenking CDA and PA methods to compare them to the ALMO decomposition analysis. We verified that our implementation of CDA reproduces literature results. 48 Charge transfer terms for the Mulliken PA and CDA are calculated according to Eqs. ͑A9͒ and ͑A12͒, respectively. All charge transfer terms presented in this paper are BSSE corrected. The BSSE is presented in the tables just to show the degree of the basis set completeness.
When ⌬Q CT RS is partitioned into pairwise molecule-tomolecule contributions, small spurious negative intramolecular, ⌬Q x→x , terms are often observed. Such negative terms arise from overlap effects and are common in all methods that use Mulliken-type ͑biorthogonal basis͒ treatment of the orbital overlap and disappear if Löwdin-type ͑symmetric orthogonalization͒ partitioning is used. These negative intrafragment transfer terms can, in principle, be removed by excluding intramolecular excitation terms from the X operator when solving Eq. ͑30͒. However, the spurious terms are usually significantly smaller that the dominant intermolecular terms and do not complicate the analysis. In order to keep the theory simple, we did not attempt to remove them in this work.
A. Simple two-orbital system: Minimal basis H 2
Before using ALMO CTA on real chemical systems, we would like to apply it to a simple system of two closed shell ions H − ͑fragment A͒ and H + ͑fragment B͒ that interact with each other to form a closed shell molecule, H 2 . This example will help us to illustrate several important concepts and to clarify the difference between the PA methods and ALMO CTA. For the sake of simplicity, we consider a restricted minimal basis set case, so each fragment in the system has only one molecular orbital. The process of the H 2 molecule formation can be represented by three states schematically shown in Fig. 1 .
͑1͒
In the initial state of infinitely separated ions, the orbital on H − , ͉ A ͘, is doubly populated and the orbital on H + , ͉ B ͘, is empty ͓Fig. 1͑a͔͒. ͑2͒ In the intermediate state, the ions are brought to their equilibrium geometry in the H 2 molecule but their densities are not allowed to relax ͓Fig. 1͑b͔͒. The molecular orbital overlap in this state is AB = ͗ A ͉ B ͘. ͑3͒ In the final state, R SCF , the density is relaxed to selfconsistency ͓Fig. 1͑c͔͒.
Our main goal is to quantify the amount of charge transfer when the molecule is formed. To make this example more illustrative, we compare ions A and B to two cities A and B. ͑1͒ City A is populated and city B is not built yet ͓Fig. 1͑a͔͒. ͑2͒ City B is built in the close proximity of A ͓Fig. 1͑b͔͒ but the new houses are still empty. ͑3͒ People moved from city A to new houses in city B, and the final population density is uniform ͓Fig. 1͑c͔͒.
In this analogy, finding the degree of charge transfer is equivalent to answering the question "How many people moved after city B was built?." The answer to the demographic question is relatively simple: All people who live in the new houses did move ͑it is, of course, assumed that people who are still in A did not move from one apartment to another͒. Mathematically, the answer is the integral of the final population density over the white area in Fig. 1͑b͒ . Note that it would be incorrect to integrate over the area of city B in an attempt of finding the answer ͑in fact, we do not even have to define the area of city B yet͒.
Therefore, to find the amount of electron transfer ⌬Q, it is necessary to integrate the final electron distribution R SCF , over the previously "unoccupied" Hilbert subspace which is spanned by the projected orbital B, ͉ B ͘:
FIG. 1. ͑Color online͒ A simple system of two subsystems.
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͑52͒
Equation ͑52͒ is exactly our main working equation ͓Eq. ͑14͔͒ applied to a two-orbital system with one occupied and one virtual orbital. For the H 2 molecule with the interatomic distance 0.700 Å and with the STO-3G basis set functions on the atoms ͑ AB = 0.686͒, the charge reorganization from the intermediate state to the final state is 0.314ē. There is no electron reorganization going from the initial to the intermediate state since the electron densities are kept fixed. In a PA, one determines the amount of electron density that "belongs" to each hydrogen atom in the final state. To do this, it is necessary to specify how the Hilbert space is partioned among the overlaping reference atomic orbitals. This problem is similar to finding the final population of each city in Fig. 1͑c͒ and requires integration over the area of the city. In Mulliken PA, population of orbitals are calculated as diagonal elements of the density matrix in the "natural" contravariant-covariant ͑or biorthogonal͒ representation. In the H 2 case, the initial and the final population of orbital B are 0ē and 1ē, respectively:
Therefore, it is said that the formal charges on atoms in the H 2 molecule are zero and that one electron is transferred from H − to H + when the H 2 molecule is formed ͓see Eq. ͑A9͒ in Appendix͔.
In PA, electron transfer effects are inferred from integrating over the orbital ͉ B ͘ not over the unoccupied subspace defined by projected orbital orbital ͉ B ͘. This is the main reason for the difference between the CTA and PA results. This difference is not surprising since these two methods are designed to solve different problems ͑transfer versus population͒. CTA measures charge transfer effects with well defined energies, while PA values for charge transfer are consistent with the formal charges on atoms. A detailed comparison of ALMO CTA and PA is presented in the Appendix.
B. Donor-acceptor interactions in H 3 B-CO and H 3 B-NH 3
Donor-acceptor bonding is a central concept in chemistry. [57] [58] [59] Borane compounds such as ammonia borane ͑H 3 B-NH 3 ͒ and borane carbonyl ͑H 3 B-CO͒ are textbook examples of donor-acceptor complexes. Donor-acceptor bonding in these compounds has been the subject of numerous experimental 60, 61 and theoretical studies. 19, 25, 48, [62] [63] [64] [65] [66] ALMO energy decomposition analysis 25, 26, 66 as well as application of other EDA methods 19, 63 have shown that the electronic structure of ammonia borane is correctly described by a simple Lewis structure with the nitrogen atom donating its lone electron pair into the empty orbital of the boron atom. The donor-acceptor bonding in borane carbonyl has more complicated character with significant contribution of back-donation of the electron density from BH 3 to CO. 26, 48, 63, 65 The standard Kohn-Sham DFT with the B3LYP functional and 6-31͑+, +͒G͑d , p͒ basis set was used to obtain the complex geometries. Decomposition analysis was performed using the same functional for a series of five basis sets from the 6-31G family with increasing number of polarized and diffuse functions on atoms ͑Table I͒. The ALMO decomposition method demonstrates very good stability: Both energy and charge components change only slightly as the basis set size increases. As shown before, 26 the total interaction energies are approximately the same for H 3 B-NH 3 and H 3 B -CO but the fundamental nature of donor-acceptor interactions is very different ͑Table I͒. While H 3 B-NH 3 is better stabilized by noncharge transfer interaction ͑⌬E FRZ TABLE I. B3LYP ALMO CTA and EDA results for borane complexes. Geometry is optimized at B3LYP/ 6-31͑+, +͒G͑d , p͒ level. Basis sets used for ALMO analysis are ͑1͒ 6-31G, ͑2͒ 6-31G͑d , p͒, ͑3͒ 6-31͑+, +͒G͑d , p͒, ͑4͒ 6-31͑+, +͒G͑df , pd͒, and ͑5͒ 6-31͑2+ ,2+͒G͑df , and ⌬E POL ͒ than H 3 B -CO, the charge transfer effects in the latter are stronger due to backdonation from H 3 B to CO. ⌬Q CT RS terms ͑Table I͒ show no evidence of significant backdonation in H 3 B-NH 3 , which is in excellent agreement with the energy terms. The electronic structure of this complex is well described by the single RS-the higher order relaxation terms are very small. By contrast, the backdonation term in H 3 B -CO is stronger than forward donation and the occupied-virtual mixing is accompanied by strong induction ͑i.e., ⌬Q CT HO is not negligible͒. It is remarkable that the ratio of the backbonding and forward donation terms in borane carbonyl is significantly different on the charge and energy scales ͑⌬Q back / ⌬Q forw Ϸ 4, whereas ⌬E back / ⌬E forw Ϸ 1͒. In the perturbation theory, which describes the charge transfer correction to the zeroorder polarized state ͓Eqs. ͑46͒ and ͑47͔͒, ⌬Q terms are proportional to the product of the single excitation amplitudes with the density matrix elements ͑⌬Q ϰ R ia Ј X ai ͒, whereas ⌬E terms are proportional to the product of the amplitudes with the Fock matrix elements ͑⌬E ϰ F ia X ai ͒. Therefore, the ratio of the relative strength of forward and backward charge transfer on the charge and energy scale is determined by the ratio of the corresponding Fock and density matrix elements:
For H 3 B -CO, the ratios of the matrix elements corresponding to the most significant charge transfer terms ͑see COVPs below͒ are F forw / F back Ϸ 2 and R back Ј / R forw Ј Ϸ 2. This example illustrates the value of the charge scale introduced in this work and shows that -bonding ͑backdonation͒ in borane carbonyl is approximately four times weaker than -bonding ͑forward donation͒ if measured in terms of energy/per electron transferred.
The absolute values of ⌬Q show that intermolecular charge transfer effects are significantly smaller than those inferred from the Mulliken population analysis ͑Table I͒. The ALMO CTA intermolecular electron transfer does not exceed 0.06ē in H 3 B-NH 3 and 0.20ē in H 3 B -CO, whereas MPA predicts transfer of approximately 0.50ē in H 3 B-NH 3 and 1.00ē in H 3 B -CO. Moreover, MPA predicts that the BH 3 fragment is negatively charged, in disagreement with ALMO CTA which gives stronger donation from BH 3 . As shown in the Appendix, the major difference between ALMO CTA and MPA is in the treatment of virtual orbitals. ALMO CTA uses projected virtual orbitals to ensure that all measured charge transfer effects are only due to relaxation of the localized occupied orbitals into the virtual subspace. Such delocalization has a well defined energy since ⌬E can be assigned only to charge transfer to the strongly orthogonal virtual subspace. In PA methods, which are originally constructed to measure formal charges on the fragments, virtual orbitals are treated on the same footing with occupied orbitals. Therefore, formal charges and ⌬Q inferred from PA methods include both the effect of relaxation of the occupied orbitals ͑i.e., true delocalization͒ as well as the effect of occupied-virtual overlap ͑see the H 2 example above and the Appendix for a detailed comparison of these two methods͒. It is also not uncommon for MPA to predict charges of the wrong sign even in very simple systems. 67 Of course, construction of the projected virtual orbitals in ALMO methods unavoidably destroys absolute locality of the virtual orbitals ͓Eq. ͑11͔͒. We verified, however, that the degree of such a delocalization is not significant. Moreover, ALMO CTA calculations with very compact STO-3G basis set reproduce the results presented in Table I . Therefore, all charge transfer terms in ALMO CTA have properly localized donor and acceptor centers. We conclude that despite the common view on the bonding in borane carbonyl, CO is a better Lewis acid than BH 3 .
We also performed the CDA proposed by Dapprich and Frenking. 48 CDA is based on the same principles as MPA and, therefore, also produces large charge transfer terms ͑Table II͒. As demonstrated in the Appendix, some of the CDA terms do not have clear physical meaning. For example, intramolecular virtual-virtual terms do not correspond to any physical effect and can be of the same order of magnitude as the forward donation and backbonding terms ͑Table II͒.
It is interesting to note that small charge transfer terms ͑i.e., similar to ALMO CTA͒ are obtained for H 3 B-NH 3 in the work of Mo and Gao. 68 To calculate the amount of electron density transferred from NH 3 to BH 3 , these authors applied natural population analysis to the polarized reference and to the fully relaxed wavefunction and took the difference of the charges on NH 3 . In this approach the polarized refer-TABLE II. Dapprich-Frenking CDA for borane complexes. Geometry is optimized at B3LYP/ 6-31͑+, +͒G͑d , p͒ level. Basis sets used for CDA analysis are ͑1͒ 6-31G, ͑2͒ 6-31G͑d , p͒, ͑3͒ 6-31͑+, +͒G͑d , p͒, ͑4͒ 6-31͑+, +͒G͑df , pd͒, and ͑5͒ 6-31͑2+ ,2+͒G͑df , pd͒. All terms are in mē and are not BSSE corrected. ence state also plays the key role but this method incorrectly produces nonzero charge transfer for the polarized state. It would also fail to separate ⌬Q into forward and backdonation components for systems in which both effects are important ͑e.g., H 3 B-CO͒. Absolutely localized complementary occupied-virtual pairs for borane complexes at the equilibrium geometry were constructed at the B3LYP/ 6-31͑+, +͒G͑d , p͒ level of theory. The most significant orbitals for forward donation and backbonding are shown in Fig. 2 . In agreement with the classical donor-acceptor theory, the donating occupied orbitals on NH 3 and CO fragments closely resemble sp 3 -hybridized lone pairs while the virtual orbitals are sp 3 -hybridized empty orbitals on the boron atom. These pairs recover more than 95% of the overall charge transfer in this direction. The backbonding complementary orbital pairs in H 3 B -CO are doubly degenerate and each recover 48%-49% of backdonation ͑only one of the two degenerate orbitals is shown in Fig. 2͒ . Figure 2 indicates that backdonation occurs from the B-H -bonding orbitals to the antibonding * orbital of the CO molecule.
C. Bonding in carbonyl complexes
The CO ligand is one of the most important ligands in chemistry of transition metals. The metal-carbonyl bonding is a classic example of the Dewar-Chatt-Duncanson model of synergic bonding in metal complexes. 50, 51 According to this model, the carbonyl ligand donates an electron pair from the occupied antibonding orbital on the carbon atom ͑so-called 5 orbital͒ into the metal unoccupied orbitals, and the metal donates the electron density back from its occupied orbitals into the carbonyl * -antibonding orbitals. 69, 70 As a result of the metal-ligand interaction, metal-carbonyl complexes exhibit C-O stretching frequencies that are shifted from the frequency of the free CO molecule. In "classical" carbonyl complexes, the C-O stretching frequency is lower than in isolated CO. This shift is interpreted as a result of strong backdonation into the antibonding * orbitals of the CO molecule which weakens the C-O bond. 70 In another class of metal-carbonyl complexes, called "nonclassical" carbonyls, the C-O stretching mode is close to or even higher in energy than that in free CO. [71] [72] [73] [74] This unusual behavior is attributed to donation from the CO antibonding 5 orbital without compensating backdonation into the CO antibonding * orbitals. 48, 71, 73, 74 The relative strength of forward donation and backbonding effects in metal-carbonyl complexes can be made quantitative with ALMO CTA. In this work, we applied ALMO decomposition to typical nonclassical complexes-AgCO + and AuCO + , and to a classical carbonyl-W͑CO͒ 6 . Complex geometries were optimized using the B3LYP density functional with the effective core potential LANL2DZ basis for the metal atoms and the 6-31+ G͑d͒ basis for all other atoms. The EDA calculations are also done at the B3LYP/ LANL2DZ/ 6-31+ G͑d͒ level and the results are summarized in Table III. As evident from the computed bond lengths and vibrational frequencies ͑Table III͒, the C-O bond, indeed, becomes shorter and stronger in nonclassical carbonyls, AgCO + and AuCO + . The opposite trend is observed for classical W͑CO͒ 6 . In agreement with the widely accepted understanding of bonding in carbonyls, the backbonding charge transfer energy components are smaller relative to the forward donation terms in nonclassical carbonyls, whereas ⌬E M→CO RS in the classical carbonyl is noticeably larger than ⌬E CO→M RS . The same trends are observed on the charge scale. The only exception is that forward-and backdonation terms on the charge scale in AuCO + are of the same magnitude, while forward donation is twice as large as backdonation on the energy scale ͑for explanations, see the H 3 B -CO example above͒. To verify that our method properly separates forward-donation and backbonding terms in AuCO + we applied ALMO CTA to AuCN and compared results for these two complexes ͑Table III͒. CO is known as a strong, well balanced -donor and -acceptor, while the CN − ligand is a good -donor and very poor -acceptor. ALMO CTA correctly predicts large forward-donation and negligible backbonding for AuCN.
Based on the results of ALMO CTA and ALMO EDA, we conclude that backbonding in nonclassical carbonyls is not negligible even though this effect is smaller than forward donation. Backdonation to the CO virtual antibonding orbitals does not fully compensate for forward donation from the occupied CO orbitals in nonclassical carbonyls. The back- bonding term in the classical tungsten carbonyl is significantly stronger that the forward donation term. The relative strength of these terms explain blue and red shifts in vibrational spectra of coordinated CO in nonclassical and classical carbonyls. 74 This explanation is supported by the more detailed COVP analysis which shows that in both classes of carbonyl complexes almost 100% of forward donation is recovered with a single COVP. The shape of the occupied orbital of this COVP ͑Fig. 3͒ is exactly the shape of the HOMO of the CO molecule ͑5 orbital͒. The backdonation to the CO antibonding doubly degenerate * orbitals recovers 100% of the transfer in classical carbonyls and 77% in nonclassical carbonyls. The remaining 23% of backdonation in nonclassical complexes is due to the transfer into the * orbital of CO ͑Fig. 3͒.
D. Multiple intermolecular bonds in a complex of isocyanuric acid and melamine
Isocyanuric acid ͑1,3,5-triazine-2,4,6-trione͒ and melamine ͑1,3,5-triazine-2,4,6-triamine͒ are thought to be a major cause of two outbreaks of pet food-associated renal failure in cats and dogs. 75 Although neither of these chemicals is individually toxic, it is believed that their potency may increase when they are present together. 76 Isocyanuric acid ͑ICA͒ and melamine ͑MA͒ can form networks of hydrogen bonds, creating a tilelike planar structure through molecular self-assembly. 1 Three hydrogen bonds formed in the planar ICA-MA complex are shown in Fig. 4 ͑complex 1͒ . We apply ALMO decomposition to isolate electron transfer effects associated with individual hydrogen bonds in the complex. To verify accuracy of the decomposition, we also compare ALMO CTA results for the planar complex and the complex in which ICA and MA molecules lie in perpendicular planes ͑complex 2͒ and in which only one hydrogen bond between the interacting molecules is formed.
Geometry optimization and EDA calculations were performed using the B3LYP density functional with the 6-31͑+, +͒G͑d , p͒ basis set for all atoms in the system. The results are summarized in Table IV. In the planar complex, charge transfer from MA to ICA is 19.2 mē and charge transfer in the opposite direction is 8.0 mē. The energy lowering corresponding to these delocalization effects is proportional to the amount of charge transfer and are 32. , respectively. The ALMO decomposition results for complex 1 can be compared to the decomposition for complex 2, in which only one hydrogen bond is formed between the interacting fragments. The difference in ⌬E FRZ and ⌬E POL between complex 1 and complex 2 can be explained by purely electrostatic effects: Oxygen and hygrogen atoms of the peripheral hydrogen bonds have partial charges of the opposite sign and are closer to each other in complex 1. This leads to stronger electrostatic attraction between MA and ICA and also to stronger mutual polarization in complex 1 compared to complex 2. As expected, charge transfer from ICA to MA in complex 2 is negligible and charge transfer in the opposite direction is very close to that in complex 1. COVP decom- position for MA→ ICA terms in both complexes are almost identical. Small electron transfer effects from ICA to MA in complex 2 do not have dominant terms in the COVP decomposition.
Based on these results we conclude that in the planar complex delocalization effects for the central N¯H hydrogen bond is approximately four to five times stronger ͑19.2 mē and 32.3 kJ/ mol͒ than for the peripheral O¯H bond ͑4.0 mē and 7.7 kJ/ mol͒.
IV. CONCLUSIONS
Energy decomposition methods based on absolutely localized orbitals ͑ALMO͒ have been succesful in studying and analyzing binding mechanisms in numerous molecular complexes. 25, 26, [66] [67] [68] [77] [78] [79] The ALMO energy decomposition analysis ͑EDA͒ ͑Refs. 25 and 26͒ enables accurate separation of the total intermolecular interaction energy into intramolecular ͑frozen density and polarization͒ terms and intermolecular ͑charge transfer͒ energy terms.
In this paper, we have extended decomposition analysis method based on absolutely localized molecular orbitals ͑ALMO͒. First, we proposed a quantitative scale to measure intermolecular charge transfer effects. All terms on this scale such as forward-donation, backdonation, and higher order relaxation have well defined energetic effects consistent with the previously defined energy terms in ALMO EDA. Second, we introduced concept of chemically significant complementary occupied-virtual orbital pairs which provides a simple description of electron transfer effects in intermolecular interactions.
The newly proposed generalized ALMO decomposition method has been tested successfully on systems involving hydrogen bonding and donor-acceptor interactions. For cases such as borane complexes, metal carbonyls, and complexes with hydrogen bonding ALMO decomposition analysis re- 
APPENDIX:
Comparison of ALMO CTA to population analysis and charge decomposition analysis As we show in Sec. II, charge transfer effects measured in the ALMO CTA methods are different from charge transfer inferred from the population analysis methods. The major difference between ALMO CTA and population analysis is the way the Hilbert space of the molecular complex is partitioned. The population analysis methods are specifically designed to calculate formal charges on molecules in molecular complexes ͑see below͒. In these methods, the entire Hilbert space spanned by nonorthogonal reference orbitals is divided into molecular subspaces with partition operators P x ͑pa͒ :
Although these operators satisfy the idempotency and resolution of identity conditions
they do not represent true projectors since they are generally non-Hermitian. Therefore, we say that the Hilbert space is vaguely partitioned into molecular subspaces in the PA methods.
In contrast, ALMO CTA is constructed to measure the amount of charge reorganization in the final electronic state with respect to some reference state. For the final electronic state, this method calculates the amount of the electron density that occupies the initially unoccupied subspace ͓see Eq. ͑14͔͒. Therefore, ALMO CTA first of all partitions the entire Hilbert space of the reference state into the strongly orthogonal occupied and virtual subspaces with true projectors R and Q . Only then, if one is interested in forward donation and backbonding components of the total charge transfer term, both the occupied and virtual subspaces are vaguely partitioned into molecular subspaces with operators P x ͑o͒ and P x ͑v͒ :
Non-Hermitian idempotent operators P x ͑o͒ and P x ͑v͒ are not true projectors. In this sense, they are similar to P x ͑pa͒ . However, they sum up to projectors R and Q which do define the occupied and virtual subspaces:
It is important to note that the proper definition of these subspaces allows one to assign the energetic components to charge transfer terms because the corresponding energy lowering is unambiguously defined only for charge transfer from the occupied subspace to the unoccupied subspace ͓Eq. ͑21͔͒. The lack of well defined occupied and unoccupied subspaces in the population analysis makes these methods inapplicable for studying charge transfer. Thus, ALMO CTA gives the correct intermolecular electron transfer and the energy associated with it, whereas PA methods produce the proper formal charges on molecules.
The CDA method 48 attempts to quantify the degree of electron delocalization in molecular complexes. As we show below, CDA uses partitioning operators similar to the Mulliken population analysis operators ͓Eq. ͑A1͔͒ and, therefore, suffers from the same shortcomings as the PA methods when it is applied to study electron density relaxation. CDA employs the frozen density state as a reference state, whereas ALMO CTA uses the polarized state. The latter is a more appropriate reference for studying intermolecular electron density transfer since the results are not contaminated by intramolecular relaxation effects. Another serious drawback of CDA is that some terms obtained in this method do not have clear physical interpretation.
A detailed mathematical description of the PA methods and CDA is presented below.
Population analysis
Any one-electron density operator R f ͑usually constructed from delocalized occupied molecular orbitals͒ can be the subject of population analysis ͑PA͒ in some localized basis set, ͉ xp ͘. The electronic population of molecule x is usually defined as the expectation value of ͑a generally nonHermitian͒ operator ͑P x ͑pa͒ R f P x ͑pa͒ ͒:
where ͉ xp ͘ denotes basis orbitals and P x ͑pa͒ is the partition operator associated with the Hilbert subspace of molecule x ͓Eq. ͑A1͔͒ that must satisfy the idempotency ͓Eq. ͑A2͔͒ and resolution of identity ͓Eq. ͑A3͔͒ conditions. The formal charge of molecule x is obtained by summing pop x ͑R f ͒ and the nuclear charges of the atoms in the molecule. If nonorthogonal canonical orbitals of isolated molecules, which define the R FRZ state, are used as basis functions, Eq. ͑A8͒ represents the Mulliken population analysis ͑MPA͒. 34, 35 If the basis orbitals are symmetrically orthogonalized then the partiton operators become Hermitian, and Eq. ͑A8͒ describes Löwdin population analysis. 36 Weinhold's analysis 49 utilizes a basis set of so-called natural bond orbitals that are orthogonal by construction ͑expanded in terms of the underlying basis set of occupancy-weighted symmetrically orthogonalized natural atomic orbitals͒ and can also be described by Eq. ͑A8͒. It is important to state that there is no clearly "best" method for allocating a charge distribution among nonorthogonal subspaces associated with orbitals, atoms or molecules. For example, Mulliken analysis can produce orbital populations outside physical range ͓0,2͔, whereas in Löwdin analysis the basis functions are not strictly localized after the symmetric orthogonalization is performed ͑the same is true for natural bond orbitals͒.
Formal charges on molecules obtained from population analysis do not provide full information about electron reorganization and binding in the system. For example, in a complex with synergic bonding, the analysis of molecular formal charges does not capture full complexity of charge transfer effects in the complex. In population analysis methods, the total charge transfer is calculated as the population of all virtual orbitals in the final state: Note that operators Ô x ͑pa͒ and V x ͑pa͒ are not projectors onto the occupied and virtual subspaces. Their sums over all molecules do not give proper projectors either ͑compare them to operators P x ͑o͒ and P x ͑v͒ defined in the context of ALMO CTA in Eqs. ͑A4͒ and ͑A5͒͒.
Charge decomposition analysis "CDA…
For systems comprising more than two molecules, it is often important to know not only how much charge is transferred to a molecule but also where it came from, i.e., to find forward donation and backbonding components for each pair of molecules in the system. The PA methods are unable to provide this level of detail. In the CDA method of Dapprich and Frenking, 48 the amount of charge transferred from the occupied orbitals on molecule x to the virtual orbitals on molecule y is defined as follows:
The basis functions used in CDA are converged canonical orbitals of isolated fragments ͑FRZ basis͒ and a Mulliken partitioning ͑denoted with the MPA superscript͒ is used. The CDA has proved useful for comparative studies of charge transfer but there are several problems with adopting such a definition for ⌬Q occ͑x͒→vir͑y͒
͑CDA͒
. First, the CDA definition of the charge transfer components is not consistent with the definition of ⌬Q ͑MPA͒ given by Eq. ͑A9͒ even though the starting point for deriving the CDA expression is the Mulliken PA, Second, it is very hard to assign physical meaning to often large negative terms corresponding to mixing occupied orbitals on one fragment with occupied orbitals on another:
The original assignment of these terms to polarization effects does not agree with a widely accepted view that polarization effects correspond to occupied-virtual orbital mixing within a molecule. Even though the reference orbitals are not optimized for intrafragment relaxation in CDA, intrafragment occupied-virtual charge transfer terms are always zero in this method. This is because orbitals within a molecule can always be orthogonalized thus giving zero matrix elements in Eq. Finally, CDA does not produce correct charge transfer results in the limit of orthogonal basis orbitals because of the direct inclusion of the overlap matrix into each charge transfer term. Therefore, zero charge transfer is produced for any density matrix, R f , for all methods in which virtual orbitals are orthogonal to the occupied orbitals, and for all systems in which charge transfer occurs between spatially separated fragments.
Most importantly population analysis and CDA methods do not define occupied and virtual subspaces for the reference state and, therefore, produce electron density reorganization effects without corresponding well defined energies of charge transfer.
