Abstract-Motor vehicle theft has caused massive economic loss over the world. This paper proposes an embedded vision system to detect automotive interior intrusion. The system uses a fusion of an acceleration module and a vision module to meet the requirement of low power consumption for most motor vehicles. Furthermore, an effective intrusion detection algorithm is developed for the on-board vision module. The vision system is able to detect the intrusion even in the dark night due to the employment of infrared lights. Experimental evaluation is conducted under a variety of illumination conditions, such as day time, night time and even shining light. An intrusion detection accuracy of 91.7% is achieved, which shows that the developed embedded vision system is reliable for motor vehicle intrusion detection.
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I. INTRODUCTION
Motor vehicle theft has been a big trouble since the birth of motor vehicles. It often happens by breaking the car windows or doors. Various anti-theft systems for motor vehicles have been developed in the literature, such as the car alarming systems, security car parking systems, video monitoring systems and GPS tracking systems. Most existing car alarming systems are over-sensitive to external stimulation,thus the alarms are often triggered accidentally. Frequently false alarms actually makes the motor vehicle theft worse, since false alarms are so common that people often choose to ignore them [1] . Although video monitoring systems has already been a mature technology in research [2, 3, 4, 5] , to the best of our knowledge, no attempt has been made to integrate an intrusion detection system into a vehicle due to challengings of low power consumption, limited computation ability of on-board chips and real time intrusion detection requirements.
With the development of sensing technology and computer vision technology, various vision-based motor vehicle applications have been developed, including driver attention detection [6, 7, 8] , control panel monitoring [9] , pedestrian detection [10, 11] , traffic lights detection [12, 13] and traffic sign recognition [14, 15] . However, embedded vision-based motor vehicle intrusion detection has not been explored. This paper proposes an embedded vision-based automotive interior intrusion system (VIDS) for vehicle intrusion detection. The small size and low power consuming ability of the on-board chips make it easy to be integrated into motor vehicle system. The vision system makes the detection more reliable thus avoids false alarm which is an important weakness in current motor vehicle alarming systems. To meet the low power consuming requirement of most motor vehicles, the proposed system uses a fusion of an acceleration module and a vision module. More specifically, the acceleration module is controlled by low power consuming MSP430 chip and the vision module is controlled by SCP2207 chip which can process the images quickly. To achieve real time performance, this paper further presents an effective intrusion detection algorithm for the onboard vision module.
The proposed intrusion detection algorithm consists of four main components: 1) Intrusion area detection algorithm; 2) Boundary detection algorithm; 3) Motion detection algorithm; and 4) Moving trend detection algorithm. The detected window area and boundary information are fixed after the installation of the hardware device. Thus, these two algorithms can be performed outside the on-board chips. The motion detection and moving trend detection are executed within a framework inside the on-board chips. The developed intrusion detection system can also detect the intrusion even in extreme dark environment due to the employment of six IR lights. The IR lights also contribute to the robustness of the intrusion detection algorithm via adjusting the light condition inside the vehicle. This algorithm is robust under severe illumination changes, such as sunny, cloudy, raining, shadows, passing pedestrians and shining lights. Furthermore, this algorithm is optimized to achieve real-time performance on the developed hardware platform.
The contributions of this work are:
1. An embedded vision-based automotive interior intrusion detection system which is able to detect the intrusion robustly against different illumination conditions. It can be directly integrated into automotive systems.
2. A complete hardware platform which meets the low power consuming requirement of most motor vehicles, while performing intrusion detection effectively.
3. An effective and robust intrusion detection algorithm for the automotive interior intrusion detection.
The rest of this paper is organized as follows: a brief introduction of the proposed system is presented in Section II. Details of the proposed intrusion detection algorithm are described Section III. Section IV presents the experimental results. The paper concludes with discussions in Section V.
II. SYSTEM DESCRIPTION
This section describes the main structure of the proposed VIDS. To practically work in the automotive environment, the system needs to detect the intrusion quickly and robustly while consuming low energy. However, most of the current vision processors and vision sensors cannot work properly under such a low energy condition. Thus, a fusion of the vision sensor system and the acceleration sensory system is necessary to achieve this goal.
A complete hardware platform specifically for the automotive interior intrusion detection is proposed. The hardware platform consists of two modules to achieve the low power consuming requirement. They are acceleration module and vision module respectively. The acceleration module functions to trigger the vision module to meet the low power consuming requirement. Fig.1 shows the appearance of the developed VIDS. The framework of the proposed VIDS is shown in Fig.2 . The first step is to start the VIDS and perform window status detection. The system will directly alarm if the window of vehicle is left open. There are three main situations in the VIDS. The situation C means an obvious theft behaviour has been detected. For example, a steeling of wheels will be detected by the acceleration module, which will lead to a direct alarm of the system. The situation A of Fig.2 means that no abnormal status is detected by the acceleration module. Then the system will keep detecting with the acceleration module. The vision module will only be started when the acceleration module is not confident of the stealing, such as a slight hit or knock on the car window or the door, which corresponds to the situation B in Fig.2 . Once the vision sensor is started, it will execute the intrusion detection algorithm to judge if there is an intrusion. If the intrusion is detected, the VIDS will start the vehicle alarm system and then exit for energy saving. By employing this strategy, the proposed VIDS is able to prevent false alarms and reduce power consumption, which significantly improves the theft detection accuracy and energy efficiency. 
III. INTRUSION DETECTION METHOD
This section describes the proposed intrusion detection method. It is challenging to directly apply the normal image processing technologies, such as hand motion detection or human face detection to the project because of the dynamic and complex background of the car window scene, the limited processing power of MCU. Furthermore, the outside background of the car window, such as the human movement may also cause false detection.
To detect the behaviour of intrusion stably and quickly, the proposed VIDS mainly deals with the border area of the vehicle window. When an intrusion happens, the hand or other subjects will pass through the vehicle window, thus one of its border will be occluded and the intrusion can be determined by further detecting its moving trend. The segmentation of the intrusion detection areas is performed after the fixation of the sensors, and the results are saved for the on-board motion detection algorithm. Fig.3 shows a flowchart of the proposed intrusion detection method, which mainly consists of four algorithms 1) Intrusion area detection algorithm; 2) Boundary detection algorithm; 3) Motion detection algorithm; and 4) Moving trend detection algorithm. Details of these algorithms will be explained in the following sections.
A. Intrusion area detection algorithm
The image data captured by OV9715 vision sensor has a resolution of 640*400 pixels. Although the resolution is not high compared to normal web cameras, it still takes around 30ms for the SCP2207 MCU to simply copy the image. Thus, to achieve real time performance, it is necessary to extract the special intrusion detection area. The extraction of intrusion detection area will also contribute to the robustness of motion detection algorithm, since the complex changing background outside the vehicle window is excluded. Although active research and significant progress have been achieved recently in the vision-based object segmentation area, it is hard to directly apply these methods to our task due to the dramatic illumination changes, sensor rotations and complex appearance inside the vehicle as shown in Fig 9. To robustly detect the interesting area, this paper employs the well-known Grabcut [16] to perform the segmentation. The Grabcut algorithm outperforms most existing auto segmentation methods, since it uses the manually selected information of background and foreground area. In practical, we need to manually click as many background and foreground information as possible to segment the intrusion area accurately. An example segmentation procedure is shown in Fig.4 . Fig.4a shows the captured image. The manually selected foreground and background are shown in Fig.4b and Fig.4c respectively. The four biggest connected components in the segmented binary are extracted and further smoothed by morphology erosion and dilation. Fig.4d shows the final segmentation results.
B. Boundary detection algorithm
The aim of the boundary detection is to detect interaction line between vehicle windows and intrusion areas. By using this boundary information, the moving trend can be further determined. This boundary information is also used to further extract two tiny intrusion sub-areas for motion detection. The theory of extracting the boundary is shown in Fig.5 . As shown in Fig.5 , the proposed boundary detection algorithm requires a manually clicked vehicle window center point and pre-segmented intrusion detection area. The clicking will also label the windows, so that the system can output the exact label of the window when the intrusion happens. Once the points are clicked, the algorithm will draw rays to intersect with the nearest continuous detection region. Based on the intersection points, the boundary line information and two tiny intrusion sub-area can be extracted. Fig.6 shows an example of the boundary detection results. 
C. Motion detection algorithm
To achieve real time performance, this paper proposes an effective motion detection algorithm which mainly consists of two parts: the frame difference algorithm and the de-noising algorithm.
1) Frame difference algorithm:
The theory of frame difference algorithm is shown in the following equation:
where I i denotes the ith captured image. T is the fixed threshold to detect the motion. The low value of T will lead to more sensitive detection result, while the high value will cause missing of the detection. During the evaluation experiments, this threshold was pre-set to 20. Thus, better accuracy might be obtained by adjusting this threshold. F i+1 is the output binary image.
2) De-noising algorithm:
The results of the frame difference algorithm often contain noise. To remove the noise efficiently, this paper employs the convolution operator. The de-noising theory can be explained by the following equation:
where F i+1 is the output binary of the frame difference algorithm. ⊗ denotes the convolution operation. K and T represent the designed kernel and de-noising threshold respectively. The output binary image B i+1 is the final motion detection result. The size of the designed kernel K is 3 * 3. The content inside the kernel are all set to 1. Thus, the designed kernel also has a property of rotation invariant. By employing the former designed kernel, the Eq.(2) can be simplified to Eq.(3):
where (x, y) represents the position of a pixel in the image. sgn is the signum function. Finally, the moving object is detected, if the sum of remained pixels in one of the detection areas is bigger than a threshold. In practice, the threshold is set to be 10.
An example of the motion detection result is shown in Fig.7 where the pink part means the detected intrusion motion area. 
D. Moving trend detection algorithm
The moving trend detection is an essential strategy to prevent false alarm in the proposed VIDS. It can reduce the impact of illumination changes while keeping the intrusion detection sensitivity. In practice, the proposed system uses the distance between the moving object and the previously detected boundary. In the first stage, if the detected motion is close to the boundary, then we further check whether the object is moving towards the interior of the vehicle. This strategy will weaken the affection of light changes, such as a passing human, shining phones, shadows. An illustration of usage of the proposed intrusion detection procedure is shown in Fig.8 . Fig. 8 . Illustration of the proposed intrusion detection procedure As shown in Fig.8 , the moving trend detection is based on the results of motion detection and the boundary detection results. Once the motion is detected, the mean distance of detected motion pixels to the boundary is recorded. If the distance of the detected motion keeps increasing, the trend is moving inside the vehicle and the intrusion is detected. The evaluation experiments in the next section shows that most of the intrusions events can still be detected even under a speed of 1.5m/s.
IV. EVALUATION
This section evaluates the accuracy of the proposed VIDS under a variety of illumination conditions such as day time, night time, car parking area and shining light. First, the evaluation protocol is presented in detail. Then, the experiment results under different light conditions are discussed.
A. Evaluation protocol
To evaluate the intrusion detection performance of the proposed VIDS system, we conducted experiments in various illumination conditions, intrusion positions and intrusion speeds. Fig.9 shows the images captured in different illumination conditions. These captured images are all very common in practical environment. For example, Fig.9a was captured in the midday when there was sufficient light outside while Fig.9i is captured in the dark night. We also evaluate the light condition in Fig.9h where a shining and moving phone light was used.
The intrusion subjects were asked to perform normal intrusion towards different vehicle areas. The testing area includes the four doors of the vehicle, two dashboard areas, one glove box area and two luggage areas. During the test, we assumed the windows were already broken, so that the testers could perform intrusion testing. The subjects were required to perform the intrusion at three different speeds, which are around 0.15m/s, 0.4m/s and 1.5m/s. These speeds are selected because they cover the normal action speeds of human.
The percentage of corrected detected intrusion is used to evaluate the VIDS system performance. There are 2160 (9 intrusion locations * 3 speeds * 8 intrusion light conditions * 10 times ) intrusion instances in total. It should be noted that the light condition in Fig.9h does not belong to intrusion test since no intrusion has been conducted in this situation. The design of Fig.9h light condition is to test the false alarm performance of the VIDS. Apart from the shining light test, we also conduct walking around test and bumping windows test for the false alarm. The total number of instances for false alarm test is 270 (9 intrusion locations * 3 testing conditions * 10 times).
B. Experiment results
Due to the rotation invariant property of the developed intrusion detection algorithm, the proposed VIDS is not sensitive to the installing position or direction. For example, The fixation directions of Fig.9e and Fig.9f have a difference of around 90 o . Table I shows the overall detection accuracy of the nine different intrusion locations. Most of the detection rates are above 90%, hence, the VIDS is a reliable system for the intrusion detection. The accuracy of dashboard area is lower then other locations, this is probably due to the small segmentation area as shown in Fig.6b . However, it is not suggested to extend the segmentation for the dashboard area, since it will increase the sensitively to illumination changes. The intrusion at the glove box is relatively easy to be detected, since it takes time for the subjects to open the glove box and take objects out.
During the experiment, the accuracy of the glove box area is 100%. This phenomenon can be further explained by using the intrusion detection algorithm flowchart as shown in Fig.3 . To open the glove box, the tester has to perform actions which will then be detected by the motion detection algorithm. The intrusion will be more likely to be detected as the intrusion detection algorithm keeps judging different detected motions. We further tested the VIDS by opening the doors of vehicle and then perform intrusion, the result shows that the alarm accuracy under this circumstance is 100% for a total of 500 times test. The testing result shows that the developed VIDS can also handle intrusion situations where the doors are forced open with a jemmy. Although we did not test the intrusion on the rear window which is not covered by our testing areas, the developed method can be easily extended by adding the rear window to the intrusion area extraction procedure. To test the robustness of the VIDS, we also conduct the false alarm test. Table II shows the overall false alarm rate of the system. The common situations such as waking around test and bumping test will not cause false alarm for the system. The false alarm will only happens when the subject using shining lights towards the car and the lights act as an intrusion motion. The false alarm rate under this situation is around 1.7%. Table III shows the overall intrusion detection alarm rate of the VIDS. There are 2160 intrusions happened in total, the positive outcome is 1981, thus the overall intrusion detection is 91.7%. For the false alarm tests, the positive output means the system should not alarm. The system achieves 99% accuracy in the false alarm test. We perform energy consuming test by connecting the system to an ammeter. The dark current consuming of VIDS when vision module is not started is around 2mA. The maximum dark current is around 160mA when the both the infrared lights and vision module operate.
V. CONCLUSION
This paper describes VIDS for automotive interior intrusion detection. The developed VIDS can detect the intrusion robustly against different illumination conditions with low power consuming. Furthermore, the proposed intrusion detection algorithm enables the VIDS to detect the intrusion effectively and robustly in real time. Extensive experiments demonstrate the effectiveness of the VIDS under various illumination conditions, intrusion speeds and intrusion locations.
With properties of a small size, low power consumption, and good real-time performance, the proposed VIDS system is suitable for integration with motor vehicles. The future direction of the research will be on exploring the possibility of extending VIDS to driver's safety functionalities, such as visual focus of attention estimation [17] , human behaviors analysis [18, 19] .
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