Abstract-This paper proposes a motion compensation method to compensate for the inter-pulse phase errors caused by the target movement in stepped-frequency ISAR imaging. For this purpose, genetic algorithm, particle swarm optimization (PSO) and PSO with an island model (PSOI) were applied in the proposed procedure. Simulation results using point scatterers and measured data show that PSOI is the most efficient in the proposed method.
INTRODUCTION
Inverse Synthetic Aperture Radar (ISAR) imaging is a technique to generate a two-dimensional image of a target [1] . ISAR is used as a good feature along with 1D range profile [2] in automatic target recognition (ATR). There are two main types for deriving ISAR images; chirp pulse radar and stepped-frequency radar ( Fig. 1(a) ).
Chirp pulse radar, widely used in imaging radars, transmits a single short pulse with a given bandwidth. The returned signal is matched-filtered using a stored replica. It is assumed that the target is fixed during the dwell time of the pulse on it due to a relatively short pulse length compared with its speed. Therefore, range profile timehistory data calculated by the chirp pulse radar remain well-focused. However, this type of radar is often limited by hardware complexity and cost.
Stepped-frequency radar system transmits a continuous series of short monotone pulses, called burst with only a single frequency component in each pulse. The inverse Fourier transform (IFFT) of each burst is used to generate each range profile. Stepped-frequency radar can achieve high resolution even with simple hardware architecture. However, the motion of the target between pulses in a burst can blur the range profile seriously ( Fig. 1(b) ). Some papers for autofocusing stepped-frequency ISAR images have been published, but assumed that target's movement is negligible during a single burst [3] .
In this paper, we propose a stepped-frequency motion compensation procedure that compensates for such inter-pulse motion of a target. For this purpose, a genetic algorithm (GA) [4] , a particle swarm optimization (PSO) [5] [6] [7] [8] [9] , a PSO with an island model (PSOI) [10] were utilized in each stepped-frequency burst using 1D entropy cost function. Simulation results using a target composed of point scatterers and the measured signal of Boeing 737 aircraft show PSOI compensates for the phase errors most successfully.
RADAR SIGNAL MODEL AND PROPOSED MOTION COMPENSATION METHOD

Stepped-Frequency Signal Model
A stepped-frequency signal burst consists of M bursts of N pulses whose pulse repetition frequency (PRF) is 1/T (Fig. 2) . Each frequency component in the burst is f n = f 0 + n∆f , where f 0 is the initial frequency and ∆f is the frequency step in the burst, yielding the total bandwidth of (N − 1)∆f . We assumed that the radar line-of-sight (RLOS) is fixed during each burst. The received stepped-frequency echo signal can be expressed as follows:
where K is the number of scattering centers, a k is the magnitude of the kth scattering center, and r k (m, n) is the radial distance to kth scattering center projected onto RLOS at the time mT + nT , r k0 (m) is the initial radial distance of the kth scattering center at the start of the mth burst, and t n = nT . V r and a r respectively represent the velocity and acceleration along RLOS. In (1), a change of r k between pulses causes the image to be blurred. Therefore this blurring should be eliminated by using proper estimation ofv r andâ r in each burst. The compensated signal is then as follows:
After (2) is calculated, scattering centers in each burst are at fixed locations, yielding a focused range profile when IFFT is performed.
However, phase errors for each range burst still exist due to r k0 (m) of each burst. For this reason, range profiles should be aligned using proper range alignment algorithm.
Proposed Motion Compensation Method
To properly compensate the motion of the target during each burst by estimatingv r andâ r , we utilize a one-dimensional (1D) entropy minimization method in which 1D entropy is used as the cost function that quantifies the focus of a range profile. It is defined as follows [12, 13] :
where h(n) is the range profile derived via IFFT of a motioncompensated burst. The estimated set of [v râr ] that minimizes this cost function is selected as the one for motion compensation of the burst. However, finding [v râr ] is not simple because the cost surface is composed of many local minima. Therefore, gradient-based searching algorithms, which are faster than any other methods, can yield poorly focused range profiles. In this paper, we utilize GA, PSO, and PSOI. To reduce the computation time which is the crucial factor in battlefield conditions, we limit the number of generations in each method to 30 and then evaluate the degree of focus using each algorithm. After proper motion compensation of each burst, we used range alignment of each range profile using 1D entropy minimization and phase adjustment using 2D entropy minimization to align range profiles due to the intial radial distance at each burst and to compensate for the phase errors in cross-range direction. Fig. 3 shows the proposed procedure for stepped-frequency ISAR imaging. Without the highlighted step, ISAR images derived from stepped-frequency can be blurred seriously due to the inter-pulse motion of the target, especially at high target speeds (dotted line in Fig. 1(b) ).
GA, PSO and PSOI
GAs are a class of robust optimization methods modeled on the concepts of natural selection and evolution. GAs are adept at handling complex, multi-modal optimization problems, particularly those that are naturally combinatorial. PSO is a population based stochastic optimization technique based on social behavior of bird flocking or fish schooling. The system is initialized with a population of random solutions, called particles, that minimizes the cost function and searches for the optima by changing the velocity of each particle toward the local and the global particle best (Fig. 4) [6]. The particle dynamics which update each particle is as follows:
t is the number of generation, rand is a uniform random number having a uniform distribution between 0 and 1. The velocity vector in the tth generation is then added to the particle x i (t) to move this particle. It was demonstrated that PSO gets better results in a faster, cheaper way compared with other methods [12] . Another reason for using PSO is that there are few parameters to adjust (c 1 , c 2 , and φ). In this paper, along with PSO alone, a PSOI model that combines three independent PSOs were designed to further increase the performance of PSO in motion compensation. This concept in Fig. 5 was designed by modifying the structure given in reference [10] to reduce computation time. For every regular generation step, two particles with the poorest performance in each subpopulation are discarded and two best particles of the other two PSOs, one from each subpopulation, are migrated. Therefore, each subpopulation cooperates to find the optimum value.
There can be many subpopulations, however, we limited the number to three because of the calculation speed constraints.
SIMULATION RESULT
Simulation Result Using Point Scatterers
Stepped-frequency ISAR simulation was conducted for moving targets (Fig. 6(a) ) which was composed of isotropic scattering centers (Fig. 6(b) ). The magnitude of all scatterers was set to identically two. In this figure, ∆φ was set to zero for simplicity. The simulation was carried under the given radar and motion parameters (Table 1) and GA, PSO, PSOI parameters ( Table 2 ). The velocity and the acceleration were selected to simulate an accelerating fighter, which is coming to attack. To determine the parameters in each algorithm, 5 simulations were performed varying each parameter and those that yielded best average results were selected.
To save computation time which is the most important factor in the real ATR situation, the population size of each algorithm was set to 30 and the number of generations was fixed at 30. Fig. 7 shows the cost surface of the first range profile of the target. It is composed of many local minima. Fig. 8 shows the evolution curve for each algorithm to focus the 1st range profile and the focused range profiles along with the unfocused one. It can be seen that each method focuses the unfocused range profile successfully. Table 3 shows the average and the standard The minimum entropy of each method decreased as the number of generations increased (Fig. 8) . The average and the standard deviation of the minimum entropy were smallest for PSOI (Table 3) . PSO outperforms GA in the aspect of accuracy in the fixed short evolution time and its standard deviation is less stable than GA. The average computation time of PSO and PSOI was slightly longer due to searching for the global best and the particle best. However, this doesn't mean GA is faster than PSO in finding the optimum solution because more time is required for GA to obtain the same result as PSO and PSOI. Table 4 shows the average and the standard deviation of 2D entropy and the average computation time for 100 independent simulations. 2D entropy is defined as follows [13] [14] [15] : According to this criterion, the image having the minimum entropy is the most successfully focused. Even though more time was consumed to iterate a fixed evolution number, PSOI shows the best performance (Table 4) in the aspect of the image focus because ISAR images are just 2D extensions of 1D range profiles. For GA to derive the same result, it has to evolve more and this will increase the computation time further.
Simulation Result Using Measured ISAR Data
In Section 3.1, PSOI compensated the motion most successfully. In this section, we demonstrate the performance of PSOI using the measured ISAR image of a Boeing 737 aircraft in flight. The raw data for this image were obtained using a chirp waveform. The bandwidth of the radar was 100 Mhz, corresponding to a 1.5 m down-range resolution. The complex ISAR image was transformed into stepped-frequency domain via FFT. Then for each frequency data at a certain aspect angle, v r = 300 m/s and a r = 20 m/s 2 were added as follows:
where y n is the frequency domain data of a range profile and z n is the nth motion-added frequency data of it. All other parameters are the same as in (1) . Figure 10 (a) shows the original image derived by chirp waveform and (b), (c) shows the images before and after motion compensation in stepped frequency waveform. Comparison of Fig. 10(a) and Fig. 10(c) demonstrates that PSOI is very effective in motion compensation of stepped-frequency ISAR images, even for the measured data. 
CONCLUSION
In this paper, we proposed a stepped-frequency motion compensation procedure that successfully compensated for the phase errors caused by the motion of a target between pulses in a burst. Simulation results using a target composed of point scatterers as well as the measured data proved the efficiency of this motion compensation method. In the estimation of motion parameters, PSOI provided the most accurate and stable image focus. In this paper, along with PSO alone, a PSOI model that combines three independent PSOs were designed to further increase the performance of PSO in motion compensation. This concept in Fig. 5 was designed by modifying the structure given in reference [10] to reduce computation time. For every regular generation step, two particles with the poorest performance in each subpopulation are discarded and two best particles of the other two PSOs, one from each subpopulation, are migrated. Therefore, each subpopulation cooperates to find the optimum value.
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