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Abstract. The standard description of cosmological observables is incomplete, because it
does not take into account the correct angular parametrization of the sky, i.e. the one deter-
mined by the observer frame. The corresponding corrections must be taken into account for
reliable results at non-linear orders. This can be accomplished by introducing an orthonor-
mal basis, or “tetrad”, at the observer point, representing the frame with respect to which
observations are performed. In this work we consider the tetrad formulation of General Rela-
tivity, thus associating tetrads to sources as well, and develop a new formalism for describing
cosmological observables associated with localized sources. It is based on a manifold which
we call the “observer space-time”, whose coordinates are the proper time, redshift and an-
gles an observer uses to parametrize measurements, and on which the rest of the observables
are defined. This manifold does not have to be diffeomorphic to the true space-time and
allows us to resolve caustics in the latter, in contrast to similar coordinate-based formalisms.
As a concrete example, we work out the definitions and equations for the angular diameter
distance, weak lensing and number count observables. As for the observables associated to
the CMB, they lie inside the phase space distribution of the photon fluid, so we also re-
visit the construction of general-relativistic matrix kinetic theory from the tetrad formalism
viewpoint. Here too the latter appears as the natural approach for relating the macroscopic
dynamics to the microscopic quantum field theory, and therefore for constructing the matrix
Boltzmann equations, without any approximation on the gravitational side. We provide de-
tailed discussions over some subtle issues, that are not considered in the literature, and an
alternative construction of the collision term, which deviates from the standard one at higher
order in the interactions. As a concrete example, we derive the lowest-order collision term
for a fluid of photons, electrons and protons that includes the polarization/spin information.
Finally, all our equations are derived at the fully non-linear level, i.e. without any reference
to some background space-time, and in a completely coordinate-independent fashion. Thus,
the present work contains all the required structures for computations in cosmology with
exact and model-independent cosmological observables.
Contents
1 Introduction & summary 1
2 Motivation 6
2.1 Measurement and observer frame 6
2.2 Advantages of the tetrad formulation of differential geometry 8
2.3 A word on the other common interpretation of eˆa 11
3 Mathematical framework 13
3.1 General preliminaries 13
3.2 Space-time fields 14
3.2.1 Tetrad field and local Lorentz transformations 14
3.2.2 Connections and curvatures 16
3.2.3 Tetrad General Relativity 19
3.2.4 Spinors and gravity 21
3.2.5 Parallel-transported tetrads 24
3.3 World-line fields 25
3.3.1 Geometrical considerations 25
3.3.2 Action for point-particles 26
3.3.3 Equations of motion 28
3.4 Phase space fields 29
3.4.1 Geometrical considerations 29
3.4.2 On-shell phase space and Liouville operator 32
3.4.3 Distribution moments 34
4 Observer space-time formalism 36
4.1 Fundamental observables 36
4.2 Redshift parametrization 37
4.3 Observer sky 39
4.4 Observer space 42
4.4.1 Bundle of geodesics 42
4.4.2 Caustic resolution 44
4.4.3 Induced coordinate transformations on C from LLTs 45
4.5 Full-sky Sachs basis 46
4.6 Transformation rule summary 49
4.7 Observables from localized sources 49
4.7.1 Distances and weak lensing 49
4.7.2 Volume and source number density 55
4.8 Observer space-time 56
5 General-relativistic matrix kinetic theory 59
5.1 Collisions and the microscopic space-time 59
5.2 Quantum superposition and matrix distributions 61
5.3 Matrix distribution from a QFT density matrix 65
5.4 Expressing ρ and the entropy current in terms of fss′ 69
– i –
5.5 The collision term 72
5.6 Comparison with the literature on the collision term 78
5.7 Exact conservation equations of the collisional equation 79
5.8 Liouville-transported wave-functions and tensor distributions 80
5.8.1 Photons 80
5.8.2 Dirac fermions 83
5.9 Intrinsic moment sources 84
5.10 Example: the photon-electron-proton fluid 86
5.11 Cosmic microwave background observables 93
A Observer frames are orthonormal 99
B Active and passive diffeomorphisms 99
C Compact matrix formulation of the generalized BUU equation 102
1 Introduction & summary
In the last few decades several impressive observational achievements (see e.g. [1–4]) allowed
the development of a “concordance” model of cosmology, the so-called “ΛCDM” model,
whose parameters are now determined with below percent accuracy. Remarkably, the physics
involved in this model is mostly conservative, as it essentially relies on the theory of General
Relativity (GR) and the Standard Model (SM) of particle physics. Both of them are mature
modelizations of nature, in that they have been tested extensively and in various contexts
for several decades, if not a century. Nevertheless, there are also important “black boxes” in
this construction, the most prominent ones arguably being the dark energy and dark matter
components of the universe (or effects).1 Understanding this dark sector is one of the most
profound challenges of modern physics, with several future surveys being devoted to this task,
be it fully or partially [5–9]. These advances will increase the precision that is required from
the theoretical predictions in order to correctly interpreted the data. The case of particular
interest in this work is the definition and computation of cosmological observables, i.e. the
reconstruction of the physical quantities measured by the observer out of the information on
the latter’s light-cone. The linear order perturbation theory around the homogeneous and
isotropic solution is well understood and documented, but is often insufficient for matching
the aforementioned precision requirements. This is why, in the last decade, the community
has been actively investigating the impact of second-order effects in the CMB lensing [10–21],
in galaxy number counts [22–36] and cosmological distances and weak lensing [37–45].
Despite this important literature on the subject, it turns out that the approaches em-
ployed so far contain an approximation that is no longer justified at non-linear orders, thus
potentially invalidating several results. This is a bold claim, so it is worth laying down some
supporting material in order to make our point. First, we note that what one really measures
in cosmology is the functional relation between observables, e.g. the relation between the
temperature of the photon fluid and the angular direction in which it is observed on the sky
T (ϑ), or the average relation between the luminosity distance and the redshift of some set
1Other important open questions include the physics of inflation and the generation of baryon asymmetry
in the early universe, or the microscopic physics behind the neutrino mass.
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of sources 〈DL(z)〉. One then immediately recognizes that there exists a subset of observ-
ables which appear as more “fundamental”, because they are able to parametrize the rest
of the observables, and also because they are model-independent quantities, thus leading to
the aforementioned observable functions. This fundamental set is composed of the redshift
z associated with some source, the observed angular parametrization of the sky {ϑ,ϕ} and
the observed frequency parametrization of light spectra ωˆ. The {ωˆ, z} observables depend on
the information of the observer and source 4-velocities. The {ωˆ, z} quantities are therefore
uniquely defined for a given observer, but change if one alters her 4-velocity, i.e. they are
defined up to a boost of the observer. As for the angular parametrization {ϑ,ϕ}, it is defined
only up to a global rotation of the sky, since one needs to pick a definite spatial reference frame
in order to associate {ϑ,ϕ} numbers to sources. From the viewpoint of the 4-dimensional
space-time manifold, this spatial frame corresponds to three space-like orthonormal vectors
in the tangent space of the observer position, which are normal to the 4-velocity of the ob-
server, i.e. they generate her “rest-frame”. Together, these four vectors therefore form an
orthonormal basis of the observer’s tangent space, i.e. a “tetrad” or “vierbein”. Such a
basis represents the “observer frame” with respect to which she measures tensorial compo-
nents. The prototypical example in this case is the incoming photon 4-momentum kˆ, whose
components in the observer frame ea provide the observables {ωˆ, ϑ, ϕ}
(kˆa) ≡ ωˆ (1,− nˆ(ϑ,ϕ)) , nˆ ≡ (sinϑ cosϕ, sin ϑ sinϕ, cos ϑ) . (1.1)
Our key observation is that the approaches employed so far for the computation of non-linear
effects take into account the 4-velocity of the observer, but not the spatial part of her frame,
so that ωˆ and z are well-defined, but not {ϑ,ϕ}. Rather, the only available spatial reference
vectors are the ones induced by the spatial coordinate system {∂x, ∂y, ∂z} under consideration
and these induce a different parametrization {θ, φ} 6= {ϑ,ϕ} of the observer sky manifold,
through
(kˆx, kˆy, kˆz) ∼ (sin θ cosφ, sin θ sinφ, cos θ) . (1.2)
Within perturbation theory, the latter is usually described through the “background” or
“unlensed” angles {θ¯, φ¯} plus an angular deflection field {δθ (θ¯, φ¯) , δφ (θ¯, φ¯)}. Importantly,
the {∂x, ∂y, ∂z} vectors at the observer position are neither orthonormal, nor normal to the
4-velocity, in the coordinate systems of practical convenience in cosmological perturbation
theory (synchronous, longitudinal, etc.). Consequently, the {θ, φ} parametrization is not the
one an observer actually uses to map the sky {ϑ,ϕ}, but some diffeomorphism of the latter,
with a typical amplitude proportional to the gravitational potentials at the observer. The
mismatch between {θ, φ} and {ϑ,ϕ} therefore leads to an artificial “lensing” effect that has
not been accounted for in the quantitative studies of the literature yet.2
At a more qualitative level, the necessity of introducing a full observer frame in order to
obtain the correct angular parametrization of observables is a recognized fact [46–61]. Since
the effect of this frame is to correct a parametrization of observables in the observer’s tangent
space, its consideration leads to extra terms at the observer position in the expressions for
2To avoid confusion for the reader who is specialized in the field, let us stress that the usual introduction
of a Sachs basis does not resolve the issue we are pointing out here. An orthonormal basis in the tangent
space of a given point on the sky manifold allows one to obtain the observed components of tensors at that
point. It does not, however, provide the global observer parametrization of the sky manifold itself {ϑ, ϕ},
which is necessary when computing angular correlation functions or spectra. In particular, note that the
parametrization {ϑ, ϕ} induces a privileged Sachs basis to each point on the sky {∂ϑ, ∂ϕ/ sinϑ}, thus forming
the two sky vector fields that the observer implicitly uses in practice for decomposing tensors on the sky.
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the cosmological observables, at linear order in perturbation theory. These “observer terms”
can therefore only affect the first few multipoles of the corresponding angular spectra, so
their effect is irrelevant in a multipole analysis at linear order, which is why they have
been generically neglected in the literature. However, they can no longer be ignored at
the non-linear level, since they couple with source and line-of-sight terms, thus affecting
all multipoles.3 Let us also stress that, already at the linear level, these observer terms are
clearly relevant conceptually, since they are necessary for the full expression of the observable
to be gauge-invariant and free of infrared divergences [50, 51, 54, 57, 58, 62–67]. Thus, in
general, as one delves into the non-linear regime, it is important that the observer frame is
properly taken into account in order to avoid miscalculations and misinterpretations.
From the viewpoint of the tetrad formulation of GR [68], where the metric information is
contained and generalized in a tetrad field, the introduction of a tetrad at a single (observer)
point begs for a generalization to all the points of the manifold. Here we will therefore
reconsider the issue of cosmological observables with the tetrad description of space-time as
our starting point. This leads to several conceptual and practical advantages at a remarkably
negligible price: the introduction of three extra non-dynamical fields. For instance, the
tetrads at other points than the observer one can now be interpreted as the frames of sources,
thus unifying all reference frames involved in cosmological observables in a single space-time
field. The extra six components that the tetrad field has with respect to the metric can
therefore be interpreted as the information of 4-velocities and rest-frame orientations of an
observer/source family. Since one already considers velocity fields in cosmology, the truly
new information one has to keep track of here are the three fields determining the orientation
of the spatial frames. Moreover, with this viewpoint the local Lorentz symmetry of the
tetrad formalism is now interpreted as frame transformations, thus allowing us to access all
the possible observer/source families. One can therefore select frames that are convenient
for performing computations and then have access to the ones that are physically relevant
by using these transformations. This freedom comes on top of the freedom to choose the
coordinate system of the space-time manifold, which is also intact thanks to the fact that the
observer/source frame information is now encoded in tensors: the four vectors of a tetrad.
The original and central content of this work is the use of the tetrad field to develop a new
formalism for defining and computing the aforementioned cosmological observable functions.
We will focus in particular on the most important ones: the angular diameter distance, weak
lensing and galaxy number counts (associated with a given source 4-velocity field) and the
cosmic microwave background (CMB). Being sky maps, all these observables will be fields on
the “observer sky” S parametrized by the two angles {ϑ,ϕ} that the actual observer uses in
practice. All the considered definitions and equations will be given at the fully non-linear level
and without any reference to some “background” (homogeneous and isotropic) space-time, so
that coordinate and model-independence are manifest. In the case of localized sources, our
formalism is based on the introduction of a new manifold, the “observer space” C, which is
parametrized by the fundamental observables {z, ϑ, ϕ} and has the topology of a 3-cylinder
C ≃ R+ × S. It is then mapped to the observer light-cone in the space-time manifold M
through the bundle of light-like geodesics emanating from the observer position. All other
observables are directly defined as functions on that observer space C, thus achieving a fully
coordinate and model-independent definition of the relations between physical quantities
indeed. In particular, caustics of light rays now correspond to the map C → M being non-
3See [61] for a detailed discussion of this issue and, in particular, the impact on the statistics of observables.
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injective, not to singularities, so our observable maps are definable and computable in the
presence of strong lensing as well. This absence of obstruction in resolving caustics is another
important feature of our formalism and stands in contrast to the observational coordinate
[69, 70] and geodesic light-cone coordinate [22, 42, 66, 70–81] approaches for cosmological
observables. At the practical level, one no longer needs to compute redshift fluctuations and
angular deflections with respect to some reference parametrization (e.g. affine parameter
and unlensed angles), since now {z, ϑ, ϕ} are the parameters with respect to which our
equations are defined. Thus, the operator controlling evolution down the light-cone will
be the derivative with respect to z, while the geodesic deviation operator leading to the
Jacobi map will be the derivative with respect to {ϑ,ϕ}.4 In order to also describe the
drift of observables with respect to a given observer world-line and transport of her frame,
one simply considers a specific integral line of the observer 4-velocity field and repeats the
observer space construction at each point. This therefore leads to the “observer space-time”
O := R×C parametrized by {τ, z, ϑ, ϕ}, where τ is the observer proper time. By construction,
the image of O in the true space-timeM is then the observable universe of the observer under
consideration. Finally, each space S, C or O can be promoted to its “spectral” analogue by
including the observed frequency ωˆ dimension. We also pay special attention to the effect
of local Lorentz transformations, i.e. the change of observer/source family, on the spectral
observer space. In particular, this induces a non-trivial coordinate transformation
{z, ϑ, ϕ, ωˆ} → {z˜, ϑ˜, ϕ˜, ˜ˆω} , (1.3)
so that this space is actually endowed with an atlas. The different observable functions
associated with each chart correspond to the observations of all possible observers and all
possible sources in a given space-time geometry.
In the case of the CMB, which is a diffuse source, the corresponding observables are
obtained by evaluating the photon phase space distribution at the observer position and
pulling-back its tangent space dependence on the spectral observer sky Sspec ≃ S × R+.
If one is only interested in relating these observables to the corresponding “source”, which
would be the last scattering surface, then one can use the geometrical optics approach (eikonal
approximation), whereby the photon intensity tensor is parallely-transported from that sur-
face along light-like geodesics up to the observer point. For this task, one can again use
the observer space-time formalism described above, now applied to the case of a continuous
collection of sources situated at z = zlast. scat.(ϑ,ϕ). However, this is only an approximative
approach, neglecting for instance non-gravitational interactions, or the fact that the photon
decoupling process is not instantaneous. In order to take into account all possible effects, one
needs to consider the full dynamics of the photon phase space distribution, and of the ones
it couples to, which is required anyways for the cosmological evolution of matter in general.
The second important part of this work therefore contains a detailed description of matrix
kinetic theory on curved space-time.5 As also recognized in [52, 87–92], the tetrad formalism
appears as the natural language for this task, especially for relating the particle phase space
distribution to the underlying quantum field theory (QFT) quantities, which is required in
order to obtain the collision term of the Boltzmann equation for matrix distributions. We
4Higher-order angular derivatives would then allow one to go beyond the infinitesimal beam approximation
and thus consider finite shapes on the sky (see [82–86] for works on finite beams).
5Here by “matrix” is meant the fact that the phase space distributions take into account the possibility of
quantum superposition of particle polarizations and are therefore hermitian matrix functions of phase space,
instead of scalars.
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revisit the construction of this theory, including in particular detailed discussions over subtle
issues that are not addressed in the literature, and also deviate from the latter in our defini-
tion of the collision term, which leads to different results at higher order corrections in the
coupling constants. Finally, another original output of our treatment is that, since we have
access to the spin polarization of fermionic matter through the associated matrix distribu-
tion, we can compute the intrinsic magnetization of the corresponding fluid. In particular,
this leads to an extra magnetic moment that sources the cosmic magnetic fields and might
therefore be relevant in studying their generation.
In summary, in this work we propose an ab initio derivation of the essential equations
regarding cosmological observables employing only exact definitions and relations. In order to
achieve this without specifying a coordinate system, one needs to introduce tetrads, which is
the core concept of our formalism and its distinguishing feature with respect to the standard
practice. The content is organized as follows. In section 2 we motivate the use of the tetrad
formalism of GR in cosmology. In section 3 we introduce the mathematical structures upon
which our formalism is built. These can be organized in three categories, each one of them
being associated with a given manifold. More precisely, we discuss the fields, equations and
symmetries associated with the space-time manifold in subsection 3.2, those associated with
the line manifold on which geodesics are defined in subsection 3.3 and those associated with
the phase space on which particle distributions are defined in subsection 3.4. In section 4 we
then present the observer space-time formalism for observables from localized sources, which
is constructed using the structures introduced in subsection 3.3, and conclude by building
the distance, weak lensing and number count maps in subsection 4.7. Finally, in section
5 we provide the relevant derivations and discussions for general-relativistic matrix kinetic
theory, based on the structures introduced in subsection 3.4. In subsection 5.10 we provide,
as a concrete example, the lowest-order collision term for a fluid of photons, electrons and
protons, including the full spin/polarization information, and in subsection 5.11 we define
the CMB observable maps using the spectral observer sky construction of subsection 4.3. We
use natural units 8πG = c = ~ = 1 and a space-time signature of mostly pluses.
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2 Motivation
2.1 Measurement and observer frame
In cosmological observations we measure the light of remote sources, both localized and
diffuse. Denoting by M the space-time manifold, the measurement event takes place in a
neighborhood Iˆ ⊂ M of the observer’s position Pˆ ∈ M. We will generically use a hat to
denote evaluation at that point, or to denote quantities that are only defined there.6 For
all practical purposes in cosmology, Iˆ can be considered to be of infinitesimal extent, i.e.
just enough to give us access to the tangent space T
Pˆ
M. The information of cosmological
observables is ultimately contained in the momentum and polarization of the incoming pho-
tons, so what we measure are the components of some tensors at Pˆ , a statement which only
makes sense with respect to some basis of the tangent space T
Pˆ
M. As shown in appendix A,
for a basis of TPˆM to correspond to the frame with respect to which an observer is making
measurements at Pˆ , it must be orthonormal with respect to the metric tensor g at Pˆ . This
basis is then referred to as the “observer frame”.
So let us consider a set of four vectors eˆa ∈ TPˆM labeled by a ∈ {0, 1, 2, 3} and satisfying
the orthonormality condition
gˆ (eˆa, eˆb) ≡ ηab , (2.1)
where η denotes the Minkowski metric. Such a basis eˆa is known as a “tetrad” or “vierbein”.
When interpreting it as an observer frame, the time-like element eˆ0 represents the 4-velocity
of the observer, while the space-like elements {eˆi}3i=1 provide a Cartesian basis of the observer
rest-frame. The condition (2.1) does not determine the eˆa entirely, as it is invariant under
internal Lorentz transformations of that basis
eˆa → Λ ba eˆb . (2.2)
The tetrad indices a, b, c, . . . should therefore be understood as forming the vector represen-
tation of the Lorentz group and we displace them using the Minkowski metric ηab. Given
the observer frame interpretation of eˆa this freedom should be expected. Indeed, the angu-
lar parametrization of the observed sky is defined only up to a rotation, which explains the
SO(3) ⊂ SO(1, 3) subgroup acting on the spatial frame eˆi → R ji eˆj . As for the boosts, they
alter the observer’s 4-velocity eˆ0 → Λ a0 eˆa, thus allowing us to relate different observers. In
particular, note that boosts span the full interior of the tangent light-cone in T
Pˆ
M, so we
have access to all possible observers, with all possible spatial frame orientations.
Let us now consider an arbitrary coordinate system xµ ∈ {t, x, y, z} around Pˆ , so that we
can decompose eˆa ≡ eˆµa∂µ and (2.1) becomes gˆµν eˆµa eˆνb ≡ ηab. Denoting by eˆaµ the coefficients
of the inverse matrix of eˆµa , we then have that eˆaµ ≡ ηabgˆµν eˆνb and that eˆaµdxµ ∈ T ∗PˆM is the
corresponding tetrad basis of the cotangent space. The components of a tensor T that are
measured by the observer eˆa at Pˆ are then given by the projection on that basis
Tˆ b1...bna1...am := eˆ
µ1
a1
. . . eˆµmam eˆ
b1
ν1
. . . eˆbnνn Tˆ
ν1...νn
µ1...µm
. (2.3)
Under a Lorentz transformation (2.2), which physically modifies the observer, the compo-
nents (2.3) mix accordingly in the corresponding tensor representation of the Lorentz group.
Thus, exactly as in special relativity, but now locally at Pˆ (i.e. in T
Pˆ
M), measurement is
6This notation is chosen such that it does not clog too much the equations and is inspired by the fact that
Pˆ is the tip of the observer’s light-cone.
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observer-dependent. On the other hand, the quantities (2.3) are invariant under coordinate
transformations, since all coordinate-induced indices are fully contracted and the tensor field
is evaluated at a definite point Pˆ . Thus, as one should demand in generally-covariant theories,
physical observables are independent of the way we choose to parametrize space-time.
The prototypical example of observables are those lying in the photon 4-momentum kˆ at
Pˆ . Expressing it in the tetrad basis kˆa := eˆaµk
µ, the light-like condition becomes ηabkˆ
akˆb ≡ 0,
so the kˆa numbers can be parametrized as in (1.1). We have that ωˆ := kˆ0 is the photon
frequency, while (ϑ,ϕ) is the angular position in the sky of the correspond light source, as
measured by the observer eˆa. Thus, the kˆ information, expressed in the basis eˆa, provides the
numbers that the corresponding observer uses to parametrize light spectra (ωˆ) and the night
sky (ϑ,ϕ). In particular, the derivative with respect to ϑ,ϕ will lead to the construction of
deviation quantities such as the Jacobi map.
Now that we have explained these geometrical aspects of observation, let us see what
happens if one does not introduce the tetrad vectors eˆa at Pˆ . In that case, the only available
basis of TPˆM is ∂µ, i.e. the one induced by some coordinate system xµ around Pˆ . In general,
this basis ∂µ is not orthonormal at Pˆ , since, by definition
g (∂µ, ∂ν) ≡ gµν . (2.4)
Thus, if one wishes to interpret ∂µ|Pˆ as the frame of some observer at Pˆ , then the coordinate
system must satisfy
gˆµν = ηµν . (2.5)
Put differently, (2.5) is required for the coordinate-induced components Tˆ ν1...νnµ1...µm of some
tensor T at Pˆ to be the ones measured by some observer.7 The condition (2.5) seems pretty
mild a priori, as it only constrains the coordinate system in the infinitesimal vicinity Iˆ of
Pˆ . In fact, it is not even as constraining as a system of normal coordinates around Pˆ , since
the latter further requires ∂µgνρ|Pˆ = 0. Nevertheless, as innocent as this condition may
seem, it is not satisfied in the coordinate systems that are usually employed in cosmology,
and the associated perturbation theory, such as the longitudinal and synchronous gauges. In
particular, the practical gauges are usually defined through global conditions, in contrast to
the condition (2.5) which is local.
We conclude that, in the typical coordinate systems employed in cosmology, the tensor
components cannot be interpreted as observables. An important exception are time-like com-
ponents, for which one usually explicitly invokes the observer 4-velocity uˆ, i.e. the analogue
of eˆ0, which therefore allows one to construct observables such as ωˆ ≡ −uˆµkˆµ. In the normal
subspace to uˆ, however, there are no reference vectors to project onto, so we cannot extract
the spatial components of tensors that are actually being observed. In particular, this means
that we do not have access to the observed angles associated with incoming photons. The
only available angles are the ones extracted from the coordinate-induced components (1.2).
Since gˆµν 6= ηµν , the basis {∂x, ∂y, ∂z}|Pˆ is neither orthonormal, nor normal to uˆ, so (θ, φ)
are not the angles an observer actually uses to parametrize the sky.
In the standard approaches to cosmological observables this problem is not resolved, but
rather hidden under the carpet of cosmological perturbation theory. One starts by considering
the homogeneous and isotropic space-time that appears as the zeroth-order approximation of
7Note that one can reach the present approach by starting with a general eˆa and then choosing the
coordinate system such that eˆµa → δ
µ
a , thus effectively identifying the a and µ indices.
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g. In the Friedmann-Lemaˆıtre-Robertson-Walker (FLRW) coordinates of that “background”
universe, the spatial metric at the observation point is flat, so the tensor components are
indeed the ones measured by some observer, the one at rest in these coordinates. One then
parametrizes the observed sky with the angles used by this observer θ¯, φ¯. However, when
fluctuations are introduced, their effect is taken into account through deviation angles δθ(θ¯, φ¯)
and δφ(θ¯, φ¯) relating the “background” (or “unlensed”) (θ¯, φ¯) and “deflected” (or “lensed”)
(θ, φ) angular positions in the sky. As we just saw, however, the (θ, φ) are not the observed
angles of some observer, because now the metric at the observer also includes fluctuations,
so the deflections (δθ, δφ) are ambiguous.
2.2 Advantages of the tetrad formulation of differential geometry
Although the introduction of a tetrad eˆa at the observer point is technically sufficient to
define all the desired observables in a coordinate and background-independent way, it has
the inelegant aspect of arising as some extra manipulation, i.e. the translation between
the TPˆM bases eˆa and ∂µ|Pˆ . A simple way around the problem is to consider the tetrad
formulation of differential geometry, that is, to replace the metric gµν(x) by a tetrad field
eµa(x), i.e. a set of four vector fields forming an orthonormal basis at every point of M
gµν(x) e
µ
a(x) e
ν
b (x) = ηab . (2.6)
This means that they carry all of the metric information since, in terms of the inverse matrices
eaµ(x),
gµν(x) = ηab e
a
µ(x) e
b
ν(x) , (2.7)
and actually even more, because they have six more components. This extra number of fields
is the only downside of the formalism, which is quickly dwarfed by its many advantages, both
at the conceptual and computational level:
• Unifying the observer and source frames into an “observer family”.
The time-like element e0(x) is now interpreted as the 4-velocity field of a family of
“observers”, of which eˆ0 := e0(Pˆ ) is the true observer, while the one at any other point
P ∈ M is associated to some source. The space-like elements ei(x) then correspond
to a spatial frame carried by these observers and it conveniently probes the rest-frame
subspaces of the observer at Pˆ and of the source at P , by definition.
• Working directly with T b1...bna1...am(x) all over M.
Now that we have a tetrad at each point on space-time, we can consider the tensor
components in that basis all over M, i.e. Eq. (2.3) becomes
T b1...bna1...am(x) := e
µ1
a1 (x) . . . e
µm
am (x) e
b1
ν1(x) . . . e
bn
νn(x)T
ν1...νn
µ1...µm(x) , (2.8)
which are therefore scalar fields with respect to diffeomorphisms. For instance, we can
work directly with the observed momentum components kˆa := eˆaµkˆ
µ and the emitted
ones kaP := e
a
µ(P ) k
µ(P ). The invariance of these quantities under coordinate transfor-
mations is what will allow us to define cosmological observables without requiring the
specification of a coordinate system.
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• The local symmetry of observer transformations.
From Eq. (3.6) we see that the metric is invariant under a local Lorentz transformation
(LLT) of the a index,
e˜aµ(x) = Λ
a
b(x) e
b
µ(x) , ηcdΛ
c
aΛ
d
b ≡ ηab , (2.9)
which therefore corresponds to another observer family, i.e. with different 4-velocities
e˜µ0 and spatial frames e˜
µ
i . The corresponding tensor components transform accordingly
T˜ b1...bna1...am(x) = Λ
c1
a1 (x) . . .Λ
cm
am(x)Λ
b1
d1
(x) . . .Λbndn(x)T
d1...dn
b1...bm
(x) , (2.10)
so they are diffeomorphism scalars, but they are Lorentz tensors. They correspond to
the components that are measured/emitted by the new observer family e˜µa(x). The
LLTs are therefore “observer transformations”. Since the metric is invariant, this is
a symmetry of the equations when everything is expressed in terms of eaµ(x). We
can understand this by noting that a 6-dimensional gauge symmetry is required in
order to render the extra six components of the tetrad non-physical. These extra
components therefore contain the information of the tetrad orientation, i.e. the part
that is not captured by the internal scalar product in Eq. (3.6). We thus see that
the tetrad formulation provides an elegant unification of the gravitational and observer
information, i.e. the tetrad internal product and the tetrad orientation, respectively,
in a single mathematical object. Note also that the Lorentz group allows us to reach
all possible observer families, because the local boosts probe the full interior of each
light-cone, while the local rotations probe all possible spatial frames.
Finally, at the conceptual level, the LLT symmetry provides a coordinate-independent
manifestation of the notion of relativity. Indeed, the fact that LLTs are a symmetry of
the action means that the physics is observer-independent, e.g. whether two particles
scattered or not is independent of the choice of eaµ(x), given some gµν(x). However,
their recorded initial and final momenta do depend on the observer and change un-
der an LLT. Consequently, the physics is observer-independent, but measurement is
observer-dependent. Note that this has nothing to do with the choice of coordinates,
so the relativity of measurement is related to the LLTs, not the coordinate transforma-
tions.8 Rather, the symmetry under coordinate transformations reflects the fact that
the physics is independent of the parametrization of space-time, which is independent
of the notion of observer.
• Full covariance: freedom of gauge choice and control.
As already stressed in the case of the tetrad at the observer point, the fact that we do
not have to privilege a particular coordinate system means that we are free to choose
whichever diffeomorphism gauge we wish in cosmological perturbation theory, say the
Newtonian one. On the other hand, in the case of LLTs, a choice of gauge amounts to
a choice of observer family, and in particular its dynamics. For instance, we will see
that we can choose a gauge where all observers are in free-fall and their spatial frames
are parallely transported along e0. Although this is certainly a valid assumption at
8Of course one can always associate an observer family 4-velocity to some coordinate system, i.e. the family
with uµ = (1, 0, 0, 0) in that system, but it cannot also have a trivial spatial frame, because this would lead
to a trivial tetrad field eµa(x) = δ
µ
a and thus no curvature.
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large enough scales, we will nevertheless choose to work in a generic gauge in order
to maintain generality. In particular, we will be able to extend the diffeomorphism-
invariant combinations of the metric components in linear perturbation theory, the
“Bardeen variables”, to the ones that are invariant under both symmetries. Finally,
the more the local symmetries of our equations, the more ways we have to perform
consistency checks, a tool that becomes increasingly relevant given the complexity of
higher-order perturbation theory.
• Symmetry-based definition of cosmological observables from localized sources.
Just as a tensor is defined by its transformation properties, so can we now define a cos-
mological observable associated with some localized source through its transformation
properties under the present symmetries. Denoting by P the position of the source,
which is linked by a light-like geodesic to Pˆ , an associated cosmological observable
C(P, Pˆ ) is a function of P and Pˆ , with the following properties:
– Under a coordinate transformation the observable transforms as a bi-scalar. This
means that C(P, Pˆ ) is invariant, because it is expressed as a function of points. If
we express it as a function of the coordinates of these points we rather have
C˜(x˜, ˜ˆx) = C(x, xˆ) . (2.11)
A measurement cannot depend on the parametrization of space-time.
– Under a LLT, the variation of C(P, Pˆ ) depends only on Λab(P ) and Λ
a
b(Pˆ ), be-
cause the only observers involved in the process are ea(P ) and ea(Pˆ ). The geodesic
path between them solely depends on the metric information gµν(x), not on the
choice of intermediate observers eµa(x). This will not always be explicit in our
formalism, because we will have eaµ(x) appearing in the observables all along the
line of sight, but its presence will be such that only Λab(P ) and Λ
a
b(Pˆ ) will end
up appearing under an LLT.
The fact that e0(P ) is identified with a physical quantity, that is the source’s
4-velocity, means that a boost at P changes the source to the one with a differ-
ent 4-velocity e˜0(P ), thus also modifying the corresponding observables. In the
case where the source has some non-uniform shape, one can also associate to it
a privileged spatial basis ei(P ), say by picking three reference points that are
distinguished by the shape. Then, performing a local rotation at P would mean
that we change the source to one that is directed differently e˜i(P ), thus modifying
again the corresponding observables. We therefore conclude that, in the absence
of such a privileged way of associating some ei(P ) to the source, the corresponding
observables should also be invariant under local rotations at P . Indeed, if they
are not, it would mean that their value is ambiguous, as it depends on a choice of
ei(P ) that has no physical interpretation.
• A natural framework for kinetic theory with QFT amplitudes.
In kinetic theory, the QFT scattering amplitudes in momentum space A(p1, . . . pn →
q1, . . . qm) carry the microscopic physics information of the collision terms for phase
space particle distributions f(x, p). These functions A are computed through QFT on
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Minkowski space-time, so they are made of contractions of the momenta with η. In the
metric formalism of GR, where the Lorentz group no longer appears and the momenta
are diffeomorphism vectors pµ, one can make the amplitude generally-covariant by
simply replacing η → g(x). The (on-shell) momentum integration too can be expressed
in a covariant way by considering a 4-dimensional integral with measure δ(gµν(x) p
µpν+
m2) d4p/
√
−g(x), which can then be reduced to a 3-dimensional one at the price of
breaking manifest covariance. In most of the literature, which employs the metric
formalism, one either works with the above prescription (see for instance [93–98]), or
one invokes a specific tetrad field as an intermediate step to perform the computation
of the collision term, but then turns back to the metric description as soon as possible
(see for instance [87–89, 91, 92, 99]). In both cases the final result is the same: the
collision term depends on the gravitational fields.
Here we want to highlight that, in the tetrad formalism, and in particular in its present
use where we switch to Lorentz indices as soon as possible, the collision term is much
simpler. Indeed, by working with the Lorentz-indexed momenta pa the QFT amplitudes
can be used as they are, since we are contracting the momenta with η in the general-
relativistic case too. In particular, the momenta all transform with the same Lorentz
matrix pa → Λab(x) pb, so the A functions are invariant, since this is a symmetry
of the S-matrix. The integration measure is simpler too, it is the Lorentz-invariant
combination d3p/
√
m2s + p
2 which also appears in QFT. Therefore, the collision term
is much simpler, as it is completely independent of the gravitational field eaµ(x), and
its only dependence on xµ comes from the distributions fs(x, p) and their associated
wave-functions in the matrix case. Thus, by working with Lorentz-indexed quantities
one not only considers directly the relevant parametrization for observables, but one
also obtains simpler collision integrals to compute in kinetic theory.
2.3 A word on the other common interpretation of eˆa
Finally, let us make contact with another, quite widespread interpretation of a tetrad, when
it is invoked only at a specific point, say Pˆ . We note that (2.1), or its coframe analogue
gˆµν = ηab eˆ
a
µeˆ
b
ν , (2.12)
take the form of a coordinate transformation from some arbitrary coordinate system xµ,
with metric components gµν , to some other system x
a
Pˆ
in which gab is Minkowski at Pˆ , i.e.
the system of an observer at Pˆ . The tetrad matrix then appears as the Jacobian of that
coordinate transformation xa
Pˆ
(x) evaluated at Pˆ
eˆaµ ≡
∂xa
Pˆ
∂xµ
(Pˆ ) . (2.13)
Going from that arbitrary system xµ to some other arbitrary system x˜µ then reproduces the
tensorial transformation rule of the µ index
˜ˆeaµ ≡
∂xa
Pˆ
∂x˜µ
(Pˆ ) =
∂xa
Pˆ
∂xν
(Pˆ )
∂xν
∂x˜µ
(Pˆ ) ≡ eˆaν
∂xν
∂x˜µ
(Pˆ ) , (2.14)
and so on for the tetrad vectors eˆµa . In this process, the observer coordinates xa
Pˆ
are fixed,
hence the consistency with their Lorentz index. Indeed, these coordinates can only be trans-
formed to the ones of some other observer at Pˆ , by definition, since we must maintain
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gˆab ≡ ηab. The allowed coordinate transformations are the ones preserving (2.12), i.e. those
that reduce to Poincare´ around Pˆ
x˜a
Pˆ
= qa + Λabx
b
Pˆ
+O((x
Pˆ
− xˆ
Pˆ
)2) . (2.15)
The corresponding frame would then only be sensitive to the Lorentz transformation (i.e.
not the translation)
˜ˆ
∂
a,Pˆ
= Λ ba ∂ˆb,Pˆ , ⇒ ˜ˆea = Λ ba eˆb , (2.16)
and therefore reproduces the Lorentz transformation of the a index. Here we wish to stress
that the interpretation of the tetrad as a Jacobian of some coordinate transformation xa
Pˆ
(x)
is relevant only in the case where it is used at a single point Pˆ ∈ M. This is because a tetrad
at some other point Pˆ ′ will correspond to the Jacobian of some other transformation xa
Pˆ ′
(x),
i.e. the one trivializing the metric at Pˆ ′, not Pˆ . Indeed, if the tetrad were the Jacobian of
a single coordinate transformation all over M, then space-time would be flat, as one could
perform that transformation to get gµν → ηµν everywhere.
Thus, in the presence of a tetrad field the underlying observer coordinates associated
with each point lose their relevance and one only retains the necessary information for obser-
vations, i.e. the basis at each tangent space TPM. We therefore believe that the “Jacobian
matrix” interpretation of the tetrad loses its appeal in this context and can even become
misleading. We prefer the more gauge-theoretical viewpoint where the Lorentz indices “a”
simply correspond to some internal gauge symmetry, just as in Yang-Mills theory, with no
reference whatsoever to any particular coordinate system xaP . The e
µ
a(x) are therefore simply
a set of four vector fields and we privilege no coordinate system in describing their dynamics.
The only aspects that one can retain from the Jacobian matrix picture is that, for a given
P ∈ M, there always exists a coordinate system in which eµa(P ) = δµa .
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3 Mathematical framework
3.1 General preliminaries
The mathematical framework we are going to discuss in this section mainly involves three
distinct manifolds:
• M: the 4-dimensional space-time manifold on which space-time fields are based,
• L: the 1-dimensional line manifold on which the world-line fields are based,
• T ∗M: the 8-dimensional cotangent bundle manifold on which the Boltzmann distribu-
tions are based.
These are respectively presented in each one of the following subsections, along with their
associated symmetries and the equations of motion for the fields they host. In particular, in
each case, we provide the description in the tetrad formalism.
Before we jump into the details, let us discuss an important point that has to do with the
mathematical description of the involved physical degrees of freedom and leads in particular
to two complementary perspectives to electromagnetism. In the cosmological setting, the
space-time fields (defined onM) correspond to the coherent “long” wave-length fluctuations
of the underlying quantum fields, which are therefore well described classically.9 Here we
will consider the gravitational and electromagnetic contributions, but one could also include
extra degrees of freedom that appear for instance in theories of inflation or dark energy. For
coherent long wave-length and low frequency excitations to arise the corresponding field must
be light, weakly interacting and bosonic.10 Gravity survives because it is a long-range force
and also universally attractive, i.e. the field is excitable at all scales and there are no opposite
charges that could cancel out the effect. As for electromagnetism, it is also long-range, but
the universe is electrically neutral on average, so the long wave-length electric field modes are
suppressed. Nevertheless, we do infer the existence of magnetic fields on cosmological scales
through observations (see [100] and references therein), the origin of which is still a subject
of speculation to this date, which is why we include the electromagnetic space-time field.
On the other hand, we also have particle-like excitations which are very well localized
with respect to cosmological scales. If the corresponding particle fluids are dilute enough,
their dynamics can be described statistically through 1-particle phase space distributions
f(x, p) on T ∗M. As in the case of the space-time fields, the xµ-dependence captures only
long wave-lengths, i.e. the distribution fluctuates mildly in space-time, while the “short”
length scales associated with the individual particle dynamics are captured by the momentum
dependence pµ. For instance, the typical wave-length of a CMB photon today is of the order
of the millimeter. Note also that, although such photons are produced abundantly, this is
not the case for short wave-length gravitons, because their coupling is so weak that their
production requires energy densities that are not resolved at cosmological scales. Thus, in
cosmology all gravitational effects can be taken into account through the classical space-time
field alone.
9We adopt the effective field theory approach to gravity, so that it makes sense to talk about a corresponding
quantum field, even if it is not fundamental.
10Fermionic fields can only give rise to elementary quantum excitations (particles) and bound states thereof.
Indeed, because of Pauli’s exclusion principle, the large occupation number configurations that are required
in order to reach classical behavior do not exist.
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The bottom-line is that we will take into account both “manifestations” of electromag-
netism, i.e. the phase space distribution of photons as well as the coherent long wave-length
space-time field, the two being effectively treated as different non-interacting components
of the universe. This is consistent because photons have no self-interactions. As for the
world-line fields, we will only focus on the light-like geodesics that connect a localized source
to the observer, along with related objects. We choose to describe them in field-theoretical
language as well, because this will make transparent a lot of manipulations and facilitate the
relation to the other two manifolds.
Finally, since respecting symmetries is a central aspect of this work, in appendix B
we propose for the interested reader a comprehensive discussion about the diffeomorphism
symmetry and, in particular, the distinction between its “active” (pullbacks) and “passive”
(coordinate transformations) versions. The difference is purely conceptual at the level of
local equations, but has practical implications when integrals are involved. This is the case
here since cosmological observables are defined through integrals over L. In the appendix,
however, we choose to illustrate our discussion with the space-time manifold M instead, in
order to avoid specificities of the 1-dimensional case. For the uninterested reader, we directly
mention our terminology. We will use the acronyms PMD (resp. AMD) for the passive
(resp. active) space-time diffeomorphisms, PLD (resp. ALD) for the passive (resp. active)
world-line diffeomorphisms and PT ∗MD (resp. AT ∗MD) for the passive (resp. active)
cotangent bundle diffeomorphisms. When the passive/active distinction is irrelevant, the
first letter will be dropped.
3.2 Space-time fields
In this section we introduce the tetrad field and the local Lorentz symmetry that is associated
with it, and express the Einstein-Maxwell equations in this language. We then discuss the
fact that the tetrad formalism is the only way to couple spinors to gravity and we finally
present a privileged choice of observers, i.e. the free-falling ones, providing the corresponding
gauge-fixing condition of the local Lorentz symmetry.
3.2.1 Tetrad field and local Lorentz transformations
We choose four vector fields eµa(x), indexed by a ∈ {0, 1, 2, 3}, such that they are orthonormal
gµνe
µ
ae
ν
b ≡ ηab , ηab := diag (−1, 1, 1, 1) . (3.1)
We will be using lower-case Latin letters from the beginning of the alphabet a, b, c, . . . to
denote these indices, and those starting at i, j, k, . . . to denote the spatial part, i.e. i ∈
{1, 2, 3}. We thus demand that eµ0 is time-like, while the eµi are space-like. The four vectors
ea := e
µ
a∂µ form a basis of the tangent space at each space-time point, an alternative to the
coordinate-induced basis ∂µ. Denoting by e
a
µ the inverse matrix of e
µ
a , i.e.
eaµe
ν
a ≡ δνµ , eaµeµb ≡ δab , (3.2)
we see that the eaµ transform as a set of four covectors under space-time diffeomorphisms.
The fields eµa or eaµ are known as a “tetrad”, a “vierbein”, or simply a “frame”.
11 The
coordinate-induced basis ∂µ has the advantage of commuting, but is not orthonormal
[∂µ, ∂ν ] ≡ 0 , g (∂µ, ∂ν) ≡ gµν , (3.3)
11Usually these names refer to the vectors eµa , so the covectors e
a
µ are then the “coframe”, but we will not
make this distinction here.
– 14 –
while the tetrad basis is orthonormal, but does not commute
[ea, eb] ≡ C cab ec , g (ea, eb) ≡ ηab , (3.4)
where the
C cab := −2eµaeνb∂[µecν] (3.5)
are the “structure coefficients”. One can now express Eq. (3.1) as a decomposition of the
metric field
gµν = ηab e
a
µe
b
ν . (3.6)
In matrix notation this would read
g = eT · η · e , (3.7)
so the determinants are related by
e := det eaµ =
√−g . (3.8)
From Eq. (3.6) one sees that the metric is invariant under a local Lorentz transformation
(LLT) of the a index,
e˜aµ(x) = Λ
a
b(x) e
b
µ(x) , ηcd Λ
c
aΛ
d
b = ηab , (3.9)
so it makes sense to call the a, b, c, . . . “Lorentz” indices and displace them using ηab. Thus,
the a = 0 index is displaced with −1 and the a = i index is displaced using δij . We will
then refer to the µ, ν, ρ, . . . indices of tensors as “diffeomorphism” indices,12 since they mix
under MDs. One can then check that eaµ is nothing but eµa with its indices displaced by the
appropriate metrics
eaµ ≡ gµνηabeνb , (3.10)
and vice-versa. With eµa and eaµ we can express diffeomorphism tensors as diffeomorphism
scalars, but Lorentz tensors
T b1...bma1...an (x) := e
µ1
a1
(x) . . . eµnan (x) e
b1
ν1
(x) . . . ebmνm(x)T
ν1...νm
µ1...µn
(x) , (3.11)
and vice-versa. The Lorentz indices are internal indices, in total analogy with the Yang-Mills
indices of the Standard Model. A PMD will only change the way the ea := eµa∂µ vector is
represented in the coordinate-induced basis ∂µ, but it will not mix it with the eb6=a, the LLTs
will.
An interesting conceptual difference with respect to the metric formalism is the way in
which the Lorentzian signature condition is imposed. The signature of the metric is the set
of signs of its eigenvalues. In the metric formalism one has to restrict the set of considered
metrics gµν to the ones having Lorentzian signature, i.e. a condition in field space, which
therefore seems somewhat inelegant. In contrast, in the tetrad formalism the metric (3.6)
has Lorentzian signature whatever the eigenvalues of eaµ, as long as they are all non-zero, so
we now only need the condition e 6= 0 in field space. The reason for this is that the signature
information is now “hardwired” through the choice of internal metric, or equivalently, of
the internal group. Indeed, it is the fact that we choose to contract the a indices with ηab,
or equivalently, to act on them with SO(1,3), which makes gµν Lorentzian. Had we chosen
SO(4) as our local group, the corresponding invariant metric would have been δab and would
have thus led to a gµν metric with Euclidean signature.
12In the literature one also finds the terminology “holonomic” for the diffeomorphism indices, while those
defined with respect to some general basis that is not induced by a coordinate system, i.e. with non-vanishing
structure coefficients, are called “anholonomic”.
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3.2.2 Connections and curvatures
Given the local symmetries of the theory, i.e. MDs and LLTs, we introduce a gauge field (or
“connection”) for each one of them in order to form covariant derivatives. ForMDs we have
the “affine connection” Γρµν . It is a scalar under LLTs, but under a PMD it transforms as
Γ˜ρµν(x˜) =
∂x˜ρ
∂xγ
(x)
∂xα
∂x˜µ
(x˜(x))
∂xβ
∂x˜ν
(x˜(x)) Γγαβ(x) +
∂x˜ρ
∂xγ
(x)
∂2xγ
∂x˜µ∂x˜ν
(x˜(x)) , (3.12)
and under an AMD it varies by
δξΓ
ρ
µν = −∂µ∂νξρ − LξΓρµν +O(ξ2) (3.13)
≡ −∇(µ
[
∇ν)ξρ − T ρν)σξσ
]
+Rρ(µν)σ ξ
σ +
1
2
LξT ρµν +O(ξ2) , (3.14)
where ∇ is the covariant derivative with respect to MDs, e.g.
∇µXν := ∂µXν + ΓνρµXρ , (3.15)
while
T ρµν := Γ
ρ
νµ − Γρµν , Rρσµν := ∂µΓρσν − ∂νΓρσµ + ΓραµΓασν − ΓρανΓασµ , (3.16)
are the corresponding torsion and the curvature tensors. In Eq. (3.13), by “LξΓρµν” we mean
the action of the Lie derivative Lξ on Γρµν as if it were a tensor of rank three
LξΓρµν := ξσ∂σΓρµν − Γσµν∂σξρ + Γρσν∂µξσ + Γρµσ∂νξσ . (3.17)
Eq. (3.13) shows that the non-tensorial part of δξΓ
ρ
µν is simply−∂µ∂νξρ, i.e. the linearization
of the rightmost term in Eq. (3.12). On the other hand, Eq. (3.14) has the advantage of
being explicitly covariant to lowest order, as it should, since δξΓ
ρ
µν is the difference of two
infinitesimally close connections. Finally, the torsion and curvature fields defined in Eq.
(3.16) transform as tensors.
For LLTs we have the connection associated with an internal group, the Lorentz group
SO(1, 3), just as in Yang-Mills theory, although in that case the group is compact. That
connection is therefore a covector underMDs with values in the Lorentz algebra Σabµ = −Σbaµ
that transforms non-linearly under LLTs
Σ˜abµ = Λ
a
c Λ
b
d Σ
cd
µ + Λ
a
c∂µΛ
bc , (3.18)
known as the “spin connection”. Alternatively, the antisymmetry in the ab indices can
be understood as following from the requirement that the internal Minkowski metric be
compatible with the covariant derivative
0 = ∇µηab ≡ ∂µηab +Σacµηcb +Σbcµηac ≡ Σabµ +Σbaµ . (3.19)
Expressing the Lorentz transformations in terms of generators Λ = e−θ, where θab ≡ −θba,
we can write the variation of Σabµ under an LLT in Eq. (3.18) as
δθΣ
ab
µ := Σ˜
ab
µ − Σabµ = ∂µθab +Σacµθcb +Σbcµθac +O(θ2) ≡ ∇µθab +O(θ2) , (3.20)
which is again covariant to lowest order since δθΣ
ab
µ is the difference of two infinitesimally
close connections. Since we have two connections, Γ and Σ, we will denote by ∇ the fully
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covariant derivative, and by ∇Γ and ∇Σ the ones that are covariant only with respect to the
corresponding symmetries, when acting on tensors with both types of indices. Next, one can
also define torsion and curvature fields associated with the spin connection
Θaµν := ∇Σµeaν −∇Σν eaµ , Ωabµν := ∂µΣabν − ∂νΣabµ +ΣacµΣcbν − ΣacνΣcbµ . (3.21)
Note that the latter is completely analogous to the field strength 2-form of Yang-Mills theory,
while the former depends also on the tetrad information, unlike the affine torsion which
depends exclusively on the affine connection (3.16). Both of the fields in (3.21) are tensors
under MDs, thanks to the antisymmetric derivatives, and transform linearly under LLTs
Θ˜aµν = Λ
a
bΘ
b
µν , Ω˜
ab
µν = Λ
a
cΛ
b
dΩ
cd
µν . (3.22)
In metric GR one selects a preferred affine connection known as the Levi-Civita connection,
which is uniquely defined as the metric-compatible and torsion-free connection
∇ρgµν = 0 , T ρµν = 0 , (3.23)
respectively. The latter implies that Γρµν has as many independent components as ∂ρgµν
and therefore that it is fully determined by the equation ∇ρgµν = 0, whose solution are the
Christoffel symbols
Γρµν =
1
2
gρσ (∂µgνσ + ∂νgµσ − ∂σgµν) . (3.24)
In tetrad GR, one can proceed in an analogous fashion. We start by requiring that the
connections are tetrad-compatible, i.e. the fully covariant equation (also known as “the
tetrad postulate”)
∇µeaν ≡ ∂µeaν − eaρΓρνµ +Σabµebν = 0 . (3.25)
In particular, this implies that we can switch index types through the covariant derivative,
e.g.
∇µXa ≡ ∇µ (eaνXν) = eaν∇µXν . (3.26)
By contracting Eq. (3.25) with tetrads we derive a relation between the two connections, i.e.
the affine connection is
Γµνρ = e
µ
a∇Σρ eaν , (3.27)
while the spin connection is
Σabµ = e
a
ν∇Γµeνb . (3.28)
Note that both sides of (3.27) are consistently covariant under LLTs, but not MDs, while
both sides of (3.28) are consistently covariant underMDs, but not LLTs. In particular, the
last equation shows that now the spin connection basically amounts to the information of
the parallel transport of the tetrad vectors along themselves.
Now since the equation of tetrad compatibility (3.25) relates uniquely the two connec-
tions Γ and Σ, it also relates uniquely the corresponding torsion and curvature tensors defined
in Eqs. (3.16) and (3.21), respectively. Indeed, taking the antisymmetric part of Eq. (3.27)
we find that the affine and spin torsions are the same, but just expressed in different bases
T ρµν = e
ρ
aΘ
a
µν . (3.29)
On the other hand, plugging Eq. (3.28) in Eq. (3.21) one finds
Ωabµν = e
a
ρe
bσRρσµν . (3.30)
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In analogy with the metric case, further demanding zero torsion fully determines the connec-
tions in terms of the tetrad. The affine connection Γρµν is again the Christoffel symbols of
the metric, because we have the same conditions
∇ρgµν ≡ eaµ∇ρeaν + eaν∇ρeaµ = 0 , T ρµν = 0 . (3.31)
As for the spin connection, the condition Θaµν = 0 alone fully determines it in terms of e
a
µ,
because these are as many equations as the number of components in Σabµ , i.e. independently
of whether tetrad compatibility is imposed or not. One thus finds the torsion-free spin
connection
Σabµ = e
aν∂[µe
b
ν] − ebν∂[µeaν] − ecµeaνebρ∂[νecρ] , (3.32)
which can also be expressed as a linear combination of the structure coefficients of Eq. (3.5)
Σabµ ≡ 1
2
[Cabc − Cbca − Ccab] ecµ . (3.33)
With the condition of zero torsion Rµνρσ becomes the Riemann tensor of gµν and, given Eq.
(3.30), Ωabµν is nothing but the Riemann tensor partially expressed in the tetrad basis, so
from now on we write Rabµν instead. From this relation one sees trivially why the first pair
of indices of the Riemann tensor is antisymmetric as well, because in the tetrad viewpoint
these index pair parametrizes the Lorentz algebra. One can then define the usual curvature
tensors with only Lorentz indices
Rabcd := Rabµνe
µ
c e
ν
d , Rab := R
c
acb ≡ eµaeνbRµν [g] , R := Raa ≡ R[g] , (3.34)
and also the Weyl tensor
Wabcd := Rabcd − ηa[cRd]b + ηb[cRd]a +
1
3
ηa[cηd]bR ≡ eµaeνb eρceσdWµνρσ[g] . (3.35)
Because the latter is fully traceless and shares all the symmetries of the Riemann tensor, all
of its information lies in two symmetric traceless spatial tensors, the so-called “electric” and
“magnetic” components associated with the observer eµa
Eij :=W0i0j , Bij := −1
2
εiklW0jkl , (3.36)
since we then have
W0ijk = −Bilεljk , Wijkl = δikEjl − δilEjk − δjkEil + δjlEik . (3.37)
As for the electromagnetic field Aµ, it is a MD covector and LLT scalar, but varies under a
U(1) gauge transformation (U(1)GT)
A˜µ = Aµ + ∂µθ , (3.38)
so that the invariant curvature is the Maxwell tensor
Fµν := ∂µAν − ∂νAµ , Fab := eµaeνbFµν . (3.39)
The electric and magnetic fields measured by the observer family eµa are then
Ei := F 0i , Bi :=
1
2
εijkF jk , (3.40)
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respectively. Finally, it is also useful to define
Σabc := Σabµe
µ
c , Aa := e
µ
aAµ , ∂a := e
µ
a∂µ , ∇a := eµa∇µ , (3.41)
where the Σabc are also known as the “Ricci rotation coefficients”. Rearranging (3.28) we
find
∇Γaeµb ≡ Σcbaeµc , (3.42)
so these coefficients control the parallel transport of the tetrad vectors along themselves. In
particular, since eµ0 is the 4-velocity, the 4-acceleration vector a
µ := ∇Γ0 eµ0 in the tetrad basis
is nothing but
a0 ≡ 0 , ai ≡ Σi 00 . (3.43)
We can also compute the Fermi-Walker derivative of the spatial frame along the 4-velocity
field
∇FW0 eµi := ∇Γ0 eµi − g (ei, a) eµ0 + g (ei, e0) aµ ≡ −Σij0eµj − Σi00eµ0 . (3.44)
We see that the time components of the spin connection Σi00 and Σij0 control the 4-
acceleration of the observer family and the precession of its spatial frame, respectively.
To conclude this subsection, we stress again that, although the tetrad has both types
of indices, it only requires the notion of spin connection to form fully covariant objects.
This is because the condition of zero spin torsion Θaµν = 0 amounts to as many equations
as the number of components in Σabµ and thus determines the latter uniquely in terms of
the tetrad (Eq. (3.32)). One can then form full scalars through the curvature of Σabµ . The
tetrad-compatibility condition ∇µeaν = 0 is therefore superfluous and can be alternatively
understood as a way of constructing an affine connection Γρµν out of the tetrad, i.e. Eq.
(3.27), if one wants to introduce one. As for the matter sector, note that there too Γρµν is
not required because all derivatives can be expressed as antisymmetric (“exterior”) derivatives
of differential forms (at least in the Standard Model). On the other hand, a tetrad and a
spin connection are required in order to couple to spinors, as we will see in subsection 3.2.4.
3.2.3 Tetrad General Relativity
The action we will consider is made of three terms
S = SEH + SEM + Sm , (3.45)
where
SEH =
1
16πG
∫
d4x e
[
eµae
ν
bR
ab
µν − 2Λ
]
, (3.46)
is the Einstein-Hilbert action in the tetrad language,
SEM = −1
4
∫
d4x eFµνF
µν , (3.47)
is the Maxwell action of electrodynamics and Sm is the matter action. However, since matter
will be described through the Boltzmann formalism, we will not specify Sm, but will inlcude
the matter content directly at the level of the equations of motion. Setting to zero the
variation of S with respect to eµa we find
Rabµνe
ν
b −
1
2
Rbcνρe
ν
b e
ρ
ce
a
µ +Λe
a
µ = 8πGT
a
µ , (3.48)
– 19 –
where we defined
T aµ := −
1
e
δ
δeµa
[SEM + Sm] . (3.49)
If Sm depends on e
a
µ only through the metric combination in Eq. (3.6), we find that T
a
µ is
indeed the energy-momentum tensor with one index in the tetrad basis
T aµ := −
1
e
δ
δeµa
[SEM + Sm] ≡ − 1√−g
∂gνρ
∂eµa
δ
δgνρ
[SEM + Sm]
≡ − 2√−g e
aν δ
δgµν
[SEM + Sm] ≡ eaνTµν . (3.50)
Thus, if we express the equations of motion with only diffeomorphism indices, i.e. contracting
Eq. (3.48) with eaν , we recover the standard Einstein equations of the metric gµν
Rµν − 1
2
gµνR+ Λgµν = 8πGTµν , Tµν := e
a
µTaν . (3.51)
As a last alternative, one can consider the equation with only Lorentz indices, i.e. contracting
Eq. (3.48) with eµb
Rab − 1
2
ηabR+ Ληab = 8πGTab , Tab := Taµe
µ
b . (3.52)
All tensors in Eq. (3.52) are also symmetric in ab. To understand this, note that the presence
of an N -dimensional gauge symmetry reflects itself as N undetermined field combinations
and thus as N identities satisfied by the equations of motion. TheMD symmetry manifests
itself as the Bianchi identity ∇aRab ≡ ∇bR/2 and thus energy-momentum conservation
∇aT ab = 0 , (3.53)
when the equations of motion are satisfied, while the LLT symmetry manifests itself as the
vanishing of the antisymmetric part R[ab] ≡ 0 and thus leads to
T[ab] = 0 , (3.54)
again when the equations of motion are satisfied.
Given the interpretation of the tetrad, the T ab components are the energy density T 00,
momentum density T 0i, pressure T ii/3 and anisotropic stress T ij − δijT kk/3 measured by
the observer family. The electromagnetic contribution being
TEMab = FacF
c
b −
1
4
ηab FcdF
cd , (3.55)
we have
T 00EM ≡
1
2
(
EiEi +BiBi
)
, (3.56)
T 0iEM ≡ εijkEjBk , (3.57)
1
3
T iiEM ≡
1
3
T 00EM , (3.58)
T ijEM −
1
3
δijT kkEM ≡ −EiEj −BiBj +
1
3
δij
(
EkEk +BkBk
)
. (3.59)
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As for the matter contribution Tmab , it makes sense to decompose it in its own rest-frame.
The fluid 4-velocity V a with respect to the observer family ea is defined as the unit-normed
time-like eigenvector
TmabV
b = −ρVa , VaV a ≡ −1 , (3.60)
with the eigenvalue ρ being the rest-frame energy density, and thus
Tmab = (ρ+ p)VaVb + p ηab +Πab , (3.61)
where p is the pressure and Πab is the anisotropic stress tensor, obeying
Πaa ≡ 0 , V aΠab ≡ 0 . (3.62)
The energy density, momentum density, pressure and anisotropic stress measured by the
observer in terms of the ones in the fluid’s rest-frame are then simply
T 00m ≡ ρ
(
1 + V iV i
)
+ pV iV i +Πii , (3.63)
T 0im ≡
[
(ρ+ p)
(
1 + V kV k
)
δij +Πij
] V j√
1 + V lV l
, (3.64)
1
3
T iim ≡ p+
1
3
[
(ρ+ p)V iV i +Πii
]
, (3.65)
T ijm −
1
3
δijT kkm ≡ (ρ+ p)V iV j +Πij −
1
3
δij
[
(ρ+ p)V kV k +Πkk
]
, (3.66)
respectively, and we have used the algebraic constraints of Va and Πab. Finally, setting to
zero the variation of S with respect to Aµ and contracting with a tetrad we find the Maxwell
equation in the tetrad basis
∇aF ab = Jb , (3.67)
where
Ja := −eaµ
δSm
δAµ
, (3.68)
is the total electric current measured by the observer family. As a consequence of U(1)GT
invariance, it is conserved
∇aJa = 0 , (3.69)
when the equations of motion are satisfied, as is required for the consistency of Eq. (3.67).
3.2.4 Spinors and gravity
Let us now consider the description of spinors in the presence of gravity, which will be relevant
when dealing with the Boltzmann equation of spin-1/2 particles. It is another important
advantage of the tetrad formalism that it arises as the only way to incorporate spinor fields in
the presence of a non-trivial geometry. To understand this, note first that spinors are defined
as half-integer spin representations of the universal cover of the Lorentz group SO(1, 3) that
is SL(2,C). In the metric description one usually interprets the diffeomorphism group as a
generalization of the Poincare´ transformations of Minkowski space-time, i.e.
x˜µ = Λµνx
ν + aµ → fµ(x) , (3.70)
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where Λ and a are a constant Lorentz matrix and vector. This then implies a simple gen-
eralization for the transformation of tensor indices, i.e. integer spin representations, that is
given by the replacement (here for a vector)
V˜ µ(x˜) = ΛµνV
ν(x)→ ∂f
µ
∂xν
V ν(x) , (3.71)
in the transformation rules of flat space-time. But the possibility of performing this replace-
ment relies crucially upon the fact that the indices of the Lorentz matrix are space-time
indices, i.e. that SO(1, 3) can be viewed as a subgroup of the diffeomorphism group. This is
not the case of SL(2,C), so there is no such generalization for the half-integer representations
where the corresponding transformation matrix U(Λ) has spinor indices. Spinors therefore
require the action of the Lorentz group, be it global or local, and thus the presence of tetrads.
Here we will work for definiteness with Dirac spinors, because all types of spin-1/2
particles can be expressed in this representation. We will consider a Dirac mass in concrete
examples, but the Majorana and massless cases can be easily obtained with minor modifica-
tions. We will denote the Dirac indices by a, b, c, . . . , but most of the time these will be kept
implicit for simplicity, as is customary. Thus, a Dirac spinor ψa(x) is a set of scalars under
MDs, while under an LLT with parameter θab(x)
ψ˜(x) = U(x)ψ(x) , U(x) := exp
[
−1
4
θab(x) γ
aγb
]
, (3.72)
where the γa are the gamma matrices obey the Clifford algebra
{γa, γb} = −2ηab . (3.73)
Now that the spinor indices are “internal” from the viewpoint ofMDs, the local action of the
Lorentz group on ψ is qualitatively the same as the one of the SU(N) group in Yang-Mills
theory. The only difference is that the group dimension and signature are related to the ones
of the space-time manifold M.
The need for a tetrad becomes also obvious when trying to construct the kinetic part
of the general-relativistic Dirac Lagrangian. One must turn the diffeomorphism index of
the derivative ∂µ into a Lorentz index in order to contract with γ
a, i.e. the combination
γaeµa∂µ ≡ γa∂a.13 Moreover, since the Lorentz group now acts locally, one must consider the
covariant derivative in the Dirac representation
∇µψ :=
[
∂µ +
1
4
Σabµγ
aγb
]
ψ . (3.74)
The Dirac Lagrangian reads
LD :=
i
2
[
ψ¯γa∇aψ −∇aψ¯γaψ
]−mψ¯ψ
≡ i
2
[
ψ¯ γa∂aψ − ∂aψ¯ γaψ
]−mψ¯ψ − 1
2
εabcd Σ
abcSd , (3.75)
where we have used the identity
γaγbγc ≡ −ηabγc + ηcaγb − ηbcγa + iεabcdγdγ5 , γ5 := iγ0γ1γ2γ3 , (3.76)
13Another common choice is to define instead the Dirac matrix fields γµ(x) := γaeµa(x), which therefore
obey the modified Clifford algebra {γµ, γν} ≡ −2gµν , so that γaeµa∂µ ≡ γ
µ∂µ, but all this is only a matter of
interpretation.
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and
Sa :=
1
2
ψ¯γaγ5ψ , (3.77)
is the spin pseudo-current. Perhaps a more familiar expression for the latter is found when
its spatial part is expressed in terms of left/right-handed Weyl spinors
Si ≡ 1
2
[
ψ†Lσ
iψL + ψ
†
Rσ
iψR
]
, (3.78)
where the σi are the Pauli matrices. Just as the electric current is defined through Eq. (3.68),
the spin current can be defined by varying the Dirac action with respect to an independent
spin connection
Sabc := −2ecµ δSD
δΣabµ
= εabcdS
d . (3.79)
As for the energy-momentum tensor
Tab := −1
e
eµb
δSD
δeaµ
≡ − i
2
[
ψ¯γa∇bψ −∇bψ¯γaψ
]− 1
2
∇cS cab + ηabLD , (3.80)
it is indeed symmetric when the equation of motion of ψ
[iγa∇a −m]ψ = 0 , (3.81)
is satisfied. To see this, multiply the above equation with γ[bγc] from the left and use (3.76)
to find the relation
γ[a∇b]ψ = i
2
[
mγ[aγb] − εabcdγcγ5∇d
]
ψ , (3.82)
with which it is trivial to show that the antisymmetric part of (3.80) vanishes.
Finally, let us come back to the connection with the action of the Poincare´ group
in Minkowski space-time field theory. In that case there exists a gauge where eaµ = δ
a
µ,
thus effectively identifying the two types of indices. This gauge fixing is then preserved
under a subgroup of combined MDs and LLTs (which we express in terms of the passive
transformation for the former)
x˜µ = Λµνx
ν + aµ , Λab = δ
a
µΛ
µ
νδ
ν
b . (3.83)
The necessity of combining the two symmetries in order to preserve eaµ = δ
a
µ is what gives
to the Dirac spinor on flat space-time its usual transformation under the Poincare´ group,
i.e. the Lorentz transformation acting on the coordinate-dependence and the one mixing
the spinor indices are the same. If we now compute the Noether current associated with
the global Lorentz symmetry, we find Jabc = Labc + Sabc, where Labc is the “orbital” part,
while Sabc is the intrinsic spin part given in Eq. (3.79). On the other hand, if we compute
the Noether current associated with space-time translations we find Eq. (3.80), but without
the ∼ ∇cS cab term, which is therefore not symmetric. This is a well-known feature and, as
with any Noether current, one has the freedom to add an independently conserved term to
obtain some desired property.14 Here we see that this “corrective” additional term ∼ ∇cS cab
is automatically obtained in the definition (3.80) of Tab thanks to the fact that we considered
the torsion-free spin connection. The resulting symmetric tensor is known as the “Belinfante-
Rosenfeld” energy-momentum tensor.
14Indeed, the divergence of the extra term is ∼ ∇b∇cS
c
ab ≡ εabcd∇
b∇cS˜d ≡ −εabcdR
ebcdS˜e ≡ 0.
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3.2.5 Parallel-transported tetrads
Let us now discuss a specific class of observers that appears as a natural choice in cosmol-
ogy. Indeed, as a first approximation on cosmological scales, observers and/or sources are in
free-fall, i.e. their 4-velocity obeys the geodesic equation with respect to the weak gravita-
tional fields involved in cosmological perturbation theory. From Eq. (3.43) we see that this
corresponds to setting
Σi00 = 0 . (3.84)
This fixes the local boost symmetry, but not the local rotation one, since the latter acts
linearly on Σi00. We can thus still locally rotate the spatial frames with an arbitrary rotation
matrix field
eµ0 (x)→ eµ0 (x) , eµi (x)→ R ji (x) eµj (x) , R ki R kj = δij . (3.85)
Unlike the case of eµ0 , however, the motion of the observers alone does not provide a privileged
eµi . Therefore, in the absence of any more input, the simplest motion along a geodesic flow,
which can be expressed through a MD-covariant condition, is the parallel transport along
eµ0 , just as it is the case for e
µ
0 itself
∇Γ0 eµi = 0 , ⇔ Σij0 = 0 , (3.86)
which, according to Eq. (3.44), amounts to choosing non-precessing frames. Along with Eq.
(3.86), we thus derive
∇Γ0 eµa = 0 , ⇔ Σab0 = 0 , (3.87)
and we can therefore refer to it as the “parallel-transported tetrad gauge” (PTT). The fact
that we can express this gauge in terms of the spin connection is convenient, because we
directly see that it corresponds to exactly as many conditions as the number of dimensions
of the Lorentz group (six). This, however, does not correspond to a complete gauge fixing.
Indeed, the condition (3.87) is similar to the Weyl gauge of electrodynamics, where the time
component of the vector potential Aµ is set to zero
At = 0 . (3.88)
The subtlety here is that we actually have the Lorentz time-component Σab0 instead of the
coordinate one Σabt. In the Weyl gauge of electrodynamics one has a residual gauge symmetry
that are the time-independent transformations, i.e. Eq. (3.38) with θ = θ(~x). Here, using the
transformation of eaµ and Σ
ab
µ under a LLT, we find that the condition (3.87) is maintained
by a further LLT if the latter satisfies
Λ c0 ∂cΛ
ab + Λ i0 Λ
a
cΣ
bc
i = 0 . (3.89)
To get more insight into this equation we can express the Lorentz matrix in terms of the
generators Λ = e−θ and consider the transformation to linear order in θab
∂0θab − θ0i Σabi +O(θ2) = 0 . (3.90)
Since eµ0 is time-like, ∂0 ≡ eµ0∂µ takes the form of a convective derivative, up to some multi-
plicative factor, so we know that this type of equation admits solutions, at least locally. We
thus have a residual gauge symmetry of the same kind as in electrodynamics.
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We can now understand this situation as follows. The fact that the PTT gauge (3.87)
involves only a time-like derivation of the tetrad means that it only determines its evolution
in time. The residual LLTs then correspond to the freedom to choose the frame arbitrarily
on some time-like hypersurface, say the initial data surface. Once this is done, the full
tetrad field is uniquely determined by Eq. (3.87). In the case of boosts, the residual gauge
freedom amounts to the freedom of choosing among all possible free-falling observer 4-velocity
fields, while for rotations, it amounts to the freedom of choosing among all possible parallel-
transported spatial frames along eµ0 . Although the PTT gauge is physically suitable in many
cases, here we will not fix the LLT symmetry to maintain generality.
3.3 World-line fields
In this section we consider the dynamics of a free point-particle of mass m and charge q from
a field-theoretical viewpoint. The particle position now appears as four scalar fields on a
1-dimensional manifold L, with values in the space-time manifold M, and we consider the
associated action. We also discuss the geometry and symmetries associated with L, especially
in the m, q = 0 case, a feature which will be useful in the construction of the observer space.
Finally, we derive the particle equations of motion in the tetrad formalism.
3.3.1 Geometrical considerations
Geometrically speaking, a path of a point-particle in M is a map from a one-dimensional
manifold L to the space-time manifold M
γ : L →M , (3.91)
and its image γ(L) ⊂ M is the particle’s world-line. Given a coordinatization λ : L → R
and the space-time coordinates xµ : M → R4, we can describe the γ map through four
functions γµ(λ). The latter is a set of four scalars under L-diffeomorphisms (LD). In the
passive version (PLD) that are the λ-reparametrizations, we have
λ˜ = λ˜(λ) , ⇒ γ˜µ(λ˜) = γµ(λ) , (3.92)
while in the active version (ALD) we have the action of the Lie derivative with respect to a
vector field κ on L
δκγ
µ = −Lκγµ +O(κ2) ≡ −κ∂λγµ +O(κ2) . (3.93)
In the case of PMDs, the γµ transform as coordinates
x˜µ = x˜µ(x) , ⇒ γ˜µ(λ) = x˜µ(γ(λ)) . (3.94)
In the case of AMDs, however, there is a subtlety. If we interpret γ as simply some continuous
collection of points inM with no relation to the fields whatsoever, then our pullback definition
of AMDs would suggest
δξγ
µ = 0 , (3.95)
since we move the fields while keeping the points fixed. However, here the γµ we are interested
in is not any path, but one that must ultimately obey the geodesic equation, which therefore
relates it to the space-time fields. This means that, if we pullback the fields, then we must also
move the geodesic in order to obtain the same physical configuration and thus a symmetry
of the geodesic equation. Therefore, by treating γ as a “dynamical” object, i.e. one that
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has an action coupled to gµν , we force it to transform as all other dynamical objects (the
space-time fields) in order to maintain a symmetry. The AMD transformation of a geodesic
is therefore simply given by the expression of the passive one in Eq. (3.94) in terms of the
generating vector field
δξγ
µ = ξµ(γ) +O(ξ2) . (3.96)
If we do not transform γµ along with the fields, then we effectively obtain a configuration
corresponding to a different path than the one we started with, so the geodesic equation is
not invariant. As a result, the PMDs and AMDs have basically no conceptual difference
for a geodesic and thus also for the (scalar) space-time fields X evaluated on it, i.e. we have
respectively
X˜(γ˜) = X(γ) , δξ[X(γ)] = [δξX](γ) + δξγ
µ[∂µX](γ) +O((δξγ)2) = 0 . (3.97)
For this reason, the “passive” and “active” prefixes will only refer to the way that same
transformation is usually expressed, i.e. in terms of a coordinate transformation, or in terms
of the generating vector field, respectively. This situation is ultimately due to the fact that,
for γ, theMD symmetries are internal symmetries, and there is thus no distinction bewteen
passive and active versions, as it is for instance also the case for LLTs. This is also why we
only referred to PMDs in the transformation rules of a cosmological observable in section 2.2,
because the AMDs are basically the same transformation.15 In contrast to the above remarks
aboutMDs, the distinction between PLDs and ALDs is important, because the solutions of
observables will involve integrals over L with non-trivial boundaries (see appendix B).
3.3.2 Action for point-particles
We start by considering the following action
S =
∫
dλ
[
1
2
ǫ−1gµν(γ) ∂λγ
µ∂λγ
ν − qAµ(γ) ∂λγµ − 1
2
ǫm2
]
, (3.98)
where ǫ is the analogue of a tetrad covector on L, i.e. a “monad” (or “einbein”). Here we
will adopt the convention of λ having length dimensions, which means that ǫ has dimensions
of length too. The monad is invariant under MDs and LLTs, since it knows nothing about
M, while under a PLD it transforms as a covector
ǫ˜(λ˜) =
∂λ
∂λ˜
(λ˜(λ)) ǫ(λ) , (3.99)
and under an ALD
δκǫ = −Lκǫ+O(κ2) ≡ −κ∂λǫ− ǫ∂λκ+O(κ2) ≡ −∂λ(κǫ) +O(κ2) . (3.100)
The action (3.98) is then invariant under MDs and PLDs and varies by a boundary term
under ALDs and U(1)GTs, so all these transformations are symmetries. In particular, we
recognize that −ǫ2 is the metric and ǫ the corresponding volume form on L. Here there is no
15In fact, in the case of cosmological observables the δξγ
µ = 0 choice, i.e. not moving the geodesic along,
would lead to yet another problem. If the space-time fields move while the points are held fixed, then it is
not guaranteed that the resulting C˜(P, Pˆ ) will still be connecting two points that are linked by a light-like
geodesic. This means that only a subgroup of such active diffeomorphisms is actually defined on a cosmological
observable linking Pˆ and P .
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non-trivial analogue of the LLT symmetry because the corresponding group is trivial in one
dimension. Thus, (3.98) is the action of four scalar fields γµ on a manifold L with monad ǫ
and “cosmological” constant m2. We can then consider the Legendre transform of this action
with respect to ∂λγ
µ, where the conjugate momentum is
Kµ :=
∂L
∂(∂λγµ)
= gµν(γ) ǫ
−1∂λγ
ν − qAµ(γ) , (3.101)
to obtain the canonical action
S =
∫
dλ [Kµ∂λγ
µ − ǫH] , H := 1
2
[
m2 + gµν(γ) (Kµ + qAµ(γ)) (Kν + qAν(γ))
]
.
(3.102)
As expected, ǫ plays the same role as the lapse function in the ADM formulation of GR, so
a choice of ǫ amounts to a choice of λ-parametrization. The constraint it imposes H = 0 is
nothing but the dispersion relation for a particle of mass m and charge q. Note also that Kµ
transforms like a covector underMDs, but it transforms non-linearly under U(1)GTs (3.38)
K˜µ = Kµ − q(∂µθ)(γ) , (3.103)
so that the combination Kµ + qAµ(γ) appearing in H is consistently invariant. Going back
to the Lagrangian description (3.98), if m 6= 0, we can integrate out ǫ, i.e. replace it with
the solution of its own equation of motion
ǫ :=
1
m
√
−gµν(γ) ∂λγµ∂λγν , (3.104)
to derive the well-known action16
S = −
∫
dλ
[
m
√
−gµν(γ) ∂λγµ∂λγν + qAµ(γ) ∂λγµ
]
, (3.105)
governing the dynamics of a point-particle of mass m and charge q. Note that, although ǫ is
totally determined in terms of the rest of the fields through Eq. (3.104), it can still take any
value depending on the λ-parametrization we choose because
√−gµν(γ) ∂λγµ∂λγν transforms
as a covector on L. This freedom is in agreement with ǫ being the “lapse function” on L
from the canonical viewpoint.
In the m 6= 0 case, a standard choice of parametrization is proper time, i.e. the momen-
tum/velocity relation (3.101) becomes
Kµ|proper time = mgµν(γ) ∂λγµ − qAµ(γ) , ⇒ ǫproper time = 1
m
. (3.106)
This is obviously not defined in the case of massless particles such as photons m = 0.
Nevertheless, one usually works with the closest analogue that is the affine parametrization
ǫ = const., which is implicitly chosen when setting Kµ = const.×∂λγµ. We will later exploit
this freedom to pick a parametrization that is well-suited for observational cosmology.
We thus conclude that the actions in (3.98) and (3.105) share the same classical dy-
namics, so the former is a legitimate description of point-particle dynamics. The advantage
16This is the one-dimensional analogue of the relation between the Polyakov and Nambu-Goto actions,
including the Kalb-Ramond term, in string theory [101].
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of the action (3.98), however, is that it has a non-singular m → 0 limit, which is the case
of interest for cosmological observables, i.e. the case of light-like geodesics. For m = 0 one
encounters new features. First, note that ǫ is no longer determined by the equations of mo-
tion already in the Lagrangian formalism, i.e. in Eq. (3.98), because it is not present in its
own equation of motion. This means that it is free to choose, i.e. it is not related to the
rest of the fields as in the massive case (3.104), and can therefore be used to neutralize one
more degree of freedom in γµ. This reflects the fact that a light-like path is constrained to lie
in a submanifold of M with one less dimension than in the time-like case, i.e. a light-cone.
Another manifestation of this property is the presence of an additional internal symmetry of
the action (3.98) when m = 0 that is a combined conformal transformation of the space-time
and world-line geometries
gµν(x)→ C(x) gµν(x) , Aµ(x)→ Aµ(x) , ǫ(λ)→ C(γ(λ)) ǫ(λ) . (3.107)
3.3.3 Equations of motion
Let us first note that, given the transformation properties of ǫ, the operator
∂ǫ := ǫ
−1∂λ (3.108)
is invariant under LDs and therefore qualifies as a “physical” derivative (it is the analogue of
∂a := e
µ
a∂µ on M). Moreover, it is convenient to define the U(1)GT-invariant 4-momentum
in the tetrad basis
ka := e
µ
a(γ) [Kµ + qAµ(γ)] . (3.109)
Just as its diffeomorphism-indexed counterpart, the ka are four LD scalars, but they trans-
form as a vector under LLTs
k˜a = Λab(γ) k
b , (3.110)
and are invariant under MDs.17 We can now express the equations of motion of the action
(3.102) in a neat way. First, the variation with respect to kµ yields the velocity/momentum
relation (3.101), now reading
∂ǫγ
µ = eµa(γ) k
a . (3.112)
Next, the variation with respect to γµ leads to
∇ǫka = qF ab(γ) kb , (3.113)
where we have defined the covariant derivative ∇ǫ with respect to LLTs on L
∇ǫXa := ∂ǫXa +Σabc(γ) kcXb , (3.114)
which therefore commutes with eaµ(γ). Eqs. (3.112) and (3.113) with q = 0 are nothing but
the geodesic equation, in first-order form, and the ∼ q term is nothing but the Lorentz force.
Finally, varying the action (3.102) with respect to ǫ on finds the mass-shell condition for a
free point-particle
m2 + kak
a = 0 . (3.115)
17As a concrete example in the AMD case, we first note that
δξe
a
µ = −Lξe
a
µ +O(ξ
2) , δξǫ = 0 , (3.111)
so, dropping O(ξ2) terms,
δξk
a = δξ
[
eaµ(γ) ∂ǫγ
µ
]
= δξ
[
eaµ(γ)
]
∂ǫγ
µ + eaµ(γ) ∂ǫδξγ
µ
=
[(
δξe
a
µ
)
(γ) +
(
∂νe
a
µ
)
(γ) δξγ
ν
]
∂ǫγ
µ + eaµ(γ) ∂ǫδξγ
µ = 0 .
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3.4 Phase space fields
In this section we consider the dynamics of phase space distributions for free point-particles.
Starting from the cotangent bundle T ∗M of the space-time manifoldM, we build the corre-
sponding Lorentz bundle LM using the tetrad field and then the on-shell phase space PM.
We pay special attention to the symmetries associated with each case. We then derive the
Liouville equation for the distributions on PM, generalize to the case of tensor/spinor valued
ones and also define their moments and corresponding conservation equations.
3.4.1 Geometrical considerations
We start by considering the off-shell phase space of 1-particle dynamics (i.e. without imposing
any mass condition) that is the cotangent bundle manifold T ∗M. This is an 8-dimensional
manifold conventionally parametrized by the pair xµ and Pµ. Incidentally, this is the space in
which the canonical line fields (γµ(λ),Kµ(λ)) introduced in subsection 3.3.2 take their values.
As a manifold on its own right, one can consider the corresponding group of diffeomorphisms
T ∗MD, whose passive version relates all possible coordinate systems
x˜µ = x˜µ(x, P ) , P˜µ = P˜µ(x, P ) . (3.116)
However, T ∗M is not any manifold, but inherits its structure fromM, so this constrains the
set of admissible coordinate systems and thus the diffeomorphisms that relate them. Indeed,
the coordinate systems on T ∗M (its “atlas”) are the ones related only by the subgroup of
the transformations (3.116) that corresponds to the following representation of PMDs
x˜µ = x˜µ(x) , P˜µ =
∂xν
∂x˜µ
(x˜(x))Pν , (3.117)
and is therefore only 4-dimensional instead of the 8-dimensional T ∗MD. For the active ver-
sion, i.e. acting on fields on T ∗M, the corresponding 8-dimensional generating vector field
Ξ ≡ (ξµ, πµ[ξ]) satisfies
ξµ = ξµ(x) , πµ = −∂µξν(x)Pν , (3.118)
and we have again the corresponding Lie derivative that generates the transformation. For
instance, a scalar field f∗(x, P ) on T
∗M transforms as
δξf∗ = −LΞf∗ +O(ξ2) = −ξµ∂µf∗ + ∂µξνPν ∂f∗
∂Pµ
+O(ξ2) . (3.119)
Another special case of PT ∗MDs are the ones which correspond to the U(1)GTs and which
we deduce from Eq. (3.103)
x˜µ = xµ , P˜µ = Pµ − q∂µθ(x) . (3.120)
Now considering T ∗M as the (off-shell) covariant phase space of a particle endows it with
more structure, because one has access to a larger subgroup of T ∗MDs, the “canonical
transformations”. These can be defined as the T ∗MDs that preserve the canonical 1-form
on T ∗M
C := Pµdx
µ , (3.121)
up to a total derivative. One can then check that C is invariant under PMDs and varies
by a total derivative under AMDs and U(1)GTs, so these symmetries are particular cases
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of canonical transformations. To make contact with the canonical action-based geodesic
formalism discussed in subsection 3.3.2, if we consider a definite path in phase space
(xµ, Pµ) = (γ
µ(λ),Kµ(λ)) , (3.122)
then evaluating the canonical 1-form on that path (i.e. its pullback to L) gives the world-line
1-form
C(γ,K) = Kµdγ
µ ≡ Kµ∂λγµdλ . (3.123)
This is the combination that enters the canonical action (3.102), by definition, and thus
allows one to identify the rest as (minus) the “Hamiltonian”. The canonical transformations
leave this combination invariant, up to a boundary term in the canonical action (3.102), so
the latter remains in canonical form. Another property of the canonical transformations is
that they preserve the canonical volume form on T ∗M
vol∗ :=
1
(2π)4
d4x ∧ d4P , (3.124)
where
d4x :=
1
4!
εµνρσ dx
µ∧dxν ∧dxρ∧dxσ , d4P := 1
4!
εµνρσ dPµ∧dPν ∧dPρ∧dPσ . (3.125)
The (2π)−4 normalization comes from the fact that the elementary phase space volume is the
Planck constant h ≡ 2π~, for each space-time dimension, and we use the ~ = 1 normalization.
It is then conventional, in particle physics and cosmology, to associate this normalization with
the momentum coordinates and this is reflected in the definition of the Fourier transform.
Let us now switch to the tetrad formalism, where the momentum components of interest
are the ones in the tetrad basis, and in particular the U(1)GT-invariant ones
pa := eaµ(x) [Pµ + qAµ(x)] , (3.126)
in analogy with Eq. (3.109). From the viewpoint of T ∗M, the change of coordinates
xµ → xµ , Pµ → pa (3.127)
corresponds to a passive T ∗MD that is not a canonical transformation, so the volume form
transforms non-trivially to
vol∗ → volL = 1
(2π)4
(ed4x) ∧
[
1
4!
εabcd dp
a ∧ dpb ∧ dpc ∧ dpd
]
, e := det eaµ ≡
√−g ,
(3.128)
where in the first round bracket we recognize the volume form on M.18 By performing a
non-canonical coordinate transformation, the corresponding space is technically no longer
T ∗M, because we have changed the transformations that act on it and thus its geometric
structure. Indeed, now the PMDs are represented as
x˜µ = x˜µ(x) , p˜a = pa , (3.129)
18This is obtained by noting that, whenever the exterior derivative d acts on either eaµ(x) or Aµ(x) the
corresponding terms vanish because they are proportional to the exterior product of five dxµ.
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and we also have LLT coordinate transformations
x˜µ = xµ , p˜a = Λab(x) p
b . (3.130)
We have thus traded the cotangent bundle T ∗M for a vector bundle based on M with
structure group SO(1, 3). We will refer to it as the “Lorentz” bundle and denote it by LM.
In order to get the action of the AMDs, we first transform our scalar to the new coordinates
fL(x, p) := f∗(x, P (p)) ≡ f∗(x, eµa(x) pa − qAµ(x)) , (3.131)
and obtain
δξfL = −ξµ∂µfL +O(ξ2) . (3.132)
Observe that, since now the LLTs are coordinate transformations on LM, i.e. a passive
transformation, they also have their active counterpart on fields over that manifold, generated
by the Lie derivative with respect to some vector field. We proceed as in the MD case, i.e.
we express (3.130) in terms of the generators
x˜µ = xµ , p˜a = Λab(x) p
b = pa − θab(x) pb +O(θ2) , (3.133)
and identify the generating vector field
Θ = (0, θa) , θa := −θab(x) pb . (3.134)
Thus, writing down the coordinate transformation (3.130) for the scalar
f˜L(x,Λ(x) p) = fL(x, p) , (3.135)
we can relabel the variables to derive the active LLT
f˜L(x, p) = fL(x,Λ
−1(x) p) = e−LΘfL(x, p) ≡ exp
[
−θ ba (x) pa
∂
∂pb
]
fL(x, p) , (3.136)
and the variation is
δθfL = −LΘfL +O(θ2) = −θ ba pa
∂fL
∂pb
+O(θ2) . (3.137)
Finally, note that we can also define a covariant Fourier transformation for scalars on LM
FL(x,X) :=
∫
d4p
(2π)4
eipaX
a
fL(x, p) , (3.138)
and thus a dual space parametrized by (xµ,Xa), where the “internal” coordinates Xa trans-
form as
X˜a = Λab(x)X
b , (3.139)
under passive LLTs. We will see how to interpret these Xa coordinates in section 5.
– 31 –
3.4.2 On-shell phase space and Liouville operator
The (off-shell) 1-particle density distribution of kinetic theory is a scalar field f∗ on T
∗M,
or alternatively, a scalar field fL on LM. In the absence of particle interactions, i.e. for the
“free” theory described by the canonical action (3.102), the Liouville theorem states that fL
is conserved when evaluated on a solution (γµ(λ), ka(λ))
∂λfL(γ(λ), k(λ)) = 0 . (3.140)
Distributing ∂λ, using the equations of motion of γ
µ and Kµ, i.e. Eqs. (3.112) and (3.113),
and demanding that the result holds for all solutions, we find the Liouville equation on LM
pa
[
∇La + qF ba (x)
∂
∂pb
]
fL = 0 , (3.141)
where we have defined the covariant derivative on LM
∇La ≡ ∂a − Σbca(x) pc
∂
∂pb
. (3.142)
Until now we have only used the geodesic equation, i.e. the equations of motion of γµ and
Kµ, but we still have the constraint imposed by ǫ, i.e. the mass-shell condition (3.115).
The latter implies that fL actually lives on a 7-dimensional submanifold LmM ⊂ LM, the
on-shell covariant phase space defined by
pap
a +m2 = 0 , (3.143)
which is consistently preserved under evolution
pb
[
∇Lb + qF cb (x)
∂
∂pc
] (
pap
a +m2
) ≡ 0 . (3.144)
A first advantage of working on LM, instead of T ∗M, is that the on-shell condition (3.143)
depends on the momentum coordinates pa alone and has a simple solution
p0 = Ep := +
√
m2 + ~p2 , (3.145)
contrary to the condition we would have had in T ∗M
gµν(x) [pµ + qAµ(x)] [pν + qAν(x)] +m
2 = 0 . (3.146)
The LmMmanifold is therefore parametrized by
(
xµ, pi
)
and the on-shell density distribution
is defined as
f(x, ~p) := fL(x,Ep, ~p) . (3.147)
From now on all pa occurrences are implicitly considered on-shell, i.e. p0 ≡ Ep. The MDs
still act as usual on LM, but the LLTs now act in a mass-dependent non-linear way. The
passive version is
x˜µ = xµ , p˜i = Λij(x) p
j + Λi0(x)Ep , (3.148)
while the corresponding active one is
f˜(x, pi) = f(x, (Λ−1)ij(x) p
j + (Λ−1)i0(x)Ep)
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⇒ δθf =
(
θ0j(x)Ep − θij(x) pi
) ∂f
∂pj
+O(θ2) . (3.149)
One can next define a volume form on LmM, that is invariant under passiveMDs and LLTs,
by integrating over the one of LM with a Dirac delta imposing the on-shell constraint
volm :=
∫
p0>0
volL 2πδ
(
pap
a +m2
)
= (ed4x) ∧ d
3p
(2π)32Ep
, (3.150)
where
d3p :=
1
3!
εijk dp
i ∧ dpj ∧ dpk . (3.151)
Note that now the two factors inside volm are separately invariant under both symmetries.
Repeating Liouville’s theorem on f(x, ~p), i.e. ∂λf(γ
µ(λ), ki(λ)) = 0 for all geodesic solutions
we obtain the Liouville equation on LmM
Lf = 0 , (3.152)
where L is the covariant Liouville operator in the tetrad basis
L := pa
[
∂a −
(
Σibap
b + qFia
) ∂
∂pi
]
(3.153)
≡ Ep∂0 + pi∂i +
[
(Σ0i0Ep − qEi)Ep + ((Σ0ij − Σij0)Ep − qεijkBk) pj − Σijkpjpk
] ∂
∂pi
,
where pa := (Ep, ~p) is the on-shell 4-momentum. This expression is not explicitly Lorentz-
invariant, which is unavoidable because ∂p0 is not defined on f(x, ~p). To see that it is indeed
Eq. (3.141) constrained on the mass shell m, we can use Eq. (3.147) and the antisymmetry
of Σ and F to find
Lf ≡ pa
[
∂afL −
(
Σibap
b + qFia
)( pi
Ep
∂
∂p0
+
∂
∂pi
)
fL
]
p0=Ep
≡ pa
[
∂afL −
(
Σ0bap
b + qF 0a
) ∂
∂p0
fL −
(
Σibap
b + qFia
) ∂
∂pi
fL
]
p0=Ep
≡ pa
[
∂afL −
(
Σcbap
b + qF ca
) ∂
∂pc
fL
]
p0=Ep
≡ [pa∇La fL]p0=Ep . (3.154)
Finally, note that the more usual definition of the Liouville operator is rather E−1p L = ∂0+. . . ,
which has the dimensions of a time-derivative, but this is not invariant under local boosts,
so here we prefer the Lorentz-invariant definition.
The above construction can be generalized straightforwardly to 4-dimensional tensor
fields on PM. These are fields with Lorentz indices fa1...an(x, ~p) and possibly an extra Dirac
index f aa1...an(x, ~p) which we keep again implicit.
19 Note that all the components of such a
field must lie on the same mass shell m for the LLTs to be well-defined, e.g. in the passive
case
f˜a1...an(x˜, ~˜p) = Λ
b1
a1 (x) . . .Λ
bn
an (x)U(x) fb1...bn(x, ~p) , (3.155)
19A single such index is enough, since any even set of spinor indices can be turned into Lorentz indices.
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where the coordinates are related by the LLT (3.148), and must also have the same charge q
for the U(1)GTs to be well-defined
f˜a1...an(x, ~p) = e
iqθ(x)fa1...an(x, ~p) . (3.156)
Evaluating such a tensor on a given geodesic solution (γ(λ), ~k(λ)) one obtains a Lorentz
tensor on L, so that one must use ∇λ instead of ∂λ to get a covariant generalization of the
Liouville theorem. The resulting covariant Liouville operator then reads
Lfa1...an := p
a
[
∂a −
(
Σibap
b + qFia
) ∂
∂pi
]
fa1...an (3.157)
+ pc
[
n∑
k=1
Σ bak cfa1...ak−1bak+1...an +
1
4
Σabc γ
aγbfa1...an
]
,
i.e. it simply takes into account the mixing of the indices by involving the corresponding spin
connection factors. In the absence of the Dirac index there is no U(x) matrix and no ∼ γaγb
term in Eqs. (3.155) and (3.157), respectively.
Finally, in the presence of more than one particle species fs(x, ~p), the passive version
of LLTs is no longer defined because there is no unique mass m to consider inside Ep in Eq.
(3.148). This is due to the fact that each fs is defined on a different mass shell LmM⊂ LM.
The active LLTs in Eq. (3.149), however, still work perfectly well, since they act on fields
f˜s(x, p
i) = fs(x, (Λ
−1)ij(x) p
j + (Λ−1)i0(x)Ep,s) , (3.158)
where now
Ep,s :=
√
m2s + ~p
2 . (3.159)
One can therefore adopt the following geometric viewpoint. The xµ and pi coordinates
parametrize a single space that we denote by PM, the on-shell (Lorentz) phase space, on
which all fs(x, ~p) are defined. TheMDs can still act in both their passive and active version
on PM, but the LLTs are only defined as active transformations on the fields fs(x, ~p). Note
also that now each fs comes with its own volume form
vols := (ed
4x) ∧ d
3p
(2π)32Ep,s
, (3.160)
and its own (ms, qs)-dependent Liouville operator.
3.4.3 Distribution moments
Given the volume form (3.160), we can use its Lorentz-invariant momentum factor to define
the moments of fs, i.e. the space-time Lorentz tensors
T a1...ans (x) :=
∫
d3p
(2π)3Ep,s
fs(x, ~p) p
a1
s . . . p
an
s , n > 0 , p
a
s := (Ep,s, ~p) , (3.161)
of which the n = 1 and n = 2 cases are the particle number current vector and energy
momentum tensor of the s species, respectively, as measured by the observer family ea. The
electric current vector of the s species is then
Jas := qsT
a
s . (3.162)
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Note that here we focus exclusively on scalar distribution functions, a restriction that will
be justified in section 5. In the absence of interactions, i.e. if Lfs = 0 holds, the moments
obey the following conservation equation
∇a1T a1...ans = nqsF (a1a1 T a2...an)s . (3.163)
To see this, first express them as an integral over the 4-momenta pa
T a1...ans (x) = 2
∫
p0>0
d4p
(2π)4
2πδ
(
pap
a +m2s
)
fL,s(x, p) p
a1 . . . pan , (3.164)
and use Eqs. (3.144) and (3.141) to get
∇a1T a1...ans (x) = 2
∫
p0>0
d4p
(2π)4
2πδ
(
pap
a +m2s
) [
pa1∇La1fL,s(x, p)
]
pa2 . . . pan (3.165)
= −2qsF ba1 (x)
∫
p0>0
d4p
(2π)4
2πδ
(
pap
a +m2s
)
pa1 . . . pan
∂
∂pb
fL,s(x, p)
= 2qsF
b
a1 (x)
∫
p0>0
d4p
(2π)4
fL,s(x, p)
∂
∂pb
[
2πδ
(
pap
a +m2s
)
pa1 . . . pan
]
= 2nqsF
(a1
a1
(x)
∫
p0>0
d4p
(2π)4
fL,s(x, p) 2πδ
(
pap
a +m2s
)
pa2 . . . pan)
≡ nqsF (a1a1 (x)T a2...an)s (x) .
In the case of the energy momentum tensor, the total one is given by
T ab :=
∑
s
T abs + T
ab
EM , (3.166)
where the last term corresponds to the contribution of the electromagnetic field given in Eq.
(3.55). The conservation equation (3.163), along with the Maxwell equation (3.67), then
imply the usual conservation of T ab
∇aTab ≡
∑
s
∇aT sab +∇aTEMab
=
∑
s
qsF
a
bT
s
a +∇aF acFbc +
3
2
F ac∇[aFbc]
=
∑
s
qsF
a
bT
s
a +
∑
s
JcsFbc +
3
2
F ac∇[aFbc] ≡ 0 , (3.167)
where the first two terms cancel each other out and the last term vanishes through the Bianchi
identity in the tetrad basis.
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4 Observer space-time formalism
In this section we start by defining the fundamental observables and express the equation
of motion of photons in terms of them. The boundary value of the photon 4-momentum at
the observer, and in the eˆa frame, provides the observed frequency and angle parametriza-
tion, and we fix the reparametrization symmetry of the geodesic map to the (log-)redshift
parametrization. We then successively define the observer sky, observer space, their spec-
tral generalizations and their mapping to the observer’s light-cone, paying attention to the
involved symmetries, and also discuss the issue of caustics. The construction is completed
by introducing a Sachs basis along each photon path and fixing its rotational freedom by
matching it to the natural dyad on the observer sky, thus obtaining the Sachs basis that
is actually used to build sky maps of tensorial quantities. With this we can then describe
the Jacobi and volume maps within this formalism to obtain the fundamental observables
associated with localized sources. Finally, we also consider the possibility of describing the
drift of cosmological observables by discussing the extension of the observer space to the
observer space-time and the relation of the latter to the observational coordinates.
4.1 Fundamental observables
We start by considering two events Pˆ and P corresponding to reception and emission of a
light signal, respectively, or the “observer” and “source” points. In the eikonal approximation
of light propagation, the two events are therefore connected by a light-like geodesic γ ⊂M,
i.e. Pˆ , P ∈ γ. The tetrad field ea describes an observer family with four-velocities e0 and
spatial frames ei. In particular, e0(Pˆ ) corresponds to the observer 4-velocity, ei(Pˆ ) to the
spatial frame that is used to measure spatial tensor components, while e0(P ) corresponds to
the source 4-velocity.
We start by considering the point-particle equations of motion in the tetrad basis (3.112),
(3.113) and (3.115) for the photon case m, q = 0. We first use (3.115) to express ka in terms
of its independent components
ka = ω
(
1,−ni) , nini ≡ 1 . (4.1)
Note that ω(λ) and −ni(λ) are the frequency and propagation direction as measured by
ea(γ(λ)). Denoting by λˆ the parameter value corresponding to the observer
γ(λˆ) ≡ Pˆ , (4.2)
we have that
ωˆ := ω(λˆ) , nˆi := ni(λˆ) , (4.3)
are the observed frequency of the signal and its position in the sky, while the observed redshift
from a source at λ is given by
z(λ) := ωˆ−1ω(λ)− 1 . (4.4)
It will be convenient to work instead with the “log-redshift” variable
ζ := log (1 + z) ≡ log ω
ωˆ
, (4.5)
which coincides with z only if z ≪ 1. The transformations under LLTs are
ω˜ = Λ‖ω , (4.6)
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ζ˜ = ζ + log
Λ‖
Λˆ‖
, (4.7)
n˜i = Λ−1
‖
(
Λijn
j − Λi0
)
, (4.8)
where we have defined
Λ‖ := Λ
0
0 − Λ0ini , (4.9)
and from now on it is understood that space-time fields, such as Λab(x), are implicitly eval-
uated on the light-like geodesic γ. Another combination that will appear often is
(Λ⊥)
i
j := Λ
i
j +Λ
−1
‖
(
Λikn
k − Λi0
)
Λ0j , (4.10)
which maps vectors that are normal to ni to vectors that are normal to the new one n˜i given
in (4.8). For any two vectors Xi and Y i that are normal to ni, we then have the identity
(Λ⊥)
i
jX
j (Λ⊥)
i
kY
k ≡ XiY i , (4.11)
i.e. Λ⊥ preserves the Euclidean norm, because the Lorentz contraction effect is absorbed in
the transformation of ni. It will also be convenient to have the corresponding variations in
terms of the generators
δθω = ω
[
niθ0i +O(θ2)] , (4.12)
δθζ = n
iθ0i − nˆiθˆ0i +O(θ2) , (4.13)
δθn
i = nijθ0j − θijnj +O(θ2) , (4.14)
where
nij := δij − ninj , ninij ≡ 0 , (4.15)
is the projector to the normal subspace to ni. Note, in particular, that the transformation
rules of ζ and ni conform to the ones of a cosmological observable, i.e. these quantities are
MD-invariant and only depend on Λab(Pˆ ) and Λab(P ) under LLTs.
4.2 Redshift parametrization
Let us now write down the evolution equations (3.112) and (3.113) for the case of interest
q = 0 in terms of ζ and ni
∂λγ
µ = ǫω
[
eµ0 − nieµi
]
, (4.16)
∂λζ = ǫωΣ0‖‖ , (4.17)
∂λn
i = ǫωnijΣj‖‖ , (4.18)
and we will also use the notation
X‖ := ω
−1kaXa ≡
[
eµ0 − nieµi
]
Xµ . (4.19)
Given Eq. (4.17), it is convenient to consider λ as dimensionless, so that now ǫ has dimensions
of area, and we now fix the LD gauge by the following condition
ǫ =
1
ωΣ0‖‖
, (4.20)
– 37 –
in which case the log-redshift equation becomes trivial
∂λζ = 1 , (4.21)
so that
λ = λˆ+ ζ . (4.22)
Setting for definiteness λˆ ≡ 0, we get that in this gauge the log-redshift ζ is the parametriza-
tion of the geodesic. This is very convenient since this is the parametrization the actual
observer uses in practice. More precisely, the observer uses z ≡ eζ − 1, but any differential
equation given in terms of ζ can be written in terms of z straightforwardly. This gauge is of
course not defined for space-times or regions where Σ0‖‖ can go through zero, so from now
on we are constraining our field of applications to cosmology with mild inhomogeneity and
anisotropy.20
The evolution equations (4.16) and (4.18) now become
∂ζγ
µ =
eµ0 − nieµi
Σ0‖‖
, (4.23)
∂ζn
i = nij
Σj‖‖
Σ0‖‖
, (4.24)
or, in terms of ka
∂ζγ
µ =
eµaka
ωΣ0‖‖
, ∂ζk
a = −
ωΣa‖‖
Σ0‖‖
. (4.25)
Note that Eq. (4.20) and the resulting (4.22) are invariant under MDs and local rotations,
but not under local boosts, because the right-hand sides transform non-trivially. Thus, every
local boost must now be compensated by some LD in order to preserve the gauge condition
(4.20), i.e. the latter actually breaks both symmetries down to a combination of the two.
Another way to see this is that, now that we use an observer-dependent parameter ζ, L gets
reparametrized under local boosts.
For the passive case, the compensating PLD is simply the one maintaining the relation
in Eq. (4.22), i.e. λ must transform as in Eq. (4.7). To check this at the level of the gauge
condition (4.20), we apply both a PLD and a LLT on the inverse quantities for convenience
∂λ˜
∂λ
ǫ−1 =
1
Λ‖ω
Λ a0
[
Σabc + Λ
d
b∂cΛda
]
kbkc . (4.26)
Simplifying the derivative term
kbkcΛ a0 Λ
d
b∂cΛda = −kbkcΛdbΛda∂cΛ a0 ≡ −kakc∂cΛ a0
(3.112)
= −ka∂ǫΛ a0
= −∂ǫ (Λ a0 ka) + Λ a0 ∂ǫka
(3.113)
= ∂ǫ
(
Λ‖ω
)− Λ a0 Σabckbkc (4.27)
and setting again ζ = λ, one gets
∂λ˜
∂λ
= ∂λ log
[
Λ‖e
λ
]
, (4.28)
20For generic space-times, a computationally convenient parametrization would rather be ǫ = ω−1, because
then Eqs. (4.16), (4.17) and (4.18) become independent of ω.
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which can be solved with the boundary condition
ˆ˜
λ = 0 to yield
λ˜(λ) = λ+ log
Λ‖
Λˆ‖
, (4.29)
and is indeed the transformation of ζ in Eq. (4.7). In the active compensation case, one can
look at the variation of ζ in Eq. (4.13) to get the generating vector κ to linear order
κ = θ0ini − θˆ0inˆi +O(θ2) . (4.30)
For the remaining variables, under a PLD-compensated LLT we have
γ˜µ(ζ˜) = γµ(ζ) , n˜i(ζ˜) =
[
Λ−1‖
(
Λijn
j − Λi0
)]
(ζ) , (4.31)
since these quantities are LD scalars. Under an ALD-compensated LLT, we have
δθγ
µ = −κ∂ζγµ +O(θ2) , δθni = −κ∂ζni + nijθ0j − θijnj +O(θ2) . (4.32)
Now whether we use a PLD or a ALD compensation is irrelevant at the level of the resulting
equations of motion, they will be invariant under the combined transformation either way by
construction. However, at the level of the cosmological observables, which involve integrals
over L, it is important that we use a PLD, otherwise we will have extra terms due to the
boundary of the integral (see the end of appendix B). Finally, now that we have fixed ǫ, it is
more convenient to use ∇ζ instead of ∇ǫ (see (3.114)), which therefore reads
∇ζXa ≡ ∂ζXa +Σabµ∂ζγµXb = ∂ζXa +
Σa
b‖
Σ0‖‖
Xb , (4.33)
and we have used (4.23) in the last step. In particular, the second equation of (4.25) reads
∇ζka = 0.
4.3 Observer sky
We now take full advantage of the fact that the boundary data kˆa provide the parametrization
of the observables that the actual observer uses in practice. The observed position vector
nˆi is an over-parametrization of the unit-sphere S that is the “observer sky” (or “celestial
sphere”). The observed frequency ωˆ ∈ R+ is the parameter with respect to which the
observed spectrum of some source’s light is given. Together, nˆi and ωˆ thus parametrize what
is topologically a half-infinite 3-cylinder
Sspec := S× R+ , (4.34)
that we will call the “spectral observer sky”. As we will see, however, there is no physical
distance associated with ωˆ, which is why we will not refer to this as a “cylinder”.
Let us now describe the geometry of that space in a manner that will be convenient
later on. Since nˆi and ωˆ are MD-invariant, the only relevant transformations here are the
LLTs. We start by expressing nˆi in terms of two angles ϑAˆ ∈ {ϑ,ϕ}, choosing the i = 3
direction as the zenith one
nˆ(ϑ) = (sinϑ cosϕ, sinϑ sinϕ, cos ϑ) . (4.35)
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We want the relation in Eq. (4.35) to hold for all observers, i.e. under a LLT
˜ˆn(ϑ˜) =
(
sin ϑ˜ cos ϕ˜, sin ϑ˜ sin ϕ˜, cos ϑ˜
)
≡ nˆ(ϑ˜) , (4.36)
meaning that nˆi and ϑAˆ are alternative parametrizations of S with a fixed functional relation.
In particular, note that the above relation is not the transformation of a scalar on S, which
would rather read ˜ˆn(ϑ˜) = nˆ(ϑ) and thus change the functional dependence of nˆ on the angles.
Evaluating (4.31) at ζ˜ = ζ = 0 in order to get the relation between ϑ˜Aˆ and ϑAˆ
˜ˆni(ϑ˜) = Λˆ−1‖ (ϑ)
[
Λˆi j nˆ
j(ϑ)− Λˆi 0
]
, Λˆ‖(ϑ) ≡ Λˆ00 − Λˆ0jnˆj(ϑ) , (4.37)
we have that the LLT at Pˆ in terms of ϑAˆ takes the form of a coordinate transformation on
S
ϑ˜(ϑ) = arccos
[
Λˆ3inˆ
i(ϑ)− Λˆ30
Λˆ00 − Λˆ0j nˆj(ϑ)
]
, ϕ˜(ϑ) = arctan
[
Λˆ2inˆ
i(ϑ)− Λˆ20
Λˆ1jnˆ
j(ϑ)− Λˆ10
]
. (4.38)
In particular, the coordinate transformation induced by a local rotation at Pˆ is itself a
rotation. As for the observed frequency parameter ωˆ, its transformation in Eq. (4.6) now
means that it mixes with the ϑAˆ coordinates
˜ˆω = Λˆ‖(ϑ) ωˆ . (4.39)
The Jacobian matrix of the {ϑ,ϕ, ωˆ} coordinate transformation is therefore not in block-
diagonal form and the partial derivatives on Sspec transform as follows
∂˜
Aˆ
=
∂ϑBˆ
∂ϑ˜Aˆ
[
∂
Bˆ
+ Λˆ−1‖ (ϑ) Λˆ
0
i∂Bˆnˆ
i(ϑ) ωˆ∂ωˆ
]
, ∂˜ωˆ = Λˆ
−1
‖ (ϑ) ∂ωˆ . (4.40)
The fact that the transformation of ∂ωˆ does not depend on ∂Aˆ means that fields on Sspec
with no ωˆ dependence have that property for all observers. Thus, if one is not interested in
spectral distributions on the sky f(ϑ, ωˆ), but rather fields on S alone f(ϑ), then one simply
sets ∂ωˆf = 0 and this condition is conserved under LLTs.
Now given this {ϑ,ϕ, ωˆ} parametrization and Eq. (4.1), the LLT-invariant line-element
on Sspec is
d2lSspec := ηab dkˆ
adkˆb
= ηab
[
∂
Aˆ
kˆa∂
Bˆ
kˆb dϑAˆdϑBˆ + 2∂ωˆ kˆ
a∂
Aˆ
kˆb dωˆ dϑAˆ + ∂ωˆkˆ
a∂ωˆ kˆ
b dωˆ2
]
= ηab ∂Aˆkˆ
a∂
Bˆ
kˆb dϑAˆdϑBˆ
= ωˆ2∂
Aˆ
nˆi∂
Bˆ
nˆi dϑAˆdϑBˆ
= ωˆ2dl2S , (4.41)
where
dl2S := dϑ
2 + sin2 ϑ dϕ2 , (4.42)
is the line-element of the observer sky S. In particular, we can express it in terms of a metric
d2lS ≡ SAˆBˆ(ϑ) dϑAˆ dϑBˆ , SAˆBˆ(ϑ) := ∂Aˆnˆi∂Bˆnˆi =
(
1 0
0 sin2 ϑ
)
AˆBˆ
, (4.43)
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which is the one that is used in actual observations. The fact that there is no physical
distance associated to a dωˆ displacement in (4.41) means that, geometrically speaking, Sspec
is a stack of superimposed regular spheres S parametrized by ωˆ. Under LLTs, the invariance
of d2lSspec , along with Eqs. (4.39) and (4.41), implies the following transformation for the
metric
S˜AˆBˆ(ϑ˜) = Λˆ
−2
‖ (ϑ)
∂ϑCˆ
∂ϑ˜Aˆ
(ϑ˜(ϑ))
∂ϑDˆ
∂ϑ˜Bˆ
(ϑ˜(ϑ))SCˆDˆ(ϑ) . (4.44)
Thus, one needs to work with the full Sspec in order to interpret the effect of LLTs as a
coordinate transformation, given by (4.38) and (4.39). If instead one restricts to the subspace
S, then LLTs induce both a coordinate and a conformal transformation (4.44). To understand
the presence of the conformal factor Λˆ−2‖ (ϑ) in (4.44), note that rotations are an isometry of
the metric, i.e. they preserve the functional relation S˜AˆBˆ(ϑ)
rot.
= SAˆBˆ(ϑ), but boost-induced
coordinate transformations (4.38) are not. However, the function SAˆBˆ(ϑ) given in (4.43) is
the same for all observers, since we obtained it without specifying the latter. Indeed, using
the transformation property (4.36), we find that under an LLT
S˜
AˆBˆ
(ϑ˜) := ∂˜
Aˆ
˜ˆni(ϑ˜) ∂˜
Bˆ
˜ˆni(ϑ˜) = ∂˜
Aˆ
nˆi(ϑ˜) ∂˜
Bˆ
nˆi(ϑ˜) ≡ S
AˆBˆ
(ϑ˜) , (4.45)
just like the nˆi(ϑ). Thus, we can understand the conformal factor in (4.44) as a compensator
in order to make S
AˆBˆ
(ϑ) invariant under boosts too. One can actually check this explicitly,
by computing the transformation of the line-element (4.42) under (4.38)
dl˜2S := dϑ˜
2 + sin2 ϑ˜ dϕ˜2 = Λˆ−2‖ (ϑ)
(
dϑ2 + sin2 ϑ dϕ2
) ≡ Λˆ−2‖ (ϑ) dl2S . (4.46)
so by pulling out a Λˆ−2‖ factor in (4.44) the SAˆBˆ(ϑ) functions remain the same indeed. Finally,
the transformation (4.46) provides a clear interpretation of the effect of boosts on the observer
sky. Since Λˆ‖(ϑ) appears as a “radius” in the line-element Λˆ
2
‖dl
2
S
, the latter describes the
geometry of an ellipsoid directed along ∼ Λˆ0i. This conformal factor therefore accounts for
the stretch/compression of angular distances on the sky under a boost.
Let us next define an orthonormal basis SAˆA(ϑ), with internal indices A ∈ {1, 2}, i.e. a
“dyad” (or “zweibein”), associated with the metric SAB
S
AˆBˆ
SAˆAS
Bˆ
B = δAB , (4.47)
with inverse SA
Aˆ
, which therefore transforms in the vector analogue of Eq. (4.44) under LLTs
at Pˆ
S˜AˆA(ϑ˜) = Λˆ‖(ϑ)
∂ϑ˜Aˆ
∂ϑBˆ
(ϑ)SBˆA (ϑ) . (4.48)
As for the internal (unhatted) indices, they can mix under a local rotation symmetry on S
without altering the defining equation (4.47)
S˜AˆA(ϑ) = R
B
A (ϑ)S
Aˆ
B(ϑ) , R
AB(ϑ) = exp
[−α(ϑ) εAB] = δAB cosα(ϑ) − εAB sinα(ϑ) ,
(4.49)
and are therefore displaced with δAB . Just as in the case of the nˆi(ϑ) and SAˆBˆ(ϑ) functions,
we would also like to have fixed SA
Aˆ
(ϑ) functions for all observers, which we choose to be
SA
Aˆ
(ϑ) =
(
1 0
0 sinϑ
)A
Aˆ
. (4.50)
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This choice is not invariant under neither LLTs nor local rotations, because both lead to a
non-diagonal matrix in general. We have again broken two symmetries down to a combina-
tion of them that preserves the gauge condition. Moreover, here too we still have the full
LLT freedom, as any such transformation can be compensated by some local rotation. The
transformation which preserves (4.50) is therefore of the form
S˜AˆA(ϑ˜) = R
B
A (ϑ) Λˆ‖(ϑ)
∂ϑ˜Aˆ
∂ϑBˆ
(ϑ)SBˆB (ϑ) , (4.51)
where now the the compensating angle α(ϑ) in RAB(ϑ) is entirely determined by the Lorentz
generator θˆab, such that
S˜A
Aˆ
(ϑ˜) = SA
Aˆ
(ϑ˜) . (4.52)
To show that such a compensating local rotation exists, we just need to isolating R BA in Eq.
(4.51)
RAB(ϑ) = Λˆ
−1
‖ (ϑ) S˜
Aˆ
A(ϑ˜)
∂ϑ˜Aˆ
∂ϑBˆ
(ϑ˜)SB
Bˆ
(ϑ) , (4.53)
and show that it is a rotation matrix indeed, i.e. RRT = id. Using (4.44), we get
R CA (ϑ)R
C
B (ϑ) = Λˆ
−2
‖ (ϑ) S˜
Aˆ
A(ϑ˜) S˜
Bˆ
B (ϑ˜)
∂ϑCˆ
∂ϑ˜Aˆ
(ϑ˜)
∂ϑDˆ
∂ϑ˜Bˆ
(ϑ˜)SC
Cˆ
(ϑ)SC
Dˆ
(ϑ)
≡ Λˆ−2‖ (ϑ) S˜AˆA(ϑ˜) S˜BˆB (ϑ˜)
∂ϑCˆ
∂ϑ˜Aˆ
(ϑ˜)
∂ϑDˆ
∂ϑ˜Bˆ
(ϑ˜)S
CˆDˆ
(ϑ)
≡ Λˆ−2‖ (ϑ) S˜AˆA(ϑ˜) S˜BˆB (ϑ˜) S˜AˆBˆ(ϑ˜) ≡ δAB . (4.54)
Thus, we still have the LLT freedom at Pˆ , we must only be aware that this symmetry
now induces a compensating local rotation on the tangent space of S, just as it induces a
compensating LD on L, and both transformations are controlled by Λˆab and nˆi(ϑ).
4.4 Observer space
4.4.1 Bundle of geodesics
From (4.23) and (4.24) we see that γµ(ζ) is uniquely determined by the boundary data nˆi
and γˆ = Pˆ , i.e. it is independent of ωˆ. This means that the points of S are in a one-to-
one correspondence with the light-like geodesic paths γ ⊂ M going through Pˆ .21 We can
therefore label these geodesics by ϑAˆ, leading to a bundle of paths γ(ζ, ϑ) generating the
light-cone of Pˆ . Simply put, we are parametrizing the geodesics by their boundary data nˆi
in the eˆa frame, which are directly the observed angles. Along with the redshift parameter z
(or ζ), these are the fundamental observables the actual observer uses to parametrize events
on the light-cone in practice. As a consequence, any L-field X(ζ) acquires a ϑAˆ-dependence
X(ζ, ϑ) which, just as γµ(ζ, ϑ), effectively makes it a field on
C := L × S . (4.55)
21This is not the case for time-like geodesics, where one needs all of the three kˆi numbers to distinguish
among all possible geodesics at Pˆ . Indeed, in the light-like case the geodesics are constrained to lie on the
light-cone, whereas in the time-like case they probe its interior, which has one more dimension.
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We will refer to this space as the “observer space”. If we are also interested in spectral
distributions, then these are fields of the form X(ζ, ϑ, ωˆ), thus living on the “spectral observer
space”
Cspec := L × Sspec ≡ C × R+ . (4.56)
Let us now pay closer attention to the boundary conditions at the observer position Pˆ . By
construction, the image of C under the γ map is the observer light-cone γ(C) ⊂ M, i.e. the
subspace of M spanned by all the light-like geodesics attached to Pˆ , so in particular
lim
ζ→0
γ(ζ, ϑ) ≡ Pˆ , ∀ϑAˆ . (4.57)
Consequently, the space-time fields evaluated on C obey
lim
ζ→0
X(γ(ζ, ϑ)) ≡ X(Pˆ ) , ∀ϑAˆ . (4.58)
Since the image γ(C) has conical topology, the γ map is continuous at ζ = 0, but not
differentiable there. More precisely, its angular derivative is well-defined
lim
ζ→0
∂
Aˆ
γµ(ζ, ϑ) ≡ 0 , ∀ϑAˆ , (4.59)
because of (4.57) and the fact that the cone is smooth in these directions. However, ∂ζγ
µ is
multivalued at ζ = 0
lim
ζ→0
∂ζγ
µ(ζ, ϑ) = ∂ζγ
µ(0, ϑ) , (4.60)
since ∂ζγ
µ(0, ϑ) is precisely the boundary information nˆi(ϑ) ∼ eˆiµ∂ζγµ(0, ϑ) by construction,
and also
lim
ζ→0
ni(ζ, ϑ) = nˆi(ϑ) . (4.61)
Consequently, for space-time fields evaluated on the geodesic
lim
ζ→0
∂
Aˆ
X(γ(ζ, ϑ)) = lim
ζ→0
∂
Aˆ
γµ[∂µX](γ(ζ, ϑ)) ≡ 0 , ∀ϑAˆ , (4.62)
but, given (4.25),
lim
ζ→0
∂ζX(γ(ζ, ϑ)) = lim
ζ→0
∂ζγ
µ[∂µX](γ(ζ, ϑ)) = Σ
−1
0‖‖[∂‖X](γ(ζ, ϑ)) 6= 0 . (4.63)
Note that these conditions are not inconsistent, because the γµ(ζ, ϑ) are fields on C, which
is a 3-cylinder (4.55), not a 3-cone, so they can have an angular dependence for all ζ, i.e.
including at the ζ = 0 value. It is only the image γ(C) that has a conical topology in M
because of the boundary condition in Eq. (4.57). The latter then only affects the way in
which geodesics are glued together, i.e. their ϑAˆ-dependence given in Eq. (4.59). A crucial
requirement for this construction is that the angular parameters ϑAˆ are not part of some
coordinate system xµ on M, but a parametrization of ∂ζγµ data in TPˆM. Indeed, if the ϑAˆ
were angular coordinates on M, i.e. parametrizing the cone γ(C) instead of the cylinder C,
then they would necessarily be ill-defined at Pˆ .
Finally, note the following important property, which actually holds for all λ-parametrizations
of the light-cone (λ, ϑAˆ), i.e. not only the log-redshift one λ = ζ corresponding to Eq. (4.20).
Using the geodesic light-like deviation equations
∂ǫγ
µ = eµak
a , ∇ǫka ≡ ∂ǫka +Σabµ∂ǫγµkb = 0 , (4.64)
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one obtains straightforwardly
∂ǫ
(
kae
a
µ∂Aˆγ
a
)
= 0 . (4.65)
The boundary condition in Eq. (4.59) then implies that this quantity is zero everywhere,
and therefore that ∂ζγ
µ and ∂Aˆγ
µ are orthonormal
gµν∂ζγ
µ∂
Aˆ
γν = 0 . (4.66)
4.4.2 Caustic resolution
From the previous paragraph we understand that the 3-cylinder construction is clearly dis-
tinct from the observational coordinate [69, 70] and geodesic light-cone coordinate [22, 42,
66, 70–81] formalisms, where the angles associated with incoming light-rays are part of a spe-
cific coordinate system on M. Although these angles are not defined at the observer, they
are an unambiguous parametrization of the incoming light-like geodesics because they are
constant along these paths, by construction. There is, however, an important disadvantage
in this approach. The fact that the angles are part of a coordinate system on M implies
that this formalism cannot handle caustic singularities, i.e. the case where two light-like
geodesics based at the observer position cross each other at some other point down the past
light-cone. Indeed, being parametrized by the coordinate angles, their crossing implies a
coordinate singularity and thus the breakdown of the coordinate system.
In contrast, with the 3-cylinder parametrization one works directly with the observed
angles, by construction, and the presence of caustics does not lead to singularities. Consider
for instance two light rays with observed angles ϑAˆ and ϑ′Aˆ crossing each other at respective
log-redshifts ζ and ζ ′, i.e. the case
γµ(ζ, ϑ) = γµ(ζ ′, ϑ′) . (4.67)
In particular, note that this is already the case for ζ = 0, where all angles are sent to the same
space-time point Pˆ . The possibility of having (4.67) simply means that the γ map is not
injective, not that it is singular. The important difference is that the space-time coordinates,
where the singularity occurs, are not the parameters with respect to which we solve our
equations, but rather the parameters of the target space. One must therefore simply keep
in mind that two different points on C may correspond to the same point on the light-cone
γ(C) ⊂ M. As already discussed in subsection 4.2, the only limitation for the applicability
of our formalism comes from the choice of the redshift parametrization, which is ill-defined
at low ζ, where the Hubble expansion and observer velocities are comparable. Indeed, in the
specific case Σ0‖‖ = 0, the geodesic equations (4.23) and (4.24) do become singular, and thus
so does the γµ(ζ, ϑ) function. In these cases, one should choose another λ-parametrization
(see for instance footnote 20).
We therefore stress again that it is crucial not to mistake the space C for a submanifold
of M, because this would mean that γ is a coordinate transformation on that submani-
fold, which must therefore be bijective. Rather, C is a distinct space, parametrized by the
coordinates ζ and ϑAˆ, that is mapped to the topologically different γ(C) ⊂ M through a
non-injective map γ.
– 44 –
4.4.3 Induced coordinate transformations on C from LLTs
Now a LLT induces the coordinate transformation in Eqs. (4.7), (4.38) and (4.39) on Cspec,
which we repeat here in order to stress the fact that these coordinates mix under local boosts
ζ˜(ζ, ϑ, ωˆ) = ζ + log
Λ00(ζ, ϑ)− Λ0i(ζ, ϑ)ni(ζ, ϑ)
Λˆ00 − Λˆ0j nˆj(ϑ)
,
ϑ˜Aˆ(ζ, ϑ, ωˆ) = ϑ˜Aˆ(ϑ) , (4.68)
˜ˆω(ζ, ϑ, ωˆ) =
[
Λˆ00 − Λˆ0inˆi(ϑ)
]
ωˆ .
The corresponding Jacobian matrix is therefore not in block-diagonal form and the partial
derivatives on Cspec transform as follows
∂˜ζ =
Λ‖Σ0‖‖
∂‖Λ
0
0 − ∂‖Λ0jnj + Λ00Σ0‖‖ − Λ0jΣj‖‖
∂ζ , (4.69)
∂˜
Aˆ
=
∂ϑBˆ
∂ϑ˜Aˆ
[
∂
Bˆ
− Σ0‖‖
∂
Bˆ
Λ00 − ∂BˆΛ0ini − Λ0i∂Bˆni + Λ‖Λˆ−1‖ Λˆ0i∂Bˆnˆi
∂‖Λ
0
0 − ∂‖Λ0jnj + Λ00Σ0‖‖ − Λ0jΣj‖‖
∂ζ + Λˆ
−1
‖ Λˆ
0
i∂Aˆnˆ
i ωˆ∂ωˆ
]
,
(4.70)
∂˜ωˆ = Λˆ
−1
‖ ∂ωˆ , (4.71)
where ∂‖ := ∂0 − ni∂i and we have used Eq. (4.24). The fact that the ∂ζ and ∂ωˆ derivatives
are only rescaled implies that the fields that are independent of ζ and/or ωˆ remain so for all
observers. For instance, γµ(ζ, ϑ) and ni(ζ, ϑ) are consistently independent of ωˆ. Also, this
transformation of ∂ζ and ∂ωˆ implies that the corresponding invariant derivatives are simply
∂ǫ = ωˆΣ0‖‖e
ζ∂ζ and ωˆ∂ωˆ . (4.72)
As for ∂
Aˆ
, it does not mix with the other two derivatives only at ζ, ωˆ = 0, so we will have to
be careful about that. We nevertheless define the corresponding derivative in the dyad basis
∂A := S
Aˆ
A∂Aˆ , (4.73)
which also transforms non-linearly, i.e. it mixes with ∂ζ and ∂ωˆ
∂˜A = Λˆ‖(ϑ)R
B
A (ϑ) ∂B + . . . , (4.74)
where we have used (4.51). Next, we already know that γµ(ζ, ϑ) transforms as a set of four
scalars under the LLT-induced reparametrization of ζ. As for the ϑAˆ dependence, we note
that a LLT changes the tetrad basis ea, and thus the nˆ
i boundary data, but not the γ map.
We thus still have the same geodesic and it therefore transforms as a scalar with respect the
LLT-induced ϑAˆ reparametrization as well
γ˜µ(ζ˜ , ϑ˜) = γµ(ζ, ϑ) . (4.75)
Similarly, for ka we have
k˜a(ζ˜ , ϑ˜) = Λab(ζ, ϑ) k
b(ζ, ϑ) . (4.76)
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4.5 Full-sky Sachs basis
We now wish to complement the ni(ζ, ϑ) direction with a 2-dimensional basis of its normal
subspace that is parallel-transported along each geodesic. By decomposing vectors that are
normal to ni in that basis we will therefore “factor out” the trivial part of their dynamics
which is due to parallel transport. However, parallel transport is only defined in terms of
full Lorentz vectors, whereas the discussed basis will be purely spatial. We can therefore
start by considering two dimensionless Lorentz vectors kaA(ζ, ϑ) on C, with A ∈ {1, 2}, i.e.
transforming as
k˜aA(ζ˜, ϑ˜) = Λ
a
b(ζ, ϑ) k
b
A(ζ, ϑ) , (4.77)
under LLTs and invariant under MDs, and also satisfying
∇ζkaA = 0 , kakaA = 0 , kAakaB = δAB , (4.78)
where the last two equations are consistently preserved under parallel transport. We will refer
to kaA as a “Sachs basis” and to the corresponding indices A,B,C, . . . as “Sachs indices”.
The choice of the latter is not a coincidence, as we will see below. Observe that Eq. (4.78)
determines that basis only up to a shift of the form
k˜aA(ζ, ϑ) = k
a
A(ζ, ϑ) + αA(ϑ) k
a(ζ, ϑ) , (4.79)
and a rotation of the A indices
k˜aA(ζ, ϑ) = R
B
A (ϑ) k
a
B(ζ, ϑ) , R
AB(ϑ) = exp
[−α εAB(ϑ)] = δAB cosα(ϑ) − εAB sinα(ϑ) ,
(4.80)
where αA and α are independent of ζ in order to maintain parallel transport, so these are
fields on S. We will refer to these transformations as “Sachs shifts” and “Sachs rotations”, re-
spectively. From the geometrical viewpoint, the shift freedom corresponds to the 2-parameter
family of possible of 2-dimensional space-like normal subspaces to ka, while the rotational
freedom corresponds to a choice of orthonormal basis within that subspace.
Now note that
nA := −k0A , (4.81)
is generically non-zero, which means that kµA := e
µ
akaA is not normal to the 4-velocity of the
observer family
nA ≡ eµ0kAµ 6= 0 , (4.82)
because eµ0 is not parallel-transported along γ in general. The Sachs shifts allow us to set
nA(ζ, ϑ) = 0 for a given value of ζ, i.e. as a boundary condition, but then the parallel trans-
port of kaA will generically induce nA 6= 0 at other values. Solving the algebraic constraints
(4.78) on kaA, we readily derive that it takes the following form
kaA = −nA
ka
ω
+ naA , n
a
A :=
(
0, niA
)
, niniA ≡ 0 , niAniB ≡ δAB . (4.83)
In particular, under a Sachs shift (4.79)
n˜A(ζ, ϑ) = nA(ζ, ϑ)− αA(ϑ)ω(ζ) , n˜iA(ζ, ϑ) = niA(ζ, ϑ) . (4.84)
From the first equation of (4.83) we see that nA actually controls the longitudinal direction
∼ ka, which is why it will end up dropping from the quantities of interest. As for the niA, we
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see that they form an orthonormal basis of the subspace normal to ni and thus satisfy the
extra identities
δABniAn
j
B ≡ nij , εABniAnjB ≡ εijknk . (4.85)
Moreover, the corresponding 4-dimensional diffeomorphism vectors nµA := e
µ
anaA are both
normal to kµ := eµaka and the 4-velocity of the observer family e
µ
0
kµn
µ
A ≡ 0 , e0µnµA ≡ 0 . (4.86)
The nµA are therefore what one usually refers to as the “Sachs basis” and
nµν := nµAn
ν
A ≡ nijeµi eνj , (4.87)
is the so-called “screen projector”. However, the naA are not Lorentz vectors, because n
0
A = 0
is not a Lorentz-invariant condition, but they are MD scalars and thus the nµA are MD
vectors. Since here we privilege the Lorentz basis, we will work with kaA in order to preserve
Lorentz covariance. In terms of nA and n
i
A, transformations under LLTs read
n˜A(ζ˜ , ϑ˜) =
[
Λ‖nA − Λ0iniA
]
(ζ, ϑ) , n˜iA(ζ˜ , ϑ˜) = (Λ⊥)
i
j(ζ, ϑ)n
j
A(ζ, ϑ) , (4.88)
in the PLD-compensated case and
δθnA := −κ∂ζnA + niθ0inA + θ0iniA +O(θ2) , (4.89)
δθn
i
A := −κ∂ζniA −
(
niθ0j + θij
)
njA +O(θ2) , (4.90)
in the ALD-compensated case, while the evolution equation in (4.78) becomes
∂ζnA = nA −
Σ0i‖
Σ0‖‖
niA , (4.91)
∂ζn
i
A =
niΣ0j‖ − Σij‖
Σ0‖‖
njA . (4.92)
This shows again that, even if we set nA = 0 at some ζ value, this quantity will be turned on
by parallel transport. Moreover, note that both the LLT and evolution equation of niA are
independent of nA, which means that we do not need to keep track of the latter, as only the
niA information will turn out to be relevant.
Finally, we must select a definite basis kaA(ζ, ϑ) by providing boundary conditions for
it at the observer sky ζ = 0, and in doing so fixing the shift (4.79) and rotation (4.80)
ambiguities. To that end, we note that we have already privileged a basis in the tangent
space of S, the one given by the dyad (4.50), which is nothing but the unit-normalization of
the angular directions ∂
Aˆ
on the sky. For the spatial part niA we thus pick
nˆiA(ϑ) := n
i
A(0, ϑ) = S
Aˆ
A(ϑ) ∂Aˆnˆ
i(ϑ) ≡ ∂Anˆi(ϑ) , (4.93)
so that, using (4.50) and (4.35)
nˆ1(ϑ) = (cos ϑ cosϕ, cos ϑ sinϕ,− sinϑ) , nˆ2(ϑ) = (− sinϕ, cosϕ, 0) . (4.94)
These are the unit-normed longitudinal and latitudinal vectors fields on S, just like the dyad,
but when S is seen as a subset of R3. We first note that Eq. (4.93) is consistent because it
has the required properties
nˆinˆiA ≡ 0 , nˆiAnˆiB ≡ δAB , δABnˆiAnˆjB ≡ nˆij εABnˆiAnˆjB ≡ εijknˆk . (4.95)
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We must now also make the equality (4.93) invariant under LLTs. Put differently, as in the
case of nˆi(ϑ), S
AˆBˆ
(ϑ) and SA
Aˆ
(ϑ), the nˆiA(ϑ) given by Eq. (4.94) must now be the same
functions of ϑAˆ for all observers
˜ˆniA(ϑ˜) = nˆ
i
A(ϑ˜) . (4.96)
To achieve this, we first compute the variation of the right-hand side using Eqs. (4.37), (4.51)
and (4.70)
∂˜A ˜ˆn
i(ϑ˜) = Λˆ‖(ϑ)R
B
A (ϑ) ∂B
[
Λˆ−1‖ (ϑ)
(
Λˆi jnˆ
j(ϑ)− Λˆi 0
)]
= R BA (ϑ)
[
(Λˆ⊥)
i
j(ϑ) ∂B nˆ
j(ϑ)
]
,
(4.97)
and see that it reproduces the transformation (4.88) of niA, but along with a Sachs rotation
(4.80) given by the LLT-compensating rotation RAB(ϑ) of the dyad basis
˜ˆniA(ϑ˜) = R
B
A (ϑ) (Λˆ⊥)
i
j(ϑ) nˆ
j
B(ϑ) . (4.98)
Thus, with this choice of boundary conditions (4.93) we identify the local rotation symmetry
on S (see Eq. (4.49)) with the global Sachs rotations along each geodesic ϑAˆ (see Eq. (4.80)),
so that the A indices of niA and of S
Aˆ
A are now indeed the same. Remember that the Sachs
rotations are independent of ζ, in order to preserve parallel transport, but they can depend
on ϑAˆ, i.e. they can be different for each light-like geodesic reaching the observer. By fixing
the boundary condition (4.93) we are fixing the freedom of independent Sachs rotations by
matching them to the local rotations on S, thus making them act solely as compensators of
LLTs at the observer point Pˆ . For a given observer eˆa, we have thus fully determined an
orthonormal basis {ni, niA} for the spatial part of Lorentz vectors on all of C. This basis is
adapted to the factorization of that space L×S in that ni generates the propagation direction,
while the niA generate the transverse directions.
Let us now consider the boundary conditions for nˆA(ϑ) := nA(0, ϑ). We first remind
that, since nA will not appear in any of the physical observables, its value is actually irrelevant.
Nevertheless, as a matter of aesthetics, one might be interested in considering the privileged
choice nˆA = 0, meaning that kˆ
µ
A is normal to the observer velocity eˆ
µ
0 . However, this condition
is not preserved under local boosts at Pˆ , because the LLT of nˆA is not linear (see Eq. (4.88)).
With the compensating Sachs rotation that is now required it reads
˜ˆnA(ϑ˜) = R
B
A (ϑ)
[
Λˆ‖(ϑ) nˆB(ϑ)− Λˆ0inˆiB(ϑ)
]
. (4.99)
Nevertheless, remember that nA also transforms non-linearly under the Sachs shift transfor-
mations (4.84) which, just like the Sachs rotations, can now depend on the observed angles
ϑAˆ. We can therefore use these shifts to compensate the non-linear part of (4.99) and the
required parameter is
αA(ϑ) = −ωˆ−1Λˆ0iR BA (ϑ) nˆiB(ϑ) . (4.100)
With this, the boundary condition that makes the Sachs basis kaA purely spatial at the
observer
nˆA(ϑ) = 0 , (4.101)
is preserved under LLTs. Thus, just as for the Sachs rotations, the Sachs shift freedom can
be completely fixed by acting as a compensator of LLTs in order to preserve some condition.
Nevertheless, when defining observables, it is still useful to check invariance under these shifts
to make sure that they do not depend on nA.
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4.6 Transformation rule summary
To conclude this subsection, let us summarize the LLT transformations of the fields on C. We
remind that our construction has fixed the LD, Sachs rotation and Sachs shift symmetries,
with these transformations now being induced by LLTs in order to preserve the conditions
(4.20), (4.50) and (4.101), respectively. In the PLD-compensated case we have
γ˜µ(ζ˜ , ϑ˜) = γµ(ζ, ϑ) , (4.102)
n˜i(ζ˜ , ϑ˜) =
[
Λ−1
‖
(
Λijn
j − Λi0
)]
(ζ, ϑ) , (4.103)
n˜A(ζ˜ , ϑ˜) = R
B
A (ϑ)
[
Λ‖nB −
(
Λ0i − Λˆ0i
)
niB
]
(ζ, ϑ) , (4.104)
n˜iA(ζ˜ , ϑ˜) = R
B
A (ϑ) (Λ⊥)
i
j(ζ, ϑ)n
j
B(ζ, ϑ) , (4.105)
In the ALD-compensated case, which is expressed in terms of variations, we must be careful
because each side is evaluated at different angles, thus bringing two possibilities, as in the
case of theMD symmetry for instance (see appendix B). In the case of the ζ parameter, this
is a genuine coordinate system on the manifold L, so an active diffeomorphism corresponds
to a variation at fixed ζ, as we have implicitly done so far. The ϑAˆ parameters, however,
are rigidly related to the boundary values of the ni field, i.e. we have ˜ˆni(ϑ˜) = nˆi(ϑ˜), instead
of a scalar field transformation ˜ˆni(ϑ˜) = nˆi(ϑ). It therefore makes no sense to compute the
variation at fixed ϑAˆ, since we are precisely looking at how ni varies. We must thus use
δθX(ζ, ϑ) := X˜(ζ, ϑ˜)−X(ζ, ϑ) , not δθX(ζ, ϑ) := X˜(ζ, ϑ)−X(ζ, ϑ) , (4.106)
since the latter would give zero for ni at ζ = 0. With this definition of δθ we thus get
δθγ
µ = −κ∂ζγµ +O(θ2) , (4.107)
δθn
i = −κ∂ζni + nijθ0j − θijnj +O(θ2) , (4.108)
δθnA = −κ∂ζnA − α εAB nB + niθ0inA +
(
θ0i − θˆ0i
)
niA +O(θ2) , (4.109)
δθn
i
A = −κ∂ζniA − α εAB niB −
(
niθ0j + θij
)
njA +O(θ2) . (4.110)
4.7 Observables from localized sources
We can now consider the cosmological observables that are associated to localized sources.
These are typically frequency-independent and are therefore defined on the observer space C.
4.7.1 Distances and weak lensing
We start by noting that ∂
Aˆ
γµ(ζ, ϑ) is the linear map relating the difference in space-time
position between two infinitesimally close geodesics at (ζ, ϑ) to the corresponding observed
angular deviation dϑAˆ
dϑγ
µ := dγµ|dζ=0 ≡ ∂Aˆγµ dϑAˆ . (4.111)
Just as ∂ζγ
µ, this is a vector under MDs, i.e. in the passive and active versions we have
∂Aˆγ˜
µ =
∂x˜µ
∂xν
(γ) ∂Aˆγ
ν , δξ∂Aˆγ
µ = [∂νξ
µ](γ) ∂Aˆγ
ν +O(ξ2) , (4.112)
respectively. Therefore, reminding that ∂A := S
Aˆ
A∂Aˆ, the following quantity
JAB := k
A
a e
a
µ∂Bγ
µ , (4.113)
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is invariant under MDs. It is also invariant under Sachs shifts, thanks to Eq. (4.66), which
here translates into kµ∂Aˆγ
µ = 0, so it is consistently independent of nA
JAB ≡ nAi eiµ∂Bγµ . (4.114)
Finally, it transforms linearly under LLTs, which is non-trivial because the angular derivative
∂
Aˆ
mixes with ∂ζ and ∂ωˆ according to Eq. (4.70). In this case, however, the non-angular
derivatives cancel out because kAa e
a
µ∂ζγ
µ ∼ kAa ka ≡ 0 and ∂ωˆγµ ≡ 0. Thus, in the PLD-
compensated case we have
J˜AB(ζ˜ , ϑ˜) = R
C
A (ϑ)R
D
B (ϑ) Λˆ‖(ϑ)JCD(ζ, ϑ) , (4.115)
while in the ALD-compensated case we have
δθJAB = −κ∂ζJAB + nˆiθˆ0iJAB − α [εACJCB + εBCJAC ] +O(θ2) . (4.116)
In particular, note that JAB is only sensitive to LLTs at Pˆ . The boundary condition (4.59)
implies
JˆAB(ϑ) := JAB(0, ϑ) ≡ 0 , (4.117)
It will be useful to use a matrix notation J for JAB in what follows. This 2 × 2 matrix is
the “Jacobi map” [11, 48, 53, 58, 76, 102–108] which relates the physical observed angular
deviation on the sky SA
Aˆ
dϑAˆ to the corresponding physical vector normal to ni in the source’s
rest-frame
nAi e
i
µdϑγ
µ ≡ JAB
[
SB
Aˆ
dϑAˆ
]
. (4.118)
For instance, the physical area at γ(ζ, ϑ) normal to ni(ζ, ϑ) corresponding to the observed
solid angle element
dΩ :=
1
2
εAB
[
SA
Aˆ
dϑAˆ
]
∧
[
SB
Bˆ
dϑBˆ
]
≡ sinϑ dϑ ∧ dϕ , (4.119)
is given by
dA :=
1
2
εAB
[
nAi e
i
µdϑγ
µ
] ∧ [nBj ejνdϑγν] = [detJ ] dΩ . (4.120)
Thus, from (4.120) we have that
D(ζ, ϑ) :=
√
detJ(ζ, ϑ) , (4.121)
is the angular diameter distance at (ζ, ϑ). Let us now define
KAB := −ωˆ−1kAa∇Bka ≡ eζnAi
[
∂Bn
i − Σi ‖µ∂Bγµ
]
, (4.122)
where
∇AXa := ∂AXa +Σabµ∂AγµXb , (4.123)
is formally the covariant derivative along the angular directions for Lorentz vectors, in total
analogy with the one in the longitudinal direction (4.33)
∇ζXa := ∂ζXa +Σabµ∂ζγµXb , (4.124)
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and both are consistent with the covariant derivative on space-time fields evaluated on the
geodesic, e.g.
∇ζ,A[Xa(γ)] ≡ ∂ζ,Aγµ[∇µXa](γ) . (4.125)
The subtlety, however, is again that the angular derivative ∂Aˆ mixes with ∂ζ and ∂ωˆ ac-
cording to Eq. (4.70), so ∇A is truly a covariant derivative only if it enters in some specific
combination. This is the case in Eq. (4.122) because the ∼ ∂ζ terms form ∇ζ and thus drop
by the geodesic equation
∼ ∂ζka + ωabµ∂ζγµkb ≡ ∇ζka = 0 , (4.126)
while the ∼ ∂ωˆ term vanishes because
∼ kAa ∂ωˆka ≡ kAa ∂ωˆ
[
ωˆeζ
(
1,−ni)] = kAa ωˆ−1ka ≡ 0 . (4.127)
Thus, just as JAB , the KAB combination transforms linearly under LLTs. In the PLD-
compensated case we have
K˜AB(ζ˜ , ϑ˜) = R
C
A (ϑ)R
D
B (ϑ)KCD(ζ, ϑ) , (4.128)
while for the ALD-compensated case
δθKAB = −κ∂ζKAB − α [εACKCB + εBCKAC ] +O(θ2) . (4.129)
Also just like JAB, the transformation of KAB solely depends on LLTs at the observer point
Pˆ . As for the boundary conditions, they are simply
KˆAB(ϑ) := KAB(0, ϑ) = nˆ
i
A∂ˆBnˆ
i ≡ nˆiAnˆiB ≡ δAB . (4.130)
Using Eqs. (4.113), (4.122) and ∇ζka = ∇ζkaA = 0, we then have that
∂ζJAB = − KAB
eζΣ0‖‖
, (4.131)
and
∂ζKAB = −ωˆ−1kaA∇ζ∇Bka = −ωˆ−1kaA [∇ζ ,∇B] ka =
eζ
Σ0‖‖
Ra‖b‖ k
a
Ae
b
µ∂Bγ
µ . (4.132)
Now note that, because of (4.66), the combination eaµ∂Aγ
µ obeys kae
a
µ∂Aγ
µ = 0 and therefore
decomposes into a purely spatial part and a ∼ ka part. From the definition (4.113) of JAB
we get
eaµ∂Aγ
µ =
(
0, niBJ
B
A
)
+ cAk
a , (4.133)
for some cA. Plugging this in (4.132), the antisymmetry of Rabcd in its last two indices
eliminates the ∼ cA term and, using also (4.83), we finally get
∂ζKAB =
eζ
Σ0‖‖
RA‖C‖JCB , (4.134)
where we have introduced the following notation for M-tensor fields evaluated on γ
Xn... := n
iXi... , XA... := n
i
AXi... . (4.135)
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Eqs. (4.131) and (4.134) are essentially the projection on the Sachs basis of the geodesic devi-
ation equation, in first-order form, with ∂A playing the role of the deviation operator. Along
with the boundary conditions (4.117) and (4.130), these equations completely determine the
Jacobi map J . In the literature these equations are usually given in terms of the affine pa-
rameter λ, i.e. the one defined by the gauge ǫ = const., so the novel aspect here is that we
have expressed these equations directly in terms the observed (log-)redshift parametrization
ζ.
It is now convenient to decompose the Riemann tensor in (4.134) into its Ricci and Weyl
parts, and in particular the electric and magnetic components of the latter, to get, in matrix
notation
∂ζJ = − 1
eζω0‖‖
K , ∂ζK =
eζ
ω0‖‖
[
1
2
R‖‖ +W+σ+ +W×σ×
]
J , (4.136)
where
σ+ :=
(
1 0
0 −1
)
, σ× :=
(
0 1
1 0
)
, (4.137)
W+ := E+ +B× , W× := E× −B+ , (4.138)
and
E+,× := σ
AB
+,×EAB , B+,× := σ
AB
+,×BAB . (4.139)
We next express these equations in terms of physically-interpretable quantities. We first split
J into its determinant and conformal parts
J ≡ DJc , detJc ≡ 1 , (4.140)
and then express the latter through sl(2,R) generators
Jc := exp [s◦ε+ s+σ+ + s×σ×] ≡ 1 coshS + (s◦ε+ s+σ+ + s×σ×) sinhS
S
, (4.141)
where
εAB ≡ εAB , S :=
√
−s2◦ + s2+ + s2× . (4.142)
In particular, the eigenvalues of J now read
λ±[J ] = De
±S , (4.143)
and we also define the complex combination
s := s+ + is× , S ≡
√
−s2◦ + |s|2 . (4.144)
Thus, for a source located at γ(ζ, ϑ) with 4-velocity eµ0 (γ(ζ, ϑ)), D(ζ, ϑ) is the angular di-
ameter distance to it, s◦(ζ, ϑ) is the angle by which the observed image has been rotated
with respect to the Sachs basis, while the s(ζ, ϑ) parametrizes the shear deformation of that
image with respect to the Sachs basis. Compared to the usual parametrizations of Jc (see
e.g. [48, 103, 107]), the advantage of the group-theoretically motivated one we chose in
Eq. (4.141) is that it is independent of the order in which the rotation and shear effects
are considered, since they are both described through generators of the corresponding Lie
algebra.
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Let us now decompose K. The fact that Jc ∈ SL(2,R), implies that
Qc := (∂ζJc)J
−1
c , (4.145)
is an element of sl(2,R)
TrQc ≡ 0 . (4.146)
From the first equation of (4.136) we then see that it is convenient to parametrize K as
K = (θ1+Kc)Jc , Kc := σ◦ε+ σ+σ+ + σ×σ× , σ := σ+ + iσ× . (4.147)
In terms of our new variables {D, s◦, s, θ, σ◦, σ}, the boundary conditions (4.117) and (4.130)
translate into
D(0, ϑ) = s◦(0, ϑ) = s(0, ϑ) = σ◦(0, ϑ) = σ(0, ϑ) = 0 , θ(0, ϑ) = 1 . (4.148)
Let us now express (4.136) in terms of these variables. Multiplying the two equations by J−1c
from the right and splitting the result into pure-trace and traceless parts, we obtain
∂ζD = − θ
eζΣ0‖‖
, Qc = − 1
eζDΣ0‖‖
Kc , (4.149)
and
∂ζθ =
1
2Σ0‖‖
[
1
eζD
Tr (K2c ) + e
ζDR‖‖
]
, (4.150)
∂ζKc =
1
Σ0‖‖
[
1
eζD
θKc + e
ζD (W+σ+ +W×σ×)
]
, (4.151)
where we have used the second equation of (4.149) to simplify the last two and the fact that
K2c ∼ 1. Before we proceed further, we note that the ∼ ε component of (4.151), i.e. the
evolution equation for σ◦, is a first-order linear differential equation for σ◦ with no source.
Given the boundary condition (4.148) we therefore have
σ◦ = 0 , (4.152)
i.e. K is symmetric, everywhere on C. We next compute the only non-trivial term
Qc ≡
[
sinh 2S
2S
∂ζs◦ +
(
1− sinh 2S
2S
)
∂ζS
S
s◦ +
sinh2 S
S2
(s+∂ζs× − s×∂ζs+)
]
ǫ
+
[
sinh 2S
2S
∂ζs+ +
(
1− sinh 2S
2S
)
∂ζS
S
s+ +
sinh2 S
S2
(s◦∂ζs× − s×∂ζs◦)
]
σ+
+
[
sinh 2S
2S
∂ζs× +
(
1− sinh 2S
2S
)
∂ζS
S
s× +
sinh2 S
S2
(s+∂ζs◦ − s◦∂ζs+)
]
σ× ,
(4.153)
and, isolating the ∼ ∂ζ terms in (4.149), (4.150) and (4.151), we finally find the system
∂ζD = − 1
eζΣ0‖‖
θ , (4.154)
∂ζs◦ = − 1
eζDΣ0‖‖
[
1
S2
(1− S cothS) Re (σ¯s) s◦ + Im (σ¯s)
]
, (4.155)
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∂ζs = − 1
eζDΣ0‖‖
[
(S cothS + is◦) σ +
1
S2
(1− S cothS)Re (σ¯s) s
]
, (4.156)
∂ζθ =
1
Σ0‖‖
[
1
eζD
|σ|2 + 1
2
eζDR‖‖
]
, (4.157)
∂ζσ =
1
Σ0‖‖
[
1
eζD
θσ + eζD (W+ + iW×)
]
. (4.158)
Note that the closed subsystem of Eqs. (4.154), (4.157) and (4.158) for the set {D, θ, σ} is
the analogue of the Sachs equations in our formalism. In particular, θ and σ are known as the
optical expansion and shear, respectively. Also, observe that the right-hand side of (4.155)
is made entirely of second-order terms in perturbation theory around the FLRW space-time,
so that, given the boundary conditions (4.148), s◦ vanishes at first order, in agreement with
[21, 57, 108].22 It is also interesting that, using (4.155) and (4.155), one obtains
∂ζS = − Re (σ¯s)
DeζΣ0‖‖S
. (4.159)
This is a much simpler equation than (4.155), so one could consider working with S instead
and recovering the angle, up to a sign, through
s◦ ≡
√
|s|2 − S2 . (4.160)
Finally, the PLD-compensated LLT rules (4.115) and (4.128) translate into
D˜(ζ˜ , ϑ˜) = Λˆ‖(ϑ)D(ζ, ϑ) , (4.161)
s˜◦(ζ˜ , ϑ˜) = s◦(ζ, ϑ) , (4.162)
s˜(ζ˜ , ϑ˜) = e−2iα(ϑ)s(ζ, ϑ) , (4.163)
θ˜(ζ˜ , ϑ˜) = θ(ζ, ϑ) , (4.164)
σ˜(ζ˜ , ϑ˜) = e−2iα(ϑ)σ(ζ, ϑ) , (4.165)
while the ALD-compensated ones (4.116) and (4.129) give
δθD = −κ∂ζD + nˆiθˆ0iD +O(θ2) , (4.166)
δθs◦ = −κ∂ζs◦ +O(θ2) , (4.167)
δθs = −κ∂ζs− 2iαs +O(θ2) , (4.168)
δθθ = −κ∂ζθ +O(θ2) , (4.169)
δθσ = −κ∂ζσ − 2iασ +O(θ2) . (4.170)
Note that these transformations abide to the criteria of cosmological observables, i.e. they
solely depend on the LLTs at the observer and source positions. In fact, in the present case
there is actually no dependence on the LLT parameter at the source position, implying in
particular that these quantities do not depend on the source’s 4-velocity. In contrast, this is
not the case of the luminosity distance, given by Etherington’s distance-duality equation
DL := (1 + z)
2D ≡ e2ζD , (4.171)
because the redshift is sensitive to LLTs at the source.
22In [21] the computation is technically the same, in that one compares the rotation angle between a
parallely-transported vector (here kµA) and a vector transported according to the geodesic deviation equation
(here ∂Aγ
µ), but these vectors have different physical interpretations than the ones considered here.
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4.7.2 Volume and source number density
We now wish to find the relation between the physical volume occupied by some source
dV (γ(ζ, ϑ)) in its rest-frame e0(γ(ζ, ϑ)) and the corresponding observed solid angle dΩ(ϑ)
and observed redshift interval dz(ζ, ϑ). This information is needed in order to infer a number
density from number counts of localized sources, e.g. galaxies. We first split dV into an area
element dA that is normal to ni(ζ, ϑ) and a length element dL that goes along that direction
dV := dAdL . (4.172)
From the previous subsection we already have the relation between the are and the solid
angle dA = D2dΩ, so we look for the dL ∼ dz relation. The length element dL can be
defined implicitly through the corresponding derivative operator acting on space-time fields
X evaluated on the geodesic
∂LX := n
i∂iX , (4.173)
which is (minus) the spatial part of ∂‖ := ∂0 − ni∂i. To relate ∂L to ∂z, we need to go back
to a generic λ-parametrization of the line manifold L and note that equation (4.16) gives
∂‖ = (ǫω)
−1∂λγ
µ∂µ , (4.174)
so for fields on L this reduces to
∂‖ = (ǫω)
−1∂λ . (4.175)
The operator ∂L can then be consistently defined on such a field Y , only if it obeys an
equation of the form
(ǫω)−1∂λY = Z‖ ≡ Z0 − niZi , (4.176)
for some Lorentz vector Za, because then we can unambiguously infer the spatial part of the
variation
∂LY := n
iZi . (4.177)
The redshift observable z obeys such an equation (4.17), so we can extract the spatial vari-
ation
∂Lz = (1 + z) Σ0‖in
i ≡ (1 + z) Σ0ijninj ≡ (1 + z)Σ0nn , (4.178)
thus leading to
dL = (∂Lz)
−1 dz =
dz
(1 + z)Σ0nn
. (4.179)
We conclude that the desired ratio
dV ≡ V dz dΩ , (4.180)
is given by
V := D
2
eζΣ0nn
. (4.181)
Had we chosen to define the ratio V in terms of the log-redshift interval dV ≡ V dζ dΩ,
the result would have been even simpler V = D2/Σ0nn. Note that V is not a cosmological
observable, according to our definition, because its LLT depends on ∂µθab through Σ0ij ,
and thus to the Lorentz matrices Λab at points around the source position γ(ζ, ϑ). This is
ultimately due to the presence of dz, whose transformation also depends on ∂µθab because
it is the differential of the cosmological observable z. Finally, given the observed number
of sources dN(ζ, ϑ) in the interval dz dΩ, we can infer the corresponding number density at
γ(ζ, ϑ)
n :=
dN
dV
=
1
V
dN
dz dΩ
. (4.182)
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4.8 Observer space-time
The observer space C covers the full light-cone of the observer at the point Pˆ . We can,
however, consider also the possibility of performing observations at a later time in order
to measure the “drift” of observables [56, 60], and therefore from some other point Pˆ ′ in
the future light-cone of Pˆ . This means that, instead of a single observer point Pˆ , we must
select a specific observer world-line Pˆ (τ), where τ ∈ R can be conveniently chosen to be the
proper time of the observer. To each point Pˆ (τ) of this world-line we can then associate
a corresponding observer space C(τ) and its spectral extension Cspec(τ). This amounts to
considering a continuous family of γµ(ζ, ϑ) maps parametrized by τ , i.e. γµ(τ, ζ, ϑ), so that
all C-fields acquire a τ dependence, just as we did for the ϑAˆ parametrization in subsection
4.4.1. The observer world-line is then given by
γˆµ(τ) := γµ(τ, 0, ϑ) , (4.183)
since there is no ϑAˆ dependence at ζ = 0. In the single observer point case we considered
eˆ0 as the observer 4-velocity, so in the observer world-line case the path γˆ
µ(τ) must be an
integral line of the 4-velocity field eµ0 (x). If τ is to denote the proper time of the observer,
then the relation is simply
∂τ γˆ
µ(τ) = eµ0 (γˆ(τ)) . (4.184)
Given some reference point Pˆ , this equation completely determines the world-line and there-
fore the corresponding function γµ(τ, ζ, ϑ). Therefore, in general, if ζ 6= 0
∂τγ
µ(τ, ζ, ϑ) 6= eµ0 (γ(τ, ζ, ϑ)) . (4.185)
Now the space on which γµ(τ, ζ, ϑ) is defined is
O := R× C (4.186)
and we will refer to it as the “observer space-time”. Again, if some fields on that space also
depend on the observed frequency ωˆ, then they are actually defined on the “spectral observer
space-time”
Ospec := O × R+ . (4.187)
We thus have that γµ(τ, ζ, ϑ) probes all the points of space-time that are connected to the
observer world-line by some light-like geodesic, i.e. the image γ(O) is the observable universe
of that observer, by definition. The space O is parametrized by the proper time τ , log-redshift
ζ and angles ϑAˆ at which the corresponding signal was observed, i.e. exactly the parameters
the observer has access to in practice. It is important, however, to notice that {τ, ζ, ϑ} is not
a coordinate system on M in general. Indeed, as we have already discussed in the case of C
in subsection 4.4.2, the map
γ : O →M , (4.188)
is not injective, firstly because it maps the full observer sky to a single point
γ(τ, 0, ϑ) = Pˆ (τ) , (4.189)
and secondly because, in the presence of caustics on the light-cone τ , we have
γ(τ, ζ, ϑ) = γ(τ, ζ ′, ϑ′) , (ζ, ϑ) 6= (ζ ′, ϑ′) . (4.190)
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Moreover, in the presence of strong gravitational fields, the γ map can also be non-surjective,
i.e. there may very well be points of M that are not connected by any light-like geodesic to
the observer world-line Pˆ (τ). Thus, {τ, ζ, ϑ} can be interpreted only as a local coordinate
system in patches where the gravitational field is such that γµ (τ, ζ, ϑ) is invertible. At the
level of the observables, they too acquire a unique dependence on τ , determined by the
unique γµ(τ, ζ, ϑ) map, and their drift is now simply obtained by taking the derivative with
respect to τ . Importantly, this drift will depend on the dynamics of the observer under
consideration and therefore on the choice of LLT gauge in the vicinity of the world-line.
As already discussed in subsection 3.2.5, the natural choice in cosmology is the choice of
free-falling non-precessing observers.
It is interesting to consider a patch where the γ map is indeed a diffeomorphism, so
that the {τ, ζ, ϑ} can be interpreted as a set of local space-time coordinates. Using χµˆ to
collectively denote these coordinates, the corresponding metric is obtained by performing the
coordinate transformation xµ → χµˆ, i.e. pulling back g along the γ map
gµˆνˆ(χ) := gµν(γ(χ)) ∂µˆγ
µ(χ) ∂νˆγ
ν(χ) , (4.191)
and Eqs. (4.25) and (4.66) lead to a line-element of the form
ds2 = αdτ2 + 2βdτdζ + h
AˆBˆ
(
dϑAˆ + vAˆdτ
)(
dϑBˆ + vBˆdτ
)
, (4.192)
which is the one of observational coordinates [69, 70]. This is not surprising, since the
τ = const. hypersurfaces are light-cones and the ϑAˆ angles are constant along the light-
like geodesics composing it. In particular, using Eq. (4.133) we find that the 2-metric is
essentially the square of the Jacobi map and, with Eqs. (4.140) and (4.141),
h
AˆBˆ
(χ) ≡
(
SA
Aˆ
SB
Bˆ
)
(ϑ)
[
JCAJCB
]
(τ, ζ, ϑ) (4.193)
≡
(
SA
Aˆ
SB
Bˆ
)
(ϑ)
[
D2
(
1 cosh(2S) + (s+σ+ + s×σ×)
sinh(2S)
S
)]
AB
(τ, ζ, ϑ) .
On the other hand, Eqs. (4.25), (4.50), (4.81), (4.101) provide the following values on the
observer world-line
α(τ, 0, ϑ) = −1 , β(τ, 0, ϑ) = −Σˆ−10‖‖(τ) , vAˆ(τ, 0, ϑ) = 0 , (4.194)
while (4.148) and (4.184) imply D(χ) = −Σˆ−10‖‖(τ) ζ +O(ζ2), so
lim
ζ→0
ζ−2hAˆBˆ(χ) dϑ
AˆdϑBˆ = Σˆ−20‖‖(τ)
(
dϑ2 + sin2 ϑ dϕ2
)
. (4.195)
These conditions are exactly the ones defining the system of observational coordinates in
the redshift parametrization [69, 70], which is the same as the log-redshift one close to the
observer since z = ζ + O(ζ2). This exercise therefore provides a nice consistency check
of our formalism. We wish, however, to remind one last time that working with arbitrary
coordinates and the γ map allows one to resolve caustics, which is not the case when using
observational coordinates.
Finally, we should also discuss the effect of LLTs on O, as we did for the observer sky
S and then the observer space C. As for the ζ, ϑAˆ and ωˆ parameters, τ is trivially invariant
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under MDs, since it serves as an internal parameter of a MD-covariant equation (4.184).
Under an LLT, however, the new 4-velocity field e˜0 = Λ
a
0 ea implies a different
˜ˆγµ solution. In
particular, the ˜ˆγ and γˆ solutions can share at most one point Pˆ in general, which is the point
we were considering implicitly when working with C alone. For the τ value corresponding
to γˆ(τ) = Pˆ , the transformation will therefore be the one given in Eq. (4.68). However,
for the other τ values the transformation will be much more complicated. Indeed, we must
transform all constituents of Eq. (4.184) and then find the corresponding transformation
(τ, ζ, ϑ) → (τ˜ , ζ˜ , ϑ˜), which therefore requires solving differential equations in τ and also ζ
(the light-like geodesic equation). For this reason, we will not discuss further the issue of
observer transformations on O, i.e. our observable drift results will hold for generic observers,
but we will not provide the map relating the ones of two different observer world-lines.
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5 General-relativistic matrix kinetic theory
5.1 Collisions and the microscopic space-time
In section 3.4.2 we have derived the evolution equation for the distribution functions fs(x, ~p)
for a gas of “free” particles, i.e. particles whose trajectories are solely altered by the non-
trivial space-time geometry and electromagnetic field. Let us now consider the presence of
interparticle forces, i.e. “collisions”. In this case, one must distinguish between two important
space/time scales, namely, the typical separation between two successive collisions Lfree and
the typical space/time extent of the collision event itself Lcoll.
In the case where the gas is “dilute” enough Lfree ≫ Lcoll, the particles spend most
of their time in free motion, so one can describe the effect of collisions as merely changing
a given free state to some other free state. In particular, this means that the degrees of
freedom of the gas are the ones of a collection of free particles. This is what we have already
implicitly assumed in the construction of fs(x, ~p) and the Liouville equation, since these are
defined on the mass shells Ep,s =
√
m2s + ~p
2 of the free particles. Thus, fs(x, ~p) typically
varies in xµ over scales ∼ Lfree and obeys an equation of the form
Lfs(x, ~p) = Cs(x, ~p) , (5.1)
where Cs is the “collision term” of the s species capturing deviations from free motion.
In the opposite case of a “dense” gas Lfree ∼ Lcoll, the interactions are an integral part
of the dynamics and therefore alter its description qualitatively. In particular, the degrees of
freedom are no longer the ones of free particles, but rather collective excitations, whose precise
structure is in general hard to obtain. More precisely, the spectral distribution of the system
is not of the form ∼ δ(4)(papa+m2), as we have used until now (implicitly or explicitly), but
rather a generic function of the 4-momentum norm A(p2). Moreover, since free motion is no
longer the typical behavior of the particles, we cannot simply replace δ(4)(p2 +m2)→ A(p2)
in our equations at the level of the 8-dimensional phase space LM, i.e. we cannot treat the
gas as a collection of particle species with a continuous mass spectrum.23 Thus, the case of
dense gases, such as in the very early universe, cannot be modeled using some fs(x, ~p) and
Eq. (5.1), i.e. as free motion that is perturbed by sporadic collisions. Instead, one must
consider a more fundamental non-equilibrium QFT description [109–111].
Here we therefore focus on the case of “dilute” gases, which is a valid assumption in
cosmology way after the reheating era. We will refer to Lfree and Lcoll as the “macroscopic”
and “microscopic” scales, respectively. In the absence of unstable particles, the collision
term is dominated by 2 ↔ 2 scattering and is given by the “Boltzmann-Uehling-Uhlenbeck
equation” (BUU)
Cs(x, ~p) =
1
2
∫
d3p1
(2π)32Ep1,1
d3p2
(2π)32Ep2,2
d3p3
(2π)32Ep3,3
(2π)4δ(4)(p1 + p2 − p3 − ps) (5.2)
× |A|2(~p1, ~p2 → ~p3, ~p) [f1f2 (1± f3) (1± fs)− (1± f1) (1± f2) f3fs] ,
23There is an exception to this conclusion, i.e. there are cases where interactions are frequent but where
the dilute gas machinery can still be applied. This occurs when A(p2) exhibits sharp enough maxima around
some p2 = −m2 value, in which case the degrees of freedom are effective particles (“quasi-particles”) with
effective mass m. More specifically, we need the width of A(p2) around −m2 to be small compared to both
L−2coll and L
−2
free.
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where fk := fk(x, ~pk). Here A is the “matrix element”, or “amplitude”, associated with the
scattering event24 and it is related to the S-matrix of the QFT through
〈~p3, ~p|S − I|~p1, ~p2〉 ≡ (2π)4δ(4)(p1 + p2 − p3 − ps) iA(~p1, ~p2 → ~p3, ~p) . (5.3)
The ± distinguishes between bosons (+) and fermions (−) and these O(f3) terms implement
the “Bose enhancement” and “Pauli blocking” effects. The fact that Cs(x, ~p) is indepen-
dent of ∂n>0µ fs(x, ~p) reflects the separation of scales, i.e. that fs(x, ~p) typically varies over
macroscopic space-time scales, whereas the collision term only captures the microscopic ones.
Indeed, when taking the dilute limit from non-equilibrium QFT [109–111], the collision term
of the BUU equation appears as the zeroth order result in a derivative expansion probing the
inhomogeneities in xµ.
Let us now discuss some important structural aspects of Eq. (5.2). First, from the
mathematical viewpoint, the fact that we are considering a full scattering process at every xµ
means that the “space-time” in which the QFT is defined is notM. Rather, by definition, it
is the space-time that is Fourier dual to the pa coordinates, i.e. the one which is parametrized
by the Xa coordinates defined at the end of subsection 3.4.1 and appearing in Eq. (3.138) in
particular. The fact that the pa data coordinatize the tangent spaces means that the Xa can
be thought of as parametrizing an infinitesimal space-time in the tetrad basis of the tangent
space around each xµ. In the usual derivations of the Boltzmann equation, there is a single
space-time coordinate xµ and the separation between the macroscopic and microscopic scales
is performed by simplifying/neglecting terms depending on their behaviour with respect to
xµ.
The present mathematical framework provides a radically different structure for imple-
menting this idea. Instead of separating scales with respect to a single space-time coordinate
xµ, we literally have two such coordinates that already represent “macroscopic” and “micro-
scopic” spaces-times. The former is the xµ coordinate on M, the “macroscopic” space-time
capturing the variation of the distributions. The latter is the Xa coordinate of the “micro-
scopic” space-time, the one on which we compute the scattering matrix S through the Fourier
dual parameters pa. Note that this is a Minkowski space-time, because the Xa only mix un-
der Lorentz transformations (3.139). The xµ dependence of the Lorentz matrix Λab(x) now
reflects the fact that one can choose different frames at each point xµ, i.e. different observers
for each scattering event. From the viewpoint of Xa, however, these are global Lorentz
transformations, i.e. the usual symmetry of QFT.
Thus, an important property of this construction is that it allows one to match the
symmetries of GR to the ones of QFT on flat space-time, without compromising the former.
One can therefore directly plug the QFT amplitudes in the collision term without performing
any kind of approximation. The only approximation here is the extreme separation between
macro and micro scales and the classical treatment of gravity, since the latter is by construc-
tion a “macro” entity. The disadvantage of having this separation of scales “hardwired” into
the mathematical structure is that we do not have access to effects of intermediate scale, as
one could recover perturbatively in the usual approach. However, in the case of cosmology
this is not really a problem, as the separation between “macro” and “micro” scales is huge.
On the other hand, the advantages of this structure are important, especially for deriving
the desired generalization of (5.2), as we will soon discuss.
Finally, observe that Cs depends on the momenta ~p, not X
a, meaning that the involved
(statistical) states in the microscopic QFT are invariant under translations Xa → Xa + ca.
24The matrix element is usually denoted by “M”, but here this already denotes the space-time manifold.
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Thus, every microscopic space must host itself a dilute, but very large number of particles,
so that we can reach statistical homogeneity. We are therefore treating the cosmic fluids as
a collection of infinitesimal homogeneous thermodynamic systems, one at each xµ, in which
scattering events take place. In this refined description, the microscopic spaces at each xµ
will be renamed “mesoscopic”, since each one of them hosts a full thermodynamic system,
as opposed to the individual particle interactions that occur at the truly “microscopic” scale
Lcoll.
5.2 Quantum superposition and matrix distributions
In the cases of physical interest, on top of 3-momenta ~p, there are extra discrete labels sk
determining the 1-particle states |~p, {sk}〉 in the QFT of the microscopic space-time. These
distinguish among different particle species, spin, polarization, flavor, etc. Also, since this
is the particle content of an interacting theory, it contains bound states of the fundamental
particles, as well as unstable particles whose life-time is long enough (≫ Lcoll) to be considered
as part of the spectrum. Here we choose to store all of these indices {sk} inside a single index
s for notational simplicity, so the 1-particle states of the QFT read |~p, s〉. For instance, if we
only consider photons and electrons, then we have that s takes four values. For example, “1”
could denote a photon state with positive (circular) polarization, “2” a photon state with
negative polarization, “3” an electron with spin “up” and “4” an electron with spin “down”.
Now one has to take into account the fact that quantum states can be superposed,
meaning that one cannot simply generalize f(x, ~p) → fs(x, ~p), as we did in section 3.4 for
the species indexation for instance. Indeed, this privileges some basis |~p, s〉 in the underlying
Hilbert space, thus neglecting all the possible state superpositions of the form
∑
s αs|~p, s〉.
If we chose to work with a different polarization basis |~p, s〉 → Uss′ |~p, s′〉, where Uss′ is
a unitary matrix, then the corresponding distribution fs(x, ~p) would either not be real or
would no longer be an array but a matrix.
As we will see in subsection 5.3, the solution is to consider a hermitian matrix in the
discrete index fss′(x, ~p) that arises naturally in the quantum context and serves as a two-
point correlation function, thus capturing the information of superposed states. In particular,
under a change of basis, one would now get (in matrix notation)
f˜ = UfU † , (5.4)
which therefore remains consistently hermitian. Note that the s parametrization we use here
is non-redundant, i.e. each s value corresponds to a physical state, and is obtained after
decomposing the microscopic quantum fields φ...(X) in some basis of wave-functions, to be
discussed in subsection 5.8. In particular, fss′ is a set of scalars both underMDs and LLTs.
One must also pay attention to the fact that some superpositions are forbidden by
(super-) selection rules [112]. For instance, one cannot have a superposition of bosonic and
fermionic 1-particle states, meaning
|s| 6= |s′| ⇒ fss′|s 6=s′ ≡ 0 , (5.5)
where |s| ∈ {0, 1} denotes the Grassmann parity25 of the particle s, or of states with different
charge
qs 6= qs′ ⇒ fss′|s 6=s′ ≡ 0 . (5.6)
25That is, |s| = 0 for bosons and |s| = 1 for fermions.
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Because of these rules, the fss′ matrix will generically be in block diagonal form, with each
block corresponding to a subspace of superposable 1-particle states. Another natural question
is whether one should also double the ~p entries in fss′(x, ~p), since ~p labels quantum oscillators
just as s. As we will shortly see, the reason only one ~p dependence remains is nothing but
the translational invariance in ~X that we require at the mesoscopic level.
To our knowledge, the corresponding matrix kinetic theory for fss′ has been initially
developed on flat space-time in the context of neutrino flavor mixing [113–117] and has also
been applied to curved space-time for the case of CMB polarization [87–89, 94] and the
fermionic case [91, 92], using either the background space-time approach or the intermediate
tetrad field approach (see also [118] for a summary of matrix kinetic theory techniques and
further references.). In the following subsections, we will derive a generalization of the BUU
equation for matrix distributions that includes all the possible microscopic QFT processes.
However, before we proceed, we must first discuss some limitations of the formalism that are
due to the classical nature of the Liouville operator.
Remember that the Liouville operator (3.153) depends on a mass m, through Ep, and
even the distribution f(x, ~p) := fL(x,Ep, ~p) implicitly depends on a mass. Thus, in the
presence of two s indices in the distribution fss′ , there is an ambiguity in the choice of mass
parameter, since the available ones form an array ms, not a matrix mss′ . If, in any set of
superposable 1-particle states, all particles have the same mass, then there is no ambiguity,
but what if this is not the case? One could a priori think that the QFT would then have
a selection rule forbidding the superposition of such particles, thus leading to a consistent
fss′|s 6=s′ = 0 throughout evolution, if the initial conditions satisfy that condition. However,
it turns out that nature provides us with at least one counter-example, which is relevant at
cosmological scales: neutrinos. Indeed, the mass eigenstates of neutrinos |~p, s〉, i.e. those that
do not mix under free evolution, are mixed by the weak interactions. Thus, starting with
fss′|s 6=s′ = 0 at some time, we will have fss′|s 6=s′ 6= 0 at latter times. The question therefore
remains: what mass should one associate to the matrix element fss′ given the array ms?
A first guiding remark is that LLT covariance forces us to consider a definite mass
mss′ for every fss′ component. To see this, note that active LLTs (3.149) bring in a mass
dependence through Ep and, for this to be a representation of the Lorentz symmetry, that
energy must be of the form Ep =
√
m2 + p2 for some mass m, i.e. to derive from the Lorentz-
invariant condition pap
a +m2 = 0. Even if we chose to work with the off-shell distribution
fL,ss′(x, p), Liouville’s theorem guarantees that evolution will not mix different mass shells, so
we would just be working with a continuous family of fss′(x, ~p) distributions that cannot be
“superposed” in some quantum sense. Thus, the only generalization of the Liouville operator
that is LLT-invariant is the trivial generalization of Eq. (3.153)
Lfss′ :=
[
Ep,ss′∂0 + p
i∂i
]
fss′ (5.7)
+
[(
Σ0i0Ep,ss′ + qsEi
)
Ep,ss′ +
[
(Σ0ij − Σij0)Ep,ss′ + qsεijkBk
]
pj − Σijkpjpk
] ∂
∂pi
fss′ ,
where the energies Ep,ss′ are of the usual form
Ep,ss′ :=
√
m2ss′ + p
2 , (5.8)
for some set of masses mss′ . Note that the charge array qs is unambiguous here, because in
that case we do have a selection rule (5.6). Eq. (5.7) is therefore simply the standard Liouville
operator for each individual component fss′. Unfortunately, however, the form (5.7) treats
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the off-diagonal terms fs 6=s′ as distribution functions associated with some effective particle
of mass mss′ , not as a distribution measuring the quantum superposition of particles s and
s′. The classical aspect of the involved physics in this formalism is therefore at odds with the
quantum interpretation of fss′ . The fact that the latter is associated with propagation along
two different kinds of paths γs and γs′ because of ms 6= ms′ seems to require the notion of
quantum superposition to be somehow present already at the geometric level and therefore
goes beyond the present formalism. Consequently, the Liouville operator (5.7) is bound to
miss quantum effects of order O((ms −ms′)/E) in this case. In particular, having lost the
quantum nature of fss′ in that respect, there is no privileged way of determining the mss′
numbers out of ms.
Nevertheless, one could still hope for some guidance from QFT by noting that mss′ is
reminiscent of the mass matrix in flavor space. In that case, the new 1-particle states, i.e.
the “flavor eigenstates”, are related by a unitary matrix
|~p, s〉 → U∗ss′ |~p, s′〉 , (5.9)
so the corresponding annihilation operators are related by
as → Uss′as′ , (5.10)
and the free Hamiltonian becomes
H0 =
∫
d3p
(2π)3
Ep,sa
†
~p,sa~p,s →
∫
d3p
(2π)3
Ep,ss′a
†
~p,sa~p,s′ , (5.11)
i.e. one involving a hermitian matrix of energies
Ep,ss′ := U
∗
rsEp,rUrs′ . (5.12)
The flavor eigenstates therefore mix under free evolution, leading in particular to a forward
scattering term [91, 115] in the evolution of f (in matrix notation)
∼ i [Ep,f(x, ~p)] . (5.13)
This could therefore seem as a natural candidate for the energy matrix entering (5.7). There
are, however, two reasons why this cannot be the case. First, in the limit case of a diagonal Ep
matrix we have that the fs 6=s′ components propagate at the speed of light, independently of
the mass scales on the diagonal. This situation is clearly unphysical, as one would expect the
off-diagonal terms to have a qualitatively intermediate behavior, not a completely different
one.
Second, this kind of energy matrix is not related to a mass matrix through some on-
shell condition holding individually for each component (5.8). Instead, it is related to the
corresponding mass matrix
(m2)ss′ := U
∗
rsm
2
rUrs′ , (5.14)
through a matrix relation
Ep =
√
m2 + ~p2 , (5.15)
i.e. which mixes the matrix components, as opposed to Eq. (5.8). In particular, this
equation is not Lorentz-invariant, because such a transformation would lead to a matrix
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of momenta as well.26 In fact, choosing another basis than the mass eigenstates is not
a “Lorentz-friendly” operation to begin with, because under a Lorentz transformation the
flavor eigenstates become a superposition of kets with different momenta
U∗ss′ |~p, s′〉 → U∗ss′ |Λijpj +Λi0Ep,s′, s′〉 . (5.16)
In retrospect, we can now understand the problem as the impossibility of building a Liouville
operator that is both LLT-invariant and covariant under unitary transformations of the s
index (change of Hilbert space basis)
f → UfU † , (5.17)
if the components that are mixed belong to different mass shells. LLT-invariance requires the
form (5.7) and the relation (5.8), whereas the Hilbert basis-independence requires matrix-
type multiplications of fss′ and Ep,ss′ and the matrix relation (5.15). For this reason, one
can only obtain a consistent generalized BUU equation in the case where there are selection
rules forbidding the superposition of mass eigenstates with different mass, i.e.
ms 6= ms′ ⇒ fss′|s 6=s′ ≡ 0 , (5.18)
just as the selection rules we already have for Grassmann parity (5.5) and charge (5.6). Thus,
the matrix distribution obeys a Boltzmann equation of the form
Lfss′ = Css′ , (5.19)
where
Lfss′ :=
[
Ep,s∂0 + p
i∂i
]
fss′ (5.20)
+
[
(ω0i0Ep,s − qsEi)Ep,s + [(ω0ij − ωij0)Ep,s − qsεijkBk] pj − ωijkpjpk
] ∂
∂pi
fss′ ,
is the unambiguous scalar Liouville operator. The moments of the distribution (3.161) are
also straightforwardly generalized to the trace over each non-trivial diagonal block B of f
T a1...anB (x) :=
∑
s∈B
∫
d3p
(2π)3Ep,B
fss(x, ~p) p
a1
s . . . p
an
s , n > 0 , p
a
s := (Ep,s, ~p) ,
(5.21)
so that the energy Ep,s entering the denominator and the p
a
s are not ambiguous as they
contain the single mass parameter ms associated with all the particles in B. With this
definition we still have that these moments are conserved in the absence of collisions, only
now Eq. (3.163) generalizes to
∇a1T a1...anB = nqBF (a1a1 T
a2...an)
B . (5.22)
Fortunately, this issue with the Liouville generalization to neutrino matrix distributions is
irrelevant in practice thanks to the extreme separation between the neutrino decoupling
scale Λdec ∼ 106 eV and the neutrino mass scale mν ∼ 0.1 eV. With these we can split
the universal neutrino time-line into three phases, namely, the one where temperature is
26The Hamiltonian operator (5.11) of course still transforms as the time-component of a Lorentz vector,
thanks to a non-trivial transformation of the ladder operators, but the Ep,ss′ components do not.
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Λdec ≫ T ≫ mν , which we will refer to as the “middle” era, and the two neighboring
periods, which we respectfully refer to as the “early” and “late” eras. During the early era,
the neutrino distribution is overwhelmingly supported on ultra-relativistic ~p values, so one
can safely set the masses to zero.27 The neutrinos are interacting through the weak force,
meaning that the mass eigenstates are mixed and therefore that we have a non-diagonal
neutrino block in f . This is consistent with Eq. (5.18) since the masses are all effectively
zero. We next arrive in the middle era, where the zero mass approximation still holds, but
now the interactions are negligible as well, so the neutrino distribution effectively obeys the
massless Liouville equation, again in agreement with Eq. (5.18). The problem arises in
the late era, because now the masses are no longer negligible, but we must still evolve a
non-diagonal neutrino block in f , in contradiction with Eq. (5.18). In practice, however,
not all of this information is needed in order to evolve the quantities of interest and the
cosmological observables are only sensitive to the trace of f since we cannot directly measure
the cosmic neutrino background polarization. In the absence of neutrino interactions, other
than gravitational, the only quantities that are required for closing the evolution equations are
the neutrino moments (5.21), which obey themselves a closed set of hierarchical evolution
equations. The fs 6=s′ information thus effectively drops out. We can therefore accurately
describe neutrinos in this formalism if we evolve all of f up to the middle era and then
simply retain Trf for the rest of the integration.
5.3 Matrix distribution from a QFT density matrix
We now provide the concrete relation between the matrix distribution fss′ and the mesoscopic
QFT. We consider a given macroscopic space-time point xµ and focus on the QFT that lives
in the corresponding mesoscopic space-time with coordinates Xa. We will therefore omit the
xµ dependencies in what follows, although one should keep in mind that all of the objects
that we are about to define and use do depend on that variable. This is simply because the
LLTs are by definition Lorentz transformations that can be different at every xµ, so their
action through unitary transformations on quantum states or operators also depends on xµ.
Thus, these objects will depend on xµ for a generic observer family ea(x).
In the statistical context, the state of the system is described by a density matrix
ρ ≡ ρ(x), which can be formally written as
ρ =
∑
ψ
pψ|ψ〉〈ψ| , (5.23)
for some orthonormal basis |ψ〉. The pψ correspond to the statistical probability of the system
being in the quantum state |ψ〉, so it is constant in mesoscopic time T := X0. Consequently,
ρ is T -dependent in the Schro¨dinger picture and T -independent is the Heisenberg one, i.e.
contrary to usual operators. Since the pψ are probabilities we have
Tr ρ ≡
∑
ψ
pψ ≡ 1 , ρ† ≡ ρ , 〈ψ|ρ|ψ〉 ≡ pψ ≥ 0 , ∀ψ , (5.24)
and the quantum statistical expectation value of some observable O is thus given by
〈O〉ρ := Tr [ρO] ≡
∑
ψ
pψ〈ψ|O|ψ〉 . (5.25)
27See [119] for an analogous limit using the flavor eigenstates, in which case it is the mass in the Liouville
operator only that is set to zero.
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Here we choose to work in the interaction picture, so ρ evolves as
ρ(T ′) = U(T ′, T ) ρ(T )U †(T ′, T ) , (5.26)
where
U(T ′, T ) ≡ T exp
[
−i
∫ T ′
T
dT˜ Hint.(T˜ )
]
, (5.27)
T is the time-ordering operator and Hint. is the interaction Hamiltonian in the interaction
picture, thus made of freely evolving fields.
Remember that we assume each mesoscopic space-time to consist of a homogeneous
thermodynamic system, thus harboring a large number of particles, but that is dilute enough
so that collisions are rare. Put differently, the typical time spent in free motion Lfree is much
larger than the typical time scale of the collision event Lcoll. Here this translates in the fact
that, between two consecutive collisions, the states have the time to reach asymptotic states,
i.e. states that behave as free states. Each collision can therefore be treated as a standard
scattering process, i.e. from asymptotic “in” state to asymptotic “out” state
ρin := lim
T→−∞
ρ(T ) ρout := lim
T→∞
ρ(T ) . (5.28)
The states |ψ〉 involved in ρin,out are superpositions of Fock states |~p1, s1, . . . , ~pn, sn〉 defined
through creation operators a†~p,s acting on a vacuum state |0〉
|~p1, s1, . . . , ~pn, sn〉 :=
√
2Epn,sn a
†
~pn,sn
. . .
√
2Ep1,s1 a
†
~p1,s1
|0〉 , a~p,s|0〉 ≡ 0 . (5.29)
Here s ∈ {1, . . . ,D} is the aforementioned discrete index collectively parametrizing spin
states, flavor, species, particle/anti-particle pairs, etc. The ladder operators obey canonical
(anti-)commutation relations
[a~p,s, a
†
~p′,s′ ]|s||s′| = (2π)
3δ(3)(~p− ~p′) δss′ , [a~p,s, a~p′,s′ ]|s||s′| = 0 , (5.30)
where
[A,B]n := AB − (−1)nBA , (5.31)
which then imply the following symmetries
|~p1, s1, . . . , ~pk, sk, . . . , ~pl, sl, . . . , ~pn, sn〉 = (−1)|sk ||sl||~p1, s1, . . . , ~pl, sl, . . . , ~pk, sk, . . . , ~pn, sn〉 .
(5.32)
The asymptotic states are eigenstates of the “asymptotic” Hamiltonian
Hasy. :=
∑
s
∫
d3p
(2π)3
Ep,sN~p,s , Ep,s :=
√
m2s + ~p
2 , (5.33)
where
N~p,s := a
†
~p,sa~p,s , (5.34)
are the number operators. The total Hamiltonian is then H = Hasy. +Hint., while the total
momentum, number and charge operators are given by
~P :=
∑
s
∫
d3p
(2π)3
~pN~p,s , N :=
∑
s
∫
d3p
(2π)3
N~p,s Q :=
∑
s
∫
d3p
(2π)3
qsN~p,s ,
(5.35)
– 66 –
respectively.
Let us now briefly discuss one of the “standard subtleties” of QFT about the particle
content and the operators given above (see [120, 121] for clarifications and more details on
this). To that end, we denote collectively by “λ” the coupling constants in the QFT action,
such that for λ = 0 the theory is a collection of free harmonic oscillators. The |~p, s〉 states are
the 1-particle states of the interacting theory, i.e. eigenstates of H and ~P that are irreducible
representations of the Poincare´ group. Because of this, the |~p, s〉 set contains fundamental
stable particles, i.e. particles corresponding to some field operator in H (e.g. the electron),
but also bound states (e.g. the hydrogen atom). On the other hand, it does not contain
1-particle states of the λ = 0 theory which, once λ 6= 0, become either strongly coupled at
the energies of interest (e.g. quarks) or unstable (e.g. the Higgs or excited bound states).
In the former case, such particles would only appear through bound states (e.g. pions) but,
precisely because the coupling is strong, a perturbative approach is only possible through
some effective action where the bound state is treated as a fundamental particle. In the case
of unstable particles, if they are long-lived (≫ Lcoll) then it makes sense to consider them as
part of the spectrum instead of as a resonance, i.e. as quasi-eigenstates of H.
Thus, the ladder operators introduced above are generally non-trivial functions of the
ones corresponding to the field operators. These combinations take into account the virtual
particles that “dress” the fundamental particles and sustain the bound states. In particular,
in the case of bound states these are effective ladder operators obeying approximate canonical
(anti-)commutation relations only at scales that do not resolve the internal structure of
the bound system. The “asymptotic” Hamiltonian Hasy. is therefore not the same as the
Hamiltonian of the λ = 0 theory, i.e. the “free” Hamiltonian H0, because it needs λ 6= 0 to
have bound particle eigenstates and it also contains the renormalized masses and couplings.
This operator therefore matches H on 1-particle states H|~p, s〉 = Hasy.|~p, s〉 = Ep,s|~p, s〉, but
not on the multi-particle states of Eq. (5.29). This only works if one takes superpositions of
them which localize and separate in space the individual particles well enough, so that they
evolve as approximately free, i.e. asymptotic states. Keeping in mind this subtlety, one can
then work with these Fock states in the asymptotic regions.
We now have everything we need to express the phase space distribution in terms of
mesoscopic QFT operators. The expectation value of the s-particle number density in the
asymptotic regions is
f in,outs (~p) := V
−1〈N~p,s〉ρin,out ≡ V −1Tr
[
ρin,outN~p,s
]
, (5.36)
where
V := (2π)3δ(3)(~p = 0) ≡ (2π)
3
d3p
, (5.37)
is the “volume” of the mesoscopic space-time, a singular constant that drops out of the
physical quantities. Making explicit the xµ dependence of f in,outs through the one of ρin,out,
we get that f in,outs (x, ~p) has the interpretation of the average number density of s-particles
in phase space at T → ±∞, i.e. it is the Boltzmann distribution fs(x, ~p) before and after
scattering. Now note that (5.36) appears as the diagonal of the “correlation” function
f in,outss′ (~p, ~p
′) := V −1〈a†~p′,s′a~p,s〉ρin,out . (5.38)
Remember, however, that only homogeneous states should be considered in the mesoscopic
space-time, meaning that
[~P , ρ] = 0 , (5.39)
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where ~P is the momentum operator, a condition that is consistently preserved under evolution
in T , because of the Jacobi identity of the commutator and the conservation of ~P
∂
∂T
[~P , ρ] = −i[~P , [Hint., ρ]] ≡ −[Hint., [ρ, ~P ]]− [ρ, [~P ,Hint.]] = −[H, [ρ, ~P ]]− [ρ, [~P ,H]] = 0 .
(5.40)
Equation (5.39) then implies that the |ψ〉 states appearing in Eq. (5.23) are eigenstates of
~P , so
f in,outss′ (~p, ~p
′) ∼ δ(3)(~p− ~p′) . (5.41)
In contrast, nothing keeps the s index from mixing, so we must consider the hermitian matrix
distribution
f in,outss′ (~p) := V
−1〈N~p,s′s〉ρin,out , (5.42)
where we have defined
N~p,ss′ := a
†
~p,sa~p,s′ , (5.43)
and we now understand the singular normalization V as canceling the one coming from the
Dirac delta in Eq. (5.41) evaluated at ~p = ~p′. Note that, contrary to N~p,s, these operators
do not necessarily commute among themselves[
N~p,ss′, N~q,rr′
]
= (2π)3δ(3)(~p − ~q) [N~p,sr′δrs′ −N~p,rs′δsr′] . (5.44)
Moreover, their time-evolution in the interaction picture is
N~p,ss′(T
′) = ei(Ep,s−Ep,s′)(T
′−T )N~p,ss′(T ) . (5.45)
However, as we saw in subsection 5.2, we will only consider the cases where ms = ms′ in any
non-trivial block of fss′, so in what follows N~p,ss′ will be constant in T .
Following the standard argumentation for deriving the Boltzmann equation, the statis-
tical state in the “in” region can be assumed to be minimally correlated, i.e. it is entirely
determined by the corresponding 1-particle distribution f inss′(~p) instead of a full BBGKY-like
hierarchy. More precisely, the higher order moments
∼ 〈a†~p1,s1 . . . a
†
~pn,sn
a~q1,r1 . . . a~qm,rm〉ρin , (5.46)
factorize into products of the two-point functions
〈a†~p′,s′a~p,s〉ρin ≡ (2π)3δ(3)(~p− ~p′) f inss′(~p) , (5.47)
〈a~p,sa†~p′,s′〉ρin ≡ (2π)3δ(3)(~p− ~p′)
[
δss′ + (−1)|s||s′|f inss′(~p)
]
, (5.48)
where the first equation is the definition of f inss′(~p), while the second one is obtained by using
Eq. (5.30). This is the assumption of “molecular chaos” in the quantum context, by which
the particle momenta are uncorrelated before scattering and thus f inss′(~p) is a complete enough
description of the state. This will not hold in general for the “out” state ρout, i.e. it will
not be expressible solely in terms of its 1-particle distribution foutss′ (~p), because the collision
will correlate the outcoming states. Nevertheless, since the gas is dilute, the macroscopic
free evolution between two successive scattering events is long enough to make the higher-
order correlation functions decay, thus leading again to an uncorrelated “in” statistical state
for the next scattering event. This unequal treatment of the “in” and “out” regions breaks
the time-reversal symmetry and thus generates the “arrow of time” at the mesoscopic and
macroscopic levels. Thus, the distribution fss′(x, ~p) that will ultimately obey the Boltzmann
equation is f inss′(x, ~p). For this reason, from now on we focus on the “in” region and simplify
the notation to ρ := ρin and fss′(~p) := f
in
ss′(~p).
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5.4 Expressing ρ and the entropy current in terms of fss′
Since ρ(x) is entirely determined by fss′(x, ~p), the relation in Eq. (5.42) can be inverted,
subject to the conditions (5.24) and (5.39). In particular, this will allow us to express the
entropy density
s(x) := −V −1Tr [ρ(x) log ρ(x)] , (5.49)
in terms of fss′(x, ~p). Given that the only non-trivial operator involved in Eq. (5.42) is N~p,ss′ ,
the inversion must take the form
ρ(x) = Z−1(x)F
[
−
∫
d3p
(2π)3
wss′(x, ~p)N~p,ss′
]
, (5.50)
where F is some monotonic function determined by its Taylor series, the normalization factor
Z(x) := TrF
[
−
∫
d3p
(2π)3
wss′(x, ~p)N~p,ss′
]
, (5.51)
gives Tr ρin ≡ 1 and wss′ is a hermitian matrix
w∗ss′(x, ~p) = ws′s(x, ~p) , (5.52)
so that ρ is a hermitian operator. We thus have that wss′ has as many independent com-
ponents as fss′ so that we can relate the two in a bijective way. But we also have the
undetermined F function, so there is still some ambiguity in inverting (5.42). To fix F , we
can be guided by the special case of thermal and chemical equilibrium
ρeq.(x) =
exp
[−β(x) (ua(x)P aasy. − µ(x)N)]
Tr exp
[−β(x) (ua(x)P aasy. − µ(x)N)] , (5.53)
where
P aasy. :=
(
Hasy., ~P
)
, uau
a ≡ −1 , (5.54)
and Hint. can be neglected to a first approximation in the dilute gas case. Here the “meso-
scopic” functions β(x), µ(x) and ua(x), i.e. that are independent of the microscopic state
(~p, s), are the inverse temperature, the chemical potential and the fluid’s 4-velocity with
respect to the observer family ea at x
µ, respectively. For (5.53) to hold we thus need
Feq. = exp , wss′,eq.(x, ~p) = β(x) [ua(x) p
a
s − µ(x)] δss′ , pas := (Ep,s, ~p) . (5.55)
To lowest order in the deviations from equilibrium, we can therefore consider the fixed oper-
atorial dependence F = exp, thus reducing the problem to expressing wss′ in terms of fss′ .
Independently of the proximity to equilibrium, however, this choice of F is also motivated by
the fact that it maximizes the entropy density (5.49) when seen as a functional of wss′(x, ~p),
with xµ considered as an external set of fixed parameters. To see this, note that F ≡ exp
implies
s(x) ≡
∫
d3p
(2π)3
wss′(x, ~p) fss′(x, ~p) + V
−1 logZ(x) , (5.56)
and
fss′(x, ~p) ≡ δ
δwss′(x, ~p)
[−V −1 logZ(x)] . (5.57)
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Therefore, fss′ and wss′ become Legendre-conjugate variables with respect to the functional
−V −1 logZ(x), while the entropy becomes the Legendre transform of that functional. It is
therefore independent of wss′
δs(x)
δwss′(x, ~p)
≡ 0 , (5.58)
which is precisely the statement of entropy maximization. With this educated guess for the
F function, we can now compute the relation between fss′ and wss′ in order to invert Eq.
(5.42). We first note that N~p,ss′ can be expressed as a tensor product of operators defined
on each ~p oscillator Hilbert space
N~p,ss′ = V

· · · ⊗ I⊗ · · · ⊗ I⊗Nss′︸︷︷︸
~p
⊗ I⊗ · · · ⊗ I⊗ . . .

 , Nss′ := a†sas′ , (5.59)
where the as are the unit-normalized ladder operators of a set of D oscillators, i.e.[
as, a
†
s′
]
±
= δss′ , [as, as′ ]± =
[
a†s, a
†
s′
]
±
= 0 . (5.60)
We can thus formally factorize
ρ(x) =
⊗
~p∈R3
ρ~p(x) , V
−1 logZ(x) =
∫
d3p
(2π)3
logZ~p(x) (5.61)
where
ρ~p(x) := Z
−1
~p (x) exp [−wss′(x, ~p)Nss′ ] , Z~p(x) := Tr exp [−wss′(x, ~p)Nss′ ] , (5.62)
are the density matrices and partition functions of each ~p factor, and we have used
Tr [A⊗B] ≡ TrA× TrB . (5.63)
We next note that, since wss′(x, ~p) is a hermitian matrix, it can be diagonalized using a
unitary matrix Us˜s(x, ~p)
w˜s˜s˜′ = Us˜sU
∗
s˜′s′wss′ = diag(w˜s˜)s˜s˜′ , Us˜sU
∗
s˜′s = δs˜s˜′ , Us˜sU
∗
s˜s′ = δss′ . (5.64)
Defining the linear combinations for each (x, ~p) value
a˜s˜ := Us˜s as , (5.65)
we get that they also obey canonical commutation relations[
a˜s˜, a˜
†
s˜′
]
±
= δs˜s˜′ , [a˜s˜, a˜s˜′ ]± =
[
a˜†s˜, a˜
†
s˜′
]
±
= 0 , (5.66)
and therefore simply correspond to the ladder operators associated with particles in a different
polarization basis. Note that, since wss′ ≡ 0 if s and s′ are not superposable, we have that
Us˜s is in block-diagonal form and, in particular, Us˜s = 0 if |s˜| 6= |s|. With this we now get
an expression involving the standard number operators N˜s˜ := a˜
†
s˜a˜s˜
Z~p(x) ≡ Tr exp
[
−w˜s˜(x, ~p) N˜s˜
]
. (5.67)
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To compute the trace, we consider the orthonormal occupation number basis
|n1, . . . , nD〉 :=
(a˜†D)
nD
√
nD!
. . .
(a˜†1)
n1
√
n1!
|0〉 , a˜s|0〉 ≡ 0 , (5.68)
so that ns˜ ∈ N in the bosonic case |s˜| = 0 and ns˜ ∈ {0, 1} in the fermionic case |s˜| = 1. Using
N˜s˜|n1, . . . , nD〉 ≡ ns˜|n1, . . . , nD〉 and [N˜s˜, N˜s˜′ ] ≡ 0, we can thus write
Z~p(x) ≡
∑
n1,...,nD
〈n1, . . . , nD| exp
[
−w˜s˜(x, ~p) N˜s˜
]
|n1, . . . , nD〉 ≡
D∏
s˜=1
∑
n
exp [−w˜s˜(x, ~p)n] ,
(5.69)
and then
logZ~p(x) = log
D∏
s˜=1
[
1− (−1)|s˜|e−w˜s˜(x,~p)
](−1)|s˜|+1
= −
D∑
s˜=1
(−1)|s˜| log
[
1− (−1)|s˜|e−w˜s˜(x,~p)
]
≡ −Tr
[
1◦ log
(
1− 1◦e−w˜(x,~p)
)]
= −Tr
[
1◦ log
(
1− 1◦e−w(x,~p)
)]
, (5.70)
where we switched to matrix notation in the second line, we defined
[1◦]ss′ := (−1)|s||s′|δss′ , (5.71)
and the trace appearing here is over the s indices. Thus,
− V −1 logZ(x) =
∫
d3p
(2π)3
Tr
[
1◦ log
(
1− 1◦e−w(x,~p)
)]
, (5.72)
and therefore, using (5.57),
f = [ew − 1◦]−1 , w = log
[
f−1 + 1◦
]
, (5.73)
where it is understood that these matrix functions are defined by their Taylor series. In the
case of thermal and chemical equilibrium (5.55), we recover the well-known Bose-Einstein
and Fermi-Dirac distributions
feq.(x, ~p) = diag
[
eβ(x)[ua(x) p
a
s−µ(x)] − (−1)|s|
]−1
. (5.74)
Defining
f◦(x, ~p) := 1+ 1◦f(x, ~p) , (5.75)
we the density matrix (5.50) becomes
ρ(x) = Z−1(x) exp
∫
d3p
(2π)3
[
log
[
f(x, ~p)
f◦(x, ~p)
]
ss′
N~p,ss′
]
, (5.76)
and
Z(x) = exp
[
V
∫
d3p
(2π)3
Tr [1◦ log f◦(x, ~p)]
]
, (5.77)
while the entropy density (5.56) takes the form
s(x) =
∫
d3p
(2π)3
Tr [−f log f + 1◦f◦ log f◦] (x, ~p) . (5.78)
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We can also eliminate the singular V factor that appears in (5.76) through Z(x). We first
write
ρ(x) = exp
∫
d3p
(2π)3
[
log
[
f(x, ~p)
f◦(x, ~p)
]
ss′
N~p,ss′ − [1◦ log f◦(x, ~p)]ss′ V δss′I
]
, (5.79)
then use
V δss′I ≡
[
a~p,s′ , a
†
~p,s
]
|s||s′|
≡ a~p,s′a†~p,s − (−1)|s||s
′|a†~p,sa~p,s′ , (5.80)
and thus find
ρ(x) = exp
∫
d3p
(2π)3
[
[log f(x, ~p)]ss′ a
†
~p,sa~p,s′ − [1◦ log f◦(x, ~p)]ss′ a~p,s′a†~p,s
]
. (5.81)
Note that we have used logA+ logB = log(AB), which does not hold for generic matrices,
but here does because both can be simultaneously diagonalized.
Finally, from Eq. (5.78) we note that s(x) is not a Lorentz scalar, because the measure
d3p is not invariant. This fact could have also been inferred already from the lonesome
volume factor in Eq. (5.49). Rather, it is the time-component of a Lorentz vector, the
entropy current
sa(x) :=
∑
s
∫
d3p
(2π)3Ep,s
pas [−f log f + 1◦f◦ log f◦]ss (x, ~p) , s0(x) ≡ s(x) , (5.82)
where we have recovered the Lorentz-invariant measure d3p/Ep,s. As in the case of the
moments (5.21), here too we can define the entropy current associated with some block B of
f
saB(x) :=
∑
s∈B
∫
d3p
(2π)3Ep,s
pas [−f log f + 1◦f◦ log f◦]ss (x, ~p) . (5.83)
Taking the divergence of this quantity and proceeding as in Eqs. (3.165) and (3.167), i.e.
expressing the integral as a 4-dimensional one along with a Dirac delta imposing the disper-
sion relation, we find that it is proportional to pa∇La fL. Thus, in the absence of collisions,
entropy is conserved in the covariant sense
∇asaB = 0 , (5.84)
i.e. any local variation in entropy must compensated by some variation in a nearby region
through some entropy current.
5.5 The collision term
We now want to determine the collision term, i.e. the right-hand side of Eq. (5.19). We
observe that the action of the Liouville operator on fss′(x, ~p) corresponds to a time-like
derivation in macroscopic space-time, up to an Ep,s factor. Since fss′(~p) describes the “in”
state ρ and we want a time-step in macroscopic time to correspond to a full mesoscopic
scattering process, we equate L to the finite T -derivative, i.e.
Css′(~p)
!
=
Ep,s
T
[
foutss′ (~p)− f inss′(~p)
] ≡ Ep,s
T
[
foutss′ (~p)− fss′(~p)
]
, (5.85)
where here the “in” and “out” regions are defined at ∓T/2, respectively, and the T → ∞
limit is understood. Again, we only consider QFTs for which the right-hand side of (5.85)
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is identically zero if |s| 6= |s′|, qs 6= qs′ or ms 6= ms′ , so that the Ep,s factor in particular
is not ambiguous. Let us also stress that Eq. (5.85) is a matching condition between the
macroscopic and microscopic dynamics that we impose by hand, i.e. it is not derivable from
more fundamental equations in the present framework. Nevertheless, this type of finite T -
derivative with the T →∞ limit is what one technically does when computing cross-sections
and decay rates in QFT. We thus have
Css′(~p) =
Ep,s
V T
[〈N~p,s′s〉ρout − 〈N~p,s′s〉ρ]
≡ Ep,s
V T
Tr
[
ρoutN~p,s′s − ρN~p,s′s
]
=
Ep,s
V T
Tr
[
SρS†N~p,s′s − ρN~p,s′s
]
≡ Ep,s
V T
〈S†N~p,s′sS −N~p,s′s〉ρ
≡ Ep,s
V T
〈S† [N~p,s′s, S]〉ρ , (5.86)
where
S := lim
ǫ→0+
lim
T→∞(1−iǫ)
U(T/2,−T/2) , (5.87)
is the S-matrix and U(T, T ′) is given in Eq. (5.27). The ǫ > 0 regularization guarantees
convergence and ends up producing the iǫ prescription of the Feynman propagator in pertur-
bation theory [121]. Note that both sides of Eq. (5.86) are consistently hermitian matrices,
although this property is no longer explicit in the last line.
To express this in terms of scattering amplitudes, we then consider the deviation from
the identity i∆ := S − I, so that
Css′(~p) ≡ Ep,s
V T
〈∆† [N~p,s′s,∆]〉ρ . (5.88)
In deriving this expression, we have used the fact that the term linear in ∆ vanishes
〈[N~p,s′s,∆]〉ρ ≡ Tr (ρ [N~p,s′s,∆]) ≡ Tr ([ρ,N~p,s′s]∆) = 0 , (5.89)
which is found by going to the tilded basis defined in subsection 5.4 where f˜ is diagonal
so that only the commuting number operators appear in the expression. The scattering
amplitudes A are implicitly defined using the Fock states of the “in” region
〈~p1, s1, . . . , ~pn, sn|∆|~q1, r1, . . . , ~qm, rm〉 (5.90)
=: (2π)4δ(4)
(
n∑
k=1
pk −
m∑
l=1
ql
)
A (~q1, r1, . . . , ~qm, rm → ~p1, s1, . . . , ~pn, sn) ,
and are computed using the connected-amputated Feynman diagrams. The A functions
inherit the (anti-)commutation symmetries of the Fock basis (5.32) and obey
A (vacuum→ . . .) ≡ A (· · · → vacuum) ≡ 0 , (5.91)
and also
A (~p, s→ . . .) ≡ A (· · · → ~p, s) ≡ 0 , (5.92)
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if the s particle is stable. This is because the corresponding kets are time-translation invariant
S|0〉 = |0〉 and S|~p, s〉 = |~p, s〉, so ∆ sends them to zero. The vacuum case can also be simply
understood from the viewpoint of energy conservation. Knowing the components of the
operator T in the full “in” Fock basis then allows us to express it in terms of the “in” ladder
operators, i.e. its cluster decomposition [120]
∆ =
∞∑
n,m=0
1
n!m!
∫ ( n∏
k=1
d3pk
(2π)3
√
2Epk,sk
)(
m∏
l=1
d3ql
(2π)3
√
2Eql,rl
)
(2π)4δ(4)
(
n∑
k=1
pk −
m∑
l=1
ql
)
×Ac (~q1, r1, . . . , ~qm, rm → ~p1, s1, . . . , ~pn, sn) a†~pn,sn . . . a
†
~p1,s1
a~q1,r1 . . . a~qm,rm , (5.93)
where Ac are the “fully” connected scattering amplitudes, i.e. those corresponding to fully
connected Feynman diagrams. Indeed, the Feynman diagrams contributing to A must have
every external line connected to some vertex, but they can have several disconnected com-
ponents.28 As an example where the difference is relevant, consider the 4 → 4 amplitude in
λφ4 theory [120]
〈~p1, ~p2, ~p3, ~p4|∆|~q1, ~q2, ~q3, ~q4〉 = (2π)4δ(4) (p1 + p2 + p3 + p4 − q1 − q2 − q3 − q4) (5.94)
×Ac (~q1, ~q2, ~q3, ~q4 → ~p1, ~p2, ~p3, ~p4)
+ (2π)4δ(4) (p1 + p2 − q1 − q2) (2π)4δ(4)(p3 + p4 − q3 − q4)
×Ac (~q1, ~q2 → ~p1, ~p2)Ac (~q3, ~q4 → ~p3, ~p4) + . . .
where the ellipses contain the terms that appropriately symmetrize the ~pk, ~ql entries. The
∼ Ac(4→ 4) term corresponds to the diagrams of the form
(5.95)
while the ∼ Ac(2→ 2)Ac(2→ 2) terms contain the diagrams of the form
(5.96)
We can now compute Css′(x, ~p) in Eq. (5.88). To find the commutator
[
N~p,s′s,∆
]
, where
∆ is given by Eq. (5.93), we use the Leibniz rule [N,AB] ≡ [N,A]B + A [N,B], thanks to
which we only need the elementary commutators
[N~p,s′s, a
†
~q,r] ≡ (2π)3δ(3)(~p−~q) δrsa†~p,s′ , [N~p,s′s, a~q,r] ≡ −(2π)3δ(3)(~p−~q) δrs′a~p,s . (5.97)
28This subtlety is usually overlooked in QFT textbooks where one focuses on the simplest non-trivial
amplitudes, such as 2→ 2, which are fully connected.
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Given the symmetries of Ac, all the commutators involving a creation (resp. annihilation)
operator contribute the same, thus simply giving rise to a factorial weight. The result can
be written as
Css′(~p) ≡ C+ss′(~p)− C−ss′(~p) , (5.98)
where
C+ss′(~p) :=
√
Ep,s√
2V T
∞∑
n,n′,m,m′=0
1
n!m!n′!m′!
(5.99)
×
∫  n∏
k=1
n′∏
k′=1
m∏
l=1
m′∏
l′=1
d3pk d
3p′k′ d
3ql d
3q′l′
(2π)3(2π)3(2π)3(2π)3
√
2Epk ,sk2Ep′
k′
,s′
k′
2Eql,rl2Eq′
l′
,r′
l′


×(2π)4δ(4)
(
n∑
k=1
pk −
m∑
l=1
ql
)
(2π)4δ(4)
(
p+
n′∑
k′=1
p′k′ −
m′∑
l′=1
q′l′
)
×A∗c(~q1, r1, . . . , ~qm, rm → ~p1, s1, . . . , ~pn, sn)
×Ac(~q′1, r′1, . . . , ~q′m′ , r′m′ → ~p′1, s′1, . . . , ~p′n′ , s′n′ , ~p, s)
×〈a†~qm,rm . . . a
†
~q1,r1
a~p1,s1 . . . a~pn,sna
†
~p,s′a
†
~p′
n′
,s′
n′
. . . a†
~p′1,s
′
1
a~q′1,r′1 . . . a~q′m′ ,r
′
m′
〉ρ ,
and
C−ss′(~p) :=
√
Ep,s√
2V T
∞∑
n,n′,m,m′=0
1
n!m!n′!m′!
(5.100)
×
∫  n∏
k=1
n′∏
k′=1
m∏
l=1
m′∏
l′=1
d3pk d
3p′k′ d
3ql d
3q′l′
(2π)3(2π)3(2π)3(2π)3
√
2Epk ,sk2Ep′
k′
,s′
k′
2Eql,rl2Eq′
l′
,r′
l′


×(2π)4δ(4)
(
n∑
k=1
pk −
m∑
l=1
ql
)
(2π)4δ(4)
(
n′∑
k′=1
p′k′ −
m′∑
l′=1
q′l′ − p
)
×A∗c(~q1, r1, . . . , ~qm, rm → ~p1, s1, . . . , ~pn, sn)
×Ac(~p, s′, ~q′1, r′1, . . . , ~q′m′ , r′m′ → ~p′1, s′1, . . . , ~p′n′ , s′n′)
×〈a†~qm,rm . . . a
†
~q1,r1
a~p1,s1 . . . a~pn,sna
†
~p′
n′
,s′
n′
. . . a†
~p′1,s
′
1
a~p,sa~q′1,r′1 . . . a~q′m′ ,r
′
m′
〉ρ .
By looking at the position of the (~p, s) entry in the scattering amplitude Ac, we recognize in
C± the “creation” and “annihilation” terms of the collision, respectively. Here the 4-momenta
appearing in the Dirac deltas are on-shell
pk ≡ (Epk,sk , ~pk) , p′k ≡ (Ep′k,s′k , ~p
′
k) , qk ≡ (Eqk,rk , ~qk) , q′k ≡ (Eq′k,r′k , ~q
′
k) ,
(5.101)
and it is understood that we sum over repeated discrete indices.
We must now compute the quantum statistical expectation value appearing in the last
lines using Eq. (5.81). Expressing the trace in the occupation number basis, we see that
only the terms containing an equal number of creation and annihilation operators can be
non-zero. Since ρ is a function of creation/annihilation pairs (5.81), the non-zero terms are
the ones with n+m′ = n′ +m+ 1 for C+ and n+m′ + 1 = n′ +m for C−. This allows us
to eliminate the sum over m′.
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The expectation value will therefore be a sum of products of Dirac and Kronecker deltas
(up to f -dependent factors) that force the ladder operators to come in creation/annihilation
pairs of equal momenta. Fortunately, we only need to consider the cases where all the cre-
ation/annihilation pairs have distinct momenta, because the other cases are of measure zero in
the integration. Factorizing again the trace (5.63) as in subsection 5.4, we are therefore only
left with the simplest traces, that is, Eqs. (5.47) and (5.48). When a creation/annihilation
pair is converted into deltas we will say it has been “contracted”.
Consider now the case where one of the momenta in each contracted creation/annihilation
pair appears in Ac and the other in A∗c . For every (n, n′,m) value, there is only one term
of this kind, because of the symmetries of Ac, so that it only picks up a combinatoric factor
N !, where N is the number of involved pairs. Let us call these terms the “proper” collision
terms and let us denote the rest by F±ss′(~p). Performing the proper contraction of C
±(~p) and
eliminating some of the integrals with the resulting Dirac deltas we find (and after renaming
some indices)
C+ss′(~p) ≡
1
2
f◦s′′s′(~p)
∞∑
n,m=0
1
n!m!
(5.102)
×
∫ ( n∏
k=1
d3pk
(2π)32Epk,sk
m∏
l=1
d3ql
(2π)32Eql,rl
)
(2π)4δ(4)
(
p+
n∑
k=1
pk −
m∑
l=1
ql
)
× fr1r′1(~q1) . . . frmr′m(~qm)A
∗
c(~q1, r
′
1, . . . , ~qm, r
′
m → ~p1, s′1, . . . , ~pn, s′n, ~p, s′′)
× f◦s′1s1(~p1) . . . f
◦
s′nsn
(~pn)Ac(~q1, r1, . . . , ~qm, rm → ~p1, s1, . . . , ~pn, sn, ~p, s)
+F+ss′(~p) ,
and
C−ss′(~p) ≡
1
2
fss′′(~p)
∞∑
n,m=0
1
n!m!
(5.103)
×
∫ ( n∏
k=1
d3pk
(2π)32Epk,sk
m∏
l=1
d3ql
(2π)32Eql,rl
)
(2π)4δ(4)
(
p+
n∑
k=1
pk −
m∑
l=1
ql
)
× fs1s′1(~p1) . . . fsns′n(~pn)A
∗
c(~p, s
′′, ~p1, s
′
1, . . . , ~pn, s
′
n → ~q1, r′1, . . . , ~qm, r′m)
× f◦r′1r1(~q1) . . . f
◦
r′mrm
(~qm)Ac(~p, s′, ~p1, s1, . . . , ~pn, sn → ~q1, r1, . . . , ~qm, rm)
+F−ss′(~p) .
Here we have used the fact that fss′ ≡ 0 if ms 6= ms′ and the distributional identity
(δ(4)(p))2 ≡ δ(4)(0)δ(4)(p) , δ(4)(p = 0) ≡ V T
(2π)4
, (5.104)
which is how the singular V T in the denominator is canceled, just as in the textbook compu-
tation of cross-sections and decay rates in QFT. In appendix C we show that the contraction
pattern of discrete indices in Eqs. (5.102) and (5.103) allows for a compact formulation in
terms of generalized matrix products.
Let us now consider the nature of the F± terms more closely. By definition, the involved
amplitudes contain at least one particle whose momentum is unaffected by the collision, so
these are partially forward scattering processes. We must distinguish two cases: either ~p
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is among the unaffected momenta, or it is not. In the former case, a close inspection of
the equations, along with the use of fss′ ≡ 0 when |s| 6= |s′| and ms 6= ms′ , shows that
any such term appearing in C+ is canceled by a term in C−, and vice-versa. This can be
understood intuitively by the fact that, if the ~p particle scatters forward, then there is no
difference between the “creation” and “annihilation” processes. As for the ones in which
the ~p particle is affected, they can only enter as higher-order corrections to the proper ones.
Indeed, to every proper process m → n, there corresponds an infinite tower of processes
involving m + k → n + k amplitudes, where the k extra dummy particles have the same
initial and final momenta. These are therefore of higher order in the coupling constants of
the QFT and can be neglected to a first approximation.
Thus, to lowest order in the coupling constants, the collision term is made of the 2→ 2
scattering term and, if there are also unstable particles, the corresponding decay/creation
terms, i.e.
Lfss′(x, ~p) = C
2↔2
ss′ (x, ~p) +
∞∑
n=2
1
n!
C1↔nss′ (x, ~p) + . . . (5.105)
where
C2↔2ss′ (x, ~p) =
1
4
∫
d3p2
(2π)32Ep2,s2
d3q1
(2π)32Eq1,r1
d3q2
(2π)32Eq2,r2
(2π)4δ(4) (p+ p2 − q1 − q2)
×
[
fr1r′1(x, ~q1) fr2r′2(x, ~q2) f
◦
s′′s′(x, ~p) f
◦
s′2s2
(x, ~p2) (5.106)
×A(~q1, r1, ~q2, r2 → ~p2, s2, ~p, s)A∗(~q1, r′1, ~q2, r′2 → ~p2, s′2, ~p, s′′)
− fss′′(x, ~p) fs2s′2(x, ~p2) f
◦
r′1r1
(x, ~q1) f
◦
r′2r2
(x, ~q2)
×A(~p, s′, ~p2, s2,→ ~q1, r1, ~q2, r2)A∗(~p, s′′, ~p2, s′2,→ ~q1, r′1, ~q2, r′2)
]
,
and
C1↔nss′ (x, ~p) =
1
2
∫ ( n∏
k=1
d3pk
(2π)32Epk,sk
)
(2π)4δ(4)
(
p−
n∑
k=1
pk
)
×
[
fs1s′1(x, ~p1) . . . fsns′n(x, ~pn) f
◦
s′′s′(x, ~p) (5.107)
×Ac(~p1, s1, . . . , ~pn, sn → ~p, s)A∗c(~p1, s′1, . . . , ~pn, s′n → ~p, s′′)
− fss′′(x, ~p) f◦s′1s1(x, ~p1) . . . f
◦
s′nsn
(x, ~pn)
×Ac(~p, s′ → ~p1, s1, . . . , ~pn, sn)A∗c(~p, s′′ → ~p1, s′1, . . . , ~pn, s′n)
]
.
We have thus generalized the BUU equation (5.2) in two aspects: it can now handle matrix
distributions, and thus non-trivial polarizations, but it also includes all possible microscopic
collision processes contained in the expressions (5.102) and (5.103).29 Note, however, that
one would expect these higher order contributions to be relevant in regimes where the fluid
is no longer dilute enough for the whole kinetic formalism to apply. Nevertheless, it is useful
to have them if one is interested in next-to-leading corrections.
Finally, observe that our expressions for the collision term are not at all explicitly
hermitian. To obtain an explicitly hermitian collision term one should use the equivalent
expression
Css′(~p) =
Ep,s
2V T
〈
(
S†
[
N~p,s′s, S
]
+
[
S†, N~p,s′s
]
S
)
〉ρ , (5.108)
29If needed, the partially forward scattering contributions F± can be derived from Eqs. (5.99) and (5.100).
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instead of the the last line in Eq. (5.86), in which case the result is simply the hermitian part
of the expressions derived above. On the other hand, verifying hermiticity, instead of simply
imposing it, may serve as a useful consistency check. In doing so one must note, however,
that the integrand of the collision term will not be hermitian in general, only the integrated
quantity will. This is because the hermiticity of the last line in Eq. (5.86) relies on the the
unitarity of the S matrix SS† ≡ I, which therefore involves a product, and in the momentum
basis in which we work such products correspond to integrals over momenta.
5.6 Comparison with the literature on the collision term
In the more standard approach to kinetic theory, employed for instance in [87–89, 91, 92,
94, 113–117], the formalism contains a single time variable and the macroscopic and meso-
scopic scales are separated within that variable. In particular, this implies non-trivial extra
manipulations in order to properly disentangle the two regimes. From our viewpoint, this
corresponds to identifying evolution along the mesoscopic time T with evolution along the
world-line parameter λ of the geodesics that are used in deriving the Liouville operator.
Thus, instead of relating ∂λ to a finite difference in T as in (5.85), one rather relates ∂λ
!
= ∂T .
Evaluating fss′(x, ~p) on a specific geodesic we then get
∂λfss′(γ(λ), ~k(λ))
!
= V −1Tr
[
∂ρ(γ)
∂T
N~p,s′s
]
= −iV −1Tr [[Hint., ρ(γ)]N~p,s′s] , (5.109)
and, since the above equation must hold for all geodesic paths, one finally gets
Lfss′(x, ~p) = −iEp,sV −1Tr
[
[Hint., ρ]N~p,s′s
] ≡ −iEp,sV −1〈[N~p,s′s,Hint.]〉ρ . (5.110)
We have to be careful, however, because ∂λ is LLT-invariant, but ∂T is not, so the above
equation apparently breaks that symmetry. In the finite derivative case (5.85) this was not a
problem, because the finite difference from T = −∞ to T =∞ leads to the S matrix, which
is Lorentz invariant. To correct the situation in the present case, we note that in the above
construction ∂λ leads to the Liouville operator L, which has dimensions of mass squared, and
that one can find an analogous Lorentz-invariant generalization of ∂T , namely
∂T → pa ∂
∂Xa
. (5.111)
With this, the combination Ep,sHint. in (5.110) would generalize to −pasP int.a , where P aint. :=
(Hint., ~P ). But, since this operator enters through a commutator with ρ, and the later is
homogeneous (5.39), the result would be again (5.110). This equation is therefore LLT-
invariant indeed, although not explicitly.
Thus, with the present prescription, instead of finding the full S matrix on the right-
hand side as in (5.86), i.e. a full scattering event from T = −∞ to T = ∞, one gets the
interaction Hamiltonian that generates an infinitesimal increment in time. Although to lowest
order in the interactions both approaches lead to the same collision term, we believe that the
one we chose (5.85) is more consistent with the assumptions behind kinetic theory (dilute gas
and molecular chaos) and behind the applicability of perturbative QFT. Indeed, for the use
of QFT amplitudes we need the existence of asymptotic states, meaning that the particles in
our gas must be mostly free, up to sporadic interactions, i.e. the gas must be dilute. This
is also necessary for the applicability of the molecular chaos assumption, i.e. one needs to
have clearly separated “in” (T → −∞) and “out” (T → ∞) asymptotic regions in order
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to justify the fact that ρin := limT→−∞ ρ(T ) is completely determined by f
in
ss′(~p), whereas
ρout := limT→∞ ρ(T ) requires a full tower of correlation functions f
out
s1...sn
(~p1, . . . , ~pn−1). One
can then follow the evolution of fss′ := f
in
ss′, express f
out
ss′ as the fully scattered fss′ information,
and compute the difference, as we did in Eq. (5.85). In contrast, in the usual approach
where ∂λ
!
= ∂T , one identifies the microscopic dynamics with the macroscopic ones, so that
the particles are treated as being in a continuous state of interaction. There are therefore
no clear “in” and “out” phases for the use of asymptotic QFT states to be justified and
for the molecular chaos hypothesis to be implemented unambiguously. Finally, from the
purely mathematical viewpoint, as already argued in section 5.1, the time variable T of
the microscopic QFT, or more generally the corresponding space-time coordinates Xa, are
the Fourier conjugates of the momentum variables pa, which are clearly independent of the
macroscopic coordinates xµ or the geodesic parameter λ, which is usually taken to be the
proper time for massive particles. In light of this mathematical structure, considering the
identification ∂λ
!
= ∂T , or its covariant generalization (5.111), seems rather unnatural.
5.7 Exact conservation equations of the collisional equation
We now want to show that the total energy-momentum tensor
T ab(x) :=
∫
d3p
(2π)3Ep,s
fss(x, ~p) p
a
sp
b
s + T
ab
EM , (5.112)
and the total electric current
Ja(x) :=
∫
d3p
(2π)3Ep,s
qsfss(x, ~p) p
a
s , (5.113)
are exactly conserved
∇aT ab = 0 , ∇aJa = 0 , (5.114)
in the presence of interactions as well, as required for the consistency of the Einstein-Maxwell
equations. We start with T ab and proceed as in Eqs. (3.165) and (3.167), i.e. we express the
integral as a 4-dimensional one along with a Dirac delta imposing the dispersion relation and
use the Maxwell equations and Bianchi identity of Fab for the electromagnetic part. This
leaves us with an integral depending on the collision term only, which we can re-express as a
3-dimensional integral
∇bT ab(x) =
∫
d3p
(2π)3Ep,s
Css(x, ~p) p
a
s . (5.115)
It is then convenient to use Eq. (5.86) for the collision term, i.e.
∇bT ab(x) ∼
∫
d3p
(2π)3
pas 〈S†[N~p,ss, S]〉ρ(x) , (5.116)
so that, using the definitions of the asymptotic Hamiltonian (5.33) and momentum operators
(5.35), we find
∇bT ab(x) ∼ 〈S†[P aasy., S]〉ρ(x) , P aasy. := (Hasy., ~P ) . (5.117)
For the spatial components a = i we obtain trivially zero because microscopic time-evolution
conserves momentum so [~P , S] = 0. For the time component a = 0 the situation is a bit less
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trivial, because Hasy. is not the full Hamiltonian H and [H,Hasy.] 6= 0. Nevertheless, Hasy.
coincides with H on asymptotic states by definition, so the conservation of H implies
SHasy.|in〉 = SH|in〉 ≡ HS|in〉 ≡ H|out〉 = Hasy.|out〉 = Hasy.S|in〉 , (5.118)
for all |in〉, meaning that [S,Hasy.] = 0 on the states of interest. Thus, Hasy. is not necessarily
constant during evolution, but the initial and final values at T → ∓∞ are the same, which
concludes our proof
∇bT ab = 0 . (5.119)
For the electric current we proceed similarly and arrive at
∇aJa(x) ∼ 〈S†[Q,S]〉ρ(x) = 0 , (5.120)
whereQ is the total charge operator (5.35), which is also exactly conserved during microscopic
evolution and therefore commutes with the S matrix. As for the total entropy current (5.82),
again the same procedure leads to
∇asa(x) =
∑
s
∫
d3p
(2π)3Ep,s
[
C log
f◦
f
]
ss
(x, ~p) . (5.121)
If we only consider the 2 → 2 scattering term, and work in the tilded basis where f˜s˜s˜′ is
diagonal, we recover the set-up of the standard Boltzmann equation, in which case the H-
theorem ∇asa ≥ 0 is proved in the usual way. In the general case, however, it is not clear to
us how to proceed, so we will not consider this issue further.
5.8 Liouville-transported wave-functions and tensor distributions
The s indexation of the 1-particles states |~p, s〉 we have considered so far parametrizes exactly
the degrees of freedom of the QFT, so it is not in a one-to-one correspondence with the
quantum field components in general. The typical example is the (mesoscopic) quantum
electromagnetic field Aa(X), which has four components, while there are only two physical
photon states. Another example is the Dirac field ψ(X), which has eight real components, but
corresponds to only four physical states, two for the particle and two for the anti-particle.
The relation between the field indices and the s indices is given by the so-called “wave-
functions”. As we will see, these wave-functions are also required in order to express the
BUU equations in terms of scattering matrix elements that depend solely on the momenta,
not depend on xµ. Here we will discuss the two examples cited above, since these are the
most relevant ones for cosmology.
5.8.1 Photons
We focus on the 2 × 2 block of f corresponding to the photon distribution. For later con-
venience, and in order to remain close to the usual conventions, we will use r to denote the
indices of this matrix and ka to denote the null 4-momentum, e.g. frr′(x,~k). In this case the
wave-functions are usually referred to as “polarization vectors” ǫar(x,
~k), r ∈ {1, 2}, which
can be chosen such that
ηab ǫ
a
rǫ
b
r′ ≡ δrr′ , kaǫar ≡ 0 , (5.122)
and arise when expressing the quantum field in terms of ladder operators in the asymptotic
region
Aa(X) =
∫
d3k
(2π)3
√
2k
ǫra(
~k)
[
a~k,r e
ikbX
b
+ a†~k,r
e−ikbX
b
]
, (5.123)
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where k := |~k|. With this choice the above field is completely gauge-fixed. It satisfies the
Lorenz gauge
∂Aa
∂Xa
= 0 , (5.124)
which reduces the number of independent components from four to three. This condition is
then preserved under a residual gauge transformation
A˜a = Aa +
∂θ
∂Xa
, (5.125)
where the gauge parameter obeys a free massless wave-equation
∂2θ
∂Xa∂Xa
= 0 , (5.126)
just as the asymptotic field Aa in the Lorentz gauge. This therefore allows us to eliminate one
more component, a “longitudinal” polarization, leaving us with the two physical polarizations
of Eq. (5.123).
An important reason for invoking wave-functions at this level is that they are necessary
in order to relate the photon 2 × 2 block frr′ to observations. Indeed, what the observer
family ea(x) actually measures is the Lorentz tensor on PM
fab(x,~k) := frr′(x,~k) ǫ
r
a(x,
~k) ǫr
′
b (x,
~k) , (5.127)
which therefore obeys
f∗ab(x,
~k) ≡ fba(x,~k) , kafab(x,~k) ≡ 0 . (5.128)
Note that fab(x,~k) now appears as the Fourier transform of the correlation function 〈Aa(X)A†b(Y )〉ρ
for the (complexified) free quantum field. We will see that it is convenient to express the
polarization-dependent BUU equation in terms of fab
Lfab = Cab := ǫ
r
aǫ
r′
b Crr′ , (5.129)
where here L is the Liouville operator for tensor distributions (3.157). To achieve this, we
can constrain the xµ-dependence of ǫar to be such that these are Liouville-transported vector
distributions
Lǫar(x,
~k) := kb
[(
∂b − Σicbkc ∂
∂ki
)
ǫar +Σ
a
cbǫ
c
r
]
(x,~k) ≡ 0 , (5.130)
a condition which is consistent with the algebraic relations (5.122). Along with the above
differential equation, these conditions imply that the ǫar basis is the phase space analogue
of the Sachs basis kaA associated with a particular geodesic that we built in section 4.5. In
fact, by evaluating ǫar on a given light-like geodesic ǫ
a
r(γ(ζ),
~k(ζ)) we obtain a Sachs basis by
construction, i.e. a field on L satisfying (4.78). Thus, the polarization basis will have similar
properties with the Sachs basis. For instance, the conditions (5.122) determine the basis ǫar
only up to a shift of the form
ǫ˜ar(x,
~k) = ǫar(x,
~k) + θr(x,~k) k
a , Lθr = 0 , (5.131)
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and an internal rotation
ǫ˜ar(x,
~k) = Rrr′(x,~k) ǫ
a
r′(x,
~k) , LRrr′ = 0 . (5.132)
At the level of Aa(X), the shift transformation (5.131) reproduces a residual gauge transfor-
mation, i.e. (5.125) with a gauge parameter satisfying (5.126)
θ(X) = −i
∫
d3k
(2π)3
√
2k
θr(~k)
[
a~k,r e
ikaX
a − a†~k,r e
−ikaXa
]
. (5.133)
Therefore, the ambiguity captured by θr corresponds to the ambiguity of how to eliminate
the longitudinal polarization with the residual gauge freedom. Consequently, although we
work only with the physical photon polarizations, we still have a gauge ambiguity in our
choice of ǫar and the physics must be independent of that choice. The analogy with the
Sachs basis is that the corresponding shift transformation only affects the nA component
and that the physical observables are independent of that quantity. On the other hand, the
internal rotation (5.132) does not lead to a gauge transformation for Aa(X), because the
corresponding field strength
Fab :=
∂Ab
∂Xa
− ∂Aa
∂Xb
, (5.134)
is not invariant, but gets rotated. The transformed gauge field is still a plane wave solution,
but a physically distinct one, so the physical observables will generically not be invariant
under (5.132), but rather covariant. In the case of the Sachs basis too, the Sachs rotations
change the angular basis on the observer sky, which is why we had to fix this freedom in
order to match the basis the observer really uses.
Let us now decompose frr′ as follows
f ≡ 1
2
(I1+ iV ε+ P ) , (5.135)
where I,P , V are real,
P T ≡ P , TrP ≡ 0 , (5.136)
and εrr′ := εrr′ . Being the trace, I is the total number density of photons in phase space, P
captures the linear polarizations (“plus” and “cross”), while V captures the circular polar-
ization. This leads to the decomposition of fab into irreducible parts under LLTs
fab ≡ 1
2
(Iǫab + iV εab + Pab) , (5.137)
where
ǫab := ǫarǫ
b
r , ε
ab := εrr′ǫ
a
rǫ
b
r′ , P
ab := Prr′ǫ
a
rǫ
b
r′ , (5.138)
satisfy the following identities
kaǫab ≡ 0 , ǫab ≡ ǫba , ǫcaǫcb ≡ ǫab , ǫaa ≡ 2 , (5.139)
kaεab ≡ 0 , εab ≡ −εba , εabεcd ≡ 2ǫa[cǫd]b , ǫcaεcb ≡ εab ,
εabcdk
d ≡ − [εabkc + εbcka + εcakb] , (5.140)
and
kaPab ≡ 0 , P aa ≡ 0 , Pab ≡ Pba ε ca Pcb ≡ ε cb Pca , ǫcaPcb ≡ Pab . (5.141)
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In particular, it will also be convenient to define
P˜ab := ε
c
a Pcb , (5.142)
which obeys (5.141) as well. Finally, the inverse relation reads
I ≡ faa , Pab ≡ 2f(ab) − ǫabf cc , V ≡ −iεabfab , (5.143)
and the BUU equation (5.129) turns into
LI = Caa , LV = −iεabCab , LPab = 2C(ab) − ǫabCcc . (5.144)
5.8.2 Dirac fermions
We now consider the case of a Dirac particle of mass m and charge q, along with its anti-
particle. These correspond to two 2 × 2 blocks in f , which we denote by f±ss′(x, ~p), s ∈
{1, 2}, with ± distinguishing the particle and anti-particle ones, respectively. The on-shell
4-momentum therefore obeys pap
a ≡ −m2 and we will focus exclusively on the massive case
m 6= 0 for simplicity.30
The wave-functions are the four Dirac spinor distributions {u±s (x, ~p)}s=1,2 obeying the
standard orthonormality relation
u¯±s u
±
s′ ≡ ± 2mδss′ , u¯±s u∓s′ ≡ 0 , u¯ := u†γ0 , (5.145)
the completeness relation
u±s (~p) u¯
±
s (~p) ≡ 6p±m, (5.146)
and the Dirac equation
(6p∓m)u±s (~p) ≡ 0 , 6p := γapa , (5.147)
and relating the quantum field to the ladder operators as follows
ψ(X) =
∑
s=1,2
∫
d3p
(2π)3
√
2Ep
[
u+s (~p) a
+
~p,s e
ipaX
a
+ u−s (~p) (a
−
~p,s)
† e−ipaX
a
]
. (5.148)
With these wave-functions, one can now construct the Dirac-indexed matrix distribution of
particles and anti-particles, respectively, out of the 2× 2 hermitian matrices f±ss′
f±(x, ~p) := ± 1
2m
f±ss′(x, ~p)u
±
s (x, ~p) u¯
±
s′(x, ~p) , (5.149)
which therefore obey
f¯±(x, ~p) ≡ f±(x, ~p) , ( 6p∓m) f±(x, ~p) ≡ f±(x, ~p) ( 6p∓m) ≡ 0 . (5.150)
Their sum is the Fourier transform of the correlation function of free quantum fields 〈ψa(X) ψ¯b(Y )〉ρ,
so they are invariant under U(1)GTs in particular
f˜±(x, ~p) = e−iqθ(x)f±(x, ~p) eiqθ(x) ≡ f±(x, ~p) . (5.151)
As in the photon case, we demand that the wave-functions u±s be Liouville-transported
Lu±s := p
a
[
∂a −
(
Σibap
b + qFia
) ∂
∂pi
+
1
4
Σbcaγ
bγc
]
u±s = 0 , (5.152)
30See [91] for a treatment of the massless case.
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for the corresponding BUU equations to become
Lf± = ± 1
2m
C±ss′u
±
s u¯
±
s′ , (5.153)
where now L is a straightforward generalization of (3.157) to two Dirac indices (the second
one in the conjugate representation)
Lf± := pa
[
∂a −
(
Σibap
b + qFia
) ∂
∂pi
]
f± +
1
4
paΣbca
[
γbγc, f±
]
. (5.154)
However, as already noted in section 3.4.2, any pair of Dirac indices can be turned into a
Lorentz index. More precisely, a bar-hermitian Dirac matrix such as f± can be decomposed
in the Clifford algebra basis {1, γa, iγ[aγb], γaγ5, iγ5}. The general solution to the algebraic
conditions (5.150) takes the form [91]
f±(x, ~p) =
1
4
[
I±(x, ~p) + γaγ5S±a (x, ~p)
](
1± 6p
m
)
, (5.155)
where
paS±a (x, ~p) ≡ 0 . (5.156)
Indeed, this condition makes f± bar-hermitian and it also implies that the (1± 6p/m) factor
in (5.155) can be put on either side of the square bracket, thus satisfying both of the last
two equations in (5.150). That this is the general solution is then due to the fact that I±
and S±a have four independent components, for each sign, just like the original matrices f
±
ss′ .
The inverse relation is then simply
I± ≡ Tr f± , S±a ≡ Tr
[
γaγ
5f±
]
. (5.157)
Since Tr f± ≡ f±ss, the I± are the total number density in phase space of particles and anti-
particles, respectively, while the space-like pseudo-vectors S±a correspond to the intrinsic
spin direction when the fermion fluid is polarized (or in this case “magnetized”). Indeed,
Tr
[
γaγ5f±
]
is the statistical analogue of the spin pseudo-current of the Dirac field given in
Eq. (3.77). In terms of these variables, the BUU equation (5.153) reads
LI± = TrC± , LS±a = Tr
[
γaγ
5C±
]
, (5.158)
where in the latter L is the Liouville operator acting on Lorentz vectors (3.157). As in the
case of the photon distribution, here too both sides are consistently normal to pa, because
the latter commutes with L.
5.9 Intrinsic moment sources
Until now we have considered only one way in which the matter distribution fss′(x, ~p) affects
the space-time fields eaµ(x) and Aµ(x) − through the total number of particles in phase
space. Indeed, in both the energy momentum tensor T ab and the electric current Ja it is the
trace of each block of fss′ that is involved (the I components in the language of the previous
section) and this is nothing but the statistical expectation value of the QFT number operators
N~p,s := a
†
~p,sa~p,s. For example, a Dirac particle of mass m and charge q corresponds to the
following sources for the space-time fields
T ab(x) =
∫
d3p
(2π)3Ep
papbI(x, ~p) , Ja(x) = q
∫
d3p
(2π)3Ep
paI(x, ~p) . (5.159)
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The question therefore arises of whether, and if so how, the polarization components affect
the space-time fields as well. To get some intuition about this issue, note that in the case of
electromagnetism, the above current will generate both electric and magnetic fields. However,
the latter will only be due to the motion of the total charge, not to the intrinsic magnetic
moment that comes from spin, and which lies in Sa, not I.
In the examples we considered, we saw that the polarization components arise as Lorentz
tensors V , Sa, P ab, which means that they should be treated as “intrinsic” (unresolved)
multipole moments from the viewpoint of the space-time fields. We must therefore look for
effective couplings of the space-time fields to such moments at the action level in order to
derive the corresponding contributions at the level of the equations of motion. As in any
multipole expansion, these moments couple to derivatives of eaµ and Aµ such as the spin
connection Σabµ , the field strengths Fab and Rabcd and derivatives thereof. Consequently, the
corresponding terms in the sources T ab and Ja come with more space-time derivatives than
the ∼ I contributions of Eq. (5.159). Since we are working with long wave-length modes,
these new terms would therefore appear as “small” corrections to (5.159). However, this
is really the case only if there are no “cancellations” in I. In the case of Tab, the energy
is a positive-definite quantity and therefore all contributions add up constructively. In Ja,
however, the fact that q can have either sign may indeed lead to a total Ja that is many
orders of magnitude smaller that the individual contributions. This is particularly the case
in cosmology, since the universe is electrically neutral on large scales. For this reason, one
could a priori have that the intrinsic magnetization contribution ∼ Sa is of the same order
of magnitude as the ∼ I contribution. This is especially relevant, given that there exist
large scale magnetic fields whose origin still remains a mystery (see for instance [100] and
references therein). Here we will therefore work out the leading order ∼ Sa part of Ja, but
we will ignore the polarization corrections to T ab.
The coupling of interest in the action is eFabM
ab/2, where Mab ≡ −M ba is a magnetic
moment, because this is relativistic generalization of the usual magnetic dipole coupling ~B· ~M ,
with M i := εijkM jk/2. Varying with respect to Aµ, such a term modifies the current of a
Dirac particle as follows
Ja → q
∫
d3p
(2π)3Ep
paI +∇bM ba , (5.160)
which remains conserved thanks to the antisymmetry of Mab. We must next build Mab out
of Sa. To that end, we note that the spin charge is ∼ εabcd pcSd, since Sa is the spin pseudo-
vector and pa selects the “time-component” in phase space. The “spin moment” is therefore
given by
Sab(x) := εabcd
∫
d3p
(2π)3Ep
pcSd(x, ~p) . (5.161)
To obtain a more familiar relation, we can use paS
a(x, ~p) ≡ 0 to find
1
2
εijkSjk(x) =
∫
d3p
(2π)3
[
δij − p
ipj
E2p
]
Sj(x, ~p) ≈
∫
d3p
(2π)3
Si(x, ~p) , (5.162)
where the approximation holds if Si(x, ~p) is supported on non-relativistic momenta p≪ Ep.
The magnetic moment is then given by the standard relation to the angular momentum
Mab :=
gq
2m
Sab , (5.163)
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where g is the “gyromagnetic ratio” (g ≈ 2). Thus, the total source current for the electro-
magnetic field receives a contribution (5.160) for each Dirac particle species.
5.10 Example: the photon-electron-proton fluid
As our particle content here we consider photons (γ), electrons (e) and protons (p), neglect-
ing the internal structure of the latter, thus effectively treating it as a fundamental Dirac
particle. We also focus on typical energies way below the electron mass me ≈ 0.51MeV and
way above the Rydberg energy Ry ≈ 14 eV, so we can neglect positrons, anti-protons and
the hydrogen bound states without spoiling energy-momentum conservation. The matrix
distribution therefore takes the form
f =

 fγ 0 00 fe 0
0 0 fp

 , (5.164)
where the fγ,e,p blocks are 2 × 2 hermitian matrices, since these particles have two spin
states. Since here we only care about the collision term, we will ignore the xµ dependencies
for notational simplicity. We will use the letters k, p and q for the momenta and r, s, t
for the discrete indices of fγ,e,p, respectively. This way we can leave the particle label and
momentum dependence implicit, i.e. recognizing them by the discrete indices
fγ(~k)→ frr′ , fe(~p)→ fss′ , fp(~q)→ ftt′ . (5.165)
We will also need dummy momenta to perform the collision integrals, in which case we will
simply use numbers and reflect the momentum dependence on the discrete indices again, e.g.
frnr′n ≡ frnr′n(~kn) , etc. (5.166)
The on-shell 4-momenta thus obey
kak
a ≡ 0 , papa ≡ −m2e , qaqa ≡ −m2p , (5.167)
and we use
k := |~k| , Ep :=
√
m2e + ~p
2 , Eq :=
√
m2p + ~q
2 . (5.168)
There are no unstable particles, so the interactions are dominated by the 2↔ 2 processes
γ+e→ γ+e , γ+p→ γ+p , e+e→ e+e , p+p→ p+p , e+p→ e+p , (5.169)
and the polarization-dependent BUU equation (5.105) is thus given by
Lfγ = C
e
γ +C
p
γ , (5.170)
Lfe = C
γ
e +C
e
e +C
p
e , (5.171)
Lfp = C
γ
p +C
p
p +C
e
p , (5.172)
where
Ceγ,rr′ :=
1
2
∫
d3k2
(2π)32k2
d3p1
(2π)32Ep1
d3p2
(2π)32Ep2
(2π)4δ(4)(k + p1 − k2 − p2) (5.173)
×
[
fs2s′2fr2r′2f
◦
s′1s1
f◦r′′r′A(γr2 , es2 → γr, es1)A∗(γr′2 , es′2 → γr′′ , es′1)
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− fs1s′1frr′′f
◦
s′2s2
f◦r′2r2
A(γr′ , es1 → γr2 , es2)A∗(γr′′ , es′1 → γr′2 , es′2)
]
,
Cγe,ss′ :=
1
2
∫
d3p2
(2π)32Ep2
d3k1
(2π)32k1
d3k2
(2π)32k2
(2π)4δ(4)(p+ k1 − p2 − k2) (5.174)
×
[
fr2r′2fs2s′2f
◦
r′1r1
f◦s′′s′ A(γr2 , es2 → γr1 , es)A∗(γr′2 , es′2 → γr′1 , es′′)
− fr1r′1fss′′f
◦
r′2r2
f◦s′2s2
A(γr1 , es′ → γr2 , es2)A∗(γr′1 , es′′ → γr′2 , es′2)
]
,
Cee,ss′ :=
1
4
∫
d3p2
(2π)32Ep2
d3p3
(2π)32Ep3
d3p4
(2π)32Ep4
(2π)4δ(4)(p+ p2 − p3 − p4) (5.175)
×
[
fs3s′3fs4s′4f
◦
s′2s2
f◦s′′s′ A(es3 , es4 → es, es2)A∗(es′3 , es′4 → es′′ , es′2)
− fs2s′2fss′′f
◦
s′3s3
f◦s′4s4
A(es′ , es2 → es3 , es4)A∗(es′′ , es′2 → es′3 , es′4)
]
,
Cpe,ss′ :=
1
2
∫
d3p2
(2π)32Ep2
d3q1
(2π)32Eq1
d3q2
(2π)32Eq2
(2π)4δ(4)(p+ q1 − p2 − q2) (5.176)
×
[
ft2t′2fs2s′2f
◦
t′1t1
f◦s′′s′ A(es2 , pt2 → es, pt1)A∗(es′2 , pt′2 → es′′ , pt′1)
− ft1t′1fss′′f
◦
t′2t2
f◦s′2s2
A(es′ , pt1 → es2 , pt2)A∗(es′′ , pt′1 → es′2 , pt′2)
]
,
while Cpγ , C
γ
p , C
p
p and Cep are the same as C
e
γ , C
γ
e , Cee and C
p
e , respectively, but with the
electrons and protons interchanged. We also remind that
f◦rr′ := δrr′ + frr′ , f
◦
ss′ := δss′ − fss′ , f◦tt′ := δtt′ − ftt′ . (5.177)
Invoking the polarization vectors ǫar ≡ ǫar(~k) for photons and the wave-functions us ≡ us(~p)
and ut ≡ ut(~q) for electrons and protons, respectively, that were introduced in subsection
5.8, the involved scattering amplitudes to lowest order read
iA(γr2 , es2 → γr1 , es1) := +
=
i
2
e2ǫr1a ǫ
r2
b u¯s1
[
γa ( 6p1 + 6k1 +me) γb
k1 · p1 −
γb ( 6p2 − 6k1 +me) γa
k1 · p2
]
us2
≡ i
2
e2ǫr1a ǫ
r2
b u¯s1
[
(γa 6k1 − 2pa1) γb
k1 · p1 +
γb (6k1γa + 2pa2)
k1 · p2
]
us2
≡ ie2ǫr1a ǫr2b u¯s1Aab(k1, k2, p1, p2)us2 , (5.178)
iA(es3 , es4 → es1 , es2) := +
= − i
2
e2
[
u¯s1γaus3u¯s2γ
aus4
m2e + p1 · p3
− u¯s1γaus4u¯s2γ
aus3
m2e + p1 · p4
]
, (5.179)
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iA(es2 , pt2 → es1 , pt1) :=
=
i
2
e2
u¯s1γaus2 u¯t1γ
aut2
m2e + p1 · p2
, (5.180)
and similarly for the ones where protons and electrons are interchanged. In each case the
energy-momentum conservation is understood.31 It is also understood that the involved
propagators are the full 2-point functions, so that the masses are the renormalized ones. We
can check the Ward identities, i.e. that replacing ǫar1 → ka1 or ǫbr2 → kb2 or both in Eq. (5.178)
gives zero. The corresponding amplitude is therefore invariant under the transformations
(5.131) and is thus consistently independent of the choice of basis ǫar . We can then use the
Dirac equation (5.147), the identity (3.76) and kaǫ
a
r ≡ 0 to simplify the matrix in Eq. (5.178)
Aab(k1, k2, p1, p2) →
(
pa2
k1 · p2 −
pa1
k1 · p1
)
γb +
1
2
(
1
k1 · p1 +
1
k1 · p2
)(
ηab 6k1 − γakb1
)
− i
2
(
1
k1 · p1 −
1
k1 · p2
)
εabcd k
c
1γ
dγ5 . (5.181)
Now once we plug the amplitudes inside the collision terms, we note that all the wave-
functions ǫar , us and ut consistently contract with the corresponding matrix distributions
fγ,e,p to form the Lorentz-indexed one fab of Eq. (5.127) for the photons and the Dirac-
indexed ones fe,p of Eq. (5.149) for the fermions, with the Dirac indexes kept again implicit.
We can then use Eqs. (5.137) and (5.155) to express the result in terms of the desired
quantities. As a concrete example, consider the creation term of Ceγ,ab(
~k1) := C
e
γ,r1r
′
1
ǫr1a ǫ
r′1
b
∼ ǫar1ǫbr′1fs2s′2fr2r′2f
◦
s′1s1
f◦r′′1 r′1
A(γr2 , es2 → γr1 , es1)A∗(γr′2 , es′2 → γr′′1 , es′1)
= ǫar1ǫ
b
r′1
fs2s′2fr2r′2f
◦
s′1s1
f◦r′′1 r′1
[
ǫcr1ǫ
d
r2u¯s1Acd(k1, k2, p1, p2)us2
] [
ǫer′′1
ǫf
r′2
u¯s′2A¯ef (k1, k2, p1, p2)us′1
]
≡ (ǫar1ǫcr1) (fr2r′2ǫ
d
r2ǫ
f
r′2
) (f◦r′′1 r′1
ǫer′′1
ǫbr′1
)
×Tr
[
Acd(k1, k2, p1, p2) (us2fs2s′2u¯s′2) A¯ef (k1, k2, p1, p2) (us′1f
◦
s′1s1
u¯s1)
]
≡ 4m2eǫaf1 f cd2 f◦,eb1 Tr
[
Afc(k1, k2, p1, p2) fe,2 A¯ed(k1, k2, p1, p2) f
◦
e,1
]
. (5.182)
From there on one uses the gamma matrix trace technology, or the product table of the
basis {1, γa, iγ[aγb], γaγ5, iγ5}. Finally, following subsection 5.8, we can express the BUU
equations in terms of the Lorentz scalars
Iγ := f
a
a , Ie,p := Tr fe,p , V := −iεabfab , (5.183)
and vectors and tensor
Sae,p := Tr
[
γaγ5fe,p
]
, Pab := 2f(ab) − ǫabf cc , (5.184)
31Note also that the Feynman iǫ regularization in the propagators is irrelevant here because the virtual
particles cannot become real (on-shell) in the momentum region of interest.
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keeping our notation convention, e.g.
Ie,n ≡ Ie(~pn) , etc. (5.185)
We then use the identities Eqs. (5.139), (5.140) and (5.141) to simplify the equations. In
practice, it is sometimes also useful to use the following expressions
ǫab = ηab − kalb − lakb , εab = εabcd kcld , (5.186)
where la(~k) satisfies
lal
a ≡ 0 , laka ≡ 1 , laǫar ≡ 0 , laPab ≡ 0 , Lla ≡ 0 , (5.187)
and thus completes the set {ka, ǫa1(~k), ǫa2(~k)} into a normalized “light-light-space-space” basis.
Since the result cannot depend on the choice of ǫar basis, by gauge invariance, it cannot depend
on la either. We can now state the result for the collision terms32
LIγ = C
e
γ + C
p
γ , LV = C˜
e + C˜p , LPab = C
e
ab + C
p
ab , (5.188)
for the photons,
LIe = C
γ
e + C
e
e + C
p
e , LSe,a = C
γ
e,a + C
e
e,a + C
p
e,a , (5.189)
for the electrons and
LIp = C
γ
p + C
e
p + C
p
p , LSp,a = C
γ
p,a + C
e
p,a + C
p
p,a , (5.190)
for the protons, where (to linear order in the polarization variables)
Ceγ(
~k1) := e
4
∫
d3k2
(2π)32k2
d3p1
(2π)32Ep1
d3p2
(2π)32Ep2
(2π)4δ(4) (k1 + p1 − k2 − p2) (5.191)
×
[
ΠγeX − Iγe,2Pab,2Xa2Xb2
]
+O(pol2) ,
C˜e(~k1) := e
4
∫
d3k2
(2π)32k2
d3p1
(2π)32Ep1
d3p2
(2π)32Ep2
(2π)4δ(4) (k1 + p1 − k2 − p2) (5.192)
×
[
Iγe,2V2X˜ − Iγe,1V1X +
(
Ieγ,1Se,1,a − Ieγ,2Se,2,a
)
X˜a1
]
+O(pol2) ,
Ceab(
~k1) := e
4
[∫
d3k2
(2π)32k2
d3p1
(2π)32Ep1
d3p2
(2π)32Ep2
(2π)4δ(4) (k1 + p1 − k2 − p2) (5.193)
×
(
−2ΠγeX1,aX1,b + 2Iγe,2P cd2 XacXbd − Iγe,1P cd1 Xabcd
)]TT
+O(pol2) ,
Cγe (~p1) := e
4
∫
d3p2
(2π)32Ep2
d3k1
(2π)32k1
d3k2
(2π)32k2
(2π)4δ(4) (p1 + k1 − p2 − k2) (5.194)
×
[
ΠγeX + I
γ
e,1Pab,1X
a
1X
b
1 − Iγe,2Pab,2Xa2Xb2
]
+O(pol2) ,
32For these calculations we acknowledge the use of the symbolic tensor computation Mathematica package
xAct [122].
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Cee(~p1) := e
4
∫
d3p2
(2π)32Ep2
d3p3
(2π)32Ep3
d3p4
(2π)32Ep4
(2π)4δ(4) (p1 + p2 − p3 − p4)ΠeeY +O(pol2) ,
(5.195)
Cpe (~p1) := e
4
∫
d3p2
(2π)32Ep2
d3q1
(2π)32q1
d3q2
(2π)32q2
(2π)4δ(4) (p1 + q1 − p2 − q2)ΠepZ +O(pol2) ,
(5.196)
Cγe,a(~p1) := e
4
∫
d3p2
(2π)32Ep2
d3k1
(2π)32k1
d3k2
(2π)32k2
(2π)4δ(4) (p1 + k1 − p2 − k2) (5.197)
×
[
Ieγ,2Se,2,a
˜˜X − Ieγ,1Se,1,aX − Ieγ,2Sbe,2Wab + Iγe,2V2Wa − Iγe,1V1[Wa]k1↔k2,p1,2→−p1,2
]
+O(pol2) ,
Cee,a(~p1) := e
4
∫
d3p2
(2π)32Ep2
d3p3
(2π)32Ep3
d3p4
(2π)32Ep4
(2π)4δ(4) (p1 + p2 − p3 − p4) (5.198)
×
[
Iee,4S
b
e,3Y˜ab + I
e
e,3S
b
e,4[Y˜ab]p3↔p4 − Iee,2Se,1,aY − Iee,1Sbe,2Yab
]
+O(pol2) ,
Cpe,a(~p1) := e
4
∫
d3p2
(2π)32Ep2
d3q1
(2π)32q1
d3q2
(2π)32q2
(2π)4δ(4) (p1 + q1 − p2 − q2) (5.199)
×
[(
Iep,2Se,2,a − Iep,1Se,1,a
)
Z +
(
Ipe,2Sp,2,a − Ipe,1Sp,1,a
)
Z˜ + Iep,2S
b
e,2Zab − Ipe,1Sbp,1Z˜ab
]
+O(pol2) ,
and where we have defined the following dimensionless combinations
Ieγ,1 := Iγ,1
(
1 +
1
2
Iγ,2
)
− 1
2
Ie,2 (Iγ,1 − Iγ,2) , (5.200)
Ieγ,2 := Iγ,2
(
1 +
1
2
Iγ,1
)
− 1
2
Ie,1 (Iγ,2 − Iγ,1) , (5.201)
Iγe,1 := Ie,1
(
1− 1
2
Ie,2
)
+
1
2
Iγ,2 (Ie,1 − Ie,2) , (5.202)
Iγe,2 := Ie,2
(
1− 1
2
Ie,1
)
+
1
2
Iγ,1 (Ie,2 − Ie,1) , (5.203)
Iee,1 := Ie,1 −
1
2
(Ie,1Ie,3 + Ie,1Ie,4 − Ie,3Ie,4) , (5.204)
Iee,2 := Ie,2 −
1
2
(Ie,2Ie,3 + Ie,2Ie,4 − Ie,3Ie,4) , (5.205)
Iee,3 := Ie,3 −
1
2
(Ie,3Ie,1 + Ie,3Ie,2 − Ie,1Ie,2) , (5.206)
Iee,4 := Ie,4 −
1
2
(Ie,4Ie,1 + Ie,4Ie,2 − Ie,1Ie,2) , (5.207)
Ipe,1 := Ie,1
(
1− 1
2
Ie,2
)
− 1
2
Ip,2 (Ie,1 − Ie,2) , (5.208)
Ipe,2 := Ie,2
(
1− 1
2
Ie,1
)
− 1
2
Ip,1 (Ie,2 − Ie,1) , (5.209)
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Iep,1 := Ip,1
(
1− 1
2
Ip,2
)
− 1
2
Ie,2 (Ip,1 − Ip,2) , (5.210)
Iep,2 := Ip,2
(
1− 1
2
Ip,1
)
− 1
2
Ie,1 (Ip,2 − Ip,1) , (5.211)
Πγe := Iγ,2Ie,2 − Iγ,1Ie,1 + 1
2
[Ie,1Ie,2 (Iγ,1 − Iγ,2)− Iγ,1Iγ,2 (Ie,1 − Ie,2)] , (5.212)
Πee := Ie,3Ie,4 − Ie,1Ie,2 + 1
2
[Ie,1Ie,3 (Ie,2 − Ie,4) + Ie,2Ie,4 (Ie,1 − Ie,3)] , (5.213)
Πep := Ie,2Ip,2 − Ie,1Ip,1 + 1
2
[Ie,1Ie,2 (Ip,1 − Ip,2) + Ip,1Ip,2 (Ie,1 − Ie,2)] , (5.214)
A :=
k1 · p1
k1 · p2 +
k1 · p2
k1 · p1 , (5.215)
B := 1−m2e
(
1
k1 · p1 −
1
k1 · p2
)
, (5.216)
X := A+B2 − 1 , (5.217)
X˜ := AB , (5.218)
˜˜X := 1 +B2 , (5.219)
Xa1 := me
(
pa1
k1 · p1 −
pa2
k1 · p2
)
, (5.220)
Xa2 := me
(
pa1
k1 · p2 −
pa2
k1 · p1
)
, (5.221)
X˜a1 :=
1−B
me
[Bka1 + k
a
2 ] , (5.222)
X˜a2 :=
1−B
me
[Bka2 + k
a
1 ] , (5.223)
˜˜Xa :=
1−B
me
pa1 +
me
k1 · p1 k
a
1 , (5.224)
Xab := ηab − p
a
1p
b
2
k1 · p1 +
pa2p
b
1
k1 · p2 , (5.225)
Xabcd := Aηacηbd − ηacXb1Xd1 − ηbcXa1Xd1 , (5.226)
Y :=
(
1 +
t
u
+
u
t
)2
+ 4m2e
(
t
u2
+
u
t2
)
+ 4m4e
(
1
t2
+
1
u2
− 1
tu
)
, (5.227)
Y ab := ηab + 2
(
pa3p
b
4
t
+
pa4p
b
3
u
)
+ 2m2e
(
pa1 − pa3
t
+
pa1 − pa4
u
)(
pb4
t
+
pb3
u
)
− 4
(
m2eη
ab + pa1p
b
1
)(1
t
+
1
u
+
m2e
tu
)
, (5.228)
Y˜ ab :=
[(
1 +
u
t
)2
+
4m2e
t
(
u
t
− t
u
)
+
4m4e
t
(
1
t
− 1
u
)]
ηab +
2u
t2
(
pa3p
b
4 − 2p[a1 pb]4
)
− 2
t
[
2 (pa1 − pa4) pb1 + (pa1 − pa3 + pa4) pb4
]
+
2
u
[
pa4
(
pb1 − pb4
)
− 2pa1pb1
]
+2m2e
[
1
t2
[
(pa1 − pa3) pb1 − 4p[a1 pb]4 + 2pa3pb4
]
+
1
u2
(pa1 − pa4)
(
pb1 − pb4
)
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− 1
tu
[
2pa1p
b
1 + p
a
3
(
pb1 − pb4
)
+ 2p
[a
1 p
b]
4
]]
, (5.229)
Z := 1 +
m2p +m
2
e + 2p1 · q2
m2e + p1 · p2
+
2(p1 · q2)2
(m2e + p1 · p2)2
, (5.230)
Z˜ :=
2mpme
m2e + p1 · p2
, (5.231)
Zab :=
pa1p
b
1 + 2q
a
2q
b
1
m2e + p1 · p2
+
m2p
(
pa1 − pb2
)
pb1 + 2
[
(pa1 − pa2) qb2 − qa2pb1
]
p1 · p2
(m2e + p1 · p2)2
, (5.232)
Z˜ab :=
mpp
a
1q
b
2
me (m2e + p1 · p2)
+
mpme (p
a
1 − pa2) qb2
(m2e + p1 · p2)2
, (5.233)
W a := m3e
(
1
k1 · p1 −
1
k1 · p2
)2
ka2 −me
(
1
k1 · p1 −
1
k1 · p2
)
(pa2 + 2k
a
1) (5.234)
+
[
me
k1 · p1
(
k1 · p2
k1 · p1 − 1
)
+
1
me
(
k1 · p1
k1 · p2 −
k1 · p2
k1 · p1
)]
pa1 , (5.235)
W ab :=
1−B
m2e
[
ka1k
b
1 +Bp
a
1p
b
1
]
+ (1 +B)
[
ka1p
b
1
k1 · p1 −
(pa1 − pa2) kb1
k1 · p2
]
,
we have made use of the Mandelstam variables
t := (p1 − p3)2 ≡ −2
(
m2e + p1 · p3
)
, u := (p1 − p4)2 ≡ −2
(
m2e + p1 · p4
)
, (5.236)
in the e + e → e + e case and again the remaining terms can be obtained by interchanging
electrons and protons. The “TT” superscript in Eq. (5.193) stands for “transverse-traceless
part”
XTTab := Xab −
1
2
ǫabX
c
c , (5.237)
so the right-hand side expression is consistently transverse with respect to ka1 . Similarly,
we also check that the integrands of (5.197), (5.198) and (5.199) are consistently transverse
with respect to pa1. As mentioned at the end of subsection 5.5, the integrands of the collision
matrices are not necessarily hermitian, only their integrals are, which for the real variables
employed here translates into imaginary contributions. For instance, C˜e contains an imagi-
nary term of the form
C˜e ⊃ iP˜ab,1
∫
d3k2
(2π)32k2
d3p1
(2π)32Ep1
d3p2
(2π)32Ep2
Kab(~k1, ~k2, ~p1, ~p2) . (5.238)
To see that this is zero, we note that, whatever the Kab function, the result of the inte-
gral must be a tensor distribution by Lorentz invariance. Consequently, given the available
dependencies, the integral can only be of the form∫
d3k2
(2π)32k2
d3p1
(2π)32Ep1
d3p2
(2π)32Ep2
Kab(~k1, ~k2, ~p1, ~p2) = f1(k1) η
ab + f2(k1) k
a
1k
b
1 + f3(k1) ǫ
ab
1 ,
(5.239)
for some “form factors” f1,2,3, which depend on the precise K
ab function. Contracting this
quantity with P˜ab,1 then gives trivially zero. Such simplifications occur with the spin polar-
izations Sae,p as well and in real contributions to the collision terms too.
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To conclude this example, observe that, as anticipated in section 2.2, the matrix elements
entering the above collision terms, e.g. X,Xa1,2,X
ab, etc., are explicitly independent of xµ, i.e.
they solely depend on the momenta ka, pa and qa. Importantly, this is true for all observer
families eµa(x), because the S-matrix is Lorentz invariant, so the xµ-dependence of LLTs is
irrelevant. Note that the amplitudes (5.178), (5.179) and (5.180) do depend on xµ, but only
because of the wave-functions ǫar , us and ut. The latter must depend on x
µ, because they must
transform as vector distributions under LLTs for our equations to be covariant. Therefore, by
expressing the Boltzmann matrix distribution f through Lorentz tensor distributions using
the wave-functions, we precisely cancel out all occurrences of the latter in the BUU equation
and the resulting tensor amplitudes are then explicitly xµ-independent. Remember also that
for this last step to be possible we need the wave-functions to commute with L, so they must
be Liouville-transported.
5.11 Cosmic microwave background observables
We can now consider the observables corresponding to the CMB photons. The quantity of
interest is the photon distribution matrix at the observer position
fˆab(~k) := fab(xˆ, ~k) , (5.240)
in which case ~k and the ab indices are with respect to the actual observer frame eˆa, by
construction. In practice, however, what one really measures is not directly fˆab, but rather
the intensity matrix distribution at the observer position Iˆab,cd(~k), which is defined as follows.
First one considers the complexified (microscopic) electromagnetic field operator
Aa(X) =
∑
r=1,2
∫
d3k
(2π)3
√
2k
a~k,r ǫ
r
a(
~k) eikbX
b
, (5.241)
i.e. the operator given in Eq. (5.123) before taking the real part. The implicit definition of
the (covariant) intensity matrix at Pˆ being
〈: Fab(X)F †cd(X) :〉ρ(xˆ) ≡
∫
d3k
(2π)32k
Iˆab,cd(~k) , (5.242)
where Fab(X) is the field strength (5.134), we find
Iˆab,cd(~k) ≡ kakcfˆbd(~k)− kakdfˆbc(~k)− kbkcfˆad(~k) + kbkdfˆac(~k) , (5.243)
where the 4-momenta here are null kak
a ≡ 0. Let us next observe that, for a phase space
distribution evaluated at the observer position Pˆ , the ~k parameters play exactly the same
role as ωˆ and nˆi in the case of the geodesic associated with localized sources, i.e. they
parametrize the subspace of T
Pˆ
M with respect to the spatial frame eˆi. We can therefore
decompose the above ~k-dependencies into the norm ωˆ := k and direction nˆ := ~k/k and we
subsequently express the latter using the standard angular parameterization of Eq. (4.35).
More generally, we can make use of the geometrical machinery developed in section 4 to
describe the observer sky. First, note that what is observed in practice is the two-point
function of the complexified electric field operator tangent to the observer sky
IˆAB(ϑ, ωˆ) := kˆ
a
Akˆ
b
B Iˆ0a,0b(
~k) ≡ ωˆ2kˆaAkˆbB fˆab(~k) ≡ ωˆ2nˆiA(ϑ) nˆjB(ϑ) fˆij(~k) , (5.244)
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where we have used Eqs. (4.83), (4.101) and (5.128). Thus, we basically observe the projec-
tion of the photon distribution fab on the observed sky, up to a ωˆ
2 factor. From the third
expression in the series of equalities (5.244), we infer that the transformation rule under LLTs
of this hermitian 2× 2 matrix is
˜ˆ
IAB(ϑ˜, ˜ˆω) = Λˆ
2
‖(ϑ)R
C
A (ϑ)R
D
B (ϑ) IˆCD(ϑ, ωˆ) , (5.245)
with RAB being the LLT-compensating Sachs rotations (see again section 4) and the Λˆ2‖ factor
being due to the presence of the ωˆ2 one in Eq. (5.244). These are now clearly the components
of a tensor field on the spectral observer sky Sspec in the Sachs dyad basis. Expressing fab in
terms of I, V and Pab through Eq. (5.137), we then find
IˆAB(ϑ, ωˆ) ≡ 1
2
ωˆ2
[
δAB Iˆ + iεABVˆ + PˆAB
]
(ϑ, ωˆ) , (5.246)
where
PˆAB(ϑ, ωˆ) := kˆ
a
A(ϑ) kˆ
b
B(ϑ) Pˆab(
~k) ≡ nˆiA(ϑ) nˆiB(ϑ) Pˆij(~k) , PˆAA ≡ 0 , PˆAB ≡ PˆBA .
(5.247)
Thus, the dimensionless CMB observables, that are the intensity spectrum map Iˆ(ϑ, ωˆ),
circular polarization spectrum map Vˆ (ϑ, ωˆ) and linear polarization spectrum map Pˆab(ϑ, ωˆ),
are simply related to the phase space fields I(x,~k), V (x,~k) and Pab(x,~k) by evaluation at the
observer position Pˆ and projection on the observer sky for the Pab. The dimensionful (spectral
radiance) observables are then simply obtained by multiplying by ωˆ3. The advantage of the
dimensionless ones is that they transform tensorially on Sspec under LLTs
˜ˆ
I(ϑ˜, ˜ˆω) = Iˆ(ϑ, ωˆ) , (5.248)
˜ˆ
V (ϑ˜, ˜ˆω) = Vˆ (ϑ, ωˆ) , (5.249)
˜ˆ
PAB(ϑ˜, ˜ˆω) = RAC(ϑ)R
B
D(ϑ) Pˆ
CD(ϑ, ωˆ) , (5.250)
while the dimensionful ones have an extra Λˆ3‖(ϑ) factor. One can also express PˆAB in terms
of the Stokes parameters
PˆAB ≡ QˆσAB+ + UˆσAB× , Qˆ :=
1
2
σAB+ PˆAB , Uˆ :=
1
2
σAB× PˆAB , (5.251)
where the σ+,× matrices have been defined in Eq. (4.137). In terms of the complex combi-
nation
Pˆ := Qˆ+ iUˆ , (5.252)
the transformation (5.250) reads
˜ˆ
P (ϑ˜, ˜ˆω) = e2iα(ϑ)Pˆ (ϑ, ωˆ) , (5.253)
where α is the angle in LLT-compensating local rotation RAB(ϑ) (see Eq. (4.49)). Finally,
it is also conventional to express Iˆ in terms of some effective “temperature” distribution Tˆ
through the photon Bose-Einstein distribution
Iˆ(ϑ, ωˆ) ≡ 2
exp
[
ωˆ
Tˆ (ϑ,ωˆ)
]
− 1
, (5.254)
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even though temperature is a macroscopic variable which therefore cannot depend on the
microscopic momenta ~k.
We next decompose these fields in the basis of (spin-weighted) spherical harmonics (see
for instance [97] for a description). In the presence of tensors, such as PˆAB, this construction
involves the covariant derivative on S with respect to the local rotations appearing in (5.250),
so we invoke the spin connection wAB
Aˆ
(ϑ) on that space, i.e. the one for which the dyad SA
Aˆ
(ϑ)
is torsion-free. Given the dimensionality of S, we can write
wAB
Aˆ
≡ εABw
Aˆ
, (5.255)
so the covariant derivative reads
∇
Aˆ
XˆA := ∂
Aˆ
XˆA + w
Aˆ
εACXˆ
C , (5.256)
and we will actually use the Sachs-indexed one ∇A := SAˆA∇Aˆ. With Eq. (4.50) and the
2-dimensional analogue of Eq. (3.32), we then find
w
Aˆ
= −δϕ
Aˆ
cos ϑ , wA := S
Aˆ
AwAˆ = −δ2A cot ϑ . (5.257)
Pay attention to the fact that, under a generic LLT at the observer, the frequency and angles
mix, leading in particular to the rule (4.40) and thus
∇˜A = R BA
[
Λˆ‖∇B + Λˆ0inˆiBωˆ∂ω
]
, (5.258)
where we have used Eqs. (4.51) and (4.93). Therefore, this a covariant derivative only for
fields on S, i.e. with no ωˆ dependence, or only under purely rotational LLTs for fields on
Sspec. In what follows we will work with a real fully symmetric traceless tensor of arbitrary
rank TˆA1...As(ϑ˜,
˜ˆω), thus transforming as the generalization of (5.250) under LLTs
˜ˆ
TA1...As(ϑ˜, ˜ˆω) = RA1B1(ϑ) . . . R
As
Bs
(ϑ) TˆB1...Bs(ϑ, ωˆ) . (5.259)
This way we will be treating the three cases Iˆ, Vˆ and PˆAB simultaneously. In two dimensions
such a tensor has only two independent components and these can be expressed in terms of
two scalars under local rotations: the “electric” and “magnetic” fields33
TˆA1...As ≡ ∇A1...AsEˆ + ε B(A1∇A2...As)BBˆ , ∇A1...As := ∇〈A1 . . .∇As〉 , (5.260)
where 〈. . .〉 denotes full symmetrization and removal of traces. In terms of the complex
operator
DA :=
[
δBA + iε
B
A
]∇B , (5.261)
which satisfies the convenient identities
DAD
A ≡ 0 , [DA,DB ] ≡ 0 , (5.262)
33This expression can be obtained straightforwardly by performing a harmonic decomposition TˆA1...As ≡∑s
k=0∇〈A1...AkhAk+1...As〉, where all the hA1...Ak are totally symmetric, traceless and transverse. In two
dimensions these conditions are more than the number of independent components for hA1...Ak>1 , so these
fields are zero, while the condition ∇Ah
A ≡ 0 implies hA ≡ ǫAB∇Bh˜, thus yielding the form (5.260).
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we obtain a much simpler result
TˆA1...As ≡ TˆCA1...As + c.c. , TˆCA1...As := DA1 . . . DAs
(
Eˆ + iBˆ
)
, (5.263)
as one can show by induction. The full information of the tensor can now be stored in the
first component of the complexified field
Tˆ := TˆC1...1 ≡ Ds1
(
Eˆ + iBˆ
)
. (5.264)
Under LLTs at the observer, Eqs. (5.259) and (5.264) lead to the generalization of Eq.
(5.253), i.e. the helicity s representation of the local rotations on S
˜ˆ
T (ϑ˜, ˜ˆω) = eisα(ϑ)Tˆ (ϑ, ωˆ) . (5.265)
In the case of local boosts, however, the non-trivial transformation of the derivative (5.258)
and the simple result (5.265), imply that the electric and magnetic fields must mix and their
transformation is non-local on Sspec (inverse derivative operators).
Now by decomposing Eˆ and Bˆ in the basis of spherical harmonics Ylm(ϑ) in Eq. (5.264),
we obtain a decomposition of Tˆ in the basis ∼ Ds1Ylm, which are the spin-weighted spherical
harmonics, i.e. the basis for helicity s representations. The orthonormal elements are
sYlm(ϑ) := (−1)s
√
(l − s)!
(l + s)!
×
{
Ds1Ylm(ϑ) if s ≥ 0
D¯−s1 Ylm(ϑ) if s ≤ 0
, (5.266)
and in this context D1 and D¯1 are the “raising” and “lowering” operators, respectively. In
terms of the harmonic components
Tˆlm(ωˆ) :=
∫
dΩ sY
∗
lm(ϑ) Tˆ (ϑ, ωˆ) , (5.267)
Eˆlm(ωˆ) :=
∫
dΩY ∗lm(ϑ) Eˆ(ϑ, ωˆ) , (5.268)
Bˆlm(ωˆ) :=
∫
dΩY ∗lm(ϑ) Bˆ(ϑ, ωˆ) , (5.269)
Eq. (5.264) reads
Tˆlm(ωˆ) ≡
√
(l − s)!
(l + s)!
[
Eˆlm(ωˆ) + iBˆlm(ωˆ)
]
. (5.270)
Using the fact that Eˆ(ϑ, ωˆ) and Bˆ(ϑ, ωˆ) are real
¯ˆ
Elm(ωˆ) ≡ (−1)mEˆl,−m(ωˆ) , ¯ˆBlm(ωˆ) ≡ (−1)mBˆl,−m(ωˆ) , (5.271)
we can now easily obtain them out of Tˆlm(ωˆ)
Eˆlm(ωˆ) ≡ 1
2
√
(l + s)!
(l − s)!
[
Tˆlm + (−1)m ¯ˆTl,−m
]
, (5.272)
Bˆlm(ωˆ) ≡ 1
2i
√
(l + s)!
(l − s)!
[
Tˆlm − (−1)m ¯ˆTl,−m
]
. (5.273)
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Let us finally compute the transformation of Tˆlm under LLTs at the observer for completeness
and compare with the results of [47] as a consistency check. Under a local rotation at the
observer, we have the relation
sYlm(ϑ˜) = e
isα(ϑ)
l∑
m′=−l
D¯lmm′(θˆ) sYlm′(ϑ) , (5.274)
where Dl is the Wigner matrix associated to the Euler angles in εijkθˆ
jk, yielding with Eq.
(5.265) the transformation rule
˜ˆ
Tlm(ωˆ) :=
∫
dΩ˜ sY
∗
lm(ϑ˜)
˜ˆ
T (ϑ˜, ωˆ) =
l∑
m′=−l
D¯lmm′(θˆ)
∫
dΩ sY
∗
lm′(ϑ) Tˆ (ϑ, ωˆ)
≡
l∑
m′=−l
D¯lmm′(θˆ) Tˆlm′(ωˆ) . (5.275)
Under local boosts, however, the transformation is more complicated, even for the scalar
quantities Iˆlm(ωˆ) and Vˆlm(ωˆ). First, we express the map (5.265) in an active form, i.e. in
terms of a unique ωˆ parametrization
˜ˆ
T (ϑ˜, ωˆ) = eisα(ϑ)Tˆ (ϑ, Λˆ−1‖ (ϑ) ωˆ) , (5.276)
because the two frequencies ωˆ and ˜ˆω are related by an angle-dependent factor and here we
are in harmonic space. Since we can rotate at will using Wigner matrices, without loss of
generality, we can focus on the case where the boost is along the i = 3 direction θˆ0i = δi3η.
Moreover, we will work at linear order in η for simplicity. The LLT-induced coordinate
transformation given in Eqs. (4.38) and (4.39) becomes
ϑ˜ = ϑ− η sinϑ+O(η2) , ϕ˜ = ϕ , ˜ˆω = (1 + η cos ϑ) ωˆ +O(η2) . (5.277)
In particular, with this choice of direction we have a diagonal Jacobian matrix, meaning
that there is no compensating local rotation in the transformation of the dyad (4.51), i.e.
α(ϑ) = 0 in (5.276). Thus, expanding to linear order in η we find
˜ˆ
T (ϑ˜, ωˆ) =
[
1− η cos ϑ ωˆ∂ωˆ +O(η2)
]
Tˆ (ϑ, ωˆ) , (5.278)
and
dΩ˜ sY
∗
lm(ϑ˜) = dΩ
[
1− η (2 cos ϑ+ sinϑ∂ϑ) +O(η2)
]
sY
∗
lm(ϑ) . (5.279)
Using the following identities [123]
sinϑ∂ϑ sYlm ≡ l sCl+1,m sYl+1,m + sm
l(l + 1)
sYlm − (l + 1) sClm sYl−1,m , (5.280)
cos ϑ sYlm ≡ sCl+1,m sYl+1,m − sm
l(l + 1)
sYlm + sClm sYl−1,m ,
where
sClm :=
√
(l2 −m2) (l2 − s2)
l2 (4l2 − 1) , (5.281)
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we then obtain the variation
δηTlm(ωˆ) :=
˜ˆ
Tlm(ωˆ)− Tlm(ωˆ)
≡
∫
dΩ˜ sY
∗
lm(ϑ˜)
˜ˆ
T (ϑ˜, ωˆ)−
∫
dΩ sY
∗
lm(ϑ) Tˆ (ϑ, ωˆ) (5.282)
= −η
∫
dΩ
[
sCl+1,m sY
∗
l+1,m(ϑ) (ωˆ∂ωˆ + l + 2)−
sm
l(l + 1)
sY
∗
lm(ϑ) (ωˆ∂ωˆ + 1)
+ sClm sY
∗
l−1,m(ϑ) (ωˆ∂ωˆ − l + 1)
]
Tˆ (ϑ, ωˆ) +O(η2)
≡ −η
[
sCl+1,m (ωˆ∂ωˆ + l + 2) Tˆl+1,m(ωˆ)− sm
l(l + 1)
(ωˆ∂ωˆ + 1) Tˆlm(ωˆ)
+ sClm (ωˆ∂ωˆ − l + 1) Tˆl−1,m(ωˆ)
]
+O(η2) .
Finally, it is straightforward to compute the variation of the total brightness
Tˆlm :=
∫ ∞
0
dωˆ ωˆ3Tˆlm(ωˆ) , (5.283)
by integrating by parts the ∼ ∂ωˆ terms
δηTˆlm = −η
[
2Cl+1,m (l − 2) Tˆl+1,m + 3sm
l(l + 1)
Tˆlm − 2Clm (l + 3) Tˆl−1,m
]
+O(η2) , (5.284)
which is in agreement with [47].
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A Observer frames are orthonormal
Consider an observer with 4-velocity uˆ performing measurements in an infinitesimal neigh-
borhood Iˆ of her position Pˆ . She uses a local coordinate system xµ to parametrize Iˆ and
therefore the basis ∂µ to decompose tensors at Pˆ . In particular, she parametrizes evolution
with her proper time, meaning that the norm of the time-coordinate intervals dt ≡ dx0 is
unity
gˆ−1 (dt,dt) ≡ gˆtt = −1 . (A.1)
Secondly, she parametrizes the measuring apparatus with spatial coordinates xα, where α ∈
{x, y, z}, and associates a physical distance to some interval dxα using the Euclidean scalar
product
gˆ−1
(
dxα,dxβ
)
≡ gˆαβ = δαβ . (A.2)
Finally, she is at rest with respect to these coordinates uˆα = 0 and, since t is her proper
time, we have
uˆµ = δµt . (A.3)
Now conditions (A.1) and (A.2) on the inverse metric at Pˆ imply for the metric
gˆtt = − 1
1 + gˆtαgˆtα
, gˆtα =
gˆtα
1 + gˆtβ gˆtβ
, gˆαβ = δαβ − gˆ
tαgˆtβ
1 + gˆtγ gˆtγ
. (A.4)
On the other hand, condition (A.3) implies
− 1 ≡ gˆ (uˆ, uˆ) = gˆtt , (A.5)
and this leads to gˆtα = 0. We thus have
gˆ (∂µ, ∂ν) ≡ gˆµν = ηµν , uˆ = ∂ˆt , (A.6)
i.e. the ∂µ basis is indeed orthonormal at Pˆ .
B Active and passive diffeomorphisms
The diffeomorphism symmetry of a differentiable manifold comes in two distinct manifesta-
tions, differing both at the conceptual and practical levels. Here we consider the space-time
manifold M as our working example, but everything we discuss in this section is applicable
in general.
Let us consider a tensor field T on M, which we can express in a coordinate-induced
basis through a set of functions T ν1...νnµ1...µm(x)
T (x) = T ν1...νnµ1...µm(x) ∂ν1 ⊗ · · · ⊗ ∂νn ⊗ dxµ1 ⊗ · · · ⊗ dxµm . (B.1)
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The first manifestation of the diffeomorphism group are coordinate transformations, i.e. ex-
pressing the xµ coordinates in terms of new ones x˜µ
xµ = ϕµ(x˜) , (B.2)
through some diffeomorphism ϕ. In that instance, the coordinate-independent expression of
the tensor is invariant, by definition,
T → T , (B.3)
so the transformation of the elementary bases
∂µ =
∂x˜µ
∂xν
∂˜ν , dx
µ =
∂xµ
∂x˜ν
dx˜ν , (B.4)
implies the following transformation of the components
T˜ ν1...νnµ1...µm(x˜) =
∂x˜ν1
∂xσ1
(x) . . .
∂x˜νn
∂xσn
(x)
∂xρ1
∂x˜µ1
(x˜(x)) . . .
∂xρm
∂x˜µm
(x˜(x))T σ1...σnρ1...ρm (x) . (B.5)
Note that here both sides correspond to the same point P ∈ M, which has coordinates x˜µ in
the new system (lhs) and xµ is the old one (rhs). Another perspective, however, is to interpret
xµ and x˜µ as the coordinates of two different points P, P˜ ∈ M in a single coordinate system.
From this viewpoint, expressing equation (B.5) at the same point on both sides would mean
expressing it as the same coordinate, say x˜µ,
T˜ ν1...νnµ1...µm(x˜) =
∂x˜ν1
∂ϕσ1
(ϕ(x˜)) . . .
∂x˜νn
∂ϕσn
(ϕ(x˜))
∂ϕρ1
∂x˜µ1
(x˜) . . .
∂ϕρm
∂x˜µm
(x˜)T σ1...σnρ1...ρm (ϕ(x˜)) . (B.6)
The reason we chose to express (B.6) in terms of ϕµ(x˜), instead of xµ(x˜) as in (B.5), is to
stress that this is not a coordinate transformation. There is only a single coordinate system
x˜µ and we are transforming the tensor T using some function ϕµ(x˜). Another way to see this
is by noting that (B.6) takes the form of some operator acting on T
T → T˜ = ϕ∗(T ) , (B.7)
i.e. we do modify the configuration, contrary to the coordinate transformation case (B.3)
which is only a reparametrization of the same configuration. From (B.6) we see that the ϕ∗
operator is the generalization of the composition operation to the tensor case
ϕ∗(T ) ≡ T ◦ ϕ , (B.8)
i.e. now it also mixes the tensor indices with the Jacobian of ϕ(x˜), and it is known as the
“pull-back” operation induced by the ϕ map.
To get more insight into the ϕ∗ operator, we first consider the inverse map x˜ = ϕ
−1(x)
and express it as a one-parameter family of diffeomorphisms ϕ−1s generated by some vector
field ξµ
ϕ−10 ≡ id , ϕ−11 ≡ ϕ−1 , ∂sϕ−1s
∣∣
s=0
≡ ξ , (B.9)
so one reaches the new point P˜ from the old one P by flowing along an integral line of ξ for
a unit s-time. In particular, the solution takes the form
ϕµ(x˜) = x˜µ − ξµ(x˜) +O(ξ2) . (B.10)
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With this and (B.6) we can now compute the variation induced by ϕ∗ to linear order in ξ
µ
δT ν1...νnµ1...µm := [ϕ∗(T )]
ν1...νn
µ1...µm
− T ν1...νnµ1...µm
= −ξρ∂ρT ν1...νnµ1...µm +
n∑
k=1
T
ν1...νk−1ρνk+1...νn
µ1...µm ∂ρξ
νk −
m∑
k=1
T ν1...νnµ1...µk−1ρµk+1...µm∂µkξ
ρ +O(ξ2)
≡ −LξT ν1...νnµ1...µm +O(ξ2) , (B.11)
where Lξ is the Lie derivative with respect to ξµ. Since Lξ is a covariant operator under
coordinate transformations, this variation can be expressed independently of the choice of
coordinate system
δT := T˜ − T = −LξT +O(ξ2) . (B.12)
The operators Lξ thus appear as the generators of the pull-back operation. They form an
infinite-dimensional Lie algebra [Lξ,Lξ′] ≡ L(Lξξ′) , (B.13)
and obey a Jacobi identity[Lξ, [Lξ′ ,Lξ′′]]+ [Lξ′ , [Lξ′′ ,Lξ]]+ [Lξ′′ , [Lξ,Lξ′]] ≡ 0 . (B.14)
These properties imply that the pull-back transformation is nothing but the exponential map
of the generator34
ϕ∗(T ) = e
−LξT . (B.15)
In this form we obtain a generalization of the Taylor expansion in the generally-covariant
context. For instance, for constant ξµ in some coordinate system we retrieve the translations
of field theory in flat space-time, where the generators are Lξ = ξµ∂µ
f(x− ξ) = e−ξµ∂µf(x) , ξµ = constant . (B.16)
In general ξµ is an arbitrary vector field and, depending on its shape, it can generate trans-
lations, rotations, etc., so (B.6) corresponds to translating T along the integral lines of ξµ.
In conclusion, on the one hand we have coordinate transformations, while on the other
hand we have pull-back transformations of tensor fields. In the former case, the coordinate-
independent expression of the tensor T is invariant, by definition, i.e. we do not change the
configuration, only the way it is parametrized (B.5), hence the name “passive” diffeomor-
phism. In the latter case, the tensor field T is genuinely transformed (B.7), hence the name
“active” diffeomorphism. The latter are therefore the “true” transformations since they do
modify the physical configuration and can be defined without requiring a coordinate system.
Nevertheless, these two transformations are different manifestations of the same symme-
try, since they are derived from the same relation (B.5) through two different interpretations.
In particular, if an equation is invariant under passive diffeomorphisms, it is also invariant
under the active ones, and vice-versa. Therefore, for questions of covariance, the distinction
is irrelevant. In contrast, one of the cases where the distinction between the two transforma-
tions is relevant are the transformation properties of integrals over M. So let us consider, as
an example, a four-dimensional submanifold U ⊂M and the integral of some scalar density
of weight one L over U
SU :=
∫
U
d4xL(x) . (B.17)
34Of course, this description holds only for the diffeomorphisms that are connected to the identity.
– 101 –
Under a passive diffeomorphism this quantity is invariant
S˜U =
∫
U
d4x˜ L˜(x˜) =
∫
U
(
d4x det
∂x˜
∂x
)(
L(x) det
∂x
∂x˜
)
≡
∫
U
d4xL(x) ≡ SU . (B.18)
In the active case, however, this quantity varies by a boundary term. Indeed, under an active
diffeomorphism generated by ξµ, we can write (B.6) as
δξT = −Lξ [T +O(ξ)] , (B.19)
which for a scalar density of weight one gives a total derivative
δξL = −Lξ [L+O(ξ)] ≡ −ξµ∂µ [L+O(ξ)]− [L+O(ξ)] ∂µξµ ≡ −∂µ [ξµ [L+O(ξ)]] . (B.20)
Thus,
δξSU = −
∫
U
d4x ∂µ [ξ
µ [L+O(ξ)]] = −
∫
∂U
[L+O(ξ)] ξµd3µx , (B.21)
where
d3µx :=
1
3!
εµνρσ dx
ν ∧ dxρ ∧ dxσ . (B.22)
The fact that the variation depends on the values of L at the boundary ∂U , and is non-zero
only when ξµ has a normal component to it, clearly shows that the field L has been translated
on M along ξ and thus went through the boundary of U . In conclusion, it is important to
know which type of diffeomorphism is being used when integrals are involved.
C Compact matrix formulation of the generalized BUU equation
Let us define the tensor products of matrices
f(x, ~p1, . . . , ~pn) := f(x, ~p1)⊗ · · · ⊗ f(x, ~pn) , (C.1)
f◦(x, ~p1, . . . , ~pn) := f◦(x, ~p1)⊗ · · · ⊗ f◦(x, ~pn) , (C.2)
whose index structure is set as follows
fs1,...sn;s′1,...,s′n(x, ~p1, . . . , ~pn) ≡ fs1s′1(x, ~p1) . . . fsns′n(x, ~pn) . (C.3)
and also the notation
[Ac]s1,...sn;r1,...,rm(~p1, . . . , ~pn; ~q1, . . . , ~qm) := Ac(~q1, r1, . . . , ~qm, rm → ~p1, s1, . . . , ~pn, sn) , (C.4)
[A†c]s1,...sn;r1,...,rm(~p1, . . . , ~pn; ~q1, . . . , ~qm) := A∗c(~p1, s1, . . . , ~pn, sn → ~q1, r1, . . . , ~qm, rm) . (C.5)
The latter is natural, because the “in” states appear as kets in Ac, and therefore on its “right
side”, whereas the “out” states appear as bras on the left. The situation is reversed for A∗c
because complex conjugation interchanges kets and bras.
Considering the sets of indices on each side of the semi-column as a generalized index,
we have that f and Ac appear as matrices in these generalized indices. We can therefore
define the matrix product notation
[Ac(~p1, . . . , ~pn; ~q1, . . . , ~qm)f(x, ~q1, . . . , ~qm)]s1,...sn;r′1,...r′m
:= [Ac]s1,...,sn;r1,...rm(~p1, . . . , ~pn; ~q1, . . . , ~qm) fr1,...,rm;r′1,...,r′m(x, ~q1, . . . , ~qm) . (C.6)
– 102 –
With these conventions the creation and annihilation terms in Eqs. (5.102) and (5.103) now
simply read
C+(x, ~p) ≡ 1
2
∞∑
n,m=0
1
n!m!
(C.7)
×
∫ ( n∏
k=1
d3pk
(2π)32Epk ,sk
m∏
l=1
d3ql
(2π)32Eql,rl
)
(2π)4δ(4)
(
p+
n∑
k=1
pk −
m∑
l=1
ql
)
×Tr+
[
Ac(~p1, . . . , ~pn, ~p; ~q1, . . . , ~qm)f(x, ~q1, . . . , ~qm)
×A†c(~q1, . . . , ~qm; ~p1, . . . , ~pn, ~p)f◦(x, ~p1, . . . , ~pn, ~p)
]
+F+(x, ~p) ,
and
C−(x, ~p) ≡ 1
2
∞∑
n,m=0
1
n!m!
(C.8)
×
∫ ( n∏
k=1
d3pk
(2π)32Epk ,sk
m∏
l=1
d3ql
(2π)32Eql,rl
)
(2π)4δ(4)
(
p+
n∑
k=1
pk −
m∑
l=1
ql
)
×Tr−
[
f(x, ~p, ~p1, . . . , ~pn)A
†
c(~p, ~p1, . . . , ~pn; ~q1, . . . , ~qm)
×f◦(x, ~q1, . . . , ~qm)Ac(~q1, . . . , ~qm; ~p, ~p1, . . . , ~pn)]
+F−(x, ~p) .
where Tr± is the trace over all indices but the last/first pair, e.g.
[Tr+ f(x, ~p1, . . . , ~pn)]sns′n := fs1,...,sn−1,sn;s1,...,sn−1,s′n(x, ~p1, . . . , ~pn) , (C.9)
[Tr− f(x, ~p1, . . . , ~pn)]s1s′1 := fs1,s2...,sn;s′1,s2...,sn(x, ~p1, . . . , ~pn) . (C.10)
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