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Abstract
The aim of this thesis is to gain a fundamental insight to different aspects of hetero-
geneous catalysis by developing theoretical models of catalytic processes, and applying
them to describe real systems. The first considered aspect is the structure of the catalyst.
Solid catalysts typically consist of small nanometer sized particles. A method to calcu-
late detailed structural information of crystalline nano-particles has been developed and
applied to Ruthenium particles in the diameter range from 2 nm to 5 nm. The detailed
structural information is important in relation to the catalytic properties of the particles,
since many catalytic reactions are known to be highly structure sensitive. The ammonia
synthesis activity of the Ruthenium particles is investigated and the optimal particle size
is found to be 3 nm in diameter. The second considered aspect of heterogeneous catalysis
is that of hot electron mediated chemical processes at surfaces, where a hot electron is an
electron with an energy above the Fermi level. This is approached in two different ways.
The first approach is based on potential energy surfaces, which are used to estimate the
coupling between the hot electrons and the vibrational modes of molecules at the surface.
The method is applied to different diatomic molecules adsorbed on transition metal sur-
faces, and it is seen to qualitatively reproduce experimentally observed relations between
electron flux and desorption rates. The second approach is to apply time-dependent den-
sity functional theory to model hot electrons colliding with molecular resonances. This
approach is seen provide supplementary information on the resonances.
v

Resume´
Ma˚let med denne afhandling er at opn˚a fundamental indsigt i forskellige aspekter af het-
erogen katalyse ved at udvikle teoretiske modeller af katalytiske processer, og anvende
dem i beskrivelsen af virkelige systemer. Det første aspekt, som betragtes, er strukturen
af en katalysator. Katalysatorer p˚a fast form best˚ar typisk af sm˚a partikler i nanometer
størrelse. En metode til at beregne detaljeret information om strukturen af krystalliske
nano-partikler er blevet udviklet og anvendt p˚a ruthen partikler med en diameter mellem
2 nm og 5 nm. Den detaljerede information om strukturen er vigtig med hensyn til
de katalytiske egenskaber af partiklerne, da mange katalytiske reaktioner vides at være
yderst følsomme overfor strukturen. Ruthen-partiklernes aktivitet i ammoniak-syntesen
undersøges og en diameter p˚a 3 nm findes at være den optimale størrelse. Det andet
aspekt af heterogen katalyse, som betragtes, er kemiske processer ved overflader, som
fremmes af varme elektroner. En varm elektron er en elektron med en energi, der ligger
over Fermi-niveauet. Dette anskues p˚a to forskellige ma˚der. Den første tilgang baserer sig
p˚a potentiel energi-overflader, som anvendes til at estimere koblingen mellem de varme
elektroner og de vibrationelle tilstande i et molekyle ved overfladen. Metoden anvendes
p˚a forskellige diatomige molekyler ved overflader af overgangsmetaller, og den ses kvalita-
tivt at reproducere eksperimentelt observerede sammenhænge mellem elektron-fluksen og
desorptions-raten. Den anden tilgang er at anvende tidsafhængig tæthedsfunktional-teori
til at modellere kollisioner mellem varme elektroner og molekylære resonanser. Denne
tilgang ses at give supplerende information om resonanserne.
vii
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Chapter 1
Introduction
The topic of this thesis is within the field of heterogeneous catalysis. A catalyst is a
substance, which changes the kinetics of a chemical reaction, ie. the speed at which a
reaction happens, without being consumed by the reaction. The effect of a catalyst can be
illustrated in a simple way as shown on Fig. 1.1. Without the catalyst the energy barrier
between the reactants and the products is very high, which results in a low rate of forming
products. The effect of the catalyst is to lower this barrier, such that rate increases. As
the rate typically depends exponentially on the energy barrier this increase in rate can be
enormous. In the case of heterogeneous catalysis the reacting species and the catalyst are
on different forms. This work only considers the situation of a solid catalyst and reactants
and products on gas form.
Heterogeneous catalysis plays an important role in todays modern society. Some of the
most important applications are in the fuel production, fertilizer production and in the
cleaning of car and factory exhaust. These very large scale applications means that the
interest for optimizing and developing new and better catalysts is huge, since the potential
economic consequences are enormous.
This thesis deals with two different aspects of catalyst optimization on the very basic
level. The first part has to do with how large a part of the catalyst that effectively lowers
the barrier of the reaction, ie. how large a part of the catalyst actually contributes to the
catalytic activity. I introduce this part in Sec. 1.1. The second part considers a more
direct and controlled way of getting the reactants to pass the barrier. This is the field of
hot electron induced chemistry, which I will introduce in Sec. 1.2.
1.1 The structure of nanoparticles
The catalytic reactions on a solid catalyst occurs on the surface of the catalyst, so typically
the catalyst material is split into very small (nanometer sized) particles, such that the
surface to volume ratio becomes very high. However, it turns out that the catalytic
activity is not simply proportional to the surface area. Single crystal experiments have
revealed that step sites can have up to 9 orders of magnitude larger activity than flat
surface sites in the splitting of the Nitrogen molecule[23]. Computations have verified
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Figure 1.1: A catalyst lowers the barrier between reactants and products, such that the
reaction rate increases.
these observations[73]. Obviously the total activity of a particle will then be completely
dominated by the presence of these highly active sites.
The ability of calculating the catalytic activity of nanoparticles is very desirable, since
this could provide better understanding of the mechanisms, which results in high catalytic
activity. Such an understanding could hopefully be applied to guide experiments in the
attempts of improving catalysts. However, as the catalytic activity is extremely structure
sensitive, such a calculation requires the ability of obtaining detailed structural information
of the particles.
In this thesis I will present a model to obtain detailed structural information of
nanoparticles. This includes the effect of finite number of atoms and a finite tempera-
ture. I will focus on Ruthenium which crystallizes in the hcp structure. However, the
methodology presented here could also be applied on other metals.
1.2 Hot electron femtochemistry at surfaces
Typically a catalyst does not completely remove the barrier between the reactants and
the products. Ordinarily the remaining barrier is passed due the random motion of the
atoms, which will always be present at a finite temperature. However, this random motion
will occur in all directions, ie. one cannot direct the energy towards the desired reaction
path. An increase in temperature will increase the energy present to overcome the barrier
to the products. However, it may also destabilize the catalyst itself.
Hot electron femtochemistry can potentially provide a way of directing energy directly
into the desired motion, such that high catalytic activity at low temperatures and high
selectivity can be achieved. The idea is to send hot electrons (electrons with an energy
above the Fermi energy) toward the intermediate species adsorbed on the surface of the
catalyst. If the energy of the electron fits with the energy of a certain resonance in the
species, the electron may loose some of its energy to certain vibrational modes of the
species. By tuning the energy of the hot electrons it is theoretically possible to partially
control which vibrational modes that get excited, and hence the motion of the species.
The effect has been demonstrated experimentally by Bonn et al,[8] who where able to
form CO2 from CO and O on a Ruthenium (001) surface with the help of hot electrons.
This is normally not possible beause the CO will desorb before the CO2 formation as
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the temperature is raised. The effect is explained by the hot electrons injecting energy
into vibrational modes of the adsorbed O, which means that the barrier to forming CO2
can be overcome at a lower temperature. Many other experiments have also revealed the
capability of hot electrons to cause desorption of molecules adsorbed on a surface[8, 11,
14, 29, 56, 76, 87, 88, 96].
In this thesis I will present an approach to predicting the energy transfer from a
hot electron to vibrational energy in a molecule in a given system. This will include
a calculation of the potential energy surface (PES) of the molecule in its ground state
and of the excited molecule. To the extend it is possible the approach will be compared
to experiments in order to test the validity of the approach. I will also discuss another
approach, where the entire event of a hot electron interacting with an adsorbed molecule
is simulated in real-time. This approach will provide supplementary information, which
will extend the insight on the process.
1.3 Outline of the thesis
Chapter 2 gives an introduction to the density functional methods applied in this work.
This includes ordinary density functional theory (DFT), delta self-consistent field
(∆SCF) and time-dependent density functional theory (TDDFT).
Chapter 3 gives an overview of the developed method of obtaining the structure of in-
dividual nanoparticles. This includes a discussion of the applied approximations.
Chapter 4 describes some of the results obtained regarding the structure of Ruthenium
nanoparticles. This includes an estimation of the optimal particle diameter of Ruthe-
nium with respect to ammonia synthesis activity. Furthermore it includes some
considerations regarding the influence of the substrate and gases on the structure.
Chapter 5 gives an overview of one approach to predicting the energy transfer from hot
electrons to vibrations in an adsorbed molecule. This includes an example of a PES
calculation and the prediction of the rate of hot electron mediated desorption.
Chapter 6 considers a completely different approach to considering the interaction be-
tween hot electrons and a molecular resonance. The approach is based on time
evolution TDDFT calculations on the entire event of a hot electron hitting an ad-
sorbed molecule.
Chapter 7 summarizes the obtained results and conclusions. Furthermore it provides a
few thoughts on some possible future work.

Chapter 2
Theory and methods
In this chapter I will provide a short overview of the density functional methods I have
applied in this work. It covers a broad spectrum of issues and should not be considered a
complete reference. Instead the reader is provided with references a long the way, which
will contain more detailed information.
In the following I will start in Sec. 2.1 by presenting the fundamental electronic
structure problem and show why this cannot be handled directly except in the case of
very small systems. In Sec. 2.2 I then show how the ground state part of the problem
is reformulated and solved within density functional theory (DFT). The simple, but not
fully justified, approach of delta self-consistent field (∆SCF) of handling excited states
is described in Sec. 2.3. This will include an introduction to the extensions to ∆SCF
made during this work, which makes it applicable in relation to molecular resonances near
surfaces. In Sec. 2.4 I will briefly introduce time-dependent density functional theory
(TDDFT), which is an in principle exact approach to describing time-varying electronic
structure problems, including excited state properties. Finally in Sec. 2.5 I will touch upon
some of the different practical approaches to implementing a density functional scheme,
and in Sec. 2.6 I list the calculational parameters applied in the calculations performed
in this work. Throughout the chapter I will apply atomic units, ie. me = ~ = e2 = 1.
2.1 The Schro¨dinger equations
The famous Schro¨dinger equations were discovered in 1926[95], and constitutes the descrip-
tion of all matter. For a system of N electrons the time-dependent Schro¨dinger equation
can be written in the form
i
∂
∂t
Ψ(r, t) = Hˆ(r, t)Ψ(r, t), (2.1)
where r = (r1, r2...rN ) and Ψ(r, t) is the many-particle wave-function, whose absolute
square (|Ψ(r, t)|2) is interpreted as the probability of finding the electrons at the positions
r. Hˆ is the Hamiltonian of the system, which I will return to in a short while.
In Eq. (2.1) only the electrons are considered, ie. the nuclei are treated separately and
their influence on the electronic system is only provided through the Hamiltonian as it
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will soon be obvious. This is by far the most applied approach in electronic structure
calculations. In TDDFT, which I will consider in Sec. 2.4 it is Eq. (2.1) which is
reformulated into a density description.
In the case of a time-independent Hamiltonian the variables in Eq. (2.1) can be
separated and the position-dependent part will take the form of an eigenvalue equation:
Hˆ(r)Ψi(r) = EiΨi(r), (2.2)
where i is an index used to distinguish the different solutions. This is known as the
time-independent Schro¨dinger equation. The ground state (i = 0) part of Eq. 2.2 is
reformulated in DFT as I will explain in Sec. 2.2, whereas the ∆SCF method of Sec. 2.3
tries to estimate the Ei’s of the higher lying states.
For a system of electrons the Hamiltonian, Hˆ of Eqs. (2.1) and (2.2) has the form
Hˆ = Tˆ + Uˆee + Uˆext, (2.3)
where Tˆ is the kinetic energy
Tˆ = −1
2
N∑
i=1
∇2i , (2.4)
Uˆee gives the electron-electron interaction
Uˆee =
∑
i<j
1
|ri − rj | . (2.5)
and Uˆext is the external potential. The ionic potential is treated as an external potential
and if the ions are the only source to an external potential we have that
Uˆext = −
N∑
i=1
Nion∑
j=1
Zj
|ri −Rj | , (2.6)
where Rj is the position and Zje the charge of ion no. j. Nion is the number of ions.
2.1.1 The exponential wall
Before I move on to describing how the Schro¨dinger equations are reformulated in density
functional theory I will motivate this reformulation by illustrating the problem of solving
the Schro¨dinger equations directly. If we consider a system of N electrons and want to
describe the wavefunction with p parameters in each dimension, we find that a total of
M = p3N parameters are needed to contain the many-particle wavefunction. If we have
100 electrons and just use the very relaxed condition of p = 3 we find that M = 33·100 ≈
10143. Obviously this constitutes an exponential wall, which severely limits the number
of electrons it is possible to handle, when one attempts to represent the many-particle
wavefunction directly.
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2.2 Density Functional Theory
In this section I provide a basic introduction to density functional theory (DFT), which
was first put on a formal basis by Hohenberg and Kohn in 1964[54] and later in 1965
Kohn and Sham[67] pioneered a practical approach to applying the theory of Hohenberg
and Kohn. I start in Sec. 2.2.1 by presenting the basic theorem of Hohenberg and Kohn
and then in Sec. 2.2.2 I present the practical approach of Kohn and Sham. Finally in
Sec. 2.2.3 I consider the central issue in DFT, the approximation and evaluation of the
unknown exchange-correlation functional.
2.2.1 The Hohenberg-Kohn theorem
The objective in DFT is to avoid considering the many-particle wavefunction by consider-
ing the ground state density instead. This is made possible by the fundamental theorem of
Hohenberg and Kohn, which states that there is a one-to-one correspondence between the
external potential and the ground-state density for a system with a non-degenerate ground
state.[54] This means that one in principle can derive the ground-state wavefunction from
a given ground-state density, since the external potential uniquely determines the ground-
state wavefunction. The Rayleigh-Ritz variational principle can then be applied to obtain
a new expression for the ground state energy.[9]
E0 = minΨ〈Ψ|Hˆ|Ψ〉 = minΨ〈Ψ|Tˆ + Uˆee + Uˆext|Ψ〉, (2.7)
where Hˆ is the Hamiltonian from Eq. (2.3). By applying the Hohenberg-Kohn theorem
we find that
E0 = minn′(r)〈Ψ[n′(r)]|Tˆ + Uˆee + Uˆext|Ψ[n′(r)]〉
= minn′(r)
[
T [n′(r)] + Uee[n′(r)] + Uext[n′(r)]
]
(2.8)
= minn′(r)E[n
′(r)],
where T [n′(r)] is the kinetic energy of the electrons, Uee[n′(r)] is the electron-electron
interaction energy and Uext[n′(r)] is the external potential energy contribution
Uext[n′(r)] =
∫
vext(r)n′(r)dr. (2.9)
E[n′(r)] is the total energy. The exact form of T [n′(r)] and Uee[n′(r)] is not known, so in
order to make progress Hohenberg and Kohn wrote the total energy operator as follows[54]
E[n′(r)] = THK [n′(r)] + UES [n′(r)] + Uext[n′(r)] + EXC [n′(r)], (2.10)
where THK [n′(r)] is the kinetic energy of non-interacting electrons, UES [n′(r)] the classical
electrostatic energy
UES [n′(r)] =
1
2
∫ ∫
n′(r)n′(r′)
|r− r′| dr
′dr, (2.11)
Uext[n′(r)] is unchanged from before and EXC [n′(r)] is the exchange-correlation energy
functional, which gives all the electron-electron interaction effects not covered by the
classical electrostatic term. The approximation of this is the subject of Sec. 2.2.3.
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2.2.2 Kohn-Sham formulation of DFT
Eventhough the Hohenberg-Kohn theorem enables us to write all ground-state properties
of a system as a functional of the ground-state density it does not provide us with a way of
finding the ground-state density or a way of evaluating properties from this density. Kohn
and Sham made progress on the former by introducing an effective potential, veff (r), such
that they were able to form a set of self-consistent single-particle equations, known as the
Kohn-Sham equations[67] [
−1
2
∇2 + veff (r)− ²i
]
ψi(r) = 0 (2.12)
n(r) =
N∑
i=1
|ψi(r)|2 (2.13)
veff (r) = vext(r) +
∫
n(r′)
|r− r′|dr
′ + vXC(r), (2.14)
where the exchange-correlation contribution to the effective potential, vXC(r), is given as
the functional derivative of the exchange-correlation energy with respect to the density
vXC(r) =
∂EXC [n′(r)]
∂n′(r)
(2.15)
Eqs. (2.12)-(2.14) gives the exact solution to the ground state part of the time-independent
Schro¨dinger equation (Eq. (2.2) with i = 0). However, it is important to note that the
energy eigenvalues of Eq. (2.12), ²i, are not the true electron energies. The Kohn-Sham
equations provide a practical approach to finding the ground-state density. First one must
quess a density and then Eqs. (2.12)-(2.14) are applied iteratively until a self-consistent
density, n(r) is reached. When this has been done the ground state energy of the system
can be calculated as
E0 = THK [n(r)] + UES [n(r)] + Uext[n(r)] + EXC [n(r)] (2.16)
=
N∑
i=1
²i −
∫
veff (r)n(r)dr+
1
2
∫ ∫
n(r)n(r′)
|r− r′| dr
′dr+
∫
v(r)n(r)dr+ EXC [n(r)],
where Eqs. (2.9) and (2.11) have been inserted and THK [n(r)] has been found using Eq.
(2.12) and the fact that
THK [n(r)] =
N∑
i=1
〈ψi| − 12∇
2|ψi〉. (2.17)
However, the Kohn-Sham iterative scheme and the final energy evaluation both require
the ability of evaluating the unknown exchange-correlation functional, EXC [n(r)]. This
will be the subject of the next section. The Hartree approximation corresponds to setting
the exchange-correlation energy equal to zero.[66]
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2.2.3 The exchange-correlation functional
The exchange-correlation functional, EXC [n(r)], contains all electron-electron interactions
beyond the classical electrostatic repulsion. The approach of estimating this term is the
central issue of all DFT calculations and much work has gone into finding different approx-
imations. This has led to the presence of a wide variety of different exchange-correlation
functionals which vary in accuracy, complexity, computational effort and simply which
type of systems they are suited for. A lot of effort is still put into the hunt for better and
faster exhange-correlation functionals. Here I will only provide a brief description of the
type of functionals I have applied in my work.
Local density approximation
The simplest and perhaps most direct approach of estimating EXC [n′(r)] is the Local
Density Approximation (LDA), which assumes the exchange-correlation energy to be local
in the sense that the contribution to it from each point in space only depends on the density
in that point.[67]
ELDAXC [n(r)] =
∫
n(r)²homXC (n(r))dr. (2.18)
The relation between the density and exchange-correlation energy is taken to be that of
the homogeneous electron gas, ie. it can be found with a higher accuracy method. An
example of such a calculation is the one performed by Ceperley and Alder[17] in 1980,
who used a quantum Monte Carlo approach.
Naturally, one would only expect good results from this approximation, when the
electron density varies slowly. However, this approach gives surprisingly good results,
even in cases with quite rapidly varying electron densities. Bond lengths are estimated
within 1-2% of the correct value[86]. One of the reasons the LDA gives these good results
is that it at least the correct solution to one physical system, i.e. the constant density
electron gas, which ensures the sum rule for the exchange-correlation hole to be obeyed
at all times. The sum rule basically states that the probability of finding an electron at
r′ given an electron has been found at r integrated over r′ must be equal to N − 1, where
N is the number of electrons in the system. A problem with the LDA is that it has a
tendency to overestimate binding energies in the order of 10-15%[86].
Generalized gradient approximation
The natural way to go in an attempt of improving the LDA is to include a dependence of
the gradient of the electron density on the exchange-correlation functional.
EXC [n(r)] =
∫
fXC(n(r),∇n(r))dr. (2.19)
This is normally termed a Gradient Expansion Approximation (GEA). However the sum
rule for the exchange-correlation hole is generally not satisfied under the GEA, since no
physical system is described by such functionals. In order to get good results, it is then
necessary to constrain the functional form of fXC , such that the exchange-correlation
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end up obeying the sum rule. With such constraints the GEA is normally termed the
Generalized Gradient Approximation (GGA).
The most applied GGA functional today is the Perdew-Burke-Ernzerhof (PBE) func-
tional which was presented in 1996.[85] In most of the GGA DFT-calculations made during
this work the so-called revised Perdew-Burke-Ernzerhof (RPBE) GGA-functional devel-
oped by Hammer et al. has been used[43]. This functional has in most cases been chosen,
because it gives good results for molecular binding to transition metal surfaces[43].
2.3 ∆SCF
The purpose of the delta self-consistent field (∆SCF)[47, 62] method is to utilize the
framework of DFT to make a simple estimation of excitation energies. As the name
indicates the excitation energy is calculated as the difference between to self-consistent
calculations, typically with one of them being an ordinary DFT calculation and the other
a modified DFT calculation, which tries to find the electron density of the excited state.
The modification consists of a change in the occupation numbers of the Kohn-Sham states
as I will explain in Sec. 2.3.1. The ∆SCF method has a formal justification in cases,
where the excited state corresponds to the lowest state of a given symmetry.[40] More
recently Go¨rling[38] extended the Kohn-Sham formalism to include excited states, such
that the formal justification of ∆SCF becomes more general. However, a special unknown
orbital-dependent exchange-correlation potential should be used for the excited states. In
practical implementations, included the ones performed in this work, standard exchange-
correlation potentials from ground state DFT are typically applied. The true justification
of ∆SCF should come from testing its performance compared to experimental results.
Our objective with the ∆SCF method has been to apply it to find the energies of
molecular resonances at surfaces. This requires some extensions to the method as I will
show in Sec. 2.3.2. We have chosen to name this extended version the linear expansion
∆SCF method. The method has been published in Paper II and the following should just
be considered a supplement to that.
2.3.1 Modifications to DFT
When performing an ordinary DFT calculation the density is constructed from the lowest
lying orbitals (Eq. (2.13)), corresponding to placing the electrons in those orbitals. The
only modification of ∆SCF is to take one of these electrons and place it in a higher lying
orbital, such that Eq. (2.13) becomes
n(r) =
N∑
i6=s
|ψi(r)|2 + |ψe(r)|2, (2.20)
where one electron has been moved from the s’th Kohn-Sham orbital to the e’th. Naturally
we must have that s ≤ N and e > N . With this change the system will reach a different
self-consistency, but except from that the calculation goes completely as an ordinary DFT
calculation.
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Only a minor modification in the calculation of the total energy is required. The
Hartree term, UES , and the external potential term, Uext, only depend on the density,
as it is also the case for the exchange-correlation term, UXC , in the case of an orbital-
independent functional. This means that the evaluation of these terms is completely
unchanged. The Hohenberg-Kohn kinetic energy term, THK , only changes with respect to
which eigenvalues that are summed. Of course one must sum the eigenvalues corresponding
to the occupied Kohn-Sham orbitals. A bit extra care would have to be taken in the case
of an orbital-dependent exchange-correlation functional. However, this should be quite
straightforward as all the occupied orbitals are still well-known.
There is an arbitrary choice which has to be made when applying Eq. (2.20) and that
is the values of s and e, ie. which orbitals to move the electron from and to. The choice
of these of course depends on the excitation one wants to consider. One should keep in
mind that the ∆SCF method is only applicable in situations where the choices of s and e
are obvious. Another issue with the ∆SCF method is the problem of directly considering
different magnetic states, such as singlet and triplet states, as it is explained in Ref. [110]
and in Paper II. In some cases the issue can be handled with the use of the multiplet sum
method.[110]
The only true justification of the ∆SCF method is given through testing. In Paper
II we show that the method gives quite reasonable results in the calculation of different
excitation energies in the N2 and CO molecules. By reasonable I mean significantly better
than just taking Kohn-Sham eigenvalue differences and with an accuracy close to that of
TDDFT. We also show that the excited state potential energy surfaces upon variation of
the inter-atomic distance in the N2 molecule agree very well with those of TDDFT.
2.3.2 The linear expansion ∆SCF method
The purpose of the linear expansion ∆SCF method is to find the energies of resonances.
The method is suited for a Newns-Anderson[1, 80] type system as illustrated on Fig. 2.1,
where the resonance can be identified as coming from a localized orbital, φ. The resonance
is a result of a broadening and perhaps shift of the localized level, which happens because
it has been brought close enough to a wide band of states for there to be a weak coupling.
This corresponds well to the situation of the molecular resonance in a molecule adsorbed
on a surface. The criteria here being that the molecular level does not couple too well
with the surface states, such that the resonance no longer can be identified directly from
an original molecular level.
The direct way of applying the ∆SCF method to the problem of finding the resonance
energy in such a system would be to perform a self-consistent calculation where one electron
has been taken from the Fermi level and placed in the Kohn-Sham orbital which resembles
the molecular orbital the most. This, however, gives rise to several problems as it was
also pointed out by Hellman et al.[47] and Behler et al.[4] First of all the hybridization of
the molecular level gives some arbitrariness to the choice of which Kohn-Sham orbital to
occupy, as several Kohn-Sham orbitals will be similar to the molecular orbital. Just taking
the one with the largest overlap with the molecular orbital is also not ideal as this will
give discontinuities if one tries to map out potential energy surface of the resonance and
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Figure 2.1: Newns-Anderson model.[1, 80] When a localized orbital in a molecule is brought
near a metallic surface, such that the orbital interacts with a broad band of surface states,
it will shift its energy and broaden.
provide some unfortunate system size dependencies. The solution we propose in Paper
II is to place the excited electron in a linear combination of Kohn-Sham states, ie. to
evaluate the density as
n(r) =
N−1∑
i=1
|ψi(r)|2 +
M∑
i,j=N
a∗i ajψ
∗
i (r)ψj(r), (2.21)
where the expansion coefficient are chosen such that the occupied state will resemble the
molecular state, φ, as much as possible:
ai =
〈ψi|φ〉
(
∑
i |〈ψi|φ〉|2)1/2
, (2.22)
where ψi is the i’th Kohn-Sham orbital.
The total energy evaluation is still not very different from that of ordinary DFT. In
the case of an orbital-independent exchange-correlation functional only the Hohenberg-
Kohn kinetic energy, THK , changes a bit in its evaluation. The occupied orbital is not
an eigenfunction (Kohn-Sham orbital), so it does not have an eigenvalue. Instead its
contribution is evaluated as
∑M
i=N |ai|2²i (see Paper II for further details).
The method described here is an ’ad hoc’ method in the sense that it lacks formal
justification. The only way of really justifying the method is through comparisons with
experimental results. In chapter 5 I will comment on the results of such comparisons. It
seems that the method performs quite well for the type of systems considered here.
2.4 Time-dependent Density Functional Theory
Time-dependent density functional theory (TDDFT) should not be considered a mere
extension to DFT but rather a theory of its own, which is based on some of the same ideas
and principles as DFT. It is important to stress that, as DFT, TDDFT is in principle
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an exact theory which only inaccuracies lie in the ability of approximating the exchange-
correlation functional and of course the practical limitations of concrete implementations.
As in DFT one avoids the many-particle wavefunction by using the density as the basic
variable from which all observables are calculated.
In the following I will start in Sec. 2.4.1 by mentioning the TDDFT equivalent of the
Hohenberg-Kohn theorem, the Runge-Gross theorem. I then move on to the more practical
issue of finding the density by presenting the time-dependent Kohn-Sham equations in Sec.
2.4.2. Finally I will touch upon the central issue of approximating the exchange-correlation
functional in Sec. 2.4.3.
2.4.1 The Runge-Gross theorem
The Hohenberg-Kohn theorem in DFT is only applicable to the ground state, which can
be found through a variational principle with respect to the total energy of the system.
Naturally this approach is not directly applicable to a time-dependent system where 1)
the system will in general not be in the ground state and 2) the total energy is not a
conserved quantity, so no variational principle can be based on it. However, through
the definition of an analogy to the total energy, the quantum mechanical action, whose
stationary points corresponds to physical solutions, Runge and Gross[93] were in 1984
able to prove a theorem relating the time-varying external potential with the time-varying
density. This is today known as the Runge-Gross theorem.
The Runge-Gross theorem states that if two external potentials v(r, t) and v′(r, t) differ
by more than a only time-dependent constant, c(t), then they cannot provide the same
time-varying density. On mathematical form this looks as
v(r, t) 6= v′(r, t) + c(t)⇒ n(r, t) 6= n′(r, t). (2.23)
This means that it in principle is possible to, for a given density, n(r, t), to find the
external potential up to a time-dependent constant and hence the wavefunction up to a
purely time-dependent phase. It is in other words justfiable to use the density as the
basic variable, since all observables in principle can be calculated from the density. It is
here important to notice that finding the value of an observable at a certain time may
require knowledge of the density at all past times, whereas it will be enough to know the
many-particle wavefunction at that certain time.
2.4.2 Time-dependent Kohn-Sham equations
As it is the case for DFT practical progress is made in TDDFT by establishing an com-
plementary system of non-interacting particles, whose density matches the one of the real
system. This is ensured through an effective potential, veff (r, t), which is defined to give
the right density. With this picture in mind it is possible to write the time-dependent
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Scro¨dinger equation for the non-interacting electrons:
i
∂
∂t
ψi(r, t) =
[
−1
2
∇2 + veff (r, t)
]
ψi(r, t) (2.24)
n(r, t) =
N∑
i=1
|ψi(r, t)|2 (2.25)
veff (r, t) = vext(r, t) +
∫
n(r′, t)
|r− r′|dr
′ + vXC(r, t), (2.26)
where vext is the external potential and vXC is the exchange-correlation contribution to the
effective potential, which is not simple the functional derivative of the exchange-correlation
energy as in DFT. However, van Leeuwen[102] in 1998 managed to write it as a functional
derivative of the exchange-correlation part of a an action functional he defined.
The time-dependent Kohn-Sham equations (Eqs. (2.24)-(2.26)) are not solved through
the same self-consistency procedure as for the Kohn-Sham equations in DFT. Instead
they constitute an initial value problem, where the Kohn-Sham orbitals are evolved over
time from some given starting point. This time-evolution is not straightforward as the
Hamiltonian is also time-dependent, but by dividing the time-evolution into a range of
small steps and applying one of several existing evolution techniques[27, 74] it is possible
to perform the evolution numerically.
2.4.3 The exchange-correlation functional
The central issue in all TDDFT calculation is the ability to approximate the exchange-
correlation functional, on which the accuracy of the calculation is completely dependent.
This approximation is, however, much more involved in TDDFT compared to ordinary
DFT as the TDDFT exchange-correlation functional is not only non-local in space but
also time. In fact it depends on both the density to all prior times and the initial state,
ie. the exchange-correlation functional contains a memory effect where a change in the
density now will influence the density evolution at all later times. Obviously this makes
it a monumental task to establish a good exchange-correlation functional. None-the-less a
lot of work has been and is being put into creating functionals which incorporates both the
non-locality in space and time[24, 71, 98]. However, here I will only consider the simplest
approach to approximating the exchange-correlation functional as it is only these simple
functionals I have applied in my work.
Adiabatic approximation
The simplest approach to approximating the exchange-correlation functional is simply to
ignore the non-locality time, such that the functional only becomes dependent on the
density right now.[27]
vadiabaticxc [n](r, t) = vxc[n](r)|n=n(t). (2.27)
This is known as the adiabatic approximation. Any functional from ordinary DFT can
be applied in TDDFT through this adiabatic approximation. In the case of the local
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density approximation the exchange-correlation functional has the abbreviation ALDA,
which is short for adiabatic local density approximation.[109] ALDA is probably the most
commonly used adiabatic approximation, since the non-locality in time is more severe than
the non-locality in space, such that it does not improve results significantly to apply a
GGA.
2.5 Implementation
During the work presented in this thesis I have applied three different implementations of
density functional theory. I have used the plane-wave code Dacapo[22, 43] and the real-
space code GPAW,[39, 77] which are both run with the python modules provided in the
Atomic Simulation Environment[2, 3] (ASE). Furthermore I have applied the real-space
code Octopus,[16, 83] which has a lot of functionalities related to TDDFT calculations.
This section is meant as a brief description of those issues related to the practical im-
plementation, where there has been made different choices in the different codes. I will
start in Sec. 2.5.1 by describing how infinite periodic systems are treated. In Sec. 2.5.2 I
mention the different ways the wavefunctions can be represented and finally in Sec. 2.5.3
I consider the issue of treating the core electrons in an efficient way.
2.5.1 Periodic systems
When considering systems of bulk materials the ability of restricting the description to a
limited unit cell and then apply periodic boundary conditions is of absolute importance.
This is also true for systems in surface science, where the surfaces will be periodic in two
of the three dimensions. This is complicated a bit by the fact that the wavefunctions not
necessarily hold the same periodicity as the external potential. On the contrary it is given
by Bloch’s theorem that the wavefunctions can be written as a product of an exponential
and a function, fi(r), which has the same periodicity as the external potential:
ψi(r) = exp(ik · r)fi(r). (2.28)
Due to Bloch’s theorem it is still possible to limit the description to a unit cell, which
contains the periodicity of the external potential. The only price is that it necessitates a
sampling of the possible k-values, the so-called k-space sampling of the 1. Brilliuon zone.
The consequence is limited by the fact that the k-space sampling is easily parallelized as
the eigenvalue problem can be solved independently for each k-point. The density of the
sampling is system dependent and convergence tests should be performed whenever a new
type of system is taken under consideration.
All the three codes, Dacapo, GPAW and Octopus provide the possibility of consid-
ering periodic systems in this manner. For Dacapo it is only possible to handle periodic
systems because of the way wavefunctions are represented as it will be evident in Sec.
2.5.2.
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2.5.2 Representing the wavefunctions
When putting wavefunctions on numerical form is is necessary to choose some way of
representing them. In practice this means to choose a basis set for the wavefunctions. In
this section I will mention the 3 most applied approaches to this.
Plane wave basis set
The Dacapo code uses plane waves with reciprocal lattice vectors of the periodic unit
cell, Gj , as the basis set:
fi(r) =
∑
j
cj exp(iGj · r). (2.29)
I write fi(r) instead of ψi(r) because it, of course, only is the periodic part in Eq. 2.28,
which is represented by the plane waves. The periodic nature of this basis makes periodic
boundary conditions the only possibility.
Naturally, it is not possible to have an infinite basis set. In practice the basis set is
limited by setting an energy cut-off, where all plane waves with an energy above this cut-
off is removed from the basis. The optimal value of the energy cut-off is system dependent
and must be determined through a convergence test, whenever a new type of system is
taken under consideration.
Grid
The perhaps most intuitive approach to representing a function is by holding its value in
a sufficiently dense grid of positions in space. This is the so-called real-space grid basis,
which both GPAW and Octopus implements. The big advantage of this approach the
ability to effectively parallelize big systems through a division of the considered space into
different domains. This only requires limited communication between domains sharing
boundaries. The most significant disadvantage is the so-called egg-box effect, which is
an artificial variation of the observables as the position of the grid is varied. As it is
the case for the energy cut-off in the plane wave basis set, the grid-point distance has
to be subjected to a convergence test, whenever a new type of system is taken under
consideration.
Localized orbitals
A third approach to representing wavefunctions is to use some set of localized orbitals.
That could for example be gaussians or a set of atomic wavefunctions. The advantage of
this approach is that it is possible to get quite reasonable results with a rather small basis.
The disadvantage being that there is no systematic way of improving the basis set as one
can with plane waves by increasing the cut-off energy or with a real-space grid by making
it denser. Another disadvantage is that the basis set often will be bound to the positions
of the considered atoms, which complicates force evaluations as the displacement of the
basis set also has to be accounted for.
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Both GPAW and Octopus offer the possibility of converging density and wavefunc-
tions within a localized basis set before the calculation is continued on the real-space
grid.
2.5.3 Treating core electrons
The chemical properties of an atom is almost completely determined by the outermost
lying electrons, the so-called valence electrons. This leaves an enormous potential for
making calculations more effective by leaving all core electrons out of the calculations.
However, the biggest advantage lies in the possibility of smoothing out the valence electron
wavefunctions, which vary very rapidly in the core regions, because of the criterion of
orthogonality to all core electron wavefunctions. Such a smoothing makes it much easier
to represent the wavefunctions, ie. a much smaller basis set can be applied. In the following
I will mention some different approaches to performing this smoothing.
Pseudo-potentials
In the pseudo-potential method the nuclei potentials and core electrons are replaced with
soft pseudo potentials.[42] This replacement is accompanied by a replacement of the true
valence wave functions with pseudo wave functions. The point of the pseudo potentials is
to design them such that the pseudo wave functions are node-less and smooth, which will
make them easier to represent. In the generation of pseudo potentials at least two basic
guidelines are typically followed[84]:
(i) The pseudo potential should give the true eigenvalues for the valence electrons for
the isolated atom.
(ii) Beyond some given core radius the pseudo wave functions and the true valence wave
functions should coincide.
Often a third socalled norm-conserving criteria is added[42]. This criteria states that the
pseudo wave function and the true valence wave function should have the same integrated
charge over the core region.
When using the Octopus code I have applied norm-conserving pseudo-potentials de-
veloped by the Fritz-Haber institute[26], which have been generated using the Troullier-
Martins scheme.[99] TheDacapo code applies ultra-soft Vanderbilt pseudo-potentials,[103]
which do not fulfill the norm-conserving criteria. This is done to preserve the freedom of
making even smoother wavefunctions.
Projector Augmented Wave method
The projector augmented wave[5, 6, 69] (PAW) method was invented by Blo¨chl and is
implemented by GPAW. The approach is similar to the pseudo-potential approach in the
sense that core radii are chosen for each atom. Outside these the pseudo wavefunctions
coincide with the real ones and inside the pseudo wavefunctions are smoothened. The
big difference is, however, that one in the PAW formalism establishes a transformation
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between the pseudo wavefunctions and the real ones, such that the real wavefunctions
can be found from the pseudo wavefunctions. I will leave all technical details to the
articles of Blo¨chl[5, 6] and just mention some of the advantages compared to the pseudo-
potential approach. First of all it gives much better control of the error induced by the
approximation. By converging all parameters it is possible get the accuracy of an all-
electron implementation. Secondly the PAW approach gives some extra information on
the system, since all the correct wavefunctions can be generated. This can for example
by applied to extract the total electron density, which can be benefitial in for example a
Bader analysis.[48]
2.6 Calculational details
All the density functional calculations performed as a part of this work have been per-
formed on rather similar systems. They all include a transition metal, in most cases
Ruthenium, and in many cases they also include a diatomic molecule (N2, CO or NO).
Because of this similarity it has not been necessary to vary the used parameters in the
calculations much. In this section I provide the parameters I have used in the three codes,
Dacapo, GPAW and Octopus.
2.6.1 Dacapo
I have mainly applied Dacapo in the calculations related to the structure of nano-
particles. Exchange-correlation effects are described with the revised Perdew-Burke-
Ernzerhof (RPBE)[43] functional.
The optimal energy cut-off and k-point density was found through ordinary conver-
gence tests. I have used an energy cut-off of 350 eV, and in all periodically repeated
directions the number of k-points has been set such that it multiplied with the unit cell
length in that direction is bigger than 25. For convergence reasons an electronic tempera-
tures of 0.1 eV have been applied. Since the wavefunctions in Dacapo are represented as
a linear combination of plane waves it is only possible to apply periodic boundary condi-
tions to the unit cell. When calculating on slabs the have all been separated with at least
10 A˚ of vacuum in order to avoid interactions between the slabs.
2.6.2 GPAW
The ∆SCF methods of Sec. 2.3 was implemented in the GPAW code, so all presented
∆SCF calculations have been made with GPAW. In most calculations the revised Perdew-
Burke-Ernzerhof (RPBE) functional is used to describe exchange-correlation effects. This
functional has been chosen, because it is optimized to provide a good description of
molecules adsorbed on transition metal surfaces.[43, 70] In a few cases the local den-
sity approximation (LDA) has been applied, because the results are compared to TDDFT
calculations using the adiabatic local-density approximation (ALDA).
The optimal grid-spacing and k-point density was found through ordinary convergence
tests. I have used a grid-spacing of 0.18 A˚, and in all periodically repeated directions the
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number of k-points has been set such that it multiplied with the unit cell length in that
direction is bigger than 25. For convergence reasons an electronic temperatures of 0.1 eV
has been applied.
Many of the ∆SCF calculations are performed on diatomic molecules on flat transition
metal surfaces. In those calculations the size of the unit cell is set, such that it corresponds
to a coverage of 0.25.
2.6.3 Octopus
Octopus has been applied in all the TDDFT calculations presented in this thesis. Exchange-
correlation effects are approximated with the adiabatic local-density approximation (ALDA)
Because of the simple nature of this approximation we should not expect to get good quan-
titative numbers, but the hope is that it provides qualitatively good results. Hopefully
it will in the future become feasible to apply better approximations, which also account
for the non-locality in time of the exchange-correlation functional. I have not applied the
adiabatic version of a generalized gradient approximation, since the localization in time is
more severe than the localization in space.
A variety of different propagators for the Kohn-Sham equations are implemented in
Octopus. Before performing full calculations I ran a number of test calculations with
each propagator in order to find the one most suited for the type of systems I consider.
For the different propagators I compared the maximally allowed value for the timestep,
before the propagation starts to diverge. This comparison revealed a combination of the
exponential midpoint rule[53] and a Krylov subspace approximation to the exponential
matrix operator[52] to be the preferred choice. With this propagator it was possible to
use a timestep of 0.001 fs, so this propagator and this timestep has been applied in all
calculations presented here.
The grid-spacing was found through an ordinary convergence test of the total energy.
Here I found the results to be converged at a grid-spacing of 0.18 A˚.
When performing ground state calculations on the systems containing Ruthenium it
turned out to be quite hard to get the calculations to converge. However, by applying
Broyden mixing[10] of the 7 preceding densities in each self-consistency cycle and using
an electronic temperature of 0.1 eV it was possible to get slow convergence.

Chapter 3
Finding the shape of a
nanoparticle
In this chapter I consider problem of theoretically finding the detailed structure of a
nanoparticle of a given size. I start in Sec. 3.1 by describing the simple classical approach
to finding structures of crystalline particles, the socalled Wulff construction, and consider
the limitations of this approach with respect to finding reactivity. In Sec. 3.2 I discuss
the issue of equilibrium shape vs kinetic shape, ie. whether or not given particles have
had time enough to reach their equilibrium structures. In Sec. 3.3 I focus on avoiding
the limitations of the Wulff construction by taking a more general approach. I start with
the first attempts in my project of finding the structure, which failed due to unrealistic
requirements on the computational time, but they serve as a justification and inspiration to
limit the configurational space significantly. I then describe in more detail how this is done.
Naturally the model requires the ability of calculating the energy of the nano-particle in
different structures. High-accuracy methods, such as DFT, are not directly applicable for
this purpose, due to the required computational effort. In Sec. 3.4 I consider the problem
of getting computationally easy but sufficiently accurate estimates of the energies. The
obtained structures and the energies of these are combined in Sec. 3.5 to calculate average
properties of the cluster. The whole first part of this chapter only considers the structure
and properties of particles floating in vacuum. In Secs. 3.6 and 3.7 I describe how one can
approach more realistic conditions by including the effects of a substrate and the presence
of a gas. A small part of this chapter describes work I did in my master project[37] prior
to the beginning of my ph.d. However, I still include this here in order to provide a more
complete picture. In my master I performed the molecular dynamics simulations and first
Monte Carlo simulations of Sec. 3.3, I developed the EMT potential of Sec. 3.4.1 and I
performed the potential energy vs free energy consideration of Sec. 3.5.2. Paper I also
contains a description of some of the issues discussed in this chapter, and this can be
considered supplementary to that.
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Figure 3.1: Left panel: Illustration of the Wulff construction of a 2-dimensional crystal
with three different facets (a, b and c). The distances from the center to the facets (ha,
hb and hc) are proportional to the free surface energies (γa, γb and γc). Right panel: The
effect of the substrate is included by changing the distance to the substrate-particle interface
by −β haγa , where β is the interface adhesion energy.
3.1 The Wulff construction
The Wulff theorem[19, 60, 108] was first discovered by G. Wulff in 1901 and is a simple
approach to finding the equilibrium structure of a crystal. The idea is to minimize the sur-
face free energy,
∫
γdA, with respect to the shape of the particle. If the surface energy, γ,
is independent of the direction then the optimal shape is naturally just a sphere. However,
as a crystal has different facets with different energies, the optimal shape may look very
non-spherical. Wulff’s theorem tells us how to construct the optimal shape by ensuring
that the normal distance from the center to each facet is proportional to the surface energy
as illustrated on Fig. 3.1. The figure illustrates the situation for a 2-dimensional crystal,
but it is of course easily extended to 3 dimensions.
If the particle is placed on a substrate, then it will influence the equilibrium structure
of the particle. This is handled in the Wulff construction by changing the distance to the
substrate-particle interface by −β haγa , where β is the interface adhesion energy. This is
also illustrated on Fig. 3.1.
Obviously it is necessary to know the surface energies of the different crystal facets,
before it is possible to make the Wulff construction. Experimentally it is very hard
to measure surface energies[7, 100], so typically surface energies are obtained through
calculations[104]. With these surface energies, the proportionality factor between the sur-
face energies and the distances is just varied until the constructed shape has the desired
volume. This is the procedure I will apply in Sec. 3.1.1 for Ruthenium. In Sec. 3.1.2 I
will then discuss those limitations of the Wulff construction, which are especially relevant
when trying to estimate the catalytic activity of a particle.
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Table 3.1: Energies of different Ruthenium facets. The basis vectors for the Miller indices
are the standard hcp basis vectors.
Facet γsurf (eV/A˚2) γsurf (J/m2)
(001) 0.176 2.82
(100) 0.197 3.16
(011) 0.199 3.19
(201) 0.203 3.25
(102) 0.210 3.36
(110) 0.221 3.54
(111) 0.221 3.54
3.1.1 The Wulff construction for Ruthenium
In this section I will describe how I have made the Wulff construction for Ruthenium,
which forms a hcp crystal. The first step is to calculate surface energies of all the different
facets, which will be present. In principle one would have to calculate the energy of all
facets in order to know which ones are present, but as this is not possible one has to limit
it to the most likely ones. I calculate the energy of one facet by constructing a four layer
slab in Dacapo using the experimental lattice constants, a = 2.7059 A˚ and c = 4.2815 A˚.
The parameters of the calculations can be found in Sec. 2.6.1. I then relax the top layer
of atoms and obtain the surface energy as:
γsurf =
1
2(Eunrelaxed − Ebulk)− (Eunrelaxed − Erelaxed)
A
, (3.1)
where Eunrelaxed and Erelaxed are the energies of the slab before and after the relaxation
respectively, Ebulk is the energy of the same number of atoms sitting in bulk Ruthenium
and A is the area of one of the facets of the slab. The factor half is there because the
slab has two sides, so the surface energy of one side is half the total surface energy. The
Eunrelaxed − Erelaxed term is the correction due to the relaxation. I only relax the first
layer of atoms on one of the sides, instead of relaxing both sides of the slab, in order to
minimize the effect of having a slab of limited size. The obtained surface energies are
summarized in Table 3.1.
The Wulff construction obtained from the energies of Table 3.1 is shown on Fig. 3.2
together with illustrations of the different facets.
3.1.2 Limitations of the Wulff construction
The Wulff construction is capable of giving a good estimation of the overall shape of
crystalline nanoparticles, but it is not sufficient when trying to determine the detailed
structure of nanoparticles. This is very important when calculating the catalytic activity
of a particle, because it depends a lot on the detailed structure. This has for example
been shown by Dahl et al,[23] who found that the catalytic activity of splitting a Nitrogen
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Figure 3.2: The Wulff construction of a Ruthenium crystal based on the facets and energies
of Table 3.1. The basis vectors for the Miller indices are the standard hcp basis vectors.
molecule is up to 8 orders of magnitude higher at a Ruthenium step site compared to a
close-packed (001) surface site. This means that the catalytic activity of the particles, at
least for some reactions, will be completely dominated by the presence of a few catalytic
active sites. Especially important is that the highly active sites often will be step sites.
The reason for that is two-fold. First of all there is the d-band model[44, 45], which relates
the catalytic activity to the position of the d-band center, which will shift depending on
the coordination of the surface atom. Step sites have low coordinated surface atoms, which
often gives a favourable positioned d-band. Secondly step-sites provide the geometrical
freedom for adsorbates to bind to several surface atoms. Typical examples of reactions,
where step sites indeed are the most active, are reactions which are limited by the splitting
of a diatomic molecule, such as N2-splitting in the ammonia synthesis[73]. As Fig. 3.3
shows the Wulff construction may not provide the presence of any step sites, ie. the
presence of these are completely dominated by the limitations of the Wulff construction.
In the following I will list some of the inadequacies of the Wulff construction, with respect
to detailed structure calculations.
First of all the Wulff construction does not include finite size effects, it just assumes
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Figure 3.3: Example of how one could try to estimate the structure of a finite cluster based
on the Wulff construction of Ruthenium (see Fig. 3.2). Due to the finite size of the cluster
it is only possible to include the 3 dominating types of facets of the Wulff construction. It
is seen that this cluster does not provide any step sites.
that the material is completely homogeneous, except for the directional dependence of the
surface energy. One finite size effect is that the possible distances from the center of the
particle to a facet is discrete, due to the finite distance between atomic layers, ie. it is
not possible set the distances such that they all fulfill the Wulff construction. Another
finite size effect is the finite number of atoms, which acts as another restriction when
trying to create structures close to the Wulff construction. It is not unlikely that this is
very important for the presence of step sites, because they may be provided by a mismatch
between the actual number of atoms and the number needed in order to make a near-Wulff
construction.
Secondly the Wulff construction does not include any edge effects. For small particles
the number of edge atoms becomes comparable to the number of surface atoms, so it is
possible that edge energies will have an influence on the optimal structure of the particle.
Finally the Wulff construction only estimates the structure with the lowest energy,
ie. it does not include the effect of a finite temperature. A finite temperature will make
the cluster change between different configurations over time, ie. it may spend time in
configurations with a higher number of active sites than the ground state configuration,
which could influence the time-averaged catalytic activity of the cluster.
3.2 The time it takes to reach equilibrium shape
Before I move on to describing the model that accounts for the finite size and edge effects
that the Wulff construction ignores, I will touch upon another important issue in relation
to the shape of nanoparticles. Both the Wulff construction and the model I will describe
in the remainder of this chapter try to find the equilibrium structure of a particle, ie. the
26 Chapter 3. Finding the shape of a nanoparticle
shape the particle will obtain after being left alone for sufficiently long time. However,
the models do not estimate what a sufficiently long time is, which means that in some
situations the equilibrium shape may be completely irrelevant, since the particle may not
have had enough time to reach the equilibrium shape. It is for example well-known that the
shape of a macroscopic crystal typically is dominated by the growth rate of the different
facets and hence the conditions under which the crystal has been made.[49]
The problem of how long it takes to reach equilibrium shape has been treated to
some extent in the literature. In 1951 Herring[50] showed that the relaxation time is
proportional to the particle radius to the fourth power, τ ∝ R4. Later Kern[64] considered
the more specific situation of a crystal relaxing from a cubic shape and he also found a
proportionality between the relaxation time and the particle radius to the fourth power.
However, more recent kinetic Monte-Carlo simulations indicate that this relation only hold
for high temperatures[20, 79]. At lower temperatures the relaxation time is dominated by
the rate of nucleation on the facets, ie. the time it takes before a number of atoms have
randomly moved on to the top of a facet. In this case the relaxation time is significantly
prolonged.
In Sec. 3.3.1 I describe some molecular dynamics simulations I have performed on
Ruthenium nanoparticles. Here I found that particles below a diameter of 1 nm will reach
equilbrium within 1 ns at a temperature of 1000 K. At room temperature it has to be
a bit smaller particles before they will reach equilibrium within 1 ns. With the Herring
estimation on the relaxation time I then find that τ ≈ 104 ·1 ns = 10 µs for a particle with
a diameter of 10 nm at a temperature of 1000 K. This is a very short time-scale compared
to the time-scale of typical experiments, so this could indicate that it is reasonable to
only consider the equilibrium shapes of Ruthenium particles below a diameter of 10 nm.
However, this estimate does not include the nucleation of facets effect mentioned above
and 1000 K is a quite high temperature compared to most experiments, so one should use
this result very carefully. When comparing to experiments it is always important to keep
in mind that the particles may not have had sufficient time to equilibrate.
3.3 Generating an ensemble of structures
In section 3.1.2 I described some of the limitations of the Wulff construction. The model,
which I will describe in the following sections, tries to incorporate all the mentioned issues
with the Wulff construction. The issues of finite size and edge effects are handled by
building structures up of individual atoms instead of a geometrical shape as in the Wulff
construction. The issue of finite temperature is handled by generating an ensemble of
structures instead of just the ground state structure. In this section I will only describe
how the ensembles of structures are created, whereas Secs. 3.4 and 3.5 will deal with the
problem of calculating the energies of the structures in the ensemble and applying those
to obtain the average structural properties, respectively.
The final model contains some rather restrictive conditions on the structure of a
nanoparticle. In the following I will start in Sec. 3.3.1 by trying to justify this with
the help of my first failed attempts of generating representative ensembles of structures.
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In Sec. 3.3.2 I will then provide a more detailed description of the final model. When I
in the following talk about relevant structure I mean structures, which a particle could
obtain at temperatures below 1200 K, ie. temperatures significantly below the melting
point of Ruthenium.
3.3.1 Limiting the configurational space
In this part I will try to give a chronological description of the development towards the
method of generating ensembles of structures, which will be the subject of Sec. 3.3.2. The
EMT potential, which will be described in Sec. 3.4.1, has been applied to get energies in
the methods of this section. The estimated DFT method of section 3.4.2 is only applicable
for certain structures, and therefore only applicable after a limitation of the configurational
space has been justified.
Molecular dynamics simulations
The most direct method of finding the structure of a cluster is to perform a long molec-
ular dynamics simulation and then sample the configurational space it goes through. I
have performed constant temperature Langevin dynamics calculations for different cluster
sizes and temperatures. The problem with this approach is that the computational effort
restricts the simulation time to the nanosecond scale, which turns out to be way too short
a time to get sufficiently around in configurational space for most cluster sizes and tem-
peratures. For very small clusters, on the order 40 to 80 atoms, and temperatures around
1000 K it was possible to reach the same equilibrium structures from different starting
points within a nanosecond.
Monte Carlo simulations
In the molecular dynamics simulations a lot of computational time is spend between jumps
over barriers, where the atoms just vibrate around a local minimum. This can be avoided
by jumping directly between local minima using a Monte Carlo scheme. I have made
an implementation of the Metropolis Monte Carlo algorithm, which is a quite simple
stochastic algorithm used to generate equilibrium ensembles of states for a given system
at a given temperature[63]. The algorithm consists of many iterations, where a new
configuration is suggested in each of these. The cluster changes to this configuration with
a certain acceptance probability, pacc. The criterion of detailed balance has to be fulfilled
in order for the Metropolis algorithm to give valid results.[81] This criterion states that
the probability of going from configuration a to configuration b should be the same as the
probability of going from configuration b to configuration a, i. e.
K(b|a)f(a) = K(a|b)f(b)⇔ pacc(b|a)psugg(b|a)f(a) = pacc(a|b)psugg(a|b)f(b), (3.2)
where f(a) is the probability of being in configuration a, K(b|a) is the probability of
moving to configuration b when sitting in configuration a, psugg(b|a) is the probability of
suggesting configuration b when sitting in configuration a and pacc(b|a) is the probability
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Figure 3.4: In a close-packed structure all atoms will be supported by at least 3 neighboring
atoms sitting as illustrated on the left panel or 4 neighboring atoms sitting as illustrated
on the right panel.
of accepting a suggested jump from configuration a to configuration b. Equation (3.2) is
fulfilled if the following acceptance probability, pacc(b|a) is used
pacc(b|a) = min
[
1,
psugg(a|b)f(b)
psugg(b|a)f(a)
]
. (3.3)
Here I desire a Boltzmann distribution of the configurations, i.e
f(b)
f(a)
= exp
(
Ea − Eb
kBT
)
= exp
(−∆E
kBT
)
, (3.4)
where Ea is the energy of configuration a, kB is the Boltzmann constant and T is the
simulated temperature. The expression for the acceptance probability is then obtained by
combining Eqs. (3.3) and (3.4)
pacc(b|a) = min
[
1,
psugg(a|b)
psugg(b|a) exp
(−∆E
kBT
)]
. (3.5)
A correct ensemble will then be obtained by using this acceptance probability and per-
forming so many iterations that the system has moved sufficiently through the relevant
parts of the configurational space, such that a representative set of structures is obtained.
Only close-packed configurations
The crucial part of the Metropolis algorithm is how to find the structures, which should be
suggested in each iteration. The experience from the molecular dynamics simulations was
that all local minima are close-packed structures in the sense that all atoms are supported
by neighboring atoms sitting in a triangle or a square in the manner illustrated on Fig. 3.4.
Naturally atoms may be supported by several triangles or squares. All hcp-structures, fcc-
structures and structures with stacking faults fulfill this criterion. Because the molecular
dynamics simulations only gives these close-packed structures it should be reasonable
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Figure 3.5: The two implemented ways of generating a suggested configuration in the
Monte Carlo Metropolis algorithm. On the left panel a random surface atom is moved to
a random neighboring position, which is supported as illustrated on Fig. 3.4. On the right
panel a random surface atom is moved to a random supported site anywhere on the cluster.
to restrict the configurational space in the Metropolis algorithm to this. However, this
restriction also rules out the possibility of making icosahedral clusters. For Copper this
has been seen to be the preffered structure theoretically[101] as well as experimentally[91]
for clusters below approximately 3.8 nm in diameter. For a 55 atoms gold cluster DFT
calculations have also predicted it to be the preferred structure[41]. I did not observe
the icosahedral configuration in the molecular dynamics simulations on Ruthenium. The
reason of that could be that Ruthenium is an hcp metals, whereas Copper and Gold are
fcc metals.
The suggested configuration in each step of the Metropolis algorithm is generated
by moving one random surface atom to another random place on the surface, where it
will be supported as illustrated on Fig. 3.5. The two panels illustrate two different
implementations. In the first the atom is only moved to a neighboring site, whereas in the
second it can move to any place on the cluster. The second implementation turned out
to be a bit more successful than the other. It should be mentioned that the probabilities,
psugg(a|b) and psugg(b|a), of Eq. (3.5) are easily calculated from the number of surface
atoms and supported surface sites of the current and suggested structures.
The results obtained by carrying out simulations for a number of different cluster sizes
and at different temperatures using this implementation of the Metropolis algorithm was
that it gives good results for clusters up to 2 nm in diameter with a temperature of 1000-
1200 K. By good results I mean that it would give the same equilibrium structures from
different starting points, within reasonable computing times. The high temperature is
not a big problem since lower temperature ensembles is easily generated by weighting the
obtained structures differently using Boltzmann factors. However, clusters with 2 nm in
diameter are quite small, and the aim was to be able to describe also larger particles.
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Figure 3.6: The configurational space contains some very deep local minima as illustrated
on the figure. The high barriers arise because it is very expensive to start a new layer on
the facets.
Only hcp structures
One result of the Monte Carlo Metropolis calculations was that almost none of the relevant
structures for clusters above 1.5 nm in diameter contain any stacking faults. This means
that it is reasonable to limit the configurational space even further to only include pure
hcp-structures. This has the advantage that the implementation becomes much simpler
and that the computational effort can be lowered. Furthermore it has the advantage that
it becomes possible to use the estimated DFT potential of Sec. 3.4.2 to calculate the
energies of structures. As I will argue in Secs. 3.4.2 and 3.4.3 this potential probably
performs better for this purpose. However, this extra constraint on the structure did not
make it possible to treat significantly larger particles with the Metropolis algorithm.
3.3.2 Generating only relevant structures
The problem that arise, when the Metropolis algorithm of Sec. 3.3.1, is applied to particles
over 2 nm in diameter is that the simulation gets stuck in very deep local minima, which
it cannot get out of within reasonable computational times. These deep minima all have
very similar features, as it is illustrated on Fig. 3.6. They are completely dominated by
three different facets, (001), (011) and (100), except that some atoms may be missing
along a few edges or, more rarely, a group of atoms are placed on top of one of the facets.
Obviously it is necessary for a method to be able to jump more directly between these
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Figure 3.7: The definition of the 16 parameters {l0− l3, h0,u− h5,u, h0,d− h5,d} describing
the cluster shape. {l0− l3} are the dimensions of the basal plane whereas {h0,u−h5,u} and
{h0,d−h5,d} are the number of layers up and down to the edges between the (001)-surfaces
and (011)-surfaces. The figure is the same as Fig. 4 in paper I.
very deep local minima in order for the method to be able to handle larger particles. The
way I chose to do this was to split the process of generating an ensemble of structures up
in two parts. One part where one finds the relevent deep local mininma and a second part
where one searches through all the relevant parts of each of these deep local minima. In
the following I will describe the method. A supplementary description can be found in
Paper I, where a flowchart of the method is also provided.
First part: Overall cluster shapes
All the deep local minima are build from the same facets, as illustrated on Fig. 3.7.
By parametizing the shape in the way illustrated on the figure it becomes easy to jump
between the deep local minima, since one just have to vary the 16 parameters {l0 −
l3, h0,u − h5,u, h0,d − h5,d}. The Metropolis Monte Carlo algorithm (see Sec. 3.3.1) is used
to search through the parameter space. This algorithm is applied in order to only stay
within relevant parts of the parameter space. In order to apply the Metropolis algorithm
one has to assign an energy to each set of parameters. This is done by building the cluster
from the parameters and then removing atoms along a edge or adding atoms on a facet,
until the cluster has the correct number of atoms, and then calculate the energy. One
should continue iterating through in the Metropolis algorithm for a sufficient amount of
time. This has been tested by comparing different calculations on the same cluster. If
they agree within the desired uncertainty then it is concluded that the simulations have
run for sufficiently long time.
By running the algorithm at different simulation temperatures I found that 1200 K
seems to be the optimal trade-off between being able to move through parameter space
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and not spending too much time in irrelevant parts of it. The temperature does not have
any physical relevance, as the aim is just to find all relevant sets of parameters.
It turns out that it is not necessary to take all the found sets of parameters to the
second part, since a lot of them has too high an energy to be relevant. Tests have shown
that one can disregard all sets of parameters which have an energy, which is more than
3 eV above the energy of the set of parameters with the lowest. This test is presented in
Paper I, and was performed by checking the result’s dependence on this cut-off energy. At
3 eV the results had converged.
Second part: Removing/adding atoms to the overall shape
The second part of the method is to take each deep minimum found in the first part
and search through the relevant parts of them. In practice this means to take each set
of parameters, build the cluster from these parameters and then find the different ways
one can remove or add atoms to make the number of atoms fit the desired. This is done
in a combinatorial way. First the algorithm finds the ways one can remove/add 1, 2, 3,
... N atoms from/to the same part of the cluster. N being the number of atoms that
should be removed from/added to the cluster in order to make the number of atoms fit
the desired. For each these groups of atoms it is calculated how a removal/addition of
the atoms changes the energy of the cluster. Secondly the algorithm goes through the
different ways one can combine these groups, such that the number of atoms sums up to
N . In this way one also include the different ways one can remove/add atoms from/to
different parts of the cluster. In case of an overwhelming number of possibilities a random
sample is chosen. The change in energy from the removal/addition of several groups of
atoms is just the sum of the changes given by the individual groups, since they are placed
on different parts of the cluster. This makes it easy and fast to get the energy of all the
structures.
It turns out that it is not necessary to find all the ways one can remove or add atoms,
because many of the resulting structures have too high an energy. Figure 3.8 illustrates
the difference between relevant and irrelevant ways of removing/adding atoms. As the
figure indicates it is only necessary to consider removal of atoms from the edges of the
cluster and it is only necessary to consider addition atoms of atoms in one group on one of
the facets. That structures with holes are irrelevant is not so surprising, since it requires a
lot of energy to break nearest neighbor bonds between the atoms. However, I have tested
this claim by performing Metropolis Monte Carlo simulations on several clusters, where
only the outermost layer of atoms was allowed to move.
3.4 Calculating the energy of a given structure
In order to weight the different configurations collected in the ensemble it is absolut
necessary to be able to calculate the energy of the cluster in these configurations. Since
the clusters can be quite large, up to thousands of atoms, it is not possible to apply
high-accuracy methods, such as DFT, directly. Instead the first possibility I explored was
to develop a EMT potential[18, 58, 59, 82] for Ruthenium, which I will consider in Sec.
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Figure 3.8: Examples of ways atoms can be removed (panel a-i) or added (panel j-l). The
grey atoms indicate the removed/added atoms. The configurations with dotted lines across
are examples of configurations, which are not included in the ensemble, since the energies
of those are too high. Only configurations where maximally one row is partially removed
is included. Atoms are only added to a single facet in a single island.
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3.4.1. This potential was applied in all initial attempts of making a method for creating
ensembles of structures, which I described in Sec. 3.3.1. As it became evident that it
is possible to significantly restrict the configurational space it also became possible to
consider a different approach to calculating the energy, where the total energy is pieced
together from different surface energies, obtained through DFT slab calculations. I will
describe this in Sec. 3.4.2. Finally I will compare the two approaches in Sec. 3.4.3.
3.4.1 EMT potential
EMT provides an expression for the total energy, which is not much more complicated to
evaluate than a simple pair interaction model. EMT can be approached in different ways,
but here I will follow the approach of Jacobsen et al[59]
The basic idea in the effective medium theory is to get the energy of an atom in
any system by first calculating the energy in a well known reference system, the effective
medium, and then perform an approximation of the energy difference between the actual
system and the reference system. The total energy of the system, E, can then be written
as
E =
∑
i
Ec,i +
(
E −
∑
i
Ec,i
)
, (3.6)
where Ec,i is the energy of atom nr i in the reference system. The initial choice of reference
system was the homogeneous electron gas.[82] Here a reference system of close-packed
atoms has been used, ie. a system where each atom has 12 nearest neighbors. The
correction term can be evaluated at an accuracy comparable to that of DFT, but also at
a comparable computational cost[18, 58]. Here the correction term is evaluated using a
simple pair interaction model.[59]
I will leave the reader to Ref. [59] for all the details. The final result is simply that
the potential for a one-component system can be parameterized by 6 different parameters,
E0, V0, s0, η2, κ and λ, which are defined in Ref. [59]. It is possible to assign values to
these parameters using different physical arguments, but here the values have been found
through a fitting procedure, where the properties of the potential are optimized to agree
as well as possible with the desired. Table 3.2 lists the properties the potential was fitted
to and how well the optimized potential performs with respect to these properties. The
optimized values of the parameters are: E0 = −6.3505 eV, V0 = 12.3052 eV, s0 = 1.4984
A˚, η2 = 3.9452 A˚−1, κ = 6.5612 A˚−1 and λ = 6.7015 A˚−1.
The target values have in all cases, except for Ecoh,hcp − Ecoh,fcc, been taken from
the literature (see the table caption). Experimental values have been used for the lattice
constants, the cohesive energy and the elastic constants. DFT calculation results for
unrelaxed surface energies have been used as target values for the surface energies. I
calculated the target value for Ecoh,hcp − Ecoh,fcc using the DFT code Dacapo.
3.4.2 Applying DFT surface energies
The idea in this approach is to calculate the total energy of the cluster as the sum of
surface energies for the individual atoms. The individual surface energies are then found
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Table 3.2: Properties of the optimized effective medium theory potential for ruthenium
compared to the target values. 1Taken from Ref. [25], 2Taken from Ref. [65], 3Taken
from Ref. [28], 4Taken from Ref. [104], 5Found by performing density functional theory
calculations.
Property Optimized value Target value Deviation (%)
a (A˚) 2.690 2.7101 0.74
c/a 1.630 1.5791 3.2
Ecoh,hcp (eV) 6.383 6.6202 3.6
c11 9.112 9.0143 1.1
c12 2.600 3.0093 14
c13 1.849 2.6953 31
c33 10.89 10.003 8.9
c44 2.511 2.8943 13
c66 3.257 3.0023 8.5
γ0001 (eV/atom) 1.903 1.5744 21
γ1010A (eV/atom) 3.762 3.201
4 18
γ1010B (eV/atom) 4.737 3.669
4 29
Ecoh,hcp − Ecoh,fcc (eV) 0.019 0.1095 83
using DFT energies. This approach is only feasible because it turns out that it is only
necessary to consider pure hcp-clusters, which are dominated by a few facets as discussed
in Sec. 3.3.
The energies of the individual surface atoms are chosen to be a function of the number
and position of the nearest neighbors and is estimated by calculating the DFT energy of
the slabs shown on Fig. 3.9. This is done with the Dacapo code, using the parameters
given in Sec. 2.6.1. The grey atoms on the figure indicate the atoms whose energies are
estimated from that slab calculation. The procedure is as follows:
• First the energy of the flat surface atoms (panel a-d) are determined. The total
surface energy is distributed such that the individual energies are proportional to
the missing number of nearest neighbors, in the cases with more than one type of
surface atom.
• Secondly the energies of the edge atoms are determined from the slabs on panel e-h
by first giving the flat surface atoms the energy determined in the last step. The
remaining surface energy is then distributed amongst the edge atoms, again with
the energy being proportional to the missing number of nearest neighbors.
• Thirdly the step energies are determined using the slabs on panel i-l, in exactly the
same manner as in the last step.
Naturally, this procedure does not assign an energy to atoms in all possible configurations
of nearest neighbors. For all other configurations the energy is just proportional to the
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Figure 3.9: The slabs used to make the estimated DFT potential. The grey atoms indicate
the atoms, whose energy is estimated by that slab calculation. The slabs on panel a-d gives
the energy of flat surface atoms. The slabs on panel e-h gives the energy of edge atoms.
The slabs on panel i-l gives the energy of step atoms.
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Figure 3.10: The surface energy as a function of the missing number of nearest neighbors.
The X’s indicate the energies found from the slabs on Fig. 3.9. The blue line is the linear
fit, which is applied to atoms not covered by the slabs on Fig. 3.9.
missing number of nearest neighbors. The proportionality factor is determined by fitting
to the energies found in the previous procedure as illustrated on Fig. 3.10.
3.4.3 Comparing EMT potential with DFT approach
The big advantage of the EMT potential, compared to the DFT approach, is of course
that it can be used to calculate the energy of the cluster in any configuration, as well as
the forces on the atoms. However, as Table 3.2 reveals, it is quite inaccurate with respect
to surface energies. Even more worrying is that the EMT potential underestimates the
difference in energy between a completed edge and an edge with a missing row of atoms
by approximately a factor of 7. The EMT potential gives a difference of 0.015 eV/atom
for the edge between the (001) and the (011) facets, whereas DFT calculations gives an
energy difference of 0.1 eV/atom. This is crucial for the purpose of this work because an
edge with a missing row of atoms contains a lot of catalytic important step sites.
In paper I we also performed some comparisons of the two different ways of calculating
cluster energies. Here we concluded that it gives a larger error to use a EMT potential than
the error of the estimated DFT approach. In the paper we also applied the estimated DFT
approach to calculating the energies of two slabs, which we did not use in the construction
of the estimated DFT potential. Here we found that the error was on the order of 0.01
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eV/atom.
Because of these results I decided to apply the estimated DFT potential to all the
calculations presented in the next chapter and in Paper I.
3.5 Obtaining properties
When a representative and sufficiently large ensemble of structures has been generated for
a given cluster and all the energies of the structures are known it is possible to find the
time-averaged properties of the cluster. I will describe how this is done in Sec. 3.5.1. The
calculation applies the potential energies of the structures, where the free energy should
be used. I discuss the consequences of that in Sec. 3.5.2.
3.5.1 Boltzmann averaging
The average properties of a cluster are calculated using simple Boltzmann averaging
〈O〉 =
∑
iOiwi exp
[
− EikBT
]
∑
iwi exp
[
− EikBT
] , (3.7)
where 〈O〉 is the average of property O and the sum goes over all configurations in the
ensemble. Oi, wi and Ei is the value of property O, the weighting factor and energy of
configuration number i. The weighting factor is used to include symmetrically equivalent
structures and to compensate in the cases where only a random sample of configurations
is included, as described in Sec. 3.3.2. In all the examples of this thesis the property, Oi,
has been the number of a specific site, but in principle it could be any structural property
of the cluster.
3.5.2 Potential energy vs free energy
The energy, Ei, of Eq. (3.7) should be the free energy of configuration i. This can easily
be realized from the fact that each configuration is representative of a local minimum
in configurational space and should be weighted by the number of states in that local
minimum. In principle the free energy could be estimated by performing a vibrational
analysis of each configuration. However, this is not practically feasible, so in all calculations
the potential energy is simply used instead, which naturally will give rise to an error in
the results. In order to get an estimate of the error involved I performed very long
constant temperature molecular dynamics simulations on a 79 atoms Ruthenium cluster
at a temperature of 2000 K, where I sample the configurations it goes through. Figure 3.11
shows the two configurations with the lowest energy. By comparing the amount of time
the simulation spends in the two configurations with what I would expect by weighting the
configurations with the Boltzmann factors I find a deviation of approximately 5%. This
is of course only one example, but this could indicate that the approximation of applying
the potential energy instead of the free energy is not too severe.
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Figure 3.11: The two lowest energy configurations of a 79 atom Ru cluster. These are
used in an estimation of the consequence of applying the potential energy instead of the
free energy.
3.6 Including substrate
So far I have only considered floating particles, ie. particles which are not in contact with
any substrate. Real particles used in catalysis are of course always supported in some way,
so it is desirable include the substrate in the model. It is definitely not unlikely that the
symmetry break and the restrictions of the configurational space inflicted by a substrate
could influence the presence of catalytic active sites.
The simplest approach to including the effect of a substrate is to introduce a fictive
plane as illustrated on Fig. 3.12. The energy of the configuration is then lowered by the
interaction energy between the substrate and the particle, which will be proportional to the
number of atoms in the lowest layer of the particle. The figure illustrates a situation where
the substrate surface is parallel to the close-packed planes of the particles, but the same
approach could in principle be applied for any other orientation. On Fig. 3.7 I introduced
16 parameters to describe the overall shape of the particle. When including the substrate it
is necessary to include an extra parameter, which gives the position of the substrate plane
relative to the particle. Except from that the calculations can be performed in exactly
the same manner as for the floating particles. The size of the interaction between the
substrate and the particle has to be chosen before generating the ensemble of structures.
This can either be calculated by other means, be determined experimentally or one can
generate an ensemble of structures for a range of different adhesion energies.
3.7 Including gas effects
So far I have only considered the structure of particles in vacuum. However, as I am
interested the catalytic properties of the particles it is more relevant to know the structure
in the presence of gas. A gas may change the structure because it will bind differently
to different sites, which can change the costs of creating the different sites. The gas can
promote a certain type of site if it binds stronger to that site. This effect can quite easily
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Figure 3.12: The effect of the substrate can be estimated by including a fictive plane in the
calculations. All the atoms at the substrate lower their energy by the adhesion energy.
be included in the model of this chapter by changing the energy of all sites in this way
Fi = Fi,vac − θi,gas · Fi,binding, (3.8)
where Fi is the free energy of site i, Fi,vac is the free energy in vacuum, θi,gas is the coverage
of gas on site i and Fi,binding is the free binding energy
Fi,binding = Fi,vac + Fgas − Fi,ads, (3.9)
where Fgas is the free energy of the gas molecule and Fi,ads is the free energy of the site
with an adsorbed molecule.
When the change in free energy, θi,gas ·Fi,binding, of Eq. (3.8) is known for all sites it is
easy to get the change in energy of all structures by summing up for all the sites present
on the structures. With this modified energy the ensemble of structures can be found in
exactly the same manner as for the particles in vacuum. In the following I will describe
how the free binding energy, Fi,binding, and the coverage, θi,gas, can be calculated for a
given temperature and a given gas pressure. For simplicity I only consider the presence of
one gas.
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3.7.1 The free binding energy
In order to obtain the free binding energy of Eq. (3.9) it is necessary to include entropy
contributions.
Fi,binding = Ei,vac+Egas−TSgas−Ei,ads+TSads = Ei,vac+Egas−Ei,ads+TkB log
(
qads
qgas
)
,
(3.10)
where E is the potential energy, T is the temperature, S is the entropy, q is the partition
function and kB is the Boltzmann constant. It has been assumed that the vibration of the
gas and the surface is completely decoupled, such that the vibrational contribution from
the surface to the entropy is unchanged upon adsorption and can be disregarded. This
is reasonable, since the masses of the surface atoms and the gas atoms are typically very
different.
The potential energies are easily estimated with the use of DFT. Unless the molecule is
quite loosely bound to the surface there will only be a vibrational contribution to partition
function, qads, which is calculated as[19]
qads =
∏
i
e
− 1
2
~ωi
kBT
1− e−
~ωi
kBT
, (3.11)
where ωi is the frequency of the i’th vibrational mode. These can be estimated through
an ordinary normal mode analysis[30]. The partion function of the gas consists of a
translational, rotational and vibrational part
qgas = qtransqrotqvib, (3.12)
where qvib is evaluated as in Eq. (3.11), with the vibrational frequencies of the gas molecule.
The translational contribution, qtrans, is given as[19]
qtrans =
1
p
(2pim)3/2(kBT )5/2
h3
, (3.13)
where m is the mass of the molecule. In the case of a diatomic molecule at all relevant
temperatures the rotational contribution is given as[19]
qrot =
8pi2IkBT
h2
, (3.14)
where I is the moment of inertia.
3.7.2 The coverage
The coverage, θi,gas, of Eq. (3.8) can be estimated by assuming equilibrium between the
gas and the adsorbed molecules, ie. by assuming that the adsorption rate equals the
desorption rate.
k+θi,∗ = k−θi,gas ⇒ θigas =
k+/k−
1 + k+/k−
, (3.15)
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where k+ and k− are the adsorption and desorption reaction constants, respectively. θi,∗
is the coverage of free sites, ie. θi,∗ + θi,gas = 1.
The reaction constant of adsorption can be estimated from transition state theory[19]
k+ =
kBT
h
qT
qgas
=
kBT
h
qT,0
qgas
e
−ET−g
kBT , (3.16)
where qT is the partition function of the transition state. In the last equality the energy
scale of the transition state partition function is shifted, such that it is calculated with
respect to the energy of the transition state. ET−g is the energy difference between a
molecule in the transition state and in the gas phase. Similarly one gets the reaction
constant of desorption.
k− =
kBT
h
qT,0
qads
e
−ET−a
kBT , (3.17)
where ET−a is the energy difference between a molecule in the transition state and in the
adsorption state. The ratio is then
k+/k− =
qads
qgas
e
Eg−a
kBT , (3.18)
where Eg−a is the binding energy. The partition functions, qads and qgas, are calculated
from Eqs. (3.11) and (3.12). The coverage can then be calculated by inserting Eq. (3.18)
in Eq. (3.15).
Chapter 4
The presence of active sites on
Ru-nanoparticles
The last chapter was devoted to describing and justifying the developed model for calcu-
lating the detailed structure of Ruthenium particles. In this chapter I will present some of
the results, which have been obtained through the application of this model. I will start in
Sec. 4.1 by showing the most interesting sites with respect to many catalytic reactions, ie.
the different types of step sites on a hcp crystal. In Sec. 4.2 I will assume no influence from
the substrate and present gases on the particle structure when estimating the presence of
step sites. This section will include a rough estimate of the ammonia synthesis activity as
a function of the particle sizes. In Sec. 4.3 I consider the inclusion of a substrate and in
Sec. 4.4 I consider the effect of having CO gas present. All density functional calculations
presented in this chapter have been made with the Dacapo code, with the parameters
given in Sec. 2.6.1.
4.1 Step sites on a hcp-cluster
For many catalytic reactions the step sites are much more catalytic active than flat surface
sites and closed edge sites. This is for example in the case in ractions where the rate
limiting step is the splitting of a diatomic, such as the ammonia synthesis, where the rate
is determined by the splitting of N2. This can be understood by combining a electronic
structure analysis with a geometrical consideration. According to the d-band model[44, 45]
low-coordinated surface atoms will typically have a more favourable electronic structure for
splitting a diatomic molecule, since the d-band center for low-coordinated surface atoms
is more favourably aligned with the anti-bonding state of the molecule. Step sites contain
low-coordinated surface atoms. Step sites furthermore have the geometrical advantage
that it is possible for a diatomic molecule to bind to several surface atoms on them.
Figure 4.1 shows the four types of step sites on a hcp cluster, which I will consider in
the remainder of this chapter. All four steps sites can be found at an edge between two
facets by removing one row of atoms. The figure also shows the corresponding completed
edges. The right panel indicates where the edges are found on a hcp cluster.
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Figure 4.1: Definitions of the 4 types of edge sites and the 4 types of step sites present on
a Ruthenium particle. The grey scale indicate the definitions of the sites. The edge sites
are defined by the the dark grey atom having exactly the light grey atoms as the nearest
neighbors. The steps sites are defined by an empty site having exactly the light grey atoms
as nearest neighbors. The right panel indicate the positions of the different sites on the
cluster. The figure is similar to Fig. 8 in paper I.
4.2 Floating Ru-particles
In this section I will present the results obtained with respect to the presence of the 4
types of step sites from Sec. 4.1 on Ruthenium nanoparticles. I consider particles in the
diameter range from 2 nm to 5 nm. By calculating the barrier of N2 dissociation on the
four types of step sites I will also come with a rough estimate of the relation between the
size of the particles and the catalytic activity under the ammonia synthesis.
4.2.1 Number of step sites vs no. of atoms
Figure 4.2 shows the average number of step sites as a function of the number of atoms in
a Ruthenium particle. In the upper panel the number of atoms is varied from 396 to 416,
which corresponds to a particle with approximately a diameter of 1.8 nm. The number of
step sites is here seen to depend heavily on the exact number of atoms, the addition or
removal of a single atom completely changes the number of sites. In the lower panel of Fig.
4.2 the particles are larger, the number of atoms is varied from 1000 to 1009. The diameter
of these particles is approximately 2.7 nm. In this case the lines seem significantly more
continuous, ie. an added or removed atom will not change the structure as significantly.
This indicates that the size at which single atoms begin to play a crucial role on the overall
structure lies in the diameter range between 2 nm to 3 nm.
The black and blue lines on Fig. 4.2 are at temperatures of 300 K and 1200 K,
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Figure 4.2: Number of step sites as a function of the number of atoms. The step sites are
defined on Fig. 4.1. Upper panel considers clusters in the range from 396 to 416 atoms
and the lower panel clusters in the range from 1000 to 1009 atoms. The black and blue
lines are for a temperature of 300 K and 1200 K, respectively. The graphs are also shown
on Figs. 9 and 10 in paper I.
respectively. The role of the temperature is seen to be rather limited, it does not increase
the number of step sites significantly as one might expect. However, the temperature seem
to smear out some of the dependence on the number of atoms. This is especially clear for
the larger particles in the lower panel of Fig. 4.2.
Another interesting thing to note is that at 300 K many of the numbers are nearly
integers, which indicates that the results are dominated by a single structure in the ensem-
ble, the ground state. However, at 1200 K this domination is, as expected, significantly
smaller, and many non-integer values are seen.
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Figure 4.3: The initial, final and transition state configuration for the dissociation of N2
on step site A, which is defined on Fig. 4.1. Similar plots for all 4 step sites is shown on
Fig. 12 in paper I.
4.2.2 The barrier for N2 dissociation
The purpose of calculating the detailed structure of the nano-particles is to apply it to
estimate the catalytic activity of them. In order to do that it is necessary to also find
the catalytic activity of the different sites, which are present on the particle and which
will provide a significant contribution to the total activity. As an example of that I will
consider the ammonia synthesis, which has the dissociation of the Nitrogen molecule as
the rate limiting step[15, 55]. Step sites are known to be the most catalytic active for this
reaction, as I explained in Sec. 4.1, so here I will only consider the four step sites given in
that section.
I will only make a very simple estimate of the ammonia synthesis rate, which is based
solely on the barrier for Nitrogen dissociation.
r = A · exp
(
− Ea
kBT
)
, (4.1)
where kB is the Boltzmann constant, T is the temperature and A is the prefactor, which
depends on the equilibrium constants of the other reaction steps and the gas pressures.
However, as I will only consider qualitative trends I will assume that the prefactor is
the same on all the sites. A quantitative analysis would require a much more involved
analysis such as the one done by Logado´ttir et al.[73] for the B5-site (step site B here).
Ea is the barrier height with respect to the gas phase level. This is done because the
adsorbed molecular state is in equilibrium with the gas phase at experimentally relevant
gas pressures and temperatures.[73]
The barriers, Ea, are calculated using the DFT code Dacapo by finding the configura-
tions of adsorbed Nitrogen and dissociated Nitrogen, ie. the initial and final configurations
on Fig. 4.3, which shows the situation for step site A. These configurations are found by
fixing the positions of the surface atoms while making local minimizations of the Nitrogen
atom positions. It should be noted that the initial position is not the preferred configu-
ration of an adsorbed Nitrogen molecule, which would be the molecule standing on-top of
4.2. Floating Ru-particles 47
Figure 4.4: The energy as a function of the N2 bond length for the four step sites of Fig.
4.1. Dots correspond to a DFT calculation. The lines are cubic splines connecting the
dots. The figure is the same as Fig. 13 in paper I.
the surface atom. However, the barrier for rotating the molecule down is smaller than the
barrier for dissociation[73, 78], so it is reasonable to use that as the starting points. The
paths between the initial states and the final states are found by minimizing the position
of the molecule for a number of different fixed bond lengths of the molecule. This gives
the energy as a function of the bond length, which is shown on Fig. 4.4 for the four step
sites. The energy barriers can then directly be extracted from these data and inserted in
Eq. (4.1).
4.2.3 Catalytic activity vs cluster size
With values for the single site activities and the number of sites on a cluster it is straight-
forward to multiply these and get the total activity of the cluster. I have calculated the
presence of step sites on a large number of particles in the diameter range from 2 nm to
5 nm, and displayed the results on Fig. 4.5. Each point is an average of approximately
60 clusters. The error bars indicate the range of cluster sizes and the standard deviations
of the results obtained from the 60 clusters in the x and y directions, respectively. The
results show that the relation between cluster size and the number of step sites is rather
complex, and very different for the four different types of sites. The presence of step sites
A and B is significantly lower than the presence of step site C and D, and their trend is
also less smooth. Step site C shows a decreasing density as the particles gets larger in the
considered range, whereas step site D shows a clear maximum.
By combining the data from Fig. 4.5 with the single site activities obtained from Eq.
(4.1) one gets the relation between catalytic activity pr volume catalyst as a function of
particle size, which is shown on Fig. 4.6. Very interestingly this indicates an optimal
size for the Ruthenium particles with respect to the ammonia synthesis at a diameter of
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Figure 4.5: The number of step sites pr volume as a function of the cluster diameter for
the 4 steps sites on Fig. 4.1. The unit on the y-axes is nm−3. Each point is an average
of approximately 60 cluster calculations. The error bars indicate the size distribution of
the 60 particles and and the standard deviation of the obtained number of sites on the x-
and y- axes, respectively. The black and blue lines are for 300 K and 1200 K, respectively.
The figure is the same as Fig. 11 in paper I.
Figure 4.6: Ammonia synthesis activity pr volume Ruthenium as a function of the particle
diameter at 300 K, 700 K and 1200 K. The different colors indicate the contributions from
the different step sites of Fig. 4.1. The figure is the same as Fig. 14 in paper I.
3 nm. This maximum is rather constant as the temperature is varied. These results are
consistent with experimental findings, which show the catalytic activity can increase when
very small particles are sintered together.[57]
Another interesting observation is that several types of sites give significant contribu-
tions to the activity. Step site C is irrelevant due to the high dissociation barrier there,
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but the barriers for step site A and B are so close that they both contribute significantly.
At higher temperatures step site D also becomes important due to the higher presence of
that site. Naturally, the barrier height difference gets less important as the temperature
is raised.
4.3 Substrate effects
In Sec. 3.6 I decribed a simple approach to including the effect of an substrate when calcu-
lating the structure of a particle. I have implemented this approach under the assumption
that the close-packed (001) facets are parallel to the substrate. Figure 4.7 shows the found
ground state structures for a 500 atoms Ruthenium cluster at a range of different adhesion
energies. As one would expect the particle is seen to get flatter as the adhesion energy is
increased. These preliminary calculations do not indicate that the substrate has a huge
impact on the absolut number of step sites present on the particles. However, due to
limited time it has not been possible to make calculations on a larger number of parti-
cles. This is necessary in order to see how the substrate influences the relation between
the particle size and the number of sites. It would be especially interesting to see if the
optimal particle diameter is changed.
4.4 Ru-particles with presence of CO gas
In Sec. 3.7 I described an approach to including the effect of a gas on the structure
of the particles. In this section I will consider the example of Ruthenium particles in
the presence of carbonmonooxide (CO). First I will describe how the adsorption energies
and vibrational frequencies are calculated. Then I will apply these values to obtain the
coverage of CO as a function of temperature and pressure. Unfortunately, due to limited
time it was not possible to calculate ensembles of structures with the inclusion of gas
effects. However, the results will indicate that the presence of a CO gas could have a large
impact on the number of step sites.
4.4.1 Adsorption energies and vibrational frequencies
The adsorption energy and the vibrational frequencies of the adsorbed molecule have to
be calculated for each type of site present on the surface, as shown in Sec. 3.7. I have
performed calculations for the 9 types of sites shown on Fig. 4.8. The calculations are
all performed on surfaces which consist of periodic repetitions of the site in question. For
simplicity I will assume that the CO molecules do not dissociate, ie. they will only be
molecularly adsorbed. In all cases the molecule prefer to sit on-top with the Carbon atom
pointing downwards. Matters are complicated by the fact that the adsorption energy
depends on the coverage of molecule, ie. in principle the calculations should be performed
for a range of different coverages. However, for simplicity I assume a coverage of 12 for
most sites. Preliminary calculations revealed that a coverage of 1 is not attainable for at
least the flat surface sites, so I will just assume a maximum coverage of 12 . One exception
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Figure 4.7: The found ground state structure for a 500 atoms Ruthenium cluster at differ-
ent adhesion energies with the substrate. Panel a-h are for adhesion energies of 0.0, 0.3,
0.6, 0.9, 1.2, 1.5, 1.8, 2.1 eV/atom, respectively.
is the (011) surface, where a coverage of 12 is also not attainable, so here I consider a
coverage of 14 . The second exception is the corner site, where the calculation can only be
performed for a coverage of 1.
All calculations have been made with the Dacapo code. The calculational details are
given in Sec. 2.6.1. The adsorption configuration is found by minimizing the energy with
respect to the positions of the atoms in the molecule and the top layer of the surfaces. The
vibrational frequencies are then easily found by an ordinary normal mode analysis.[30]
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Figure 4.8: The unit cells used to calculate the adsorption energies and vibrational fre-
quencies of CO on 9 different Ruthenium surface sites: Panel a: (001), panel b: (100)A,
panel c: (011), panel d: (100)B, panel e: Edge site A, panel f: Edge site B, panel g: Edge
site C, panel h: Edge site D and panel i: corner site. Blue and red atoms are Carbon and
Oxygen, respectively.
4.4.2 CO coverage
When the adsorption energies and vibrational frequencies are known, the coverage can
be calculated as described in Sec. 3.7.2. Figure 4.9 shows the coverage as a function of
temperature and pressure for the 9 different sites in Fig. 4.8. The graphs clearly show
that it is harder to remove CO from the edge sites compared to the flat surface sites. This
is a reflection of the fact that CO binds stronger to the edge sites.
Figure 4.10 shows the correction, θi,gas · Fi,binding, to the site energy in Eq. (3.8) as a
function of the temperature. It is seen that as long as there is CO present on the particle
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Figure 4.9: The coverage of CO, θi,gas, on the 9 different surface sites of Fig. 4.8. Upper
panel: As a function of temperature at a CO gas pressure of 100 Pa. Lower panel: As a
function of CO gas pressure at a temperature of 700 K.
the correction term will be larger for edge sites compared to flat surface sites, which means
that edge sites are promoted under the presence of CO gas. Since steps consist of two
rows of edges this means that the gas most likely will increase the number of step sites.
The difference in the correction term is on the order of 0.1-0.2 eV, which is high compared
to the thermal energy at most temperatures, so the effect will probably be significant.
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Figure 4.10: The correction, θi,gas ·Fi,binding, to the site energy in Eq. (3.8) as a function
of the temperature for the 9 different surface sites of Fig. 4.8.

Chapter 5
Hot electron femto-chemistry at
surfaces
In the description of many catalytic reactions it has proven to be a good approximation
to separate the electronic and nuclear motion, because the electronic relaxation often will
happen on a shorter timescale than the motion of the nuclei. This means that it is possible
to describe the nuclei motion from the ground state potential energy surfaces, which are
significantly easier to calculate than it is to solve the full quantum mechanical problem
with both nuclei and electrons. This is known as the Born-Oppenheimer approximation.
However, there are situation where this approximation breaks down. Either because the
nuclei motion is very fast or because excited electrons are present in the system.
In this chapter I consider the problem of describing catalytic processes under the
influence of deliberately created high-energy electrons, ie. hot electrons. Throughout
the chapter I will focus on systems with diatomic molecules on transition metal surfaces,
but the model and some of the results are more generally applicable. I start out by
considering the experimental ways of exciting electrons in Sec. 5.1. Then in Sec. 5.2 I will
describe how excited electrons can influence the rate of catalytic reaction and some ways
of estimating these rates. It turns out that potential energy surfaces (PES) are still very
helpful. However, it is not sufficient to know the ground state PES, but also the PES’s of
molecular resonances. In Sec. 5.3 I consider the calculation of such PES’s and the features
they reveal. The PES’s will in Sec. 5.4 be applied to estimate desorption rates. Finally
I will give an outlook with some of the perspectives of this field. All density functional
calculations presented in this chapter have been made with the GPAW code, with the
parameters given in Sec. 2.6.2.
5.1 Creating hot electrons
In order to have excited electrons present, which can influence the catalytic process, it is
of course necessary to create them. In this section I will describe two different approaches
to doing this and some of the properties of the excited electrons in each. First I consider
excitation with the use of laser light in Sec. 5.1.1. In Sec. 5.1.2 I will describe how the
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Figure 5.1: Electron temperature, Tel, and phonon temperature, Tph in a metallic surface
after a femtosecond laser pulse hits it. The electron temperature quickly becomes very high,
on a femtosecond timescale. The equilibration of the electron and phonon temperatures
happen on a picosecond timescale.
electrons can be created by applying a bias to a three layer junction.
5.1.1 Femtosecond laser pulses
The by far most applied approach to generating hot electrons is the use of femtosecond
pulsed laser[8, 11, 14, 29, 56, 76, 87, 88, 96], which is capable of generating very high
intensity, but very short, pulses of light. When such a pulse hits a metal surface it will ex-
cite a large number of electrons. Because of the very high density of excited electrons, the
electron-electron scattering length will be very short, which results in a very rapid ther-
malization of the hot electrons.[31] However, it takes significantly longer for the electrons
and phonons to equilibriate, ie. for approximately a picosecond the electronic tempera-
ture will be much higher than the phonon temperature as illustrated on Fig. 5.1. The
electronic temperature can be much higher than the melting temperature of the metal.
At these high temperatures one may have a lot of electrons, which can interact with some
molecular resonance as shown on Fig. 5.2. This interaction can lead to extra motion of
the nuclei in the molecule, such that a catalytic process may be initiated.
The advantage of generating the electron in this way is that it gives a high density
of excited electrons, which means that the possibility of them making a significant influ-
ence on the catalytic rate is high. The disadvantage, however, is that it does not leave
the possibility of targeting any desired molecular resonance. The thermalization of the
electrons means that the lower lying molecular resonances always will be influenced by a
higher number of excited electrons than the higher lying resonances.
5.1.2 MIM/MOS devices
A very different approach to creating excited electrons was proposed by Gadzuk in 1996[34].
His idea was to make a three layered Metal-Insulater-Metal (MIM) junction as depicted
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Figure 5.2: The black and dotted lines illustrate the Fermi distribution of the electrons at
a low and high temperature, respectively. The green line illustrate a molecular resonance.
At a high electron temperature some of the electrons have an energy, which matches the
energy of the resonance.
Figure 5.3: The energy bands in a metal-insulator-metal (MIM) device. The lines in the
metals indicate the Fermi levels and the line in the insulator indicates the position of the
first valence band. The insulator band gap constitutes a barrier for the electrons. At finite
bias the Fermi levels of the metals are shifted with respect to each other and an electron
tunneling through the insulator will have an energy above the Fermi level in the other
metal. This electron may reach the surface of the metal and interact with a molecular
resonance at the surface.
on Fig. 5.3. The top panel sketches the potential energy through the junction. The
barrier arrises because of the large band gap of the insulator. The lower panel illustrates
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the situation, when a finite bias has been applied over the junction. Due to the bias, an
electrical field builds up in the insulator, which causes a difference in the Fermi energy of
the two metals. If the insulating layer is sufficiently thin, electrons will be able to tunnel
from the left metal to the right, where the electrons will have an energy above the Fermi
level, ie. they will be hot. The electrons may reach the surface of the right metal without
scattering, if the metal layer is also made very thin. At the surface the electrons can
interact with a resonance of an adsorbed molecule.
The advantage of generating excited electrons in this manner is the great, at least
theoretically, possibility of controlling the energy of the excited electrons. In principle it
should be possible to target the energy of any molecular resonance simply by changing
the applied bias. The disadvantage, however, is that it will not be possible to generate
a high density of hot electrons, which means that for many systems the effect of the hot
electrons will probably be insignificant.
Even though this device was suggested back in 1996, there has not been many at-
tempts of realizing it. However, recently Thomsen et al[97] have made a Metal-Oxide-
Semiconductor (MOS) device, which comprise a promising candidate for future femto-
chemistry experiments. In this device the left metal of Fig. 5.3 has been replaced with
highly doped Silicon for technical reasons. The insulating layer is oxidized Silicon.
5.2 Inducing chemistry
In this section I will describe the mechanisms that lead to nuclei motion in an adsorbed
molecule, and possibly a catalytic reaction, from the presence of excited electrons in the
surface. I will start in section 5.2.1 by giving a classical picture, where nuclei motion is
treated using classical mechanics. Eventhough I later will argue that in many cases the
motion of the nuclei cannot be treated classically, the picture is still benefical, since it
provides an intuitive understanding of the mechanisms involved. In section 5.2.2 I will
consider a more involved quantum mechanical approach, which is expected to provide
more reliable results. Throughout this section I will focus on desorption induced by hot
electrons, since it is the type of reaction, which has been seen in most femtochemistry
experiments[11, 14, 29, 56, 76, 87, 88, 96]. However, the concepts presented are generally
applicable, such that for example dissociation induced by hot electrons can be described
in the same manner.
5.2.1 Classical picture
As mentioned in the beginning of this chapter, the motion of nuclei can in many different
catalytic reactions be described by the ground state potential energy surface of the nuclei.
By ground state I mean with respect to the electronic degree of freedom, ie. the elec-
tronic system is assumed to relaxed at all times. Naturally, this is a bad approximation
when considering systems with excited electrons. However, one approach to including the
electronic effects is to have several PESs and then include the electronic effects as shifts
between the different PESs. In the following I will describe how this approach can be used
to understand both single electron and multiple electron processes.
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Figure 5.4: Desorption induced by electron transitions (DIET). The system sits in the
ground state as an electron hits the resonance, which causes molecular motion due to
the shifted minimum of the resonance PES. When the electron leaves the resonance the
molecule may have enough energy to pass the desorption barrier.
DIET mechanism
Desorption induced by electronic transitions (DIET) was observed experimentally already
in 1988 by Buntin et al[12] who observed the desorption of NO from a Platinum (111)
surface. In 1989 the same authors proposed an explanation of the mechanism behind.[13]
The picture consists of two PESs as illustrated on Fig. 5.4, where the first PES is the energy
of the system with relaxed electrons (ground state) as a function of nuclei position and
the second PES is the energy of the system when the adsorbed molecule is electronically
excited. To start with the whole system is relaxed, ie. it sits at the bottom of the ground
state PES. At some point a hot electron may excite the adsorbed molecule such that
the system jumps to the excited PES, where it is not located at the minimum, ie. the
nuclei will start to move. The nuclei may move to a different part of the PES before the
excitation of the molecule decays and the system is brought back to the ground state PES.
This may be at a point where the energy is quite high, above the desorption energy, such
that the molecule can desorb from the surface.
DIMET mechanism
Figure 5.4 illustrates a situation where a single hot electron causes a desorption event.
In some cases, however, it may require several electrons in order to get desorption as
it was observed by Misewich et al[75] in 1992. This is known as desorption induced
by multiple electronic transitions (DIMET) and is illustrated on Fig. 5.5 As seen the
mechanism is very similar to the DIET mechanism except from the fact that the molecule
is excited several times in the DIMET mechanism. Experimentally the DIMET mechanism
is distinguished from the DIET mechanism by varying the intensity of the applied laser
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Figure 5.5: Left panel: Desorption induced by multiple electronic transitions (DIMET).
Electrons will hit and leave the resonance several times before the molecule has enough
energy to pass the desorption barrier. Right panel: Experimental observations of the DIET
and DIMET regimes. At low hot electron fluxes single electron processes dominate and
the desorption rate is proportional to the flux. At high fluxes multiple electron processes
dominate and the desorption rate becomes proportional to the rate to a higher power.
light, ie. the number of generated hot electrons. In case of a dominating DIET mechanism
the desorption rate will be proportional to the light intensity. With a dominating DIMET
mechanism the desorption rate will follow a power-law dependence to the intensity, the
higher number of electrons needed to desorb a molecule the higher the power will be. This
is also illustrated on Fig. 5.5.
5.2.2 Quantum description
In Paper III we argue that it is not reasonable to treat the nuclei motion classically in the
type of systems we consider here, because the molecular resonances are quite shortlived,
approximately 1 fs. We base this on an approximative evaluation of the action, S =∫
dtL(x˙(t), x(t)), on a classical trajectory of 1 fs in a quadratic potential with a frequency
and initial potential energy, which fit calculated values. Here we find that |S| ≈ ~, where
the classical limit corresponds to |S| À ~.
Instead of treating the nuclear motion classically we then consider a Newns-Anderson[1,
80] type Hamiltonian to treat the interaction of the resonant state with the substrate states.
This is inspired by the work of Jacobsen et al[105] and Gadzuk.[32] However, as they only
consider a 1-dimensional system, we extend their approach to 2 dimensions in Paper III,
which enables us to consider for example both the internal stretch and the distance to the
surface of a diatomic molecule. Paper III provides a detailed description of the model, so
here I will only discuss the basic assumptions and some of the properties of the model.
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Figure 5.6: Illustration of the assumption made by the quantum model of Sec. 5.2.2. Left
panel: The ground state and resonance PESs are assumed to be quadratic with the same
vibrational frequencies. Right panel: The more general situation of non-quadratic PESs
with different frequencies cannot be handled in the model.
Assumptions
The important outcome of the model is that it enables us to estimate the probability,
Pni,nj (²i), that an electron with a certain energy, ²i, will scatter of the molecule and excite
the (ni, nj) vibrational mode of the 2-dimensional system, ie. that it transfers an energy
of ~ωini + ~ωjnj into vibrational energy. However, the evaluation of this model requires
some rather strict assumptions about the system. First of all the system is assumed to
be in the wide band limit, which means that the couplings between substrate states and
the molecular state is slow varying in energy and that the density of states is constant
in the vicinity of the resonance. This assumption is simply wrong, so one can only hope
the important physics is still captured and that a comparative test of the results of this
model will justify this assumption. Secondly it is assumed that the ground state PES and
the resonance PES are quadratic and only differ by a translation in configurational space,
ie. with the same vibrational frequencies. This is illustrated on Fig. 5.6. In Sec. 5.3 I
will show through an example that this may be a reasonable assumption for the type of
systems considered here.
Input
Several parameters are needed in order to calculate Pni,nj (²i) for a given system in this
model. First of all there are the vibrational frequencies, ωi and ωj , of the different normal
modes, which gives the possible transfers of energy, ~ωini + ~ωjnj . Secondly one needs
the slopes of the resonance PES in the directions of the normal modes, which gives the
coupling between the electrons and the molecular vibrational modes. This is the only part
of the excited state PES needed, because the model assumes that the ground state PES
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Figure 5.7: The optimal energy of a hot electron with respect to the probability, p(E), of
the electron delivering an energy, E, to the molecule is detuned with repect to the position
of the resonance. The detuning is approximately 12E. The multiple peaked features in p(E)
is only observed for small resonance widths.
and resonance PES have the same shape. Finally one needs the energy, ²a, and width, Γ,
of the resonance.
Properties
One of the interesting properties of the model is the detuning effect, which seen from
Fig. 2 in Paper III and also illustrated on Fig. 5.7. The detuning effect means that
the probability of an electron delivering an energy of E to the molecule is highest, when
the electron has an energy above the center of the resonance. The optimal energy lies
approximately 12E above the resonance energy. Physically this can be understood by
realizing that the electron not only must excite the molecule at an energy of ²i, but it
must also be able to leave the molecule at an energy ²f . Since ²i − ²f = E, the optimal
trade-off can be found at ²i = ²a + 12E. Examples of the size of the detuning effect for
different systems are listed in Tables III and IV in Paper III.
Another interesting effect is the peaked feature of the probability, p(E), which is also
illustrated on Fig. 5.7. This feature is only seen for small resonance widths. For large
resonance widths the sidebands become washed out and the probability distribution takes
the form of a Lorentzian. Both cases are illustrated on Fig. 2 in Paper III.
Coupling DIET and DIMET regimes
It is quite straightforward to treat the DIET regime in this model, if we assume that a
molecule will desorb as soon as it has a vibrational energy above the desorption. For small
molecules this is probably a quite reasonable assumption, since the vibrational decay time
is in the order of picoseconds, whereas the vibrations are on a femtosecond timescale, ie.
the molecule will vibrate back and forth many times before losing the vibrational energy.
The DIET regime is then treated by finding the probability that the electron will transfer
an energy above the desorption energy to the molecule: ²i − ²f > Edes. The rate of
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Figure 5.8: Including multiple electron processes in the model. The 5 thin lines indicate
the 5 vibrational states up to desorption of the molecule. The thick black lines indicate
the probability distribution of the vibrational states. First the system is in the ground
state. Then an electron hits resonance, which changes the probability distribution. Then
some time passes where the vibrations may decay. Then another electron hits. This is
continued until the probability of an electron desorbing the molecule is constant, such that
the desorption rate can be calculated.
desorption is simply the flux of hot electrons times this probability.
A simple way of including the DIMET regime, where hot electrons hits the molecule at
equally spaced timeintervals, ∆t, is illustrated on Fig. 5.8. The probability of the molecule
sitting in the lowest vibrational state is unity in the beginning. Then the first hot electron
hits the molecule, which spreads the probability distribution of the vibrational state of
the molecule. The vibrational excitations will decay before the next electrons comes
with a probability of 1− e−∆t/Tvib , where Tvib is the vibrational decay time, which again
changes the probability distribution. Then the second electron comes, which gives a new
probability distribution, where the probability of each vibrational state is found as a sum
of all the probabilities times the probability that the electron will cause a shift to that
vibrational state. This is continued until the probability distribution has converged. In
each step all probabilities at vibrational states above the desorption energy are removed.
From the converged probability distribution the probability of an electron changing the
vibrational state to something above the desorption energy can then be calculated. The
desorption rate is then this probability times the electron flux.
5.3 Potential energy surfaces
For the classical as well as the quantum description approaches described in Sec. 5.2 it is
necessary to have some information about the resonance PES and the ground state PES.
Because of the difficulty involved when trying to calculate the resonance PES most results
so far have been based on model potentials[32, 33, 35, 36, 46, 94]. In this section I will
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Figure 5.9: Linear expansion ∆SCF calculation on the 2pi∗-resonance in a Nitrogen
molecule on a Ruthenium (001) surface. Left panel: The change in electron density upon
excitation of the molecule. The green and red contour surfaces indicate higher and lower
density, respectively. The density change is just shown within one unit cell, whereas the
atomic positions have been repeated. Right panel: The ground state and resonance PESs
as a function of the center of mass (COM) distance to the surface and the inter-atomic
bond length in the Nitrogen molecule. The dots show where actual calculations have been
performed. The black arrow indicates a possible classical trajectory of the system on the
resonance PES. These illustrations can also be found on Figs. 2 and 5 in paper II.
start by giving an example of a resonance PES calculated using the method of Sec. 2.3.2
and paper II. Afterwards I will comment on the expected accuracy of these.
5.3.1 PESs for N2 on Ru (001)
In Paper II we calculated a 2-dimensional cut of the ground state PES and 2pi-resonance
PES for N2 on a Ruthenium (001) surface. The molecule sits vertically on a top site, and
the two dimensions are the interatomic distance in the molecule and the center of mass
distance to the surface. These dimensions are the most important, because the gradient
of the resonance PES for symmetry reasons must be zero in the other directions, ie. the
direct electron couplings to vibrations in the other directions are zero. The results are
also shown on Fig. 5.9.
One interesting feature of the PESs is that the minimum of the resonance PES lies
further from the surface than the ground state PES. This contradicts the traditional
picture[13], where it is assumed that the excited, and hence charged, molecule will be
attracted to the surface, because of the image charge effect. The increase in center of mass
distance to the surface upon excitation can be explained by the fact that the resonance
corresponds to an anti-bonding state in the molecule. This means that the molecular
bond is weakened upon excitation such that the Nitrogen atoms will go further apart.
The calculated PESs indicate that this effect is substantially larger than the image charge
attraction. This is illustrated on Fig. 5.10.
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Figure 5.10: The center of mass (COM) of the molecule shifts outwards upon excitation
as seen on Fig. 5.9. This is because the bond length increases significantly more than the
molecule shifts inwards due to the image charge.
Table 5.1: The vibrational frequencies of N2 on a Ru (001) surface in the ground state
and in the resonance. The values have been obtained from the PESs of Fig. 5.9.
Ground state (eV) Resonance (eV)
COM 0.13 0.22
N-N distance 1.69 1.45
Another thing that can be extracted from the PESs of Fig. 5.9 are the vibrational
frequencies of the minima. These are given in Table 5.1. As seen from the table the
frequencies with respect to the N-N distance are quite close. As we show in Paper III
this is the by far most important vibrational mode with respect to transferring energy
into vibrational motion. This indicates that the approximation of Sec. 5.2.2 that the
vibrational frequencies of the ground state and resonance minima are equal is reasonable
for this type of system. The center of mass (COM) vibrational modes deviate somewhat,
but they are still within a factor 2 of each other.
5.3.2 Validation
Even though the linear expansion ∆SCF method intuitively seems reasonable it lacks
fundamental justification and therefore requires justification through comparisons with
experiments and higher accuracy methods. This is not straightforward for these excita-
tion energies of molecules at metallic surfaces, since it is very hard to gain comparable
data from experiments and since it is a very difficult to perform accurate calculations of
resonance energies in periodic metallic systems. The best experimental estimations of the
energy of molecular resonances at surfaces come from inverse photo-emission spectroscopy
(IPES)[61, 89, 90, 92], where electrons are send towards the system in question, ie. a sur-
face with a specific molecule adsorbed on it. The electrons will place themselves in states
at the surface while emitting a photon to compensate for the loss of energy. By measuring
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Table 5.2: Comparison of the 2pi∗ resonance energies for different diatomic molecules
on different surfaces found by spatially constrained DFT, ordinary ∆SCF, linear expan-
sion ∆SCF and experiments. The experimental results have been obtained from inverse-
photoemission spectroscopy (IPES) measurements: aJohnson and Hulbert[61], bReimer et
al[89], cReimer et al[90], dRogozik and Dose[92]. All energies are in eV. These results are
also given in Table 1 in paper II.
System Constrained ∆SCF ∆SCF Experiment
DFT (orig.) (this work)
N2 on Ni(001) 2.2 3.5 4.0 4.4a
CO on Ni(001) 2.2 3.2 4.2 4.0a/4.5b
NO on Ni(001) 2.2 0.6 1.4 1.6a/1.5c
CO on Ni(111) 2.8 4.3 4.4 4.4c
NO on Ni(111) 2.7 0.5 1.4 1.5b
CO on Pd(111) 4.6 4.1 4.9 4.7d
CO on Pd step 2.8 3.2 4.5 4.0d
the emitting photons one gets information on the amount energy the electrons looses and
hence the energy of the states they get into. Such experiments are capable of revealing
the presence of molecular resonances and their energy can also be estimated quite well.
In Paper II we performed comparisons between the ∆SCF method and IPES experiments
from the literature. The results are reproduced on Table 5.2. The table also compares
the linear expansion ∆SCF results with results we obtain by applying the ordinary ∆SCF
method and the constrained DFT method.[106, 107] The ordinary ∆SCF method corre-
sponds to just forcing an electron into the Kohn-Sham orbital with the largest overlap
with the molecular orbital in question. In the constrained DFT method one applies an
extra fictive potential, which is varied until some constraint on the density is fulfilled.
When calculating the energy one compensates for this fictive potential. This can be done
in several ways. The results in the table are obtained by applying a step-like potential
which goes down between the molecule and the surface, and varying the strength until an
extra electron sits on the molecule. Se Paper II for further details. The results indicate
that the linear expansion ∆SCF method works quite well, predictions are within 0.5 eV,
which is much better than the two other methods.
The IPES measurements only estimates the resonance energy at the minimum of the
ground state PES, ie. it does not provide any information on the shape of the resonance
PES. In order to get an idea of the ability of the ∆SCF approach to getting the shape
of excited state PESs correct we also perform some ∆SCF calculations on the Nitrogen
molecule in Paper II. For molecules it is also possible to perform quite accurate linear
response TDDFT (lrTDDFT) calculations. From Fig. 5.11 it is seen that the ∆SCF and
lrTDDFT calculated PESs obtained by varying the N-N distance for different excitations
in the molecule have very similar shapes, ie. the ∆SCF approach is seemingly capable
of estimating the shapes of excited state PESs accurately. Especially interesting is that
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Figure 5.11: The ground state PES and two excited state PESs for the Nitrogen molecule.
The black lines are obtained using the ∆SCF method and the blue lines are obtained using
linear response TDDFT. The graphs are also shown on Fig. 6 in paper II.
the shifts of the minima are predicted very well. Whether or not these results can be
transferred to the molecular resonance PESs at surfaces is still an open question.
5.4 Desorption of CO and NO on transition metal surfaces
By combining PESs calculated as in Sec. 5.3 with the model of Sec. 5.2.2 it is possible
to calculate the probability of a hot electron transferring a certain amount of vibrational
energy to the molecule. In paper III we did this for CO and NO on four different close-
packed transition metal surfaces. Figure 5.12 shows the rate of a single hot electron
transferring an energy, which is higher than 1.5 eV and 1.0 eV for CO and NO, respectively.
The rates are plotted as a function of the resonance width. We assume that the electron
flux is uniformly spread in energy with a value of 1 electron·eV −1 · s−1. We treat the
resonance width as an unknown parameter, since we can only get a rough estimate of it
from the projected density of Kohn-Sham states.
The graphs on 5.12 reveal that the rates depend heavily on the resonance width.
Another seen feature is that it is significantly easier to transfer energy to CO compared
to NO. One should however keep in mind that in traditional femtochemistry experiments,
where the hot electrons are generated using a femtosecond laser pulse, the density of hot
electrons with an energy at the molecular resonance depends heavily on the energy of the
resonance. This is due to the thermalization of the electrons as illustrated on Fig. 5.2.
The molecular resonance for CO lies significantly higher than for NO, which can be seen
on Table 5.2. This means that in otherwise comparable situations the flux of hot electrons
with the right energy will be much lower for CO compared to NO.
A comparison of the different metals indicate that Platinum and Palladium provide the
highest transfer of energy, whereas Rhenium and Ruthenium give much smaller transfer
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Figure 5.12: The rate of transferring a certain amount of energy to vibrations in a molecule
on 4 different transition metal surfaces as a function of the resonance width. It is assumed
that the electron flux is uniformly spread in energy with a value of 1 electron·eV −1 · s−1.
Left panel: The rate of transferring at least 1.5 eV to the CO molecule. Right panel. The
rate of transferring at least 1.0 eV to the NO molecule.
of energy, especially in the case of NO.
The rates of Fig. 5.12 cannot be compared directly to any experimental observations
for several reasons. First of all is it very hard to estimate the electron flux in the experi-
ments, where the hot electrons are generated from femtosecond laser pulses. Secondly it
is not possible to detect how often a certain energy has been transferred to the molecule.
However, it is possible to compare trends in the model to trends in experiments. Figure
5.13 shows the calculated trend for desorption of NO on a Pt(111) surface as a function
of the hot electron flux. The different lines are for different energies of the hot electrons.
Desorption is assumed to occur each time the vibrational energy of the molecule exceeds
the desorption energy. This is not unreasonable, since the timescale of the molecule loosing
its vibrational energy to the surface is much longer than the timescale of single vibrations.
The resonance width is assumed to be 0.8 eV as estimated from the projected density
of Kohn-Sham states. The experimental desorption energy of 1.29 eV[21] has been used.
Multiple electron effects are accounted for as described in Sec. 5.2.2. For low hot electron
fluxes the desorption rate is dominated by single electron events, so the rate is propor-
tional to the flux (The DIET regime). At higher fluxes multiple electron events dominate
and the rate becomes proportional to the flux to a higher power (The DIMET regime).
The graph has a striking similarity to experimental observations[51]. This shows that the
model at least is capable of qualitatively reproducing reality.
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Figure 5.13: Desorption rate of NO on a Pt (111) surface as a function the hot electron
flux for different hot electron energies (δ² is the detuning with respect to the position of
the resonance). The model is seen to reproduce the shift between the DIET and DIMET
regimes seen experimentally[51] very well.

Chapter 6
Studying molecular resonances
with TDDFT
It is a very challenging task to build a model, which is capable of predicting the influence
on the catalytic rate from hot electrons in a given system. There are several reasons for
that. First of all there are a lot of detailed information, which is simply not possible to gain
from experiments, which limits the possibility of comparing models with the real systems.
In chapter 5 I for example show calculated energy surfaces of the resonance, where it is
possible to compare the resonance energy with inverse photoemission spectroscopy (IPES)
measurements, but where it is still very hard to validate the overall shape. Secondly
models will often include parameters, which are very hard to calculate, such that crude
estimates must be applied. In chapter 5 I for example discussed influence of the resonance
lifetime, which we can only give crude estimates of.
One way of attacking these issues is to approach the same problem from different
angles. This hopefully provides the possibility of comparisons, which can act as a sanity
check of he achieved results. Furthermore it may be possible that the different approaches
can supplement each other, ie. provide good estimates of parameters which cannot be
estimated in the other model.
Time-dependent density functional theory (TDDFT) is a good alternative approach to
model hot-electron femtochemistry, because it constitutes an exact framework to describ-
ing non-equilibrium processes. The price of course being that it is necessary to approximate
a very complex exchange-correlation functional, which is non-local in both time and space.
In this chapter I will describe the progress made in applying TDDFT to describing hot
electron femtochemistry at surfaces. I start in Sec. 6.1 by presenting the basic idea. Then
in Sec. 6.2 I will consider the issue of the hot electron being in some arbitrary unknown
state. The different properties of the resonances, which can be estimated from this ap-
proach is the subject of Sec. 6.3. The system in mind in all presented calculations is a
Nitrogen molecule adsorbed on a Ruthenium surface, but all the presented concepts are
generally applicable. This chapter should be considered supplementary to Paper IV.
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Figure 6.1: The basic approach to studying molecular resonance with TDDFT. A hot
electron is placed inside the bulk material with a momentum towards the molecule at the
surface. The hot electron position is then evolved over time until some point after it has
scattered of the molecule/surface. This will result in some of the hot electron exciting the
molecule and some of it being reflected.
6.1 The basic idea
TDDFT provides the possibility of simulating the time evolution of the electronic density,
ie. it makes it possible to simulate the entire event of a hot electron coming from inside a
surface and hitting an adsorbed molecule at the surface. This includes simulation of the
electron scattering of the molecule or the electron going into a molecular resonance and
the subsequent decay of the resonance. This is sketched on Fig. 6.1 On Fig. 6.2 I have
applied this idea and show an example of how a hot electron orbital evolves over time,
when it is send towards an adsorbed molecule.
In this case the surface is just included as a step like potential as illustrated on the
left panel and the molecule is a Nitrogen molecule standing vertical on the surface. The
starting orbital of the hot electron is made by taking a random un-occupied Kohn-Sham
state and multiply it with a complex exponential factor to give it the momentum towards
the surface. In the example it is seen that most of the hot electron orbital is simply
reflected at the surface, but a small part of it is seen to stay at the molecule in the 2pi∗-
orbital. The figure also indicates that it is possible to clearly distinguish between these
two parts of the wavefunction, ie. it seems possible to determine a excitation probability
by squaring and integrating the part of the wavefunction, which stays at the molecule. If
the reflected parts of the wavefunction did not start to interfere with the molecule again
it would probably also be possible to continue the calculation and follow the decay of the
excitation. All calculations presented here have been made with the Octopus code, with
the parameters given in Sec. 2.6.3.
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Figure 6.2: An example of a TDDFT calculation of a hot electron hitting a Nitrogen
molecule from inside a surface. The surface is represented by the step-like potential shown
on the left panel. The right panel shows the hot electron orbital at different times, where
the color grading indicates phase. The initial hot electron orbital is constructed as a
Kohn-Sham eigenfunction times an exponential factor to give it a momentum towards the
molecule. The two small dots show the positions of the Nitrogen atoms. The same data is
shown on Figs. 1 and 2 in paper IV.
6.2 The hot electron wavefunction
In the example of a calculation given in Sec. 6.1 the starting orbital of the hot electron
was chosen rather randomly. Undoubtedly the obtained results will depend strongly on
this arbitrary choice, so clearly a more systematic approach must be taken in order to
get some more general information on the molecular resonance. Here this will take the
form of a hypothesis on the relation between the hot electron orbital and the probability
of exciting the molecular resonance, which I present in Sec. 6.2.1. Then I will test this
hypothesis on a very simple system in Sec. 6.2.2. Finally in Sec. 6.2.3 I will apply this
approach to a more realistic system.
6.2.1 The assumptions
It seems reasonable to assume that the probability of a hot electron exciting an adsorbed
molecule is related to how well the energy of the hot electron fits the energy of the reso-
nance. More precisely this can be expressed as an overlap between the energy representa-
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tion of the hot electron and the energy representation of the resonance:
MO =
∫
R(²)W (²)d², (6.1)
MO is the excitation probability. I choose this abbreviation because the maximum overlap
(MO) between the hot electron orbital and the molecular orbital in question, during the
time evolution is interpreted as the excitation probability. W (²) is the amount of the hot
electron that has the energy ², ie.
W (²) =
∑
i
|〈φ|ψiKS〉|2δ(²− ²iKS). (6.2)
Equation (6.2) is only approximative, since the Kohn-Sham eigenvalues are not adequate
to describe excitation energies, ie. the renormalisation of the Kohn-Sham eigenvalues by
the exchange-correlation kernel is completely ignored. R(²) is the energy representation
of the resonance. In the following I will assume this to be a Lorentzian
R(²) = αres
(Γ/2)2
(²− ²res)2 + (Γ/2)2 , (6.3)
such that it corresponds to an exponentially decaying resonance. The three parameters
²res, Γ and αres corresponds to properties of the resonance and will be the subject of Sec.
6.3.
6.2.2 A simple system
In order to test the approximations of Eqs. (6.1)-(6.3) it is necessary to carry out a range
of calculations with different starting orbitals for the hot electron and compare the results
for the excitation probability with those obtained by inserting Eqs. (6.2) and (6.3) in
Eq. (6.1). Since the three parameters, ²res, Γ and αres, of Eq. (6.3) are unknown it is
necessary to estimate those through fitting, ie. significantly more than three calculations
are required in order to avoid overfitting.
The first system I considered was the one indicated on Fig. 6.2, where the surface is
just included as a step like potential and the molecule is a Nitrogen molecule standing
vertically on the surface. This simple system was chosen, because of its simplicity, such
that it is possible to carry out a lot of calculations in order to get a good feel for the
possibilities and limitations of this approach. The biggest advantage is probably that this
system does not contain any electrons inside the surface, so it is not necessary to worry
about the created hot electron orbitals being orthogonal to the other occupied orbitals.
Table 6.1 lists the 38 different starting orbitals for the hot electron, which were used. It
is important to stress that all orbitals are created with a Π symmetry, such that they can
interact with the 2pi∗-orbitals of the Nitrogen molecule. Without this symmetry there is
no interaction and the excitation probability is zero.
Figure 6.3 summarizes the results obtained from the 38 calculations. The left panel
shows R(²) and W (²) of Eqs. (6.2) and (6.3) for 7 different calculations, where the hot
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Table 6.1: The 38 different starting orbitals for the hot electron orbital used in Sec. 6.2.2.
The orbitals are divided into 5 groups. Within each group the orbitals only differ by the
exponential factors, eip0z, they have been multiplied with, ie. the size of the momentum
they have towards the molecule. Group 1, 2 and 3 consist of a gaussian wavefunction in
the z-direction with ∆p’s of 0.1, 0.2 and 0.4 a.u., respectively. In the radial direction they
are given by the a 1. order Bessel function, where the first node fits the unit cell boundary.
Group 4 and 5 consist of two different Kohn-Sham eigenfunctions.
Illustration
p0-values
0.2
0.4
0.6
0.8
1.0
1.2
1.4
0.2
0.4
0.6
0.7
0.8
0.9
1.0
1.2
1.4
1.6
0.2
0.4
0.6
0.8
1.0
1.2
1.4
0.2
0.4
0.6
0.8
1.0
1.2
1.4
0.2
0.4
0.6
0.8
1.0
1.2
1.4
electron orbitals only differ by the applied momentum. From this it is obvious how the
energy of the hot electron orbital is increased as the momentum is increased, which will
give rise to a peaked feature if the overlap between R(²) and W (²) is plotted against the
applied momentum.
The right panel on Fig. 6.3 shows these peaked features for all performed calculations.
The black lines are the direct found excitation probabilities and the grey curves are the
excitation probabilities found by inserting Eqs. (6.2) and (6.3) in Eq. (6.1). The values
of ²res, Γ and αres in Eq. (6.3) are determined through a least squares fitting to be
²res = 9.8 eV above the Fermi energy, Γ = 1.4 eV and αres = 5.4 · 10−3. The least squares
fitting procedure is a bit tricky due to the presence of several local minima, so the fitting
procedure involves starting minimizations from a range of different offsets.
The reasonable good agreement between the directly obtained and the calculated exci-
tation probabilities indicates that the assumptions made in Eqs. (6.1)-(6.3) are reasonable
and that ²res, Γ and αres are true properties of the resonance, which I will consider in Sec.
6.3.
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Figure 6.3: Left panel: R(²) andW (²) of Eqs. (6.2) and (6.3) for the 7 hot electron orbitals
of group 1 in Table 6.1. The delta functions inW (²) have been replaced with gaussians with
a width of 0.1 eV. Right panel: The excitation probability as a function of the hot electron
orbitals. The black and grey lines are the direct found excitation probabilities and the
excitation probabilities found by inserting Eqs. (6.2) and (6.3) in Eq. (6.1), respectively.
The values of ²res, Γ and αres in Eq. (6.3) have been fitted to give the best agreement.
These data are also plotted on Figs. 6 and 7 in paper IV.
6.2.3 A more realistic system
The simple system of Sec. 6.2.2 is good for testing the approximations of Sec. 6.2.1, but
it is not very realistic and cannot be used to estimate properties of real physical systems.
In order to get closer to a more realistic description I now consider the system shown
on Fig. 6.4, which consists of a 20 atoms Ruthenium cluster and an adsorbed Nitrogen
molecule. This system is a simple model of a Nitrogen molecule adsorbed on a close-packed
Ruthenium (001) surface. The three layers of the cluster each correspond to a close-packed
layer.
The big practical difference between this system and the one of Sec. 6.2.2 lies in the
generation of the starting orbitals for the hot electron. In this system there are a lot
of electrons inside the cluster, ie. one must carefully make sure that the hot electron
orbitals are orthogonal to these electrons. However, it is still preferable to have starting
orbitals for the hot electron, which is reasonably localized in energy, such that the fitting
of ²res, Γ and αres in Eq. (6.3) will be tremendously eased. If they are not reasonably
localized in energy there will be no peaked features, which act as important guidelines
in the fitting procedure. The solution I chose was to start by choosing the hot electron
orbitals and then make the other orbitals orthogonal through an ordinary Gram-Schmidt
orthogonalization procedure. The hot electron orbitals are created as a linear combination
of some of the Kohn-Sham orbitals of the 20 atoms cluster without a molecule times a
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Figure 6.4: The 20 atoms Ruthenium cluster with an adsorbed Nitrogen molecule, which
is studied in Sec. 6.2.3.
complex exponential factor to give them a momentum towards the surface. The linear
combination is found by projecting the Kohn-Sham orbitals onto a function, which is
reasonably localized in energy. Here I choose
Ψ(r, θ, z) = J1( rr0 )e
iθe−
(z+3.3)2
3.32 , (6.4)
where J1(r) is a Bessel function of the first kind, r, θ and z are the usual semipolar
coordinates and the equation is in atomic units.[72] The first node of J1( rr0 ) lies at r = 8a0
and z = 0 is the position of the highest layer of the cluster. The Bessel function is necessary
in order to give the orbital the required Π-symmetry, such that it can interact with the
2pi∗-orbitals of the Nitrogen molecule. 13 different starting orbitals for the hot electron is
made by multplying with 13 different exponential factors.
The results of the 13 calculations are summarized in Fig. 6.5, where the black line in-
dicates the directly found excitation probabilities and the grey line indicates the excitation
probabilities found by inserting Eqs. (6.2) and (6.3) in Eq. (6.1).
Again the values of ²res, Γ and αres in Eq. (6.3) are determined through a least squares
fitting. For this system I find that ²res = 4.9 eV above the Fermi energy, Γ = 0.36 eV and
αres = 1.9 ·10−3. The agreement between the directly found and the calculated excitation
probabilities is also seen to be quite good for this system, indicating that the assumptions
of Eqs. (6.1)-(6.3) are also reasonable in this more realistic system.
6.3 Resonance properties
In Sec. 6.2 I explained how it is possible to obtain true properties of a resonance, which
are apparently only system dependent and not dependent on the starting orbital of the hot
electron, by sending a range of differently prepared hot electrons towards the resonance.
In this section I will discuss these properties and the reliability of the obtained values.
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Figure 6.5: The excitation probability as a function of the applied momentum to the hot
electron orbital for the system considered in Sec. 6.2.3. The black and grey lines are the
direct found excitation probabilities and the excitation probabilities found by inserting Eqs.
(6.2) and (6.3) in Eq. (6.1), respectively. The values of ²res, Γ and αres in Eq. (6.3) have
been fitted to give the best agreement. These data are also plotted on Fig. 10 in paper IV.
6.3.1 Energy
The energy of the resonance, ²res in Eq. (6.3), expresses the position of the resonance. For
the simple system of Sec. 6.2.2 I found a value of ²res = 9.8 eV above the Fermi energy.
This may seem a bit high, but one should keep in mind that the Fermi energy in this
system lies at the highest occupied molecular orbital (HOMO) of the molecule. Another
consequence of the missing electrons in the surface is that it is not possible to create an
image charge, which would lower the resonance. The 9.8 eV is in the same range as the
lowest lying excitations in the Nitrogen molecule, which seems reasonable.
In the more realistic system of Sec. 6.2.3 I found a value of ²res = 4.9 eV above the
Fermi energy. The projected density of states for the 2pi∗-orbitals is shown on Fig. 6.6
and indicates a position of the resonance between 2 and 3 eV above the Fermi energy.
This is quite different from the 4.9 eV, which indicates that the TDDFT results cannot be
explained solely by the energy of the molecular orbital in the ground state Hamiltonian.
In fact the results agree much better with inverse photoemission spectroscopy (IPES)
measurements performed for Nitrogen on Nickel,[61] where the resonance is found 4.4
eV above the Fermi energy. ∆SCF calculations made as described in Paper II indicate
that the difference in energy between having a Ruthenium and a Nickel surface is minor.
The fact that the TDDFT results seem to agree better with a ∆SCF description can be
understood by realizing that the energy of the hot electron should fit the position of the
resonance when the resonance is getting occupied and not the position of the resonance
when the system is in the ground state.
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Figure 6.6: The density of states and projected density of states (pdos) for the Ruthenium
cluster with a Nitrogen molecule shown on Fig. 6.4. The light grey area indicate the
occupied states. The inserted bar has a length of 1.1 eV. The figure is the same as Fig.
14 in paper IV.
6.3.2 Width
In Sec. 6.2 I also obtained values for the widths of the resonances, Γ in Eq. (6.3).
However, these widths are determined through probing by some hot electrons, which are
very delocalized in energy. This can for example be seen on the left panel of Fig. 6.3. This
means that the obtained values probably are determined with a large uncertainty. In Sec.
6.3.4 I will show that the obtained values of Γ does not fit well with other estimations of
the excitation lifetimes, which is consistent with a large uncertainty on the values of Γ.
6.3.3 Cross-section
The αres values in Eq. (6.3) is obviously proportional to the excitation probabilities, ie.
they must be closely related to the resonance cross-sections. If we assume that the hot
electron are evenly distributed on the unit cell cross section then it is reasonable to expect
that the resonance cross-section, σres is the product of αres and the unit cell cross-section,
Asystem:
σres = αres ·Asystem. (6.5)
A more accurate description would take into account that the hot electrons are not dis-
tributed evenly across the unit cell cross-section, but I will not do that in this crude
approximation. This could explain the small tendency to a systematic deviation of some
of the points on the right panel of Fig. 6.3.
By applying Eq. 6.5 to the more realistic system of Sec. 6.2.3 I find that σres = 0.88
A˚2. In the calculation it is assumed that Asystem equals the area filled by 7 atoms in a
Ruthenium (001) surface as the top layer of the cluster holds 7 atoms.
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Figure 6.7: The overlap between an excited electron and the 2pi∗ orbitals of a Nitrogen
molecule adsorbed on a Ruthenium cluster. The four calculations differ by the state of the
excited electron and/or the size of the Ruthenium cluster. The excited electron is either
placed in the Kohn-Sham (KS) orbital with the largest overlap to the molecular orbital or
it is placed directly in a 2pi∗ orbital of the molecule. The Ruthenium cluster either has 10
or 20 atoms. The inserted fit corresponds to an excitation lifetime of 0.6 fs. The data is
also plotted on Fig. 12 in paper IV.
6.3.4 Lifetime
In Sec. 6.3.2 I discussed the found widths of the resonances, which can be directly coupled
to lifetimes of the excitations. However, the lifetime can also be estimated in other ways.
Figure 6.7 shows the overlap between an excited electron and the corresponding molecular
orbital as a function of time for four different calculations. The four calculations differ
by the choice of the excited state and/or the size of the Ruthenium cluster. However,
they all consider the 2pi∗ excitation of a Nitrogen molecule adsorbed on Ruthenium. In all
four calculations it is possible to follow how the excitation decays over time. The decay
is seen to be reasonably exponential with approximately the same lifetime for the four
calculations. The included fit in the figure corresponds to a lifetime of τ = 0.6 fs. This is
equivalent to an uncertainty in the resonance energy of ∆E = ~/τ = 1.1 eV.
Another way of estimating the lifetime of the resonance is to consider the projected
density of Kohn-Sham states. This was done on Fig. 6.6 where a bar of 1.1 eV is also
inserted for comparison. The two estimates are seen to agree quite well, which indicates
that the simple projected density of Kohn-Sham states estimation is reasonable. However,
the width of Γ = 0.36 eV found in Sec. 6.2.3 is far from the two other estimates, which is
consistent with the expectation of a large uncertainty on the Γ-values.
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6.4 Future possibilities
In all the calculations presented in this paper all atoms have been fixed and only electrons
have been allowed to move. This offers the possibility of studying the properties of the
resonance, but it does not provide any information on the dynamics induced by electrons
hitting the resonance. However, TDDFT also provides the possibility of studying cou-
pled ion-electron dynamics.[68] It would be very interesting to apply this approach to the
systems considered here and investigate whether or not such a framework can give suffi-
ciently accurate estimations of the induced dynamics. This would allow for comparisons
with results obtained by the method of chapter 5.

Chapter 7
Summary and outlook
This thesis is concerned with two different aspects of heterogeneous catalysis. The first
part is focused on calculating the detailed structure of catalytic nanoparticles. This is
very important since many catalytic reactions are extremely structure sensitive, ie. the
catalytic activity of nanoparticles can only be truly understood when the structure of the
nanoparticles is understood. I will summarize the results of this part in Sec. 7.1. The
second part considered the field of hot electron assisted femtochemistry, which potentially
provides the possibility of placing energy in certain vibrational states of adsorbed species.
This could be applied to enhancing selectivity in reactions or to increasing the catalytic
activity without increasing the temperature. I summarize the results of this part in Sec.
7.2.
7.1 The structure of nanoparticles
The classical approach to obtaining the structure of crystalline particles, the Wulff con-
struction, cannot be applied in the case of catalytic nanoparticles, since it does not provide
sufficiently detailed information. It provides an estimation of overall structure, but the
catalytic activity is governed by the presence of special active sites. Instead I have devel-
oped a significantly different approach to obtaining the structure of a nanoparticle, with
focus on Ruthenium nanoparticles, which crystallizes in a hcp structure.
The approach is to generate a large representative ensemble of structures for the
nanoparticle. Each structure is build up from individual atoms, such that finite size effects
are included in the description. Preliminary attempts of generating representative ensem-
bles have shown that it is reasonable to heavily restrict the configurational space, since all
relevant structures will be dominated by the same facets as the Wulff construction. This
restriction makes it possible to consider particles up to at least 5 nm in diameter. The
energy of each structure is estimated by summing up the surface energy of all the atoms.
The surface energies are estimated with the help of DFT calculations. The potential en-
ergy is applied instead of the free energy. However, tests indicate that the consequence of
this approximation is rather limited. The ensemble of structures can be used to calculate
average properties of the cluster by a simple Boltzmann averaging.
83
84 Chapter 7. Summary and outlook
Ensembles of structures have been calculated for a lot of Ruthenium particles in the
diameter range from 2 nm to 5 nm. For the smallest particles the number of interesting
step sites is heavily dependent on the exact number of atoms. When the particles become
bigger than 3 nm in diameter this dependence on single atoms is smaller. An increased
temperature does not influence the presence of step sites significantly, it just smooths
out some of the size dependence. The ammonia synthesis activity was estimated for the
Ruthenium particles. This indicated that the optimal size is 3 nm in diameter. The effect
of the substrate and a gas on the structure can quite easily be included in the model.
Results indicate that the presence of carbonmonooxide will promote the presence of step
sites.
Unfortunately time did not permit a thorough investigation of the effect of the substrate
and gas on the structure of the particles. In the future it would be very interesting
to continue this analysis. It is possible that the reactants in some cases promote the
presence of the active sites. It would be interesting to understand such effects in more
detail. It would also be interesting to apply the same methodology to other materials than
Ruthenium in order investigate the material dependence on the presence of active sites.
7.2 Hot electron femtochemistry at surfaces
Most theoretical investigations of the energy transfer from hot electrons to vibrational
energy in adsorbed molecules are based on model potential energy surfaces, since it is dif-
ficult to calculate potential energy surfaces of excited molecules at surfaces. In this thesis
I presented an extended version of the ∆SCF method, which can be used to calculate such
potential energy surfaces. The method has been applied to different diatomic molecules
adsorbed on different transition metal surfaces. Comparisons with inverse photo-emission
spectroscopy (IPES) experiments and TDDFT calculations indicate that the ∆SCF ap-
proach provides reasonable results. The calculations also reveal that the minimum of the
resonance PESs for these diatomic molecules lie further away from the surface compared
to the minimum of the ground state PESs. This is in contradiction to the typical assump-
tion that the creation of an image charge will attract the excited molecule to the surface.
The molecule is moved away from the surface because the bond length increases as the
anti-bonding state of the molecule becomes occupied.
The obtained PESs can be used to estimate the coupling between the hot electrons
and the vibrational modes of the molecule. In this way it is possible to estimate the
probability of an electron transferring a certain amount of energy into vibrational energy.
By combining these probabilities it is also possible to estimate multi-electron effects, as
long as the electrons hit the molecule at different times. The method was applied to
the desorption of NO on Pt (111). This revealed a striking resemblance to experimental
observations, where the desorption rate follow a power-law relation to the hot electron
flux. In the regime where single electron events dominate the power is 1, whereas the
power changes to a higher number when multiple electron events begin to dominate.
I also presented a more direct approach to studying the interaction between hot elec-
trons and molecular resonances. This is based on TDDFT calculations, where the entire
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event of a hot electron hitting a molecular resonance is simulated. By doing this for a range
of different hot electrons it is possible to extract different properties of the resonance. The
found resonance energy seems to agree quite well with ∆SCF calculations. The approach
also provided an approximation to the cross-section area of the resonance. A value of the
resonance width is also estimated, but it is given with a very large uncertainty. How-
ever, the resonance width can also be estimated by considering the decay of an excited
molecule at a surface. The result of such a calculation turned out to agree quite well with
a simple projected density of Kohn-Sham states approach. In all calculations I considered
a Nitrogen molecule adsorbed on a Ruthenium surface, but the developed methodology
is of general applicability. In the future it would be interesting to include the coupling
between the electron motion and ionic motion. This would provide a direct estimation of
the energy transfer to ionic motion, which could be compared to experiments and results
obtained by other approaches.
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Structure and reactivity of ruthenium nanoparticles
Jeppe Gavnholt and Jakob Schiøtz*
Center for Individual Nanoparticle Functionality (CINF), Department of Physics, Technical University of Denmark,
DK-2800 Kongens Lyngby, Denmark
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We present a method for obtaining detailed structural information of ruthenium nanoparticles in at least the
diameter range from 1.5 to 5 nm. The method is based on an ensemble approach where a large number of
low-energy structures are collected in an ensemble, from which average properties can be extracted using
Boltzmann averaging. The method is used to obtain the number of catalytic active step sites present on the
surface of the ruthenium particles. We find that the presence of highly catalytic active step sites does not
depend significantly on the temperature within a relevant temperature range; the presence of step sites is
mainly a function of the lowest energy shape of the cluster, i.e., a function of the number of atoms. By
combining the structural information with estimations of the single site activities in the ammonia synthesis, we
find that the optimal particle diameter is approximately 3 nm. The single site activities are estimated by using
density functional theory to calculate the barrier of the rate limiting step, the dissociation of a nitrogen
molecule.
DOI: 10.1103/PhysRevB.77.035404 PACS numbers: 61.46.Df, 82.33.Hk, 82.20.Wt
I. INTRODUCTION
Within the past decade, it has become possible to make
reasonably accurate theoretical estimations of adsorption en-
ergies of individual molecules and barrier heights for the
different part reactions in a variety of different catalytic
processes.1–14 This success has been made possible by the
use of density functional theory and the increase in computer
power. The adsorption energy and barrier height information
can be combined with either a mean-field kinetic model11 or
a kinetic Monte Carlo model,12 where interactions between
surface species can be included, to obtain the catalytic activ-
ity of single sites. The development of these methods has
given much insight to the fundamental processes governing
many catalytic reactions. One of the things that has been
realized is that some catalytic reactions, such as the ammonia
synthesis, is completely dominated by a few highly active
sites. Dahl et al.13 show that the sticking coefficient of a
nitrogen molecule on a ruthenium surface drops at least 9
orders of magnitudes, when the steps are blocked by Au
atoms. This is supported by density functional theory calcu-
lations, which show that the barrier of the N2 dissociation is
much lower at a step site than at a flat surface site. This
proves that the detailed structure of the catalyst is of vital
importance for at least some catalytic reactions. It is then
necessary not only to find the single site activity in order to
make theoretical estimates of a catalyst’s activity but also to
make some estimate of the catalyst’s detailed surface struc-
ture.
Honkala et al.14 made such an estimate of the catalytic
activity of ruthenium clusters in the ammonia synthesis and
found beautiful agreement with experiments, i.e., between a
factor 3 and 20 in difference. However, the structure estima-
tion was only applicable for a few cluster sizes and did not
include temperature effects. In this paper we take the step
further and develop a method, which can systematically treat
all cluster sizes between at least 1.5 and 5 nm in diameter,
and which gives the temperature dependence on the struc-
ture. We hope that such a model will provide further insight
to the factors governing the presence of highly active sites.
In this paper, we have focused on ruthenium clusters. How-
ever, the model can be directly applied to other hcp metals,
and with minor modifications, it could be applied to other
crystal structures as well. We have chosen to study ruthe-
nium since this is known to be one of the best catalysts for
the ammonia synthesis.
The main principle of the method is for a given cluster
size to collect a large ensemble of possible and relevant con-
figurations for the cluster. Average properties of the cluster
can then be calculated using simple Boltzmann averaging
over the ensemble. In order to do that, we need the energy
and the property we want to average of each cluster in the
ensemble. In this paper, we have focused on calculating the
average number of catalytic active sites; however, in prin-
ciple, the ensemble could be used to calculate other proper-
ties as well. In the following two sections, we describe the
method. First, we describe the model for obtaining the en-
ergy, and second, we go through the configuration generation
and the Boltzmann averaging. In this part, we will also dis-
cuss the limitations and approximations of the method. Fi-
nally, we present the results, where we look at the number of
catalytic active sites as a function of cluster size. Here, we
will also carry out calculations on the barrier size for the
dissociation of nitrogen at different sites in order to link the
obtained structures to actual catalytic activities for the am-
monia synthesis. The dissociation of nitrogen is the rate lim-
iting step in the ammonia synthesis, i.e., knowledge of the
barrier height for this dissociation will enable us to make a
simple approximation of the ammonia synthesis rate.
II. ENERGY OF A CLUSTER
Both in the process of finding the relevant cluster configu-
rations and in the following Boltzmann averaging, it is of
absolute importance that we are able to calculate the energy
of the different cluster configurations. Since this paper fo-
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cuses on large clusters with up to 4000 atoms in size, it is not
possible to apply high-accuracy methods such as density
functional theory directly for this task. We need a method
which can compute the energy of a 4000 atom cluster within
a few tenths of a second, such that it is possible to obtain
energies of many different structures within a reasonable
time of computation. One possibility is to optimize an effec-
tive medium theory EMT potential for ruthenium, as de-
scribed by Jacobsen et al.15,16 Another possibility is to assign
an energy to each atom in the cluster depending on the con-
figuration of nearest neighbors, where the total energy is then
simply the sum of all these atomic energies. The individual
atomic energies should then be estimated from density func-
tional theory DFT. This turned out to be the preferred
method for this type of calculations, so in the following, we
will describe this method in more detail. Afterward, we argue
why this is the preferable method by making a comparison to
the above-mentioned effective medium approach.
All the DFT calculations presented in this paper are based
on a plane-wave expansion of the wave functions, a revised
Perdew-Burke-Ernzerhof RPBE description of exchange
and correlation effects,17 and ultrasoft pseudopotentials.18
Plane waves with energy up to 350 eV are used. The self-
consistent electron density is determined by iterative diago-
nalization of the Kohn-Sham Hamiltonian, Fermi population
of the Kohn-Sham states using a temperature of 0.1 eV, and
Pulay mixing of the resulting electronic density.19 All total
energies have been extrapolated to zero temperature. Slabs
have been separated by at least 10 Å in all calculations. The
DFT calculations are made with the DACAPO software.20
A. Description of the method
The simplest way to assign an energy to each atom is to
let the energy depend solely on the number of nearest neigh-
bors. DFT is then used to obtain a relation between the en-
ergy and the number of nearest neighbors. However, since
different surfaces in many cases contain atoms with the same
number of neighbors, we extend this model a bit, such that
the atomic energy not only depends on the number of nearest
neighbors but also the configuration of these. In this way, we
preserve the freedom to assign different energies to different
surfaces. However, we also restrict ourselves to find energies
of nonstrained hcp structures. As it will be argued in the next
section, this is sufficient for our purpose.
We illustrate the method by the example shown in Fig. 1
where we assign energies to the atoms sitting on the 0001
and 101¯1 surfaces and the edge between them. Further-
more, we include the step formation energy. First, the bulk
energy is determined by doing a standard lattice parameter
optimization using DFT. Here, we found the lattice param-
eters a=2.7529 Å and c=4.3595 Å, which are 1.7% and
1.8% above the experimental values. The lattice parameter
values obtained here have been used in all the following
calculations. Furthermore, the found bulk energy has been
subtracted from the following results, such that all energies
are the total surface energies. After this, the surface energies
are determined by calculating the energies of the slabs shown
in panels a and b in Fig. 1. All atoms with 12 nearest
neighbors are considered as bulk atoms, i.e., they are as-
signed zero energy. All the energies are then placed on the
rest of the atoms. For the 0001 surface, this is straightfor-
ward since all the remaining atoms sit in the same configu-
ration, so the energy is just distributed evenly. However, for
the 101¯1 surface, there are two different types of surface
atoms. In this case, we choose to distribute the surface en-
ergy proportional to the missing number of nearest neigh-
bors. After this, we find the edge energy by calculating the
energy of the slab shown in panel c in Fig. 1, which con-
sists of repeated edges between the 0001 surface and the
101¯1 surface. From the figure, it is clear that two types of
atoms have not been assigned an energy, the ones in the inner
and the ones in the outer edge. Again, we distribute the re-
maining energy among these atoms, proportionally to the
number of missing nearest neighbors. Finally, we can find
the step formation energy by calculating the energy of the
slab shown in panel d in Fig. 1, where a step has been
formed at the edge by removing a row of atoms. Here, there
is only one type of atom, which has not been assigned an
energy. By assigning the remaining energy to these, we en-
sure that the model gives correct step formation energies.
We did these calculations for the 101¯0A, 0001, and
101¯1 surfaces and all the edges between these since the
ruthenium clusters almost entirely consist of these low-
energy surfaces. Furthermore, we included the 101¯0B sur-
face. Naturally, there will still be atoms sitting on the clusters
in other configurations than those included here. These atoms
have been assigned an energy based on the number of nearest
neighbors alone. We obtain a relation between the energy and
the number of nearest neighbors by averaging the already
calculated energies. The atoms which are assigned an energy
in this way are mainly corner atoms, i.e., it is a small part of
the total energy.
FIG. 1. Some of the surfaces for which energies have been
calculated using DFT. The calculations are used to determine the
energy of the gray atoms. Panel a shows the close-packed surface
0001. Panel b shows the 101¯1 surface. The surfaces on panels
c and d are repeated edges between the 0001 surface and the
101¯1 surface with and without a step, respectively.
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B. Test of the method
Since it is impossible to calculate the DFT energy of a
large cluster, it is hard to test the accuracy of this method
directly. So, instead we optimized an EMT potential for
ruthenium.21 With this potential, we went through all the
same calculations as for the DFT potential and established an
estimated EMT potential. With these three potentials, the es-
timated DFT, the estimated EMT, and the full EMT, we cal-
culated the energy of a lot of different configurations of a
10 046 atom cluster. In Fig. 2, we have plotted the obtained
energies using the estimated DFT and the estimated EMT
versus the full EMT energy. For comparison, we also in-
cluded a simple bond breaking model, where the energy is
proportional to the number of broken nearest neighbor
bonds. The figure shows that the estimated EMT model and
the full EMT potential have better agreement than any of the
others. From this, we conclude that the main difference be-
tween the full EMT potential and the estimated DFT poten-
tial is due to the change from EMT to DFT and not due to
using the estimated DFT values instead of the exact values.
In other words, calculating the cluster energy as a sum of
atomic energies, which are estimated from surface calcula-
tions, is a better approximation than calculating the cluster
energy using the EMT potential instead of the accurate DFT
potential.
Another advantage of the estimated DFT model is that we
are sure to get the high-accuracy DFT step formation ener-
gies at the edges, which are the most important energies in
this case, since these step edge sites typically are the most
catalytic active, as we will argue for later. These steps are
badly described in the EMT model.
Finally, we tested the estimated DFT potential by calcu-
lating the energy of the 303¯1 and 11¯00 surfaces, which
was not used in estimating the individual atomic energies.
The results are shown in Table I, from which it is seen that
the error per surface atom is very low, on the order of
0.01 eV /surface atom. All cluster energies in the following
are determined using the estimated DFT model.
III. NUMBER OF SITES ON A CLUSTER
In this section, we present the developed method for find-
ing the number of times a specific site occurs on a cluster of
a given number of atoms. First, we go through the method of
obtaining a ensemble of configurations for the cluster, and
then we show how this ensemble can be used to obtain the
number of sites at a given temperature using simple Boltz-
mann factor averaging. Finally, we perform some testing of
the method.
A. Generating an ensemble
Clusters of several thousand atoms in size have almost
endless different possible configurations, so it is completely
impossible to calculate the energy of them all. Instead, we
need a method which only searches through relevant con-
figurations, i.e., configurations of low energy. The obvious
choice in such a situation is some sort of Monte Carlo
method, and we have in fact tried using the Metropolis algo-
rithm. All close-packed configurations were allowed and the
energy of each configuration was calculated using the EMT
potential. By all close-packed configurations, we mean hcp
and fcc including all possible stacking faults. Each new con-
figuration was generated by moving one atom from one part
of the cluster to another. The algorithm was able to find
configurations with stacking faults, but they were too high in
energy to contribute significantly to the ensemble.
The problem using such a method is that the potential
energy surface contains many local minima with very high
barriers between them, which can make the time it takes to
search through a sufficient amount of the configurational
space much too high except for the smallest clusters, unless
one makes sure it is possible to jump directly through these
barriers. Also, an algorithm based on genetic optimization
was implemented, but it suffered from the same problems.
The limitations of these methods, however, inspired a way
around the problems since they showed that all these low-
energy configurations, in which the simulations got stuck,
have some common characteristics. They are all clusters,
which almost only consist of the 0001, 101¯1, and 101¯0
surfaces, possibly with some atoms missing near the edges or
FIG. 2. Color A comparison between the energy obtained us-
ing four different methods. The estimated EMT, the estimated DFT,
and the simple bond breaking model are all compared to the full
EMT energy. Each point corresponds to a certain configuration of a
10 046 atom cluster. Points on black line indicate perfect agreement
between the full EMT energy and the method in question. Energies
are relative to the energy of the found ground state configuration.
From this, we conclude that the estimated DFT is the preferred
method in our situation see text.
TABLE I. Comparison between full DFT surface energy and the
estimated DFT surface energy of two surfaces, which were not used
in the development of the estimated DFT potential.
Surface
Full DFT
eV/atom
Estimated DFT
eV/atom
Error
eV/atom
303¯0 2.525 2.536 0.011
11¯00 2.377 2.371 −0.006
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in a few cases a couple of adatoms placed on one of the
surfaces. Because of this, we can restrict ourselves to search
through configurations with these characteristics. The reason
that only configurations with these characteristics are rel-
evant is that the energy it takes to break a nearest neighbor
bond is close to 0.5 eV, which is much higher than the ther-
mal energy at all relevant temperatures. So, all odd configu-
rations with holes in the surface or other cuts in the surface
are way too high in energy.
We have not investigated the energy of non-close-packed
structures, for example, structures with internal stress, which
could be relevant for the smallest nanoparticles. However,
high-resolution transmission electron microscopy studies of
industrial Ru-based catalysts have shown nanoparticles with
a regular hcp crystal structure.14,22
After having gained these experiences, we chose to divide
the generation of the ensemble of structures into two steps.
First, we find all the relevant clusters, which only consist of
the 0001, 101¯1 and 101¯0 surfaces and with a number of
atoms close to the desired cluster size. For each relevant
cluster, we then adjust the number of atoms. If the number of
atoms is too large, we search through the different ways one
can remove the excess number of atoms; otherwise, we
search through the ways one can add the lacking number of
atoms.
A flowchart of the method is shown in Fig. 3, the details
are described in the following sections.
1. Finding relevant cluster shapes
The first step is done by describing all relevant clusters
through 16 parameters l0− l3 ,h0,u−h5,u ,h0,d−h5,d, which
are defined on Fig. 4. The total height of the cluster is not
included since that is governed by the number of atoms. Any
cluster only consisting of the 0001, 101¯1, and 101¯0
surfaces can be described by these 16 parameters. With this
parametrization, it is now possible to escape the large barri-
ers in the potential energy surface, i.e., it is possible to do a
Metropolis Monte Carlo search through the configurational
space, where one of the parameters is changed between each
step. The energies used in the algorithm are not the energies
of the cluster given by the 16 parameters since these cluster
may not consist of the right number of atoms. Instead, the
extra or lacking numbers of atoms have been removed or
added at a favorable position on the cluster before calculat-
ing the energy.
Through a testing phase, it was found that a simulation
temperature of 2 eV is optimal in this type of simulations. At
this temperature, the simulations move rather freely between
all relevant sets of parameters without spending too much
time in irrelevant sets of parameters. The algorithm is run for
a sufficient amount of steps, typically around 50 000, and
then we pick out the sets of parameters with an energy below
5 eV above the lowest found energy. This limit was set to
5 eV since the removal and/or adding of extra and/or lacking
Choose no. of atoms
Combine last two steps to find all possible ways of removing
the atoms, and the energy of each resulting configuration. Pick
random sample in case of overwhelming no. of possibilities.
Collect all relevant groups of 1,2,3...N atoms from the cluster
and calculate the energy it takes to remove each group
(N), (N−1, 1), (N−2, 2), (N−2, 1, 1), (N−3, 3) ... and so on
Calculate the different ways the extra atoms can be split in groups
Calculate how many atoms must be removed from the cluster
given by the parameters, in order to get the correct cluster size
Take first set of parameters
more
sets?
Take next set of
parameters
Begin
Remove all symmetrically equivalent
sets of parameters
more
steps?
Do
uChange
random
parameter
the set of parameters
Calculate energy and save it with
Build cluster from parameters
(adjust number of atoms (see text))
Calculate properties using Boltzmann averaging on the ensemble
no
yes
End
no
yes
Choose random starting point
0,u0(parameters: {l −l , h −h })5,d3
FIG. 3. Flowchart of the algorithm that collects an ensemble of relevant structures for a given cluster.
h0,d
h0,u
h5,d
h5,u
l 1
l 0
l 3
l 2
FIG. 4. The definition of the 16 parameters l0− l3 ,h0,u
−h5,u ,h0,d−h5,d describing the cluster shape. l0− l3 are the dimen-
sions of the basal plane, whereas h0,u−h5,u and h0,d−h5,d are the
number of layers up and down to the edges between the 0001
surfaces and 101¯1 surfaces.
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atoms may not have been done in the optimal way; i.e., in the
next part where we search through all the ways one can do
this removal and/or adding, we may find lower energy con-
figurations within these 16 parameters. After some testing,
we found that it sometimes is possible to find configurations
with up to 2 eV lower energy, i.e., by setting a 5 eV limit,
we are reasonably sure to get all configurations with up to
3 eV higher energy than the ground state configurations.
Later, we will see that this is enough.
We continue the simulations until we are confident that all
relevant sets of parameters have been collected. This we test
by looking at how many rotation symmetric and mirror sym-
metric pairs we have collected. Here, we find that more than
half of all the symmetric versions are found, i.e., we feel
confident that we rarely miss all the symmetric versions of a
relevant configuration. After this, the collected set is reduced,
such that it only contain symmetrically different clusters.
2. Removing excess atoms
After having collected all relevant sets of parameters, we
then go through each set of parameters one by one and figure
out how many different configurations each set of parameters
correspond to, i.e., typically how many ways we can remove
the excess number of atoms. Here, we only go through the
ways to remove extra atoms since it is by far the most com-
mon situation and since the algorithm is very similar to the
one that finds the ways to add lacking atoms.
If the excess number of atoms is N, then one could re-
move all N atoms from one part of the cluster but one could
also remove N−1 atoms from one part and 1 from another or
N−2 from one part and 2 from another and so forth. Further-
more, one could remove from three, four, five, and so on
different parts of the cluster. In order to include all these
possibilities, we start out by collecting all the ways one can
remove one atom, a group of two atoms, a group of three
atoms, and so on up to a group of N atoms. By a group, we
mean atoms sitting next to each other. We only collect groups
sitting near the edges, as illustrated in Fig. 5, since all others
give too high an energy to be relevant.
After this, we go through all the different ways you can
remove groups of atoms such that it adds up to N atoms, i.e.,
one group of N atoms, two groups of N−n and n atoms, and
so forth up to N groups of 1 atom. For each of these different
ways, we use the already obtained data on the different ways
the different group sizes can be removed and go through all
combinations. In some cases, when N is large, the number of
combinations is overwhelming. In these cases, we take a ran-
dom set of combinations out, typically a set of 10 000 com-
binations for each group combination. In these cases, each of
the random combinations are assigned a weighting factor of
the number of configurations divided by 10 000, which is
used in the Boltzmann averaging later such that we get the
correct weighing between the configurations when we calcu-
late properties of the clusters. Figure 5 shows a few different
configurations for a 1670 atoms cluster. Panel d shows the
found ground state configuration.
When we have gone through this for all the relevant sets
of parameters, we have a huge set of configurations, which is
a representative segment of all possible configurations with
an energy below a certain limit value.
B. Calculating properties
After having generated the ensemble of configurations,
we can start calculating properties of the cluster. This is done
using simple Boltzmann averaging, where the average value
of a property O is calculated as
O =

i
Oiwi exp− EikBT	

i
wi exp− EikBT	
, 1
where the sum goes over all configuration in the ensemble.
Oi, wi, and Ei are the value of property O, the weighting
factor, and the energy of configuration number i. The weight-
ing factor is the weighting factor introduced in the last sec-
tion multiplied by a symmetry correction, which is the num-
ber of rotations and mirrorings which will result in a new
configuration. This is included since the ensemble of con-
figurations has been reduced such that configurations which
only differ by a rotation or mirroring are removed. T is the
temperature at which we want to know the average. The only
property we calculate the average of here is the number of
some specific sites. However, we could calculate many other
properties of the clusters as well.
This way of averaging the configurations rely on the ap-
proximation that it is reasonable to only include configura-
tions which are local minima on the potential energy surface
in our ensemble. Ideally, we should also include the different
entropies of the different minima. However, we used the de-
veloped EMT potential see Sec. II and compared a long
constant temperature molecular dynamics simulation with
FIG. 5. Some different ways, one could remove nine atoms
gray from a cluster. a–c show examples where all removed
atoms are in one group. d shows an example where the atoms are
removed in two groups one of five and one of four atoms. The
configuration shown in d is the found ground state configuration
for a 1670 atom cluster.
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the ensemble approach for a small cluster of 79 atoms and
found that the difference was below 5%. This indicates that
the curvatures of the different local minima are sufficient
alike, such that the entropy does not vary much from mini-
mum to minimum, i.e., the approximation seems valid.
C. Testing the method
When we collect configurations for the ensemble, we only
include configurations which have an energy below a certain
limit value. This is done to keep the amount of data down
and is justified by the fact that low-energy configurations are
more relevant than higher-energy configurations. In order to
set this limit value, we made a calculation on a 4000 atom
cluster and calculated the number of sites at 1200 K for 22
different types of sites with many different limit values. We
chose this large cluster and this high temperature since we
wanted an upper boundary on the limit value. Figure 6 shows
the found number of sites relative to the found number of
sites at a limit value of 3 eV as a function of the limit value.
The graph clearly indicates asymptotic behavior toward 1 as
the limit value goes toward 3 eV, i.e., we conclude that a
limit value of 3 eV above the found ground state energy is
sufficient. This is the limit value we have used in all further
calculations. The inset in Fig. 6 shows the same plot, but
here the number of sites is taken relative to the number of
sites at a limit value of 2 eV. This graph does not show the
same asymptotic behavior, i.e., a limit value of 2 eV is not
sufficient.
There are two parts of the method that rely on random
sampling. First of all, there is the Monte Carlo part where we
expect we have found all relevant sets of parameters. Fur-
thermore, there is the second part where we rely on random
sampling of configurations. In order to check the statistical
uncertainty that come from these random samplings, we
made three separate simulations on a 4000 atoms cluster. For
all three ensembles, we calculated the relative standard de-
viation on the number of sites for 22 different sites. Figure 7
shows the average of these relative standard deviations as a
function of temperature. It is seen that the average relative
standard deviation is below 210−3 at all temperatures be-
low 1200 K, i.e., we conclude that the statistical error is
negligible.
IV. CALCULATING THE REACTIVITY
When calculating the catalytic activity of a cluster, one
should ideally pick out every type of surface site present on
the cluster and calculate the contribution to the catalytic ac-
tivity from each of these. However, since the catalytic activ-
ity is completely dominated by a few highly active sites, we
can neglect the contribution from all other sites and only
focus on these. In the following, we present the obtained
results. First, we show the size dependence of the number of
active sites. Second, we combine these results with obtained
barrier heights for the dissociation of nitrogen in order to see
how the ammonia synthesis activity depends on the cluster
size.
A. Number of active sites
In the dissociation of nitrogen, we expect the dominating
sites to be step sites since they possess low-coordinated sur-
face atoms, which from the d-band model23,24 are predicted
FIG. 6. Only configurations with a energy below a limit value
are saved and used in the further calculations. The graph shows the
found number of sites divided by the found number of sites with a
limit energy of 3 eV above the ground state level for a 4000 atoms
cluster as a function of the limit energy. Each line corresponds to a
certain site type. The inset shows the same thing where the found
number of sites are divided by the found number of sites with a
limit energy of 2 eV instead of 3 eV. The asymptotic behavior
when approaching 3 eV shows that 3 eV is a sufficiently high limit,
whereas the inset shows that a limit of 2 eV is insufficient.
FIG. 7. An estimation of the statistical uncertainty in the calcu-
lations. The abundance of 22 different sites has been estimated in
three completely independent calculations on a 4000 atoms cluster.
For each site, the three estimations on the number of sites have been
used to calculate the relative standard deviation. The graph shows
the average of these relative standard deviations taken over the 22
different sites as a function of temperature. The low values below
210−3 show that the statistical error is negligible.
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to give the largest weakening of the bond. Furthermore, the
nitrogen molecule can bind to more surface atoms at the foot
of a step.13 For this reason, we have focused our analysis in
the four step sites shown in Fig. 8. These step sites are most
likely to be found at the edges of the cluster, so for compari-
son we have also shown the same edges without the step in
Fig. 8.
Figure 9 shows the average number of these four step
sites as a function of the number of atoms in the cluster in
the range between 396 and 416 atoms. The black and gray
lines correspond to temperatures of 300 and 1200 K, respec-
tively. From the graphs, it is clear that this is a regime where
the addition or removal of a single atom has a huge impact
on the properties of the cluster. This is an expected behavior
at the nanometer scale and is one of the many challenges and
opportunities that comes when decreasing the size of struc-
tures down to a few nanometers.
The black lines in the graphs of Fig. 9 also show that the
average number of sites is near integer at 300 K. This indi-
cates that the ground state configuration dominates at this
temperature such that the integer values are the number of
step sites in the ground state configuration. At 1200 K, the
points are not so bound to the integer values, i.e., at this
temperature, the higher-energy configurations are important
as well. However, the graphs indicate a rather small tempera-
ture dependence on the number of sites.
Figure 10 shows the average number of these four step
sites as a function of the number of atoms in the cluster in
the range between 1000 and 1009 atoms. These graphs show
less rapid variations in the average number of sites indicating
that the single atom influence on the properties begin to
loose the importance at these cluster sizes. This may be the
first estimation of the size at which the properties of a cluster
will cease to change dramatically due to the addition or re-
moval of a single atom.
From the graphs in Fig. 10, it is also seen that the ten-
dency toward having near integer values of the average num-
ber of sites at 300 K is not so big at these larger clusters.
That is not so surprising since the number of possible con-
figurations is much higher at larger clusters, i.e., the ground
state configuration will be less dominant. Furthermore, it is
seen from the graphs that a higher temperature has a stronger
tendency to smear out the size effects rather than increasing
the number of step sites as one might intuitively expect.
When performing real experiments, it is unfortunately im-
possible to measure the exact number of atoms in the clusters
that are present on a sample. So in order to present some
results which are more comparable to experiment, we need to
Edge A
Edge B
Step A
Step B
Step C
Step D
Edge C
Edge D
C
D
A
B A
B
D
C
FIG. 8. Definitions of four different edges. Completed edges are
seen to the left and stepped edges to the right. The color differences
indicate the definitions of the sites. A completed edge site is defined
by a dark gray atom having exactly the nearest neighbors sitting as
the light gray atoms does. A stepped edge site is defined by a free
position having exactly the nearest neighbors sitting as the light
gray atoms. Edges A and B connect the 0001 surfaces and 101¯1
surfaces. Edge C connects two 1010A surfaces. Edge D connects
two 101¯1 surfaces. Step site B is known as the B5 site.
FIG. 9. Color online The number of step sites as a function of
the number of atoms in the cluster. The four step sites are defined in
Fig. 8. The black curve is at a temperature of 300 K, whereas the
gray light blue is at 1200 K. 400 atoms corresponds to a cluster
with approximately 1.8 nm diameter.
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do some averaging over several cluster sizes. Figure 11
shows the number of step sites per volume at 300 K and at
1200 K as a function of cluster diameter. Each point is an
average of approximately 60 different clusters evenly distrib-
uted in the diameter range of ±0.1 nm around the desired
diameter. All cluster sizes in the range contribute equally to
the average, no attempt is made to take into account that
some cluster sizes, for example, corresponding to closed
shells, might be more abundant since this would depend on
the details of how the clusters were produced.
The figures clearly indicate that the size dependency is
different for the different types of sites. For step site A, there
is apparently a maximum at 3 nm, which is more significant
at 1200 K compared to 300 K. For step site B, there seems to
be a maximum at a diameter of 3.5 nm. However, the curve
is not very smooth, especially at 300 K, the variations are
large. For step site C, the curve seems to increase monotoni-
cally for decreasing cluster size, whereas for step site D, the
curve is smooth with a maximum around 3.5–4.0 nm de-
pending on the temperature. This illustrates very well the
complexity involved when trying to understand the size scal-
ing of cluster properties. From the graphs, it is also seen that
the uncertainties are smaller at 1200 K than at 300 K. This is
a consequence of the smearing of the cluster size effects by
the temperature, which was also seen above.
The obtained values for the number of sites are quite low.
It is approximately an order of magnitude lower than the
rough estimates made by Honkala et al.14 For example, for
step site B B5, we get a peak value between 1.5 and
2.5 mol /g at 3.5 nm in diameter where they find a peak
value of 30 mol /g at 2 nm diameter. However, our peak is
a bit broader, so they would probably get approximately a
factor 10 lower reaction rate, if our results for step site B was
used in their work, which is a change in the wrong direction
compared to experiments. However, they only include the
contribution from the B5 site and in the next section, we
show that step sites A and D probably give significant con-
tributions to the overall rate. Furthermore, it is not impos-
sible that other factors, which are not included in the model,
influence the presence of step sites. For example, it is likely
that the presence of gas will increase the number of step sites
since the adsorption energy typically is higher at step sites
compared to flat surfaces, which would favor the presence of
step sites. Furthermore, the presence of a substrate could
influence the presence of step sites, at least through the limi-
tations it would give on the topological freedom. This will be
the topic of later publications.
B. Activity versus cluster size
In order to illustrate how these data on the occurrence of
special sites can be used to get the catalytic activity, we have
calculated the dissociation barrier of nitrogen on all four step
sites since nitrogen dissociation is the rate limiting step in
the ammonia synthesis. These calculations were done using
density functional theory. Figure 12 shows the obtained ini-
tial, transition, and final states for all four step sites. The
initial and final states have been obtained by keeping the
surface atoms fixed and making a local minimization of the
energy by changing the position of the nitrogen atoms. The
initial states are not the lowest-energy molecular absorbed
states. In all four cases, these states are found when the ni-
trogen molecule sticks out of the surface from the top of a
surface atom. However, the energy barriers for going down
to the shown initial states are much smaller than the barrier
found for the actual splitting of the molecule. The barrier of
dissociation is then found by making a local minimization of
the energy by changing the position of the nitrogen molecule
FIG. 10. Color online The number of step sites as a function of
the number of atoms in the cluster. The four step sites are defined in
Fig. 8. The black curve is at a temperature of 300 K, whereas the
gray light blue is at 1200 K. 1000 atoms corresponds to a cluster
with approximately 2.7 nm diameter.
FIG. 11. Color online The number of step sites per volume as
a function of the cluster diameter. The four step sites are defined in
Fig. 8. The black curve is at a temperature of 300 K, whereas the
gray light blue is at 1200 K. Each point is an average of approxi-
mately 60 different clusters. The uncertainty in the diameter indi-
cates the spread in cluster sizes, whereas the uncertainty in the
number of sites is the average standard deviation of the number of
sites obtained from the 60 different clusters. The unit in the y axis is
nm−3.
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for different fixed values of the molecular bond length. From
that, we get the energy as a function of bond length, which is
shown on Fig. 13 for all the four different step sites.
All barrier heights are compared to the gas phase level
since this is the relevant activation energy at relevant pres-
sures and temperatures, where the coverage is low.10 From
this, we see that step site C has a large barrier of more than
2 eV with respect to the gas phase level, which means that it
is practically catalytic inactive. The barrier height is even
higher than the barrier on the flat close-packed surface
0001.25 The barrier is approximately the same for step sites
A and B, i.e., 0.59 eV, with respect to gas phase level. This is
a bit higher than what has earlier been reported for step site
B Ref. 10, which is known as the B5 site. This difference is
due to the fact that we calculate the barrier for a step sitting
on the edge of a cluster, whereas Ref. 10 calculates the bar-
rier for a step sitting on a surface, i.e., the neighboring envi-
ronment is a bit different. The energy barriers on the non-
stepped edges in Fig. 8 are much higher, so they do not
contribute to the activity.
A very simple approximation of the catalytic activity in
the ammonia synthesis for the four different step sites can be
obtained from the found barrier heights by writing the activ-
ity as
r = A exp− EakBT	 , 2
where Ea is the barrier height with respect to gas phase level.
We do not include the adsorbed molecular state explicitly
since it is in equilibrium with the gas phase and has a low
coverage at relevant pressures and temperatures.10 kB and T
are the Boltzmann constant and the temperature, respec-
tively. A is the prefactor, which depends on the equilibrium
constants of the other reaction steps and the gas pressures.
However, we assume that the prefactor is the same on all the
sites since we only need a rough estimate of the activity of
the different cluster sizes relative to each other. In this way,
we avoid making detailed calculations of all the elementary
partial reactions in the ammonia synthesis for all the differ-
FIG. 14. Color online The total catalytic activity of ruthenium
clusters in the ammonia synthesis as a function of the cluster diam-
eter. The different colors indicate how much the different step sites
contribute to the total activity. The activity peaks at a cluster size of
3 nm.
FIG. 12. Color online The splitting of a nitrogen molecule on
the four different step sites defined in Fig. 8. The initial states are
just local minima and not the lowest-energy absorption states. How-
ever, in all cases, the barrier between the lowest-energy absorption
states and the initial state is lower than the barrier between the
initial state and the final state, i.e., the energies of the transition
states are the true barrier energies for the dissociation.
FIG. 13. Color online The energy as a function of the nitrogen
bond length for the dissociation of a nitrogen molecule on the four
different sites defined in Fig. 8. All energies are relative to the gas
phase energy. The lines are cubic splines connecting the actual cal-
culation points.
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ent sites, as it was done for the B5 site by Logadóttir and
Nørskov.10
The catalytic activities obtained from Eq. 2 can then be
multiplied by the number of sites present on the clusters to
obtain the catalytic activity per volume catalyst as a function
of cluster diameter, which is seen in Fig. 14. The graphs at
300 and 700 K indicate a maximum in the catalytic activity
per volume catalyst at a cluster diameter of 3 nm, even
though the curve is not so smooth. At 300 K, it is clearly
seen that all the catalytic activity comes from step sites A and
B, whereas step site D start contributing at 700 K. At
1200 K, the picture is a bit more clear and smooth. There
still seems to be a optimal cluster diameter at 3 nm. The
existence of such a maximum fits well with the experimental
observation that the catalytic activity of a sample can in-
crease after sintering the smallest Ru particles.26 Further-
more, it is seen that step site D also contributes to the total
activity at this higher temperature due to fact that it is more
present on the clusters than the two others and the fact that
the difference in barrier height becomes less important as
temperature increases. The ammonia synthesis typically runs
at a temperature around 700 K in industrial catalysts.
V. SUMMARY
We have developed a method to determine detailed struc-
tural information of ruthenium clusters in the diameter range
from 1.5 to 5 nm. The method can directly be applied to
other hcp metals and with minor modifications, it can be
applied to other structures as well. We find that the number
of catalytic active step sites does not change much with tem-
perature within reasonable temperature ranges. The role of
the temperature is more to smooth out some of the strong
size dependence. At very small cluster sizes, the structure
depends sensitively on the exact number of atoms. We find
that this strong single atom dependence begin to cease at
cluster sizes around 1000 atoms. We find that the dependence
on the presence of step sites with respect to the cluster di-
ameter is significantly different for the different types of step
sites. This illustrates the complexity involved in understand-
ing size dependencies. Finally, we made density functional
theory calculations in order to get the barrier of dissociation
for nitrogen on the different step sites. This barrier was used
to estimate the ammonia synthesis activity of the different
step sites. This information was combined with the structural
information to obtain the catalytic activity versus cluster
size. Here, we found that the optimal cluster diameter is ap-
proximately 3 nm.
ACKNOWLEDGMENTS
The authors wish to thank J. K. Nørskov and I. Chorken-
dorff for fruitful discussions and for reading this paper. The
Center for Individual Nanoparticle Functionality CINF is
sponsored by the Danish National Research Foundation. This
work was supported by the Danish Center for Scientific
Computing.
*schiotz@fysik.dtu.dk
1 E. H. G. Backus, A. Eichler, M. L. Grecea, A. W. Kleyn, and M.
Bonn, J. Chem. Phys. 121, 7946 2004.
2 M. A. van Daelen, M. Neurock, and R. A. van Santen, Surf. Sci.
417, 247 1998.
3 N. M. Galea, D. Knapp, and T. Ziegler, J. Catal. 247, 20 2007.
4 B. Hammer, Surf. Sci. 459, 323 2000.
5 S. Kandoi, J. Greeley, M. A. Sanchez-Castillo, S. T. Evans, A. A.
Gokhale, J. A. Dumesic, and M. Mavrikakis, Top. Catal. 37, 17
2006.
6 I. N. Remediakis, F. Abild-Pedersen, and J. K. Nørskov, J. Phys.
Chem. B 108, 14535 2004.
7 M. Mavrikakis, J. Rempel, J. Greeley, L. B. Hansen, and J. K.
Nørskov, J. Chem. Phys. 117, 6737 2002.
8 J. G. Wang and B. Hammer, J. Chem. Phys. 124, 184704 2006.
9 Y. Zhu, Y. Dai, D. Chen, and W. Yuan, J. Mol. Catal. A: Chem.
264, 299 2007.
10 Á. Logadóttir and J. K. Nørskov, J. Catal. 220, 273 2003.
11 S. Linic and M. A. Barteau, J. Am. Chem. Soc. 125, 4034 2003.
12 K. Reuter and M. Scheffler, Phys. Rev. B 73, 045433 2006.
13 S. Dahl, Á. Logadóttir, R. C. Egeberg, J. H. Larsen, I. Chorken-
dorff, E. Törnqvist, and J. K. Nørskov, Phys. Rev. Lett. 83, 1814
1999.
14 K. Honkala, A. Hellman, I. N. Remediakis, A. Logadottir, A.
Carlsson, S. Dahl, C. H. Christensen, and J. K. Nørskov, Science
307, 555 2005.
15 K. W. Jacobsen, P. Stoltze, and J. K. Nørskov, Surf. Sci. 366, 394
1996.
16 K. W. Jacobsen, J. K. Nørskov, and M. J. Puska, Phys. Rev. B 35,
7423 1987.
17 B. Hammer, L. B. Hansen, and J. K. Nørskov, Phys. Rev. B 59,
7413 1999.
18 D. Vanderbilt, Phys. Rev. B 41, 7892 1990.
19 G. Kresse and J. Furthmuller, Comput. Mater. Sci. 6, 15 1996.
20 The DACAPO code is available as a part of the CAMPOS software
www.camp.dtu.dk/Software.
21 We use the form of the EMT potential which is described by
Jacobsen et al. Ref. 15. The potential was optimized to give
most accurate cohesive energy, lattice parameters, elastic con-
stants, and surface energies possible for Ruthenium by changing
six parameters defined by Jacobsen et al. Ref. 15. We found
these optimal values: E0=−6.3505 eV, V0=12.3052 eV, s0
=1.4984 Å, 2=3.9452 Å−1, =6.5612 Å−1, and 
=6.7015 Å−1.
22 T. W. Hansen, J. B. Wagner, P. L. Hansen, S. Dahl, H. Topsøe,
and C. J. H. Jacobsen, Science 294, 1508 2001.
23 B. Hammer and J. K. Nørskov, Nature London 376, 238 1995.
24 B. Hammer and J. K. Nørskov, Surf. Sci. 343, 211 1995.
25 J. J. Mortensen, Y. Morikawa, B. Hammer, and J. K. Nørskov, J.
Catal. 169, 85 1997.
26 C. J. H. Jacobsen, S. Dahl, P. L. Hansen, E. Törnqvist, L. Jensen,
H. Topsøe, D. V. Prip, P. B. Møenshaug, and I. Chorkendorff, J.
Mol. Catal. A: Chem. 163, 19 2000.
JEPPE GAVNHOLT AND JAKOB SCHIØTZ PHYSICAL REVIEW B 77, 035404 2008
035404-10
Paper II
109

 self-consistent field method to obtain potential energy surfaces of excited molecules on surfaces
Jeppe Gavnholt, Thomas Olsen, Mads Engelund,* and Jakob Schiøtz†
Danish National Research Foundation’s Center for Individual Nanoparticle Functionality (CINF), Department of Physics,
Technical University of Denmark, DK-2800 Kongens Lyngby, Denmark
Received 9 June 2008; revised manuscript received 15 July 2008; published 27 August 2008
We present a modification of the  self-consistent field SCF method of calculating energies of excited
states in order to make it applicable to resonance calculations of molecules adsorbed on metal surfaces, where
the molecular orbitals are highly hybridized. The SCF approximation is a density-functional method closely
resembling standard density-functional theory DFT, the only difference being that in SCF one or more
electrons are placed in higher lying Kohn-Sham orbitals instead of placing all electrons in the lowest possible
orbitals as one does when calculating the ground-state energy within standard DFT. We extend the SCF
method by allowing excited electrons to occupy orbitals which are linear combinations of Kohn-Sham orbitals.
With this extra freedom it is possible to place charge locally on adsorbed molecules in the calculations, such
that resonance energies can be estimated, which is not possible in traditional SCF because of very delocalized
Kohn-Sham orbitals. The method is applied to N2, CO, and NO adsorbed on different metallic surfaces and
compared to ordinary SCF without our modification, spatially constrained DFT, and inverse-photoemission
spectroscopy measurements. This comparison shows that the modified SCF method gives results in close
agreement with experiment, significantly closer than the comparable methods. For N2 adsorbed on ruthenium
0001 we map out a two-dimensional part of the potential energy surfaces in the ground state and the 2
resonance. From this we conclude that an electron hitting the resonance can induce molecular motion, opti-
mally with 1.5 eV transferred to atomic movement. Finally we present some performance test of the SCF
approach on gas-phase N2 and CO in order to compare the results to higher accuracy methods. Here we find
that excitation energies are approximated with accuracy close to that of time-dependent density-functional
theory. Especially we see very good agreement in the minimum shift of the potential energy surfaces in the
excited state compared to the ground state.
DOI: 10.1103/PhysRevB.78.075441 PACS numbers: 31.15.xr, 31.50.Df, 82.20.Gk
I. INTRODUCTION
Density-functional theory1,2 DFT has proved to be a vi-
tal tool in gaining information on many gas-surface pro-
cesses. This may be surprising, since DFT is only valid for
relaxed systems in their ground state and therefore not di-
rectly applicable to dynamical situations. However, often the
electrons relax much faster than the time scale of the atomic
movement, such that the electron gas can be considered re-
laxed in its ground state at all times. Then potential energy
surfaces PES of the ground state obtained by DFT, or any
other method, can be used to describe the motion of atomic
cores. This is the Born-Oppenheimer approximation.
In some situations, however, the Born-Oppenheimer ap-
proximation is not valid. This is for example the case when
the electronic system is excited by a femtosecond laser3,4 or
hot electrons are produced with a metal-insulator-metal
junction.5 The Born-Oppenheimer approximation also breaks
down if the time scales for the electronic and nuclear mo-
tions are comparable or if the separations between the elec-
tronic states are very small, such that transitions between the
electronic states will occur. In these situations it is necessary
to go beyond the Born-Oppenheimer approximation either by
considering the coupling between electronic states6,7 where it
becomes necessary to obtain PESs of excited states, or by an
electronic friction model.8,9
The problem of calculating excitation energies is being
approached in many different ways, even within DFT. Time
dependent density-functional theory10 TDDFT gives, com-
pared to the computational cost, good agreement with experi-
ments for excitations in atoms and molecules.11 However,
TDDFT suffers some problems in excitations involving
charge transfer.12 The GW approximation13,14 can be used to
gain accurate excitation energies for molecules and clusters.
The embedding method,15,16 which combines high-accuracy
quantum chemistry methods with DFT, makes it possible to
handle larger periodic systems with great accuracy. The em-
bedding theory has been applied to estimate PESs of excited
molecules on surfaces.17 However, the computational cost
and involved complexity are still very high. Our aim has
been to find a method, which at a computational cost close
the level of ground-state DFT, can estimate excited-state en-
ergies of molecules on surfaces with reasonable accuracy.
Such a method would make it more feasible to consider a
large range of systems in search of systems with interesting
or desired properties.
Constrained DFT Refs. 7, 18, and 19 and  self-
consistent field SCF Refs. 20 and 21 are two different
approaches, which both can be considered as small exten-
sions of ground-state DFT, such that the computational cost
lies close to that of ground-state DFT. In constrained DFT an
additional potential is introduced and varied until a certain
constraint on the electrons is fulfilled. The simplest approach
is to lower or increase the potential in a certain part of
space until you have the desired number electrons in this
area.18 A different approach is to introduce potentials on the
orbitals in a localized basis set, which depends on the orbit-
als’ positions in space.7 In Sec. III we will argue that when
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considering molecular resonance states on surfaces it may be
problematic with such a strict constraint on the electrons,
since a part of the charge may return to the surface on a
much shorter time scale than the lifetime of the resonance.
In the SCF scheme the positions of the electrons are
controlled by controlling the occupation of the Kohn-Sham
KS states as the system reaches self-consistency. The
SCF scheme has for a long time been justified in cases,
where the excited state corresponds to the lowest state of a
given symmetry.22 The scheme has, however, often been ap-
plied to more general cases. More recently, Görling23 ex-
tended the KS formalism to include excited states, such that
SCF gets a formal justification in the general case, although
a special unknown orbital-dependent exchange-correlation
potential should be used for the excited states. In practical
implementations standard exchange-correlation potentials
from ground-state DFT are typically used.
This traditional way of just controlling the occupation of
the KS orbitals has some limitations. For example when a
molecule is placed on a metallic surface the molecular orbit-
als will hybridize with the orbitals in the surface, such that
the molecular orbitals will be spread over several KS states.
For such systems there is no good way of representing a
resonance on the molecule as a change in the occupations of
the KS orbitals. The optimal thing one can do within this
scheme is to occupy the KS orbital with the largest overlap
with the molecular orbital in question, but this overlap can be
quite small and highly system size dependent. This problem
was also pointed out by Hellman et al.21 and Behler et al.7
In this paper we modify the SCF approach, such that
electrons are allowed to occupy arbitrary linear combinations
of KS orbitals. In this way one achieves much better control
on the position of the excited electron. As is the case for
traditional SCF some knowledge of the resonance is
needed in order to apply the method. The method is espe-
cially relevant in Newns-Anderson-type24,25 systems, where
a resonance can be attributed to a known single level, which
has been hybridized through interactions with other states.
This includes systems with molecules adsorbed on metal sur-
faces and molecules trapped between to metal contacts.
The modification we propose only has minor implications
on the way practical calculations are performed, which is
very similar to performing an ordinary ground-state DFT cal-
culation. In the following we will go through the details of
the method and apply it to a few diatomic molecules on
metallic surfaces. The obtained results will be compared to
the ordinary SCF method, spatially constrained DFT, and
inverse-photoemission spectroscopy IPES measurements.
Finally we present some tests on the performance of the
SCF approach on N2 and CO in the gas phase.
II. METHOD
In the following we go through the differences between
the linear-expansion SCF method we propose, ordinary
SCF, and standard DFT. We start by stating the modifica-
tion of the KS equations when considering an electron ex-
cited from the Fermi level to a higher lying state. Then we
show how this affects the energy calculation. Finally we gen-
eralize the approach to other types of excitations.
A. Kohn-Sham equations
The fundamental KS equations2 represent a practical way
of finding the ground-state electron density for a given ex-
ternal potential and a given number of electrons through an
iterative process
− 22 + vKSnrir = iir , 1
nr = 
i=1
N
i
prir , 2
vKSnr = vextr + dr nr	r − r	 + Excnr , 3
where vKS is the KS potential, Exc is the exchange-
correlation energy, and N is the number of electrons. As seen
from Eq. 2 only the N orbitals with lowest energy contrib-
ute to the density, i.e., the electrons are placed in these
orbitals.26 In ordinary SCF one estimates properties of ex-
cited states by placing the electrons differently. For example
the HOMO-LUMO gap in a molecule could be estimated by
replacing Eq. 2 with
nr = 
i=1
N−1
i
prir + a
prar , 4
where ar is the KS orbital resembling the LUMO from
the ground-state calculation. Naturally, the KS orbitals found
when solving these modified KS equations will differ from
the ones found in an ordinary DFT calculation due to the
change in the Hamilton through the change in the density
when different orbitals are occupied.
In the linear-expansion SCF method we propose, the
excited electron is not forced to occupy a KS orbital, but can
occupy any orbital that is a linear combination of empty KS
orbitals
resr = 
i=N
M
aiir , 5
where M is the number of KS orbitals in the calculation. In
practice this means that the KS many-particle wave function
is no longer just a Slater determinant of N KS orbitals, but a
Slater determinant of N−1 KS orbitals and resr. Only
empty KS orbitals are included in the linear expansion, since
otherwise resr will not be orthogonal to the filled KS or-
bitals. Equation 2 is then replaced with
nr = 
i=1
N−1
i
prir + 
i,j=N
M
ai
paji
pr jr . 6
Since the expansion coefficients ai in principle could have
any value some a priori knowledge are needed in order to
choose good values. In the case of molecular resonances on
surfaces the expansion coefficients are chosen such that
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resr resembles the relevant molecular orbital as much as
possible, i.e.,
ai =

i	
i 	
i		21/2
, 7
where  is the molecular orbital. This is consistent with a
Newns24 and Anderson25 picture, where the resonance corre-
sponds to an electron getting in the molecular orbital, but the
resonance broadening and energy shift are due to hybridiza-
tion with the metallic bands and an image charge effect.
In calculations with k-point sampling the linear expansion
is performed independently in all k points. In the linear-
expansion SCF one then avoids the difficulties one can
encounter in choosing which KS state to occupy in each k
point in the traditional way of performing SCF calcula-
tions. For example, one may risk occupying different bands
in each k point, when just choosing the KS orbital with the
largest overlap with the molecular orbital in each k point.
B. Energy
The energy calculation, which is performed after the KS
equations have reached self-consistency, is not significantly
different in the linear-expansion SCF scheme compared to
ordinary DFT. The Hartree energy is evaluated directly from
the density, which is also the case for the exchange-
correlation energy if an orbital independent functional is
used. So in linear-expansion SCF these terms are evaluated
exactly as in ordinary DFT. In ordinary DFT the kinetic en-
ergy is evaluated as
Tnr = 
i=1
N

i	 −
2
2
	i = 
i=1
N
i − vKSnrnrdr ,
8
where the last equality is seen directly from Eq. 1. Simi-
larly the expression for the kinetic energy in the linear-
expansion SCF is found to be
Tnr = 
i=1
N−1
i + 
i=N
M
	ai	2i − vKSnrnrdr . 9
For orbital-dependent exchange-correlation functionals some
effort must be put into ensuring that the exchange-correlation
energy is evaluated correctly. This should however be quite
straightforward since all the occupied orbitals are known.
C. Gradients
Gradients of PESs are easily evaluated in ordinary DFT
due to the Hellman-Feynman theorem. The Hellman-
Feynman theorem, however, only applies to eigenstates and
not linear expansions of eigenstates. Due to this there is no
easy way of gaining the gradients in a linear-expansion
SCF calculation. In Sec. IV C we will show that the
Hellman-Feynman gradients do in fact not match the true
gradients.
D. Other excitations
Above we only considered excitations where an electron
is removed from the Fermi energy and placed in some speci-
fied orbital. The method is, however, easily extended to other
types of excitations by representing each removed and each
added electrons as linear expansions of KS orbitals. Equation
6 then gains an extra sum for each extra linear expansion.
In cases of removed electrons the sign should of course be
negative and the sum be over KS states below the Fermi
energy. Similarly Eq. 9 gains extra sums.
E. Implementation
We have implemented the method in GPAW,27,28 which is a
real-space DFT code that uses the projector-augmented
waves29,30 PAW formalism to represent the core electrons.
The self-consistent electron density is determined by an it-
erative diagonalization of the KS Hamiltonian and Pulay
mixing of the resulting density.31 For calculations on single
molecules we use the local-density approximation32 LDA
as well as revised Perdew-Burke-Ernzerhof RPBE Ref.
33 to describe exchange and correlation effects. The LDA is
used because we compare to TDDFT results obtained using
the adiabatic local-density approximation ALDA,34 and
RPBE is used to see whether or not the generalized gradient
description improves results. For calculations on molecules
at surfaces we only use RPBE because this is designed to
perform well for molecules adsorbed on transition-metal sur-
faces.
The projection step described in Sec. II A can easily be
approximated within the PAW formalism if the atomic orbit-
als are chosen as partial waves; see Appendix for details.
For reasons of comparison we have also made a few
linear-response TDDFT lrTDDFT calculations. These have
been made using the OCTOPUS code,35,36 which is a real-
space TDDFT code using norm-conserving pseudopotentials
to represent core electrons.
III. MOLECULES ON SURFACES
The linear-expansion SCF method is especially relevant
for molecules on metallic surfaces because the molecular
state, due to hybridization, is spread over many KS states,
i.e., it is necessary to write the resonant state as a linear
combination of KS states. In this section we will make a
detailed investigation of the 2 resonance of N2 on a ruthe-
nium 0001 surface. Furthermore we apply the proposed
method to several diatomic molecules on different metallic
surfaces and compare the results to other methods and ex-
periments. Finally we map out a part of the PESs for N2 on
ruthenium 0001 and use it to estimate how much energy
could possibly be put into molecular motion from an electron
hitting the resonance.
A. 2 resonance energy for N2 on ruthenium
The two top panels in Fig. 1 show the 2 resonance en-
ergy for N2 on a ruthenium 0001 surface as a function of
the system size, i.e., the surface unit cell and the number of
ruthenium layers.
 SELF-CONSISTENT FIELD METHOD TO OBTAIN… PHYSICAL REVIEW B 78, 075441 2008
075441-3
The resonance energy is the total-energy difference be-
tween a resonant calculation and a ground-state calculation,
both performed with atomic positions corresponding to the
minimum of the ground-state PES vertical resonance ener-
gies. We minimize the energy in the ground-state calcula-
tions by keeping all surface atoms frozen and found that the
nitrogen molecule is placed on top with the two nitrogen
atoms placed 2.084 and 3.201 Å above the surface. In the
resonance calculation the 2y orbital of the N2 molecule has
been expanded on all KS states above the Fermi energy. This
expansion has been used as res in Eq. 5. Although an extra
electron is placed on the molecule we keep the total number
of electrons unchanged, such that the unit cell is neutral. This
is reasonable because a charged molecule will form an image
charge in the surface, keeping the entire system neutral.
The resonance energy is converged to within 0.1 eV at a
surface unit cell of 2,2. The rather large variation in energy
for smaller unit cells is probably due to dipole interactions
between periodic images. This is confirmed by a simple es-
timation of the dipol-dipol interaction energies. The reso-
nance energy is not influenced significantly by the number of
layers in the ruthenium, indicating that the charge redistribu-
tion only occurs very near to the surface. That the charge
redistribution is local is confirmed by Fig. 2, which shows
the change in charge between the resonance calculation and
the ground-state calculation for four different surface unit
cells.
For the larger unit cells, where the resonance energy has
converged, a clearly localized image charge is seen below
the nitrogen molecule and above the first layer of ruthenium
atoms. The area with extra charge clearly resembles the 2
orbital of nitrogen, indicating that the 2 orbital is well rep-
resented by the linear expansion of KS orbitals. Figure 2 also
reveals that some charges are redistributed within the mol-
ecule.
In order to get an estimate of the size of the charge redis-
tribution we also performed Bader decomposition37,38 on the
density found in the ground-state calculation and the reso-
nance calculation. The two bottom panels in Fig. 1 show the
extra charge assigned to the nitrogen molecule in the reso-
nance calculation compared to the ground-state calculation
as a function of system size. The converged value is close to
0.5 electron charge, i.e., only half of the electron is placed on
the nitrogen molecule according to the Bader decomposition.
This discrepancy could either be due to the ambiguity in the
way one chooses to assign charge to the atoms or a more
physical effect of charge going back into the surface when
extra charge is placed on the molecule. The former reason is
very likely, since the image charge is located very close to
the molecule.
In order to investigate the effect of charge going back into
the surface we start by considering the 2 orbital itself. Fig-
ure 3 shows the density of KS states and the projected den-
sity of states PDOS for the 2 orbital for the ground-state
calculation and the resonance calculation. In the ground-state
calculation a part of the long tail of the PDOS goes below
the Fermi energy, i.e., a small part of the 2 orbital is occu-
pied here. In the resonance calculation the PDOS has moved
upward in energy such that the tail no longer goes below the
Fermi energy, i.e., some charges go back into the surface as
charge is placed on the molecule. Similar effects are seen for
the other molecular orbitals as visualized in Fig. 4, which
shows the PDOS for the 3, 4, 1, and 5 orbitals. Again
it is seen that all the PDOSs are shifted up in energy as more
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FIG. 1. Color online Upper row: The 2 resonance energy of
N2 molecule on a ruthenium surface. Lower row: The extra charge
on the N2 molecule in the resonance compared to a ground-state
calculation. Left panels are for two layers and different surface
cells, i.e., different N2 coverages. Right panels are for a 2,1 sur-
face cell and different number of layers. The extra amount of charge
is estimated using Bader decomposition Refs. 37 and 38.
(a)
(c)
(b)
(d)
FIG. 2. Color The change in charge distribution due to the
excitation. Green: more charge 0.01 a.u. contour, red: less charge
−0.01 a .u. contour. The four figures are for four different surface
unit cells: 1,1, 2,1, 2,2, and 4,2. Gray atoms are ruthenium
and blue atoms are nitrogen. The periodic images of the atoms are
also shown, whereas the density changes are only shown in one unit
cell.
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charge is placed on the molecule. Almost the entire PDOSs
are still under the Fermi level, but small ripples can be seen
above the Fermi level, also contributing to the amount of
charge going back into the surface.
This backtransfer of charge is not an unwanted effect,
since we try to model the long-lived resonance state, i.e., the
reasonably localized peak in the PDOS in Fig. 3. The back-
transfer of charge is due to some on the energy scale very
delocalized bands, indicating a much shorter lifetime, i.e.,
the backtransfer is expected to happen on a much shorter
time scale than the decay of the resonance. It is however
clear from Figs. 3 and 4 that the charge backtransfer in this
case is far from the 0.5 electron indicated by the Bader de-
composition. We then conclude that the main part of the
discrepancy in this situation can be assigned to the ambiguity
in the way charge is assigned to the different atoms. We also
find that one gets significant different results by assigning
charge in a different manner, for example, by dividing the
charge by a flat plane midway between the surface and the
molecule.
B. Comparison with inverse-photoemission spectroscopy
experiments
In Table I we have tested the linear-expansion SCF
method against inverse-photoemission spectroscopy mea-
surements and compared the results to spatially constrained
DFT and ordinary SCF calculations. The modified SCF
values are all calculated in exactly the same manner as for
N2 on ruthenium in Sec. III A. In all cases the molecules sit
on top, and all surface atoms were kept fixed during the
minimization of the molecular degrees of freedom. For the
(b)
(a)
FIG. 3. The density of states for a N2 molecule on a ruthenium
slab and the projected density of states on the 2 orbital of the N2
molecule. Top: Ground-state calculation. Bottom: Resonance
calculation.
FIG. 4. Color online Projected density of states PDOS on the
3, 4, 1, and 5 orbitals of a N2 molecule sitting on a ruthenium
slab. The PDOSs are plotted for both the ground-state calculation
and the resonance calculation. The gray area indicates energies be-
low the Fermi level.
TABLE I. Comparison of the 2 resonance energies for differ-
ent diatomic molecules on different surfaces found by spatially con-
strained DFT, ordinary SCF, our modified SCF, and experi-
ments. The experimental results have been obtained from inverse-
photoemission spectroscopy measurements. All energies are in eV.
We have not included lrTDDFT calculations, since it is not appli-
cable to periodic systems.
System Constrained SCF SCF Experiment
DFT orig. this work
N2 on Ni001 2.2 3.5 4.0 4.4a
CO on Ni001 2.2 3.2 4.2 4.0a/4.5b
NO on Ni001 2.2 0.6 1.4 1.6a/1.5c
CO on Ni111 2.8 4.3 4.4 4.4c
NO on Ni111 2.7 0.5 1.4 1.5b
CO on Pd111 4.6 4.1 4.9 4.7d
CO on Pd step 2.8 3.2 4.5 4.0d
aJohnson and Hulbert Ref. 39.
bReimer et al. Ref. 40.
cReimer et al. Ref. 41.
dRogozik and Dose Ref. 42.
 SELF-CONSISTENT FIELD METHOD TO OBTAIN… PHYSICAL REVIEW B 78, 075441 2008
075441-5
Ni 001 surface we used three atomic layers, for the Ni
111 and Pd surfaces we used two atomic layers. The posi-
tions of the molecules in their minimized position are given
in Table II. All resonance energies are vertical from the mini-
mum of the ground-state PES. The relevant resonance for all
the considered systems is the 2 resonance.
The spatially constrained DFT method was suggested by
Wu and Van Voorhis.18,19 In the calculations we perform here
we divide the space into two areas divided by the flat plane
mid between the surface and the lowest atom in the mol-
ecule. We the apply a potential V=V01+exp
z0−z
z 
−1
, with
z=0.2 Å and z0 being the z value of the dividing plane. V0
is varied until an extra electron is placed on the molecules
side of the dividing plane compared to the unconstrained
calculation. The energy is then calculated as described by
Wu and Van Voorhis.18,19 The results using the original
SCF method have all been obtained by forcing an electron
in the KS orbital with the largest overlap with the 2 orbital.
The results obtained with our proposed modification of
the SCF method are seen to agree quite well with the ex-
perimental results, better than the spatially constrained DFT
and the original SCF methods. All the results obtained by
the original SCF approach lie too low, which is due to the
fact that the large hybridization of the molecular orbitals
makes it impossible to place sufficient charge on the mol-
ecule. However, a significant problem with this method is
that PESs often become discontinuous if one chooses to oc-
cupy the KS orbital with the largest overlap with the molecu-
lar orbital, since this can be different orbitals at different
configurations.
The major problem with the spatially constrained DFT
method seems to be that it in some cases is a too strict cri-
terion to force an extra electron on the molecule, which re-
flects itself in similar resonance energies for CO and NO. We
find that the backtransfer of charge discussed in Sec. III A is
significant for adsorbed NO and essential to obtain the reso-
nance energies we find with the modified SCF method.
This indicates that the spatially constrained DFT approach is
more suited for systems with a smaller coupling than one has
on the metallic surfaces considered here. The good agree-
ment between our modified SCF method and experiments
indicates that this method is preferable for these kinds of
systems and that the backtransfer effect is indeed physically
reasonable.
C. Potential energy surfaces for N2 on ruthenium
In Fig. 5 we have mapped out a part of the potential
energy surfaces for a nitrogen molecule on a ruthenium
0001 surface in the ground state and the 2y resonances.
We limit ourselves to two dimensions, which at least is rea-
sonable in the ground state, since here it is well known that
the molecule sits vertically on an on-top site. In the reso-
nance state we have tried to rotate the molecule a small angle
around the surface atom in the x and y directions at several
points on the PES. In all cases this leads to an increase in
energy, i.e., it also seems reasonable to stay within the two
dimensions in the resonance state. Here we will only apply
the PES to a simple estimate of the possible energy transfer
into molecular motion from an electron hitting the resonance.
For a more detailed analysis it is necessary to include other
dimensions.
The ground-state PES looks as expected, with a small
barrier for desorption and a local minimum corresponding to
the adsorption configuration. The resonance PES has a
shifted minimum, which indicates that an electron hitting this
resonance could induce molecular motion, since a sudden
shift between the PESs would leave the system far away
from the minimum, such that the atoms would start to move.
The maximum possible energy gain assuming classical ion
dynamics from a single electron hitting the resonance can be
roughly estimated by following the black arrow in Fig. 5.
The system is most likely situated at the local minimum of
the ground-state PES when the electron hits the resonance.
The black arrow shows a possible trajectory of the system in
TABLE II. The positions of the molecules in the systems from
Table I. All positions are relative to the closest surface atom. The z
direction is normal to the surface. At the Pd step the CO molecule is
tilted over the step, which is the reason for the composant in the y
direction. All numbers are in Angstroms.
Surface Molecule Pos. of 1. atom Pos. of 2. atom
Ni001 N2 N: 0,0,1.638 N: 0,0,2.798
CO C: 0,0,1.456 O: 0,0,2.621
NO N: 0,0,1.404 O: 0,0,2.580
Ni111 CO C: 0,0,1.774 O: 0,0,2.941
NO N: 0,0,1.758 O: 0,0,2.935
Pd111 CO C: 0,0,1.904 O: 0,0,3.064
Pd step CO C: 0,0.586,1.801 O: 0,0.844,2.934 1.00 1.05 1.10 1.15 1.20 1.25 1.30 1.35
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FIG. 5. Color Potential energy surfaces PES for a nitrogen
molecule on a close-packed ruthenium surface in the ground state
and the 2y resonance as a function of the distance between the two
nitrogen atoms and the distance from the surface to the center of
mass of the nitrogen molecule. The energies are in eV. The small
dots represent the points where the energy has been calculated in
order to generate the surfaces. The black arrow represents a possible
trajectory of the system in the resonance state see text.
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the resonance state until the resonance decays and the system
returns to the ground-state PES. The potential energy after
the electron event in this optimal situation is approximately
1.5 eV higher than before the event. This is seen to be more
than enough to desorb the molecule. A more detailed analysis
involving calculations of the possible vibrational excitations
and the probabilities of exciting them will be the topic of a
future publication. Such an analysis will have to take all six
degrees of freedom of the molecule into account.
The PESs show that the center of mass is shifted away
from the surface when the resonance is occupied. This may
seem counterintuitive since the charged molecule is attracted
to the generated image charge in the surface. However, the
resonance weakens the bond between the nitrogen atoms,
such that the distance between them increases, which shifts
the center of mass outwards as the lower atom is not free to
move closer to the surface. This effect is more significant
than the decrease in the ruthenium-nitrogen distance due to
the mentioned image charge effect.
IV. SMALL MOLECULES
In the following we present some small tests performed
on N2 and CO. These small systems have the advantage that
they make it possible to compare to more accurate linear-
response time-dependent density-functional theory calcula-
tions. When possible we also compare to experiments. The
only advantage of our modified SCF compared to ordinary
SCF for these molecules is the possibility of handling de-
generate states without getting convergence problems, i.e.,
the following should be viewed as a test of the SCF ap-
proach rather than a test of our modification. We are espe-
cially interested in confirming the ability to predict the shift
of the minimum when going from the ground-state PES to
the excited-state PES, which we in Sec. III C argued is very
important when considering molecular motion induced by an
electron hitting a molecular resonance.
A. Excitation energies
We have used the linear-expansion SCF in combination
with the multiplet sum method43 to calculate excitation ener-
gies for different excitations in the N2 and CO molecules.
The results are presented in Tables III and IV, respectively.
The 4 and 5 states are both represented by a single KS
orbital. The 1 and 2 states are both double degenerate, so
they are both represented as a linear combination of two KS
orbitals: 	= 12 	KS,a+ i
1
2 	KS,b, where 	KS,a and 	KS,b
are the two degenerate KS orbitals. The imaginary unit i has
been included in order to get the correct angular momentum
of the excited states  and . This would not be possible
using traditional SCF, where one only has the freedom to
change occupation numbers of the KS states. Due to the
rotational symmetry of the density found from these states
the calculations do not suffer from any convergence difficul-
ties. That is not the case if one just occupies one of the
degenerate KS orbitals. Only the  states are included in the
1→2 transitions in Tables III and IV, since the 	 states
cannot be estimated by the multiplet sum method.43 This is,
however, not a problem for the kinds of systems for which
TABLE III. Vertical excitation energies for the N2 molecule taken from the minimum-energy configura-
tion of the ground state. All theoretical results are obtained using LDA as the xc potential and ALDA for the
xc kernel in the lrTDDFT calculations.
State Transition KSa TDDFTb SCF SCF Exp.c
ALDA LDA RPBE
a1 9.23 8.75 8.58 9.31
5→2 8.16
B3 7.62 7.55 7.52 8.04
Singlet-triplet splitting: 1.61 1.20 1.06 1.27
w1 10.27 10.50 10.52 10.27
1→2 9.63
W3 8.91 8.94 8.79 8.88
Singlet-triplet splitting: 1.36 1.56 1.73 1.39
o1 13.87 11.97 12.40 13.63
4→2 11.21
C3 10.44 10.37 10.61 11.19
Singlet-triplet splitting: 3.43 1.60 1.79 2.44
aKS eigenvalue differences.
bLinear-response calculations taken from Grabo et al. Ref. 44.
cComputed by Oddershede et al. Ref. 45 using the spectroscopic constants of Huber and Herzberg Ref. 46.
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this method is intended, such as molecules on surfaces where
high-accuracy alternatives are still lacking.
In general the excitation energies found by the linear-
expansion SCF method look quite good for the low-lying
excitations. The accuracy is only slightly worse than that of
lrTDDFT and significantly better than just taking KS eigen-
value differences. The singlet triplet splittings are also rather
close to the experimental values. The method however seems
to struggle a bit more in the higher lying 4→2 transi-
tions. This could indicate that the method should only be
applied to low-lying excitations. Changing the exchange-
correlation functional from LDA to RPBE does not affect the
accuracy significantly although a small tendency toward bet-
ter performance is seen for the higher lying excitations. We
note, however, that the intended application of SCF do not
include simple diatomic molecules, where more accurate
quantum chemical methods are available.
B. Excited potential energy surfaces
The shapes of the potential energy surfaces can in some
cases be more important than the exact height of them, i.e., a
constant error is not so critical. This is for example the case
when considering chemistry induced by hot electrons.5,49 In
order to get an idea of the accuracy with which the linear-
expansion SCF method reproduces correct shapes of poten-
tial energy surfaces we have calculated the potential energy
surfaces for the ground state and two excited states in the N2
molecule. These are plotted in Fig. 6 together with results
from lrTDDFT calculations.
The small differences between the two ground-state
curves are due to the fact that they have been calculated with
two different codes. Both codes are real-space codes, but
gpaw uses the PAW formalism to represent the core electrons
whereas OCTOPUS uses norm-conserving pseudopotentials.
The calculations have been made with the same grid spacing
TABLE IV. Vertical excitation energies for the CO molecule taken from the minimum-energy configura-
tion of the ground state. All theoretical results are obtained using LDA as the xc potential and ALDA for the
xc kernel in the lrTDDFT calculations.
State Transition KSa TDDFTb SCF SCF Exp.c
ALDA LDA RPBE
A1 8.44 7.84 7.81 8.51
5→2 6.87
a3 6.02 6.09 6.02 6.32
Singlet-triplet splitting: 2.42 1.75 1.79 2.19
D1 10.36 10.82 10.73 10.23
1→2 9.87
d3 9.24 9.72 9.55 9.36
Singlet-triplet splitting: 1.12 1.10 1.18 0.87
C1 13.15 13.09
4→2 11.94
c3 11.43 12.26 12.09 11.55
Singlet-triplet splitting: 0.89 1.00
aKS eigenvalue differences.
bLinear-response calculations taken from Gonis et al. Ref. 47.
cComputed by Nielsen et al. Ref. 48.
FIG. 6. Color online The energy as a function of bond length
for the N2 molecule in the ground state and two excited states. The
black lines correspond to SCF calculations, the gray online: light
blue lines correspond to linear-response calculations. The linear-
response calculations have been made using OCTOPUS Refs. 35 and
36. The vertical lines indicate the positions of the minima.
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and unit-cell size and with the same exchange-correlation
potential LDA/ALDA.
The shapes of the potential energy surfaces found from
the two different methods are seen to be very similar. Espe-
cially the predicted positions of the minima are seen to agree
very well. The shifting of the minima toward larger bond
lengths is also the expected behavior, since an electron is
moved from a bonding orbital to an antibonding orbital.
When going to bond lengths beyond 2 Å we start having
problems with convergence problems in the SCF calcula-
tions, since the 2 orbital ceases to exist. This is not a prob-
lem we have encountered in the systems with a molecule on
a surface.
The good agreement between SCF and lrTDDFT prob-
ably reflects that SCF and ignoring the history dependence
of the exchange-correlation potential in TDDFT are related
approximations. For example, the density obtained in SCF
would be stationary if evolved in time with TDDFT.
C. Gradients
As mentioned in Sec. II C the Hellman-Feynman theorem
does not apply in the linear-expansion SCF method. This is
verified by the calculations shown in Fig. 7. Here the ener-
gies of the ground state and two excited states in the N2
molecule are plotted as a function of the bond length. The
short thick lines indicate the gradient given by calculated
Hellman-Feynman forces. For the ground state the agree-
ment is as expected perfect, but for the excited states there is
a clear mismatch. Unfortunately this implies that it is com-
putationally heavy to do dynamics or minimizations in the
excited states.
V. SUMMARY
We have extended the SCF method of calculating exci-
tation energies by allowing excited electrons to occupy linear
combinations of KS states instead of just single KS states.
This solves the problems encountered for molecules near sur-
faces, where the molecular orbitals hybridize, such that none
of the KS orbitals can be used to represent an extra electron
placed on the molecule. The method has been implemented
in gpaw27,28 and applied to several systems.
From calculated potential energy surfaces of N2 on a ru-
thenium surface we concluded that an electron hitting the 2
resonance in this system can induce molecular dynamics due
to the different positions of the minima of the ground-state
PES and the resonance PES. Through a simple analysis we
found that one electron can optimally place 1.5 eV in the
atomic motion, more than enough to desorb the molecule.
We find good agreement between the model and inverse
photoemission experiments for several diatomic molecules
on different metallic surfaces. For the considered systems we
find significantly better agreement with experiments using
the modified SCF method compared to spatially con-
strained DFT and traditional SCF.
Finally we applied the method to N2 and CO in their gas
phases we found that excitation energies are estimated with
quite good accuracy for the lower lying excitations, compa-
rable to that of TDDFT. Especially the shape of the potential
energy surfaces and the positions of the minima agree well
with TDDFT results.
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APPENDIX: OVERLAPS USING PAW PSEUDOWAVE
FUNCTION PROJECTIONS
The projector augmented wave29 method utilizes that one
can transform single-particle wave functions 	n oscillating
wildly near the atom core all-electron wave functions into
smooth well-behaved wave functions 	˜ n pseudowave
functions which are identical to the all-electron wave func-
tions outside some augmentation sphere. The idea is to ex-
pand the pseudowave function inside the augmentation
sphere on a basis of smooth continuations 	˜ i
a of partial
waves 	i
a centered on atom a. The transformation is
	n = 	˜ n + 
i,a
	i
a − 	˜ i
a
p˜i
a	˜ n , A1
where the projector functions 	p˜ia inside the augmentation
sphere a fulfills

i
	p˜i
a
˜ i
a	 = 1, 
p˜i
a	˜ j
a = ij, 	r − Ra	
 rc
a
. A2
Suppose we have an atom adsorbed on a metal surface and
we wish to perform a SCF calculation where a certain
atomic orbital 	a is kept occupied during the calculation. If
the orbital is hybridized with the metal states we need to find
the linear combination which constitutes the orbital. This can
FIG. 7. Color online The energy as a function of bond length
for the N2 molecule in the ground state and two excited states. The
short thick lines indicate the size of the gradients.
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always be done if a sufficient number of unoccupied KS
orbitals is included in the calculation
	i = 
n
cni	n, cni = 
n	i . A3
Since the partial waves are typically chosen as atomic orbit-
als we just need to consider the quantity

n	i
a = 
˜ n	i
a + 
j,a

˜ n	p˜j
a
 j
a	i
a
− 
˜ j
a	i
a  
˜ n	p˜i
a . A4
If we were just considering a single atom, the last equality
would be exact inside the augmentation sphere since the par-
tial waves would then be orthogonal and the pseudopartial
waves are dual to the projectors in Eq. A2. When more
than one atom is present there are corrections due to overlap
of partial waves from neighboring atoms and noncomplete-
ness of projectors/pseudopartial waves between the augmen-
tation spheres. However using 
˜ n 	 p˜i
a is a quick and effi-
cient way of obtaining the linear combination, since these
quantities are calculated in each step of the self-consistence
cycle anyway. The method can then be extended to molecu-
lar orbitals by taking the relevant linear combinations of

˜ n 	 p˜i
a.
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Hot-electron-mediated desorption rates calculated from excited-state potential energy surfaces
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We present a model for desorption induced by multiple electronic transitions DIET DIMET based on
potential energy surfaces calculated with the delta self-consistent field extension of density-functional theory.
We calculate potential energy surfaces of CO and NO molecules adsorbed on various transition-metal surfaces
and show that classical nuclear dynamics does not suffice for propagation in the excited state. We present a
simple Hamiltonian describing the system with parameters obtained from the excited-state potential energy
surface and show that this model can describe desorption dynamics in both the DIET and DIMET regimes and
reproduce the power-law behavior observed experimentally. We observe that the internal stretch degree of
freedom in the molecules is crucial for the energy transfer between the hot electrons and the molecule when the
coupling to the surface is strong.
DOI: 10.1103/PhysRevB.79.035403 PACS numbers: 31.15.xr, 71.15.Qe, 71.38.k, 82.20.Gk
I. INTRODUCTION
The advent of femtosecond lasers has initiated major
progress in the study of nonadiabatic surface dynamics on a
wide range of systems. Photoinduced desorption had already
been observed for a few adsorbate systems1,2 using low-
intensity nanosecond laser pulses, but high-intensity femto-
second laser pulses have been shown to induce desorption in
a large class of adsorbate systems3–10 and induce chemical
reactions which cannot proceed by thermal heating.11
The mechanism attributed to these reactions is excitation
of substrate electrons by the laser pulse. A single hot electron
can then interact with an initially unoccupied adsorbate reso-
nance, thus asserting a force on the adsorbate nuclei which
may then lead to desorption induced by electronic transitions
DIET. Using femtosecond lasers, it is possible to reach
high densities of excited electrons resulting in a different
dominating mechanism—desorption induced by multiple
electronic transitions DIMET Ref. 12 where several hot
electrons interact with the adsorbate.
A different method to produce hot electron based on a
metal-insulator-metal MIM heterostructure was suggested
by Gadzuk.13 With an ideal MIM device, it is possible to
tune hot electrons to any desired resonance of an adsorbate
system and the approach thereby suggests the highly attrac-
tive possibility of performing selective chemistry at surfaces.
Such devices have been constructed and characterized14 and
comprise a promising candidate for future hot-electron fem-
tochemistry experiments.
The theoretical framework to describe the nonadiabatic
dynamics resulting from a hot electron interacting with an
adsorbate is usually based on the concept of potential energy
surfaces PESs. In the Born-Oppenheimer approximation
the electrons are assumed to remain in their ground state and
are thus decoupled from the nuclei. This allows one to map
out a ground-state PES for the nuclei by calculating the elec-
tronic energy for each position of the nuclei. Similarly, when
an initially unoccupied resonance becomes occupied, a new
excited-state PES arises which has its minimum at a different
location from the ground-state PES and a force is exerted on
the adsorbate. Several models have emerged to deal with
nonadiabatic dynamics at surfaces, but they are usually lim-
ited by the difficulty to obtain reliable excited-state PESs and
most theoretical results are based on model potentials.15–20
An often used method to treat the extreme DIMET regime
with many contributing electrons is using an electronic fric-
tion model.21–23 The hot electrons are then assumed to ther-
malize rapidly and the influence of the electrons on the ad-
sorbate is treated statistically using an electronic temperature
which can be several thousands of Kelvins. The conceptual
picture is that of a hot Fermi distribution with a tail partially
overlapping an adsorbate resonance and thereby exerting a
force on the adsorbate. However, correct calculation of the
temperature-dependent friction still requires knowledge of
the excited-state PES.
The subject of this paper will be the application of two-
dimensional excited-state PESs to calculate desorption prob-
abilities. We will be particularly interested in the DIET re-
gime where the hot electron has a known energy as relevant
for the MIM device and the few-electron DIMET regime.
Although the friction models have enjoyed some success,24,25
there is still a need of a microscopic nonstatistical model of
DIMET to test the assumption of thermally equilibrated elec-
trons and to bridge the gap to the DIET regime. Furthermore,
the hot-electron femtochemistry relevant to the MIM device
can certainly not be described using an electronic tempera-
ture since all electrons are tuned to a specific energy.
We start by summarizing the method of linear-expansion
delta self-consistent field extension of density-functional
theory SCF-DFT Ref. 26 used to calculate the excited-
state PESs and note some qualitative features using CO on
Pt111 as an example. We then discuss the models used to
obtain desorption probabilities based on the calculated poten-
tial energy surfaces. First an adiabatic model in which the
adsorbate jumps between the ground- and excited-state
potentials is presented. A general nonadiabatic
Newns-Anderson-type27,28 model is then introduced and the
connection to potential energy surfaces is explained. This
model with linear coupling has previously been solved29 and
applied to the one-dimensional desorption problem with
model parameters.16 We extend these results to a two-
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dimensional adsorbate and obtain the nonadiabatic coupling
parameters from calculated excited-state potential energy
surfaces. In the DIET regime, the model will be used to show
that for small excited-state lifetimes the main channel of en-
ergy transfer is the internal degree of freedom and we em-
phasize its importance in desorption dynamics. We compare
the calculated desorption probabilities for CO and NO on
four transition-metal surfaces and note some general features
of the desorption dynamics. The scattering probabilities ob-
tained in the model are then generalized to include adsor-
bates in any vibrationally excited state which allow us to
extend the calculations to include a substrate temperature
and to treat the DIMET regime within the model. In Appen-
dix A it is shown how to expand excited states within the
projector augmented wave PAW formalism, and in Appen-
dix B the results and generalizations of scattering amplitude
calculations are summarized.
II. POTENTIAL ENERGY SURFACES
The potential energy surfaces were obtained using the
code GPAW Refs. 30 and 31 which is a real-space density-
functional theory DFT code that uses the projector aug-
mented wave method.32,33 In all our calculations we used the
revised Perdew-Burke-Ernzerhof RPBE exchange-
correlation functional34 since this has been designed to per-
form well for molecules adsorbed on surfaces and has been
shown to perform better than the original PBE functional35
both for isolated molecules36 and for adsorbed molecules.
For each metal we set up a closed-packed surface consisting
of three atomic layers with the top layer being relaxed. 10 Å
of vacuum was then introduced above the slab and 0.25
monolayer of adsorbate molecules relaxed at either top or at
hcp hollow site. We then mapped out two-dimensional
ground-state potential energy surfaces in terms of the internal
stretch and the center of mass COM to surface distance
coordinate using 12 irreducible k points and a grid spacing of
0.2 Å.
To find the excited-state potential energy surfaces, we use
the method of linear-expansion delta self-consistent field
SCF which we have published in a previous work26 and
implemented in GPAW. In the previous publication we have
tested the method against inverse photoemission spectros-
copy and found that it performed well for molecules chemi-
sorbed on surfaces.26 In each step of the self-consistency
cycle an electron is removed from the Fermi level, the den-
sity of an excited state is added to the total density, and the
band energy of this state is added to the total energy. To get
the band energy right, we need to expand the excited state on
the Kohn-Sham KS orbitals found in each iteration. The
method is thus a generalization of the usual SCF where
occupations numbers are changed. Instead of changing occu-
pation numbers we occupy an orbital which is not an eigen-
state of the KS Hamiltonian but a superposition of eigen-
states, in such a way that the state is as close as possible to
the original molecular state. We refer to Appendix A for
details on how to do this within the projector augmented
wave formalism. The excited states used in this paper are the
antibonding 2 orbitals of NO and CO.
In the previous publication,26 we investigated the influ-
ence of the interactions between neighboring supercells for
different supercell sizes and found that the size dependency
of the excitation energy is consistent with an electrostatic
dipole-dipole interaction. Already for a 22 surface cell,
the interaction energy has become small, and furthermore
this interaction energy will have little influence on the slope
of the excited-state PES and thus little influence on the cal-
culated desorption rates. For this reason and to keep the cal-
culations manageable, we use a 22 surface cell.
As an example we show the two-dimensional excited-
state PES superimposed on a ground-state PES in the case of
CO on Pt111 top site in Fig. 1. The molecules adsorb with
the molecular axis perpendicular to the surface with carbon
closest to the top site. Due to the symmetry of the 2 orbital
and the geometry at the ground-state minimum, we cannot
induce forces parallel to the surface if the molecule is at the
ground-state minimum when excited. The excited state could
have unstable extremal points with respect to the degrees of
freedom parallel to the surface; but the model we apply in
this work only depends on the degrees of freedom with non-
vanishing derivatives on the excited-state PES and we thus
assume that the COM and internal stretch degrees of freedom
should capture the essential desorption dynamics of the con-
sidered systems.
Since the excited molecule has an extra electron in an
antibonding orbital the excited molecule is expected to have
a larger equilibrium bond length and this is also what we
observe. A popular and conceptually simple way of explain-
ing desorption in one-dimensional models of DIET is the
Antoniewicz mechanism,37 where the excited molecule in-
duces an image charge on the surface which results in an
attractive force on the surface. The excited molecule is then
accelerated toward the surface and eventually decays to the
steep wall of the ground-state Morse potential. From Fig. 1
we observe a qualitatively different behavior: the COM of
the excited molecules experience a repulsive force accelerat-
ing the COM of the molecule away from the surface. This is
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FIG. 1. Color Ground- and excited-state 2 potential energy
surfaces for CO adsorbed on Pt111 top site. The coverage is 0.25
monolayer.
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due to the effect of the bond-length expansion and the fact
that the 2 orbital has a large density in the vicinity of the
carbon atom which gives a repulsion that dominates the im-
age charge attraction. It will be shown below that for the
considered systems, it is primarily excitation of the internal
degree of freedom which is responsible for the large energy
transfers leading to desorption. The potential energy surfaces
for CO adsorbed on Pd, Rh, and Ru show very similar quali-
tative features.
III. MODELS
The time scale at which adsorbates dissipate energy to the
substrate is typically on the order of picoseconds38 and since
the oscillation times for the two modes is 15–50 fs see
Sec. IV A we will assume that the molecule has plenty of
time to desorb if it has absorbed the required energy from a
hot electron. This is the major assumption we will impose
and thus when we refer to desorption rates in the following,
it is the rate of transferring at least of the energy needed for
a molecule to desorb.
Assuming a Lorentzian resonance with full width at half
maximum FWHM = / centered at a, the probability
that a hot electron of energy 	 desorbs the molecule becomes
Pdes
ad 	 =
/22
	 − a2 + /22
1


0


Ptde−td/dtd, 1
where Ptd is the probability of a desorption event when the
molecule is excited at t=0 and decays at time t= td. Using
classical dynamics, the probability Ptd can be obtained by
propagating the molecule on the excited-state PES according
to the forces, evaluate the energy gain E after time td, and
set Ptd=1 if EEdes and Ptd=0 if EEdes. However,
the short lifetime of the excited electron implies that classical
molecular propagation on the excited-state PES may not be a
good approximation.
In fact, the classical limit is obtained when the action S
=dtLx˙t ,xt on a representative path satisfies
S  . 2
Assuming a quadratic excited-state potential of frequency 
and initial potential energy E0, we can evaluate the action on
a classical path between initial time ti and final time tf. For
generic time scales one just obtains the usual condition of
high excitation numbers E0, whereas for t1, the
additional condition of E0t needs to be satisfied in or-
der to apply classical dynamics. In the case of CO on Pt111
we have E00.3 eV Fig. 1 and 1 fs Fig. 8 which
gives E0t. Thus molecular propagation on the excited-
state PES is not expected to follow the classical equations of
motion. Below we will show an example where a classical
analysis underestimates desorption probabilities by several
orders of magnitude.
This scheme could be extended to a quantum dynamical
treatment of the molecule by propagating the molecular
wave function using a two-PES Hamiltonian. However, the
method still rests on the Born-Oppenheimer approximation
and the adiabatic concept of potential energy surfaces and
thus cannot be expected to fully capture the nonadiabatic
entangled dynamics of the resonant electron and adsorbate
coordinates.
Instead we consider a Newns-Anderson-type27,28 Hamil-
tonian with substrate states k	, a resonant state a	, adsorbate
coordinates xi, an adiabatic adsorbate ground-state potential
V0xi, and a nonadiabatic coupling of the resonant electron
to adsorbate coordinates 	axi,
H = Tx˙i + V0xi + 	axica
†ca + 

k
kck
†ck
+ 

k
Vakca
†ck + Vak
p ck
†ca . 3
The strength of the electronic coupling is expressed through
the function
	 = 2

k
Vak2	 − k . 4
The model as such neglects the electron-electron interaction,
but we assume that the important part of the electron-
electron interactions is the restructuring of the metallic elec-
trons when the resonance is occupied and that we can capture
this effect in an effective nonadiabatic coupling. To do this
we note that we can obtain 	axi as the expectation value
differences of Eq. 3 with the adsorbate at xi with and with-
out an electron in the state a	. Applying this to an interacting
problem leads us to identify 	axi=V1xi−V0xi, where
V1xi and V0xi are the potential energy surfaces of excited
and ground states which we have obtained with linear-
expansion SCF-DFT.
In the following we will apply the wideband limit which
means that the individual coupling coefficients Vak are as-
sumed to vary slowly in energy and the density of states 	
is taken as constant in the vicinity of the resonance. This
gives an energy-independent coupling =2a
kVak2
and the resonance spectral function corresponding to the
electronic part of Eq. 3 becomes a Lorentzian with FWHM
.
Even in the wideband limit it is quite difficult to handle
model 3 analytically with arbitrary coupling function
	axi. In particular, we would like to calculate the probabil-
ity that an incoming substrate electron of energy 	i scatters
inelastically on the resonance and is reflected back into the
substrate with final energy 	 f. Fortunately, the potential en-
ergy surfaces we are considering are close to being quadratic
in the region of interest see Fig. 1 and the ground- and
excited-state potentials have approximately the same curva-
ture. Taylor expanding V0xi to second order and 	axi to
first order in the vicinity of the ground-state equilibrium po-
sitions xi
0 then gives
H = aca
†ca + 

k
kck
†ck + 

k
Vakca
†ck + Vak
p ck
†ca
+ 

i
iai†ai + 12 + 
i ica†caai† + ai , 5
with a=V1xi
0−V0xi
0 and
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i = li2 xiV1xi=xi0, li =

mii
, 6
where we have assumed that an appropriate transformation to
normal coordinates has been performed. Note that if the
ground- and excited-state potentials are exactly quadratic
with equal second derivatives, we can relate the coupling
constants to the positions xi
1 of the excited-state potential
minimum as i
2
=iVi with Vi=
1
2mii
2xi
1
−xi
0. The quan-
tity gi= i /i2 then corresponds to an “initial quantum
number” on the excited-state surface and this becomes the
effective dimensionless coupling constant in the model see
Appendix B. Hamiltonian 5 has previously been subjected
to detailed analysis in the context of inelastic scattering29 and
applied to desorption dynamics16 for the case of a one-
dimensional adsorbate with model parameters.
Below we extend the results of Refs. 16 and 29 to a two-
dimensional adsorbate and calculated the coupling param-
eters i from excited-state potential energy surfaces. We also
calculate scattering amplitudes for an adsorbate initially in a
vibrationally excited state which enable us to apply the
model to the DIMET regime.
A. DIET
In Eq. B8 we show how to calculate the scattering prob-
ability Pni,nj	i that an incoming electron of energy 	i ex-
cites the ni ,nj mode of a two-dimensional harmonic oscil-
lator. The probability of transferring ER or more energy to
the adsorbate can then be found by calculating
PR	i = 

ni,nj
Pninj	iini +  jnj − ER , 7
where x is the Heaviside step function. The desorption
rate can then be calculated by integrating this expression
with the current density of incoming hot electrons. One
should note that the probability Pninj of exciting the ni ,nj
modes in a two-mode model is not just given by the product
of single mode probabilities Pn in a one-mode model. This is
due to an indirect coupling of the two modes through the
resonance. The result can be generalized to include the sub-
strate temperature and we will examine the consequences of
this below.
B. DIMET
If we assume that the time between individual inelastic-
scattering events is much longer than the scattering time it-
self, it is possible to regard multiple-electron desorption
events as sequence of single-electron-scattering events. Since
we have extended the inelastic-scattering probabilities to in-
clude situations where the molecule is initially in a vibra-
tionally excited state, it is also possible to treat DIMET
events within model 5. As an example, let us assume a
single vibrational mode which is initially unoccupied n
=0. When a hot electron with energy 	1 scatters inelastically
on the resonance the result will be a probability distribution
Pn1	1 for all vibrationally excited states n of the molecule.
If a second electron with energy 	2 now scatters on the reso-
nance, the probability distribution will change to Pn2	1 ,	2
and so forth. The probability Pn2−n1	2 ,n1 of exciting the
state n2 given that the initial state was n1 is calculated in Eq.
B6 and we can write
Pn2	1,	2 = 

n1=0


Pn2−n1	2,n1Pn1	1 , 8
for a two-electron event and similar expressions for multiple-
electron events. Given an initial distribution of hot electrons,
we may then calculate the probability of a desorption event
with any number of contributing electrons.
IV. RESULTS
A. Parameters
The parameters in desorption model 5 are the width of
the resonance , the frequencies of the normal modes i, the
excitation energy a, and the nonadiabatic coupling coeffi-
cients i. We cannot calculate  from first principles but we
estimate its value from the Kohn-Sham projected density of
states. It is typically on the order of 1 eV, but it will be
instructive to treat it as a free parameter and examine how it
affects desorption probabilities.
The frequencies are obtained from a standard normal-
mode analysis and a is obtained as the excitation energy at
the ground-state potential minimum. The coupling coeffi-
cients are determined by mapping out a small area of the
excited-state potential energy surface in the immediate vicin-
ity of the ground-state potential. In each of the considered
systems, we optimize the area such that it is small enough to
be linear but large enough to suppress numerical fluctuations
in the excited-state energies. We then fit a linear function to
this area and transform the derivatives to the normal modes.
In all the considered systems the calculated normal modes
are similar but not identical to the standard COM and inter-
nal stretch modes. For example, with CO on Pt111 the
internal stretch and COM modes are, respectively, d
= −1,0.75 and z= 1,1, whereas the calculated modes are
in the directions d= −1,0.68 and z= 1,1.11 with respect
to the xC,xO coordinates normal to the surface. Since the
desorption probabilities are quite sensitive to the value of the
nonadiabatic coupling constants, it is important that we take
the derivatives on the excited-state PES with respect to the
correct normal modes.
Tables I and II below display the calculated parameters.
We have only examined CO at on-top sites and NO at hcp
hollow sites. NO is seen to have much lower nonadiabatic
TABLE I. Parameters for CO adsorbed at top site on four tran-
sition metals. All numbers are in eV.
Metal a z d z d
Pt111 3.89 0.054 0.255 −0.142 −0.145
Pd111 3.64 0.061 0.256 −0.082 −0.164
Rh111 3.80 0.048 0.247 −0.129 −0.132
Ru0001 3.74 0.054 0.255 −0.134 −0.120
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coupling coefficients and excitation energies than CO. The
low excitation energies are due to the fact that NO already
has one electron in the antibonding orbital and the resonance
thus has to lie close to the Fermi level of the metal. The
small coupling coefficients can also be traced to the ground-
state occupation of the 2 orbital on NO. In the Kohn-Sham
picture we can imagine the resonance corresponding to 2
lying right at the Fermi level being partially occupied. When
an extra electron is put into the orbital, the resonance energy
is increased due to the Hartree repulsion and the initial par-
tial occupation is lost. In the true system things are more
complicated, but the qualitative features are the same: excit-
ing NO results in less charge being transferred to the mol-
ecule than exciting CO and thus a weaker nonadiabatic cou-
pling. Thus it is much harder to transfer energy to adsorbed
NO compared to CO in a one-electron event; but since the
resonance is located much closer to the Fermi level a thermal
distribution of hot electrons is likely to result in more fre-
quent scattering events than for CO.
B. DIET desorption rates
The probability that a single electron with energy 	i scat-
ters inelastically and transfers the energy ER to an adsorbate
can be calculated in model 5 with Eq. 7. Our basic as-
sumption is that rate of energy dissipation to the substrate is
much longer than the time of a desorption event, and when
we refer to desorption rates in the following it will mean the
rates of transferring the energy needed for a molecule to
desorb in a truncated quadratic potential.
In Fig. 2 we display the probability that an incoming elec-
tron will scatter with an energy loss in excess of the desorp-
tion energy E1.5 eV for three values of the resonance
width. When only a single mode is considered we see the
appearance of oscillator sidebands with an energy spacing of
. At larger resonance width the sidebands are washed out
and the probability takes the form of a Lorentzian which is
detuned by aE /2. A simple way to understand this
detuning is as a compromise where both the incoming and
outgoing electrons are closest to the resonance. Thus we see
the emergence of an effective inelastic resonance with a cen-
ter that is detuned dependent on the desorption energy and a
shape which is highly dependent on the lifetime. Such a
probability distribution could not have been obtained in a
model where the transfer of energy to the adsorbate is decou-
pled from the probability of capturing the electron, and the
desorption probability would always be a Lorentzian in the
wideband limit centered at a and multiplied by a factor
dependent on the details of the potential energy surfaces. For
0.5 eV the COM degree of freedom becomes unimpor-
tant and the desorption probabilities obtained using both
modes and only the internal degree of freedom become iden-
tical.
Assuming an energy-independent current of hot electrons
we can integrate the desorption probabilities in Fig. 2 to
obtain a desorption rate normalized to the incident flux of
electrons. In Fig. 3 we show how each of the two modes
contributes to the desorption rate and compare with a calcu-
lation within the classical adiabatic model 1. The two
single mode rates are obtained by setting gd and gz to zero in
TABLE II. Parameters for NO adsorbed at hcp hollow site on
four transition metals. All numbers are in eV.
Metal a z d z d
Pt111 1.71 0.039 0.196 −0.050 −0.053
Pd111 1.48 0.055 0.201 −0.046 −0.053
Rh111 1.82 0.073 0.277 −0.042 −0.020
Ru0001 2.14 0.042 0.192 −0.052 −0.006
FIG. 2. Desorption probability for CO adsorbed on Pt111 for
three different values of the resonance width. For 0.5 the one-
and two-mode probability distributions become identical Lorentz-
ians with an integrated probability that decays exponentially with
resonance width see Fig. 3.
FIG. 3. Desorption rate for CO adsorbed on Pt111 as a func-
tion of resonance width . In the wide resonance short lifetime
regime the rate is seen to be completely governed by the internal
stretch excitation, whereas the COM excitation is governing the
desorption rate in the narrow resonance long lifetime regime. The
classical rate becomes several orders of magnitude smaller than the
quantum rate at large resonance width. The inset shows the same
data on a logarithmic scale.
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Eq. B8. It is seen that it is the internal stretch mode that
governs the energy transfer completely in the large width
regime and the COM mode governs the energy transfer at
low width. The reason for this partitioning is the time scale
associated with the two different modes. As seen from Tables
I and II the nonadiabatic coupling constants have approxi-
mately the same magnitude for the two modes. However, the
period of oscillation is five times larger for the COM mode
and for small lifetimes there is not enough time to transfer
energy to the COM mode. From Fig. 3 we see that the maxi-
mum rate of energy transfer in each mode occurs when 
i. The desorption rate decreases at small resonance
width, since the hot electron then becomes weakly coupled
to the resonant state
In Figs. 4 and 5 we show a comparison of CO and NO
adsorbed on the different transition metals. Again comparing
with Tables I and II it is seen that it is the coupling to the
internal mode alone which controls the magnitude of the
desorption rate at large resonance width. Since the internal
degree of freedom seems to control the rate of energy trans-
fer in the physical range of the resonance width typically
0.51.5 we will ignore the COM degree of freedom in
the following.
Comparison of CO and NO
So far we have analyzed some general features of desorp-
tion probabilities and their dependence on the nonadiabatic
coupling parameters and the lifetime = /. Now we will
compare the desorption probabilities of CO and NO on four
transition-metal surfaces using experimentally determined
desorption energies. Although substantial experimental data
exist for various systems including CO and NO, a direct
comparison to experimental data is difficult since experimen-
tal desorption yields are highly dependent on the distribution
of hot electrons in the substrate which depends on the de-
tailed physical properties of the metal and the applied laser
pulse. The distribution of hot electrons resulting from a given
laser pulse could in principle be calculated from first prin-
ciples; however, we will make no attempt of such a calcula-
tion here but simply compare desorption probabilities of
single-electron events as relevant for the MIM device.13,14 In
Tables III and IV we summarize the desorption energy Ed,
the estimated resonance width , the detuning of the energy
at which the incoming electron has the maximum probability
of transferring the desorption energy 	=	i
max
−a, and the
maximum desorption probability PD
max
= PD	i
max for the four
transition metals the maximum probability is detuned from
a, as shown in Fig. 2. The detuning very nicely follows the
rule of thumb that 	ED /2 in accordance with the picture
of a compromise between the incoming and outgoing elec-
FIG. 4. Rates of transferring 1.5 eV to CO on four transition
metals.
FIG. 5. Rates of transferring 1.0 eV to NO on four transition
metals.
TABLE III. Desorption energies and calculated maximum de-
sorption probability for CO adsorbed at top site on four transition
metals. All numbers except PD
max are in eV.
Metal ED  	 PD
max
Pt111 1.37a 1.0 0.6 210−5
Pd111 1.48a 1.5 0.7 710−7
Rh111 1.45a 1.2 0.7 110−6
Ru0001 1.49a 0.9 0.7 210−6
aExperimental values taken from Abild-Pedersen and Andersson
Ref. 39.
TABLE IV. Desorption energies and calculated maximum de-
sorption probability for NO adsorbed at hcp hollow site on four
transition metals. All numbers except PD
max are in eV.
Metal ED  	 PD
max
Pt111 1.29a 0.8 0.6 310−11
Pd111 1.17b 0.6 0.6 510−9
Rh111 1.68b 0.4 0.8 210−15
Ru0001 1.49c 0.3 0.7 310−22
aCroci et al. Ref. 40.
bVang et al. Ref. 41.
cButler et al. Ref. 42.
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trons both being as close as possible to the center of the
resonance a.
In general it is easier for a single electron at the right
energy to mediate a desorption event involving CO than with
NO from all the considered systems. However, in a femto-
second laser-pulse experiment the resulting hot-electron dis-
tribution would have much lower occupation numbers at the
CO resonances than at a typical NO resonance. For example,
taking platinum as an example with a thermal electron dis-
tribution at 5000 K and referring to Tables I and II, we see
that the electronic occupation numbers at the resonance en-
ergy of CO and NO relates as fNO / fNO150. We
should also note that the excited-state potential energy sur-
faces for adsorbed NO are only quadratic in a small region
near the minimum and Hamiltonian 5 is thus not expected
to describe NO as accurately as CO.
The desorption probabilities are highly dependent on the
resonance width  which we can only estimate roughly from
the Kohn-Sham projected density of states. In addition, the
electronic lifetime of CO on Pt111 has been shown to be
highly dependent on coverage3 since the 2 electrons be-
come delocalized and quasistationary at certain coverages.
Furthermore, both CO and NO are known to form adsorbate
structures which is more involved41,43 than the simple peri-
odic coverage of 0.25 monolayer considered here and the
dependence of nonadiabatic coupling coefficients on cover-
age certainly deserves a study of its own.
However, from Figs. 4 and 5 we do observe the general
trends that NO has a much weaker nonadiabatic coupling to
the surfaces than CO and that for both CO and NO the cou-
pling to Pt and Pd is similar, whereas the coupling is weaker
for Rh and very low for Ru. This decrease in nonadiabatic
coupling could hint at a simple dependence on the number of
d-band electrons. Investigating this will be the subject of
future work.
C. DIMET desorption rates
To get an idea of desorption probabilities in the DIMET
regime, we will start by examining how an initial excitation
influences the probability of transferring a given number of
vibrational quanta. When the oscillator is in an excited vibra-
tional state there is also the possibility of stimulated emission
of vibrational quanta where the incoming hot electron gains
energy by the scattering event.
In Fig. 6 the maximum probability of transferring n
quanta is shown for a range of initial quantum numbers n.
We treat n as a continuous variable since in the case of a
thermal ensemble of states the initial quantum number is
simply replaced by a Bose distribution. There is a striking
increase in the probabilities of transferring energy to the os-
cillator if the oscillator is already excited. For example, the
probabilities of exciting 0→3 and 3→6 are 310−3 and 2
10−2, respectively, although both transitions involve the
same energy transfer. Thus if we compare the one-electron
event P0→6=610−6 with the product of the two probabili-
ties P0→3→6=610−5, we get an order-of-magnitude differ-
ence and we still need to include the other channels for trans-
ferring six quanta in a two-electron event.
This also implies that the effect of a finite substrate tem-
perature is twofold. The occupation numbers of excited vi-
brational states will be nonzero, meaning that less energy
transfer is needed to desorb the molecule and the likelihood
of a given energy transfer is increased if the molecule is
thermally excited. However at room temperature the prob-
ability that the internal mode is in its first-excited state is on
the order of 10−5 and we can safely neglect the effect of
temperature.
A hallmark of the DIMET regime is the power-law depen-
dence of the desorption rate on the laser fluence RFn
where n depends on the particular adsorbate/substrate system
considered.4 It is by no means trivial that the desorption rate
should follow a power law and calculating the exponent of a
particular system is a major challenge of any DIMET model.
It is reasonable to assume that the laser fluence is propor-
tional to the flux of hot electrons hitting the molecule, since
the desorption rate typically becomes linear44 for small flu-
ences corresponding to the DIET regime. As a simple model
for the desorption rate we then consider a given flux J of hot
electrons at a fixed energy 	i hitting the resonance in equally
spaced time intervals t=1 /J. We assume that each vibra-
tional quantum has a fixed lifetime Tvib and that desorption
occurs immediately if the vibrational energy reaches the de-
sorption energy ED. The probability that one vibrational
quantum survives the time interval t is e−t/Tvib and the
probability of decay is 1−e−t/Tvib. The probability that the
first electron excites the nth vibrational state is then simply
the DIET probability,
Q1n = Pn	i,0 , 9
where Pn	i ,0 is given by Eq. B6. The probability of the
adsorbate being in the nth vibrational state after the second
electron has scattered is
Q2n = 

m=0


pmPn−m	i,m , 10
where Pn−m	i ,m is the probability of the transition m→n
Eq. B6 and pm is the probability that the adsorbate was
initially in the state m given by
FIG. 6. Maximum probability of transferring n vibrational
quanta given that the initial state is n with =1.0 eV.
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pm = 

k=m


Q1k k
m
e−t/Tvibm1 − e−t/Tvibk−m
 Ed − k . 11
Thus we only sum over values of k below the desorption
energy since states above ED would previously have been
desorbed by assumption. Similarly the probability Q3n of
being in the nth excited state after the third scattering event
can be expressed in terms of Q2n and so forth. The desorp-
tion probability of the Nth electron is then
PN
des
= 

n
QNnn − ED . 12
When enough time intervals are included the probabilities
converge such that PN
des
= PN−1
des and the desorption rate is
RJ=JPN
des with J=1 /t.
In Fig. 7 we show the rate for NO on Pt111 with 
=0.8 eV. The desorption energy corresponds to 8 vibrational
quanta. Note that changing the lifetime Tvib in this model just
corresponds to rescaling the flux. The similarity to similar
experimental figures44 is striking. At small flux the rate is
linear whereas it obeys a power law RJn with n1 at
higher fluences. The fit to a power law is very good for
fluxes above 0.2 Tvib
−1
. For small values of the detuning
−0.4	0.2 eV we find that 5.5n6, in good agree-
ment with Ho.44 For large positive values of the detuning the
exponent decreases dramatically which is probably due the
fact that fewer transitions dominate the dynamics in this re-
gion. This means that even though the results were obtained
using the simple electron flux J	i=J0	i−a−	 we
would most likely obtain the same exponent if we general-
ized the model to any flux localized within 0.2 eV of the
resonance.
Although the correspondence with the experimentally
found exponent may be fortuitous in such a simple model,
the power law itself is very robust to changes in the param-
eters and we obtain similar power laws for CO on Pt111.
For example, changing the value of  results in an overall
shift of the rates but the exponents are essentially unchanged.
Indeed the exponents appear to be determined mainly by the
number of vibrational quanta needed for desorption.
V. SUMMARY AND DISCUSSION
We have previously presented a method to obtain excited-
state potential energy surfaces for molecules chemisorbed at
metal surfaces.26 In this paper the method has been applied
and combined with a nonadiabatic quantum model to obtain
desorption probabilities for CO and NO on four transition-
metal surfaces.
The model we have applied allows us to predict the prob-
ability that a hot electron will transfer a given amount of
energy to the different vibrational modes of an adsorbate.
Our main conclusion is the significant role of the internal
degree of freedom and the failure of classical mechanics to
describe the excited-state adsorbate propagation. Combining
the model with a simple picture of the decay and re-
excitation of vibrational states reproduces the characteristic
power laws of DIMET experiments and yields the exponent
associated with a given adsorbate/substrate system.
The model we have used for calculating the energy-
transfer rates obviously represents a very simplified view of
the dynamics. First of all it is a model of noninteracting
electrons. We assume that we can include the important part
of the electron-electron interactions by using nonadiabatic
coupling coefficients i obtained from the interacting density
with linear-expansion SCF-DFT. The approximation
amounts to assuming ballistic hot electrons and instanta-
neous restructuring of the electronic environment when oc-
cupying the resonance. Although this may be the case in
some metallic systems, electron-electron interactions could
have effects which go beyond a simple renormalization of
the nonadiabatic coupling. The linear nonadiabatic coupling
regime leading to Eq. 5 corresponds to an assumption of
equal curvature on the ground- and excited-state PESs. This
is a good approximation for CO but NO has a very shallow
excited-state PES on some of the transition metals and there
the approximation may not be as good.
Furthermore the model assumes that the ground-state po-
tential is quadratic and that the excited-state potential is sim-
ply a shifted ground-state potential. At least in the COM
direction it is clear from Fig. 1 that the ground-state potential
deviates significantly from a quadratic potential and since we
are concerned with high-lying vibrational excitations, this
deviation could perhaps have an important effect. It may be
possible to include anharmonic terms in the Hamiltonian and
calculate different scattering amplitudes perturbatively but
this will be left for future work.
We have focused on the molecules CO and NO, since they
have a conceptually simple structure and a vast amount of
experiments have been performed on these systems. How-
ever, it is well known that generalized gradient approxima-
FIG. 7. Color Desorption rate as a function of electron flux per
adsorption site. For small electron flux the rate is linear in the flux
corresponding to the DIET regime, whereas for larger electron flux
the rate obeys a power law RJn with n1 corresponding to the
DIMET regime. In this figure we show the desorption rate of NO on
Pt111 using the parameters given in Table IV and in seven differ-
ent values of detuning.
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tion GGA–DFT calculations of CO adsorbed an Pt111
predict CO to bind at a hollow site in contradiction to the
experimentally observed top site.45 While the difference in
adsorbtion energy appears to be less with GPAW than in the
calculations presented in Ref. 45, possibly due to the use of
the PAW method instead of ultrasoft pseudopotentials, the
difference is still 80 meV and the inability to predict the
correct binding site is worrying. On the other hand, the ex-
istence in the calculation of another adsorption site with a
slightly lower energy is unlikely to change the local shape in
the potential energy surface enough to qualitatively change
the results obtained here. In addition, we see a very similar
behavior for CO on Ru0001, where DFT does predict the
right adsorption site the top site. We have thus chosen to
put CO at the experimentally observed top site as the hollow
site would lead to a smaller surface molecule distance and
thus very different screening and desorption rate.
As previously mentioned the value of  is estimated from
the Kohn-Sham projected density of states, but we do not
know how well this estimate matches the true value and as
such we have mostly treated  as a free parameter. In fact the
object of interest in the problem is the spectral function of
the resonant state; but even if we had a reliable way of de-
termining this function we would have to make the wideband
approximation where the spectral function is a Lorentzian of
width  in order to calculate scattering rates. Nevertheless it
would be very interesting to calculate this function to get an
idea of the validity of the wideband approximation and to
obtain a trustworthy value of .
We have not made any attempt to predict how the distri-
bution of energy evolves after a molecule returns to its elec-
tronic ground state, but assume that the dissipation of energy
is slow enough that the adsorbate will desorb if the desorp-
tion energy has been transferred. This is of course a rather
crude assumption and the rate of energy transfer should be
accompanied by a detailed molecular propagation on the
full-dimensional ground-state PES to improve the results.
Ground-state molecular dynamics would also be necessary to
obtain branching ratios when there is a possibility of differ-
ent chemical reactions induced by hot electrons.
However the model we have presented captures some of
the essential features of nonadiabatic dynamics. For ex-
ample, the appearance of an effective inelastic resonance
which is detuned from the electronic resonance by an amount
depending on the energy transfer is a pure nonadiabatic re-
sult and would never have emerged from an adiabatic model.
Furthermore the exponents in the DIMET power laws appear
to be determined by the number of vibrational quanta needed
for desorption and thus communicate the quantum nature of
the dynamics.
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APPENDIX A: PROJECTING KS STATES ON A
MOLECULAR ORBITAL IN PAW
The PAW method32 utilizes that one can transform single-
particle wave functions n	 oscillating wildly near the atom
core all-electron wave functions into smooth well-behaved
wave functions ˜ n	 pseudowave functions which are iden-
tical to the all-electron wave functions outside some aug-
mentation sphere. The idea is to expand the pseudowave
function inside the augmentation sphere on a basis of smooth
continuations ˜ i
a	 of partial waves i
a	 centered on atom a.
The transformation is
n	 = ˜ n	 + 

i,a
i
a	 − ˜ i
a	p˜i
a˜ n	 , A1
where the projector functions p˜ia	 inside the augmentation
sphere a fulfills


i
p˜i
a˜ i
a	 = 1, p˜i
a˜ j
a	 = ij, r − Ra rc
a
.
The method of linear-expansion SCF involves expand-
ing a molecular orbital i	 in Kohn-Sham states n	 and
does a self-consistent calculation with an additional density
corresponding to the orbital.26 The simplest way of getting
the expansion coefficients is using the projector overlaps
n i	˜ n  p˜i
a	 which is calculated in each iteration any-
way. However, this method turns out to be too inaccurate in
the case of CO on Pt111 due to nonvanishing projector
overlaps for highly energetic Kohn-Sham states as shown in
Fig. 8. This implies that the expansion coefficients depend on
the number of unoccupied bands included in the calculation
To calculate the overlaps n i	 exactly, one should start
by performing a gas-phase calculation of the molecule or
atom which is to be used in the SCF calculation. The
pseudowave function ˜ ix corresponding to the orbital to be
occupied is then saved along with the projector overlaps
-10 -5 0 5 10 15 20
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FIG. 8. Ground-state calculation of CO adsorbed on Pt111 top
site. The projected density of states of the 2 orbitals using the
methods of projector or pseudowave-function overlap and all-
electron wave-function overlap are compared. In the projector over-
lap method the orbital is defined by p˜2	=
1
133p˜x	C−2p˜x	O
which is the orbital most similar to the gas-phase calculation. The
long high-energy tail of the projector overlap signals an inaccuracy
of the method and makes excited-state calculations dependent on
the number of unoccupied bands. Thus we use the all-electron over-
laps to determine expansion coefficients in this work.
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p˜k
a ˜ i	 and the SCF calculation is initialized. In each step
of the calculation we can then do a numerical integration to
obtain the expansion coefficients by
cni = ni	 = ˜ n˜ i	 + 

a,j,k
˜ np˜j
a	 j
ak
a	 − ˜ j
a˜ k
a	
p˜k
a˜ i	 , A2
where Eq. A1 was used. Note that there is only a single
sum over atoms and only the ones in the molecule and that
the cross terms of pseudowave or all-electron wave function
does not contribute. This can be seen using the arguments
following Eq. 20 of Ref. 33.
APPENDIX B: CALCULATING THE INELASTIC-
SCATTERING PROBABILITY
Here we briefly summarize the calculation leading to the
inelastic-scattering probabilities in model 5.29 An explicit
expression for the probability has previously been obtained29
for a single mode at initially in the ground state. Here we
will extend the result to an explicit expression for any num-
ber of modes initially in a thermal ensemble of vibrationally
excited states.
From Hamiltonian 3 the differential reflection matrix
R	i ,	 f which is defined as the probability per unit final-
state energy that an incoming hot electron with energy 	i
scatters on the resonance into a final state of 	 f can be ex-
pressed in terms of the four-point Green’s function. The in-
elastic part is contained in the expression,
Rin	i,	 f = 	 f	i   ddsdt23 ei	i−	f+	ft−	is/
G,s,t , B1
where the Green’s functions is
G,s,t = stca − sca
†catca
†0	 ,
ct = eiHt/c0e−iHt/, B2
and  	 denotes a thermal ensemble of oscillator states. The
expression is valid for any nonadiabatic coupling function
	ax, but in general it can be very hard to obtain an expres-
sion for the Green’s function. An exception is the wideband
limit with linear coupling corresponding to Hamiltonian
5.29 The Green’s function then becomes
G,s,t = tse−iat−s/−t+s/2
exp

i
giit − si − 1 + nif i − nif ip ,
B3
where a is center of the resonance, ni is the Bose distribu-
tion, gi= i /i2 is the effective coupling constant of the
mode i, and
f i,s,t = 2 − e−iit − eiis + e−ii1 − eiit1 − eiis .
B4
The integrals in scattering matrix B1 can be evaluated by
writing the exponentials in Eq. B3 as Taylor expansions
and performing the  integral. This leaves the remaining two
integrals as complex conjugates which are evaluated by writ-
ing factors such as 1−eiitm by their binomial expansions.
For a single oscillator with thermal occupation n we obtain
the inelastic reflection matrix,
Rin	i,	 f,n = 2e−2g1+2n 

m1=0




m2=0


gm1+m21 + nm1nm2
m1 ! m2!
	i − 	 f − m1 − m2 Fm1,m2 ,
B5
with
Fm1,m2 = 

i=0
m1


j=0
m2
− 1i+jm1i m2j 


k=0




l=0


gk+l1 + nknl
k ! l!

1
	i − a − i − j + k − l − g + i/2
2
.
Although the expression looks rather complicated it has a
simple interpretation. Integrating over final-state energies in
the vicinity of n=m1−m2 gives the probability of transfer-
ring E=n to the oscillator if the energy of the incom-
ing electron is 	i,
Pn	i,n = 2e−2g1+2ngn1 + nn
n!
Fn,0
+
gn+11 + nn+1gn
n + 1!
Fn + 1,1
+
gn+21 + nn+2gn2
n + 2 ! 2!
Fn + 2,2 +¯ ,
B6
where the first term is the probability of adding n bosons,
the second term is the probability for removing coupling ng
one, and adding coupling n+1g n+1 bosons and so
forth.
We can also evaluate the differential reflection matrix for
N oscillators initially in the ground state with frequencies
and coupling constants i and gi, respectively. The result is
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Rin	i,	 f = 2e−2
i=1
N gi 

m1=0


¯ 

mN=0

 g1
m1¯ gNmN
m1 ! ¯ mN!	i − 	 f − 
i=1
N
mii
j1=1
m1
¯ 

jN=1
mN
− 1
i=1
N jim1j1 ¯ mNjN 


L1=0


¯ 

lN=0

 g1
l1¯ gNlN
l1 ! ¯ lN!
1
	i − a + i/2 − 

i=1
N
ji + li − gii
2
. B7
It is amusing that result B5 for a one-mode system with initial excitation number n follows from result B7 if we regard Eq.
B5 as a two-mode system at T=0 with energies  and − and coupling constants gn+1 and gn, respectively. For
convenience we state the probability of exciting the md ,mz state from the ground state in the two-dimensional model with
modes d and z,
Pmdmz	i = 
2e−2gd+gz
gd
mdgz
mz
md ! nz!


jd=1
md


jz=1
mz
− 1 jd+jzmdjd mzjz 
k=0




l=0

 gd
kgz
l
k ! l!
1
	i − a − jd + k − gdd − jz + l − gzz + i/2
2
.
B8
Elastic scattering
The elastic part of the scattering matrix for a single oscillator with thermal occupation number n is
Rel	i,	 f,n = 	i − 	 f1 + 2 Im GR	i ,
GR	 = dt

ei	t/GRt ,
GRt = − itncatca
†0n	 . B9
We can use the linked cluster theorem to derive the retarded Green’s function and get the result
GRt = − ite−g1+2ne−ia−ig−/2t/ 

m1=0




m2=0


gm1nm1gm21 + nm2
m1 ! m2!
e−im2−m1t. B10
We can then calculate the elastic part of the scattering probability and get
Pel	i,n = 1 − 2e−g1+2n 

m1=0




m2=0


gm1nm1gm21 + nm2
m1 ! m2!
1
	i − a − m2 − m1 − g2 + /22
. B11
When calculating the elastic-scattering probability one should also remember to include the m1=m2 terms in Eq. B5.
The n in the expressions above denote the Bose distribution and not a specific state n	, but in the context of DIMET our
main point of interest is the probability that a oscillator initially in the state ni	 scatters inelastically to the state nf	. However,
the expression in the case of a pure state is very similar to the thermal ensemble, the only difference being that we should make
the substitution
e−ginif i+f i
p→ Lnigf i + f i
p B12
in Eq. B3, where Lnx is the nth Laguerre polynomial. The expression involving Laguerre polynomials is somewhat more
complicated to handle numerically and therefore we have chosen to work with the thermal ensemble expressions instead. In the
range of parameters in the present work, the thermal ensemble expressions are very good approximations since Lnx have the
same first-order Taylor expansion as e−nx and for t / we get gif i0.001.
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Hot electron assisted femtochemistry at surfaces - a TDDFT approach
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Using time-evolution time-dependent density functional theory (TDDFT) we study the inter-
actions between single electrons and molecular resonances at surfaces. We perform a number of
calculations on an electron hitting an adsorbed molecule from inside the surface and establish a
picture, where the resonance is being probed by the incoming electron. This enables us to extract
the position of the resonance energy through a fitting procedure. It is demonstrated that with the
model we can extract several properties of the system, such as the presence of resonance peaks,
the time electrons stay on the molecule before returning to the surface when hitting a molecular
resonance and the lowering of the resonance energy due to an image charge effect. Finally we apply
the TDDFT procedure to only consider the decay of molecular excitations and find that it agrees
quite well with the width of the projected density of Kohn-Sham states.
PACS numbers: 31.15.ee, 73.20.Hb, 82.20.Gk
I. INTRODUCTION
In most chemical processes the intrinsic barriers are
overcome due to the randomly directed thermal energy of
the atomic cores. This sets some limitations on the possi-
bility of controlling chemical reactions, since the thermal
energy will distribute itself among all degrees of freedom
in the system, ie. the energy cannot be directed towards
for example splitting of a certain molecule or desorption
of another. Furthermore, in order to get a satisfactory
turnover frequency, in some catalyzed reactions, the tem-
perature may need to be so high that the catalyst be-
comes unstable and degrades over time.
In hot electron assisted femtochemistry at surfaces1–8
the hot electrons (electrons with an energy significantly
above the Fermi level) interact with molecular reso-
nances, which gives rise to an electron-phonon coupling.
This will initiate motion mainly in those vibrational
modes where the coupling is high, ie. it is possible to di-
rect energy towards certain vibrational modes. This has
been demonstrated in an experiment by Bonn et al.,8 who
were able to form carbondioxide from carbonmonooxide
and oxygen on a Ruthenium (0001) surface with the help
of hot electrons. This is normally impossible because the
carbonmonooxide desorbs before the carbondioxide for-
mation, when the temperature is raised. The effect is
explained by the hot electrons injecting energy into the
vibrational modes of the adsorbed atomic oxygen, so that
the barrier to forming carbonmonooxide can be overcome
at a lower temperature.
In most femtochemistry experiments the hot electrons
are generated using a femtosecond laser pulse. Each pulse
excites a lot of electrons in the metal surface. Due to
the high electron density the electron-electron scattering
thermalize the hot electrons very rapidly, on a femto-
second timescale, giving rise to an electronic tempera-
ture, which is much higher than the phonon tempera-
ture. The phonons and electrons will equilibriate much
slower, on a picosecond timescale, ie. for several picosec-
onds there are electrons present, which have sufficient
energy to interact with otherwise unreachable molecular
resonances. The high concentration of high-energy elec-
trons even makes it possible to observe multi-electron
processes, such as desorption induced by multiple elec-
tronic transistions (DIMET), which has been observed
for a variety of systems.9 However, the thermal distribu-
tion of electrons does not make it possible to target a
specific molecular resonance, which lie above other reso-
nances in energy.
Another approach to generating hot electrons, by the
use of a Metal-Insulator-Metal (MIM) junction, has been
suggested by Gadzuk.7 If the insulating layer in the junc-
tion is sufficiently thin and a finite bias is applied, elec-
trons will tunnel from near the Fermi level of the first
metal into the other metal, where they can have an en-
ergy significantly above the Fermi level, ie. they will be
hot electrons. If the second metal layer is also very thin,
these electrons will be able to reach the surface of the
other metal, and perhaps induce chemistry. The advan-
tage of such a device is that it should, at least theoreti-
cally, be possible to target certain molecular resonances
by tuning the energy of the hot electrons. The disad-
vantage being that it will probably not be possible to
generate a high electron flux, ie. only single-electron pro-
cesses can be observed. Such a MIM device, where the
first metal has been substituted by a highly doped sili-
con layer, has recently been created,10 and its ability to
induce chemical reactions is currently being investigated.
We have previously investigated the hot electron inter-
action with different diatomic molecules on different tran-
2sition metal surfaces, by applying an electron-phonon in-
teraction model to potential energy surfaces, which are
obtained from the delta self-consistent field method.11,12
The purpose of this paper is to investigate a different
approach, based on time-evolution time dependent den-
sity functional theory (TDDFT), to modelling hot elec-
trons interacting with molecular resonances. TDDFT
provides, in principle, an exact framework to describe
non-equilibrium processes as the ones relevant in fem-
tochemistry and transport. The price one has to pay in
TDDFT is that all correlation effects are embedded in an
exchange and correlation kernel that should be non-local
in space and time. However, most functional in use nowa-
days are not designed to cope with non-equlibrium situ-
ations, but still it is common practice to apply local and
semi-local functionals to those situations. Further work
is needed in the development of non-local and frequency
dependent exchange-correlation functionals, which would
have impact beyond the present studies. The hope is,
however, that such an approach with a simple exchange-
correlation functional can still give supplementary infor-
mation about the occuring processes. Of specific inter-
est are the cross-section for exciting the resonance and
the lifetime the molecular excitations, which are very
important when considering the possiblity of hot elec-
trons inducing chemistry.12 Another nice feature of the
time-evolution approach is that it offers the possibility
of simulating the entire event of one hot electron hitting
a molecule, ie. it offers a more physically intuitive pic-
ture. Finally it is also woth mentioning that TDDFT
provides a multi-component approach,13 where the elec-
tron and nuclei motion can be directly coupled. This
provides the hope that the TDDFT approach presented
here in the future can involve a direct calculation of the
induced molecular motion.
In the following we will start by giving a description
of how the time-evolution TDDFT calculation have been
performed. After this we present the simulations of the
entire event of a hot electron hitting a molecule at a sur-
face. We start by considering a simple model system and
then move on to a more realistic system. Finally we will
investigate the lifetime of molecular excitations, by start-
ing time-evolution TDDFT calculations from the excited
state. All the way through we will focus on Nitrogen ad-
sorbed on Ruthenium, although the methods presented
of course are general.
II. METHOD
The main type of calculation performed in this paper
is a time-evolution TDDFT calculation, which we have
done with the freely availableOctopus code.14,15 We use
an Adiabatic Local-Density Approximation (ALDA)16
description of the exchange-correlation functional. Non-
adiabatic effects and initial state dependence of the
exchange-correlation functional are not accounted for by
the simple LDA-type functional. However, this is not a
serious drawback for the present work where we are more
interested in getting a qualitative rather than a quanti-
tative picture of the process of hot-electron induced fem-
tochemistry at metal surfaces. To describe core electrons
we use norm-conserving pseudopotentials from the Fritz-
Haber-Institute (FHI),17 generated using the Troullier-
Martins scheme.18 Octopus uses a real-space grid to
represent wavefunctions and densities. After some con-
vergence tests we found that a grid-spacing of 0.18 A˚
gives sufficient accuracy. The Kohn-Sham equations are
propagated using a combination of the exponential mid-
point rule19 and a Krylov subspace approximation to the
exponential matrix operator.20 The optimal timestep for
the type of systems considered here was found to be 0.001
fs, so this timestep has been used in all calculations pre-
sented in this paper.
The time-evolution TDDFT calculations have not been
started from the ground state, but still ground state
calculations have been used in the generation of the
initial states as it will be clear from Secs. III and
IV. Unless otherwise specified the ground state calcu-
lations have been made using the Octopus code, with
a Local-Density Appoximation (LDA)21 description of
the exchange-correlation interactions to maintain con-
sistency with the TDDFT calculations. In each cycle
towards self-consistency in the Kohn-Sham equations a
Broyden mixing22 of the 7 preceeding densities is per-
formed and the Hamiltonian is diagonalized iteratively
using the conjugate-gradient method. The occupations
of the Kohn-Sham states follow a Fermi-Dirac distribu-
tion with an electronic temperature of 0.1 eV, which is
necessary in order to get convergence.
III. EXCITING AN ADSORBED MOLECULE
In this section we consider the entire event of a single
electron hitting a molecule adsorbed at a surface. We will
start from a situation, where an electron is placed inside
the surface and has a momentum towards the molecule
sitting on the surface. This means that we do not con-
sider the creation of the hot electron, but the simulated
situation is very similar to that found in the MIM device,
where hot electrons come from inside the surface with a
sufficiently low rate, such that the hot electrons do not
affect each other. Naturally, we expect the interaction
between the hot electron and the molecular resonance to
depend on the starting state of the hot electron, so in or-
der to get some information on this dependence we will
start by considering a very simple system. After this we
will go to a more realistic system, consisting of a Nitrogen
molecule adsorbed on a Ruthenium cluster.
A. Nitrogen on a fictitious surface
In this section we consider a very simple representation
of a molecule adsorbed on a surface. As the adsorbed
3FIG. 1: A fit of the Kohn-Sham potential at a Ruthenium
surface. The dotted curve shows the self-consistent ground
state Kohn-Sham potential of a 4 layer Ruthenium (0001)
slab averaged over the directions parallel to the surface. The
solid curve shows our fit from Eq. (1). The vertical lines
indicate the positions of the layers in the slab. The DFT
calculation was made with the gpaw code.23,24
molecule we use the diatomic Nitrogen molecule and in-
stead of representing the surface with a lot of individual
atoms, we use a simple external potential. One could just
use a step-function, but in order to avoid any spurious
effects due to the hard edges, we make a fit to the Kohn-
Sham potential of a Ruthenium slab DFT calculation,
which is shown on Fig. 1. The slap consists of 4 atomic
layers and the exposed surfaces are close-packed (0001)
surfaces. The shown Kohn-Sham potential has been av-
eraged over the directions parallel to the surface. The
fitted potential is in atomic units25 given by the expres-
sion
Vfit(z) = −0.8
1
1 + e4(z−1)
− 0.16e−|z−1.55|, (1)
where z is the coordinate perpendicular to the surface
and z = 0 corresponds to the position of the outermost
layer of atoms in the surface. The expression of Eq. (1)
only respresents the surface, ie. the entire system of a
surface and a molecule is handled by applying an exter-
nal potential of Vfit(z) +
∑
a V
a
cent(r), where V
a
cent is the
central potential of atom a in the molecule. Furthermore
the valence electrons of the molecule are included in the
calculations, whereas no electrons of the surface are in-
cluded.
This simple representation of the surface has the ad-
vantage that it is easy to generate an starting orbital for
the hot electron inside the surface, which is orthogonal
to the other occupied orbitals, since all other electrons
are located on the molecule outside the surface. Further-
more the computational effort is significantly lowered by
the fact that only a few electrons are included in the
calculation.
FIG. 2: An example of the evolution over time of a hot elec-
tron with a momentum directed towards the molecule. The
hot electron orbital is shown at times: 0 fs, 0.15 fs, 0.30 fs,
0.45 fs, 0.60 fs, 0.75 fs, 0.90 fs and 1.05 fs. The grey scale (on-
line: color grading) indicates the phase of the orbital. The
two dots, which are visible at t = 0 fs, indicate the positions
of the Nitrogen atoms. The unit cell is cylindrical with a ra-
dius of 4 A˚ and a length of 40 A˚ and is exactly contained in
the shown boxes.
Figure 2 shows an example of how the orbital of a hot
electron evolves over time, when it starts inside the sur-
face with a momentum towards the surface. Before the
time-evolution calculation the states of the valence elec-
trons of the Nitrogen molecule was found by performing
a ground state calculation with just these electrons. The
starting orbital of the hot electron is an unoccupied eigen-
function of this ground-state Hamiltonian multiplied by
ei0.8z, in order to give it a momentum of 0.8 a.u. towards
the surface. This eigenfunction was chosen because it is
almost entirely located inside the surface and it has the
Π symmetry needed in order for it to interact with the
2π∗ states of the molecule.
Figure 2 shows several interesting features. When hit-
ting the surface a large fraction of the electron is reflected
due to the workfunction of the surface, but some of the
electron ends up in the 2π∗ states of the molecule, in-
dicating a non-zero probability of exciting the molecule.
In this calculation some of the electron is apparently also
transmitted by the molecule, which indicates that some
of the electron has an energy above the vacuum level.
From the figure it is also obvious that it does not make
4Wf. no. Picture Specifications
1
Radial direction:
1. order Bessel function
z direction:
Gaussian wavepacket with
p0 = 0.8, ∆p = 0.1
2
Radial direction:
1. order Bessel function
z direction:
Gaussian wavepacket with
p0 = 0.8, ∆p = 0.2
3
Radial direction:
1. order Bessel function
z direction:
Gaussian wavepacket with
p0 = 0.8, ∆p = 0.4
4
Eigenfunction for the
ground state Hamiltonian
(eigenfunction no. 7)
times eip0x, p0 = 0.8
5
Eigenfunction for the
ground state Hamiltonian
(eigenfunction no. 13)
times eip0x, p0 = 0.8
TABLE I: The five different types of wavefunctions we use
as starting orbitals for the hot electron in section III. The
1. order Bessel function used in the radial direction for wave-
function 1-3 is scaled such that the first node coincides with
the unit cell boundary. The grey scale (online: color grading)
indicates the phase of the wavefunctions. The unit cells are
cylindrical with a radius of 6 A˚ and a length of 80 A˚.
sense to continue the calculation much further, since the
reflections of the electron at the unphysical unit cell edges
start to interfer with the molecule after approximately 1
fs.
For the calculation displayed on Fig. 2 we chose the
starting orbital of the hot electron rather randomly. In
order to get an idea of how the obtained results vary with
the starting orbital we have carried out calculations with
the hot electron starting in a number of different starting
orbitals as illustrated in Table I. Each of the orbitals
shown in Table I have an average momentum in the z-
direction of 0.8 a.u., but we also made several calculations
on the same orbitals, but with different averagemomenta,
ie. multiplied with a different exponential factor (eip0z).
The unit cells have been made twice as long as the unit
cell in Fig. 2 in order to prolong the time it takes before
reflected waves reach the molecule.
The fraction of the electron that gets into the 2π∗-
orbitals of the molecule varies a lot from calculation to
FIG. 3: The difference between an electron that hits reso-
nance and one that does not. The y-axes are the orbital of
the hot electron, φ, projected to the subspace spanned by the
two 2π∗ orbitals of the molecule squared. The x-axes show
the time. Top panel is an example of an electron hitting reso-
nance (Wf. no. 1 from Table I with p0 = 0.8) . Bottom panel
is an example of an electron not hitting resonance (Wf. no. 1
from Table I with p0 = 0.4). Please notice the more than two
orders of magnitude difference in the y-axis scales.
calculation. The upper and lower panel on Fig. 3 illus-
trate the situations where a rather large part and a rather
small part, respectively, of the electron goes into the 2π∗-
orbitals. The y-axes show the projection of the orbital of
the hot electron onto the subspace spanned by the two
2π∗-orbitals of the molecule and the x-axes are time. In
the top panel the electron seems to hit resonance, since
a rather large part of it gets into the 2π∗-orbital. Fur-
thermore it is seen that the excitation is quite long-lived
compared to the small fluctuations in the off-resonance
calculation shown on the lower panel.
The results of all the calculations have been collected
in Fig. 4, which shows the maximum overlap between the
hot electron orbital and the 2π∗-orbitals of the molecule
squared, |〈φ|2π∗〉|2, as a function of the average momen-
tum for each of the 5 different starting orbitals from Table
I. By maximum overlap we mean the maximum over-
lap within the first 2 fs, which is time enough for the
wavefunction to fully hit the molecule, but not enough
5FIG. 4: The amount of electron that gets into the 2π∗-orbitals
of the molecule within the first two femtoseconds plotted as
a function of the average momentum of the hot electron, p0.
The five different curves are for the five different orbitals given
in Table I.
FIG. 5: The Fourier transform of wavefunction 4 and 5 from
Table I integrated over the momenta parallel to the surface.
The horizontal axis indicate the momentum in the direction
perpendicular to the surface, pz.
time for the reflections at unit cell boundaries to inter-
fer with the results. For all the curves there is a large
dependence on the momentum, ie. there are certain val-
ues of p0 which are at resonance and others which are
off-resonance. The curves are, however, also quite differ-
ent. Curve 1-3 all have the maximum at the same mo-
mentum, but it is also clear that the more well-defined
momentum the wavefunction has, the more well-defined
is the resonance peak. This indicates that the shape of
the resonance peaks are reflected by the Fourier trans-
forms of the wavefunctions. This is supported by Fig.
5, which shows the Fourier transforms of wavefunction
4 and 5 integrated over the axes parallel to the surface.
These curves resemble the resonance curves on Fig. 4 a
lot. One interpretation of this is that the wavefunction,
which is sent towards the molecule, is just probing the
resonance. In an energy picture this means that the max-
imal overlap, MO, which we interpret as the excitation
probability, can be written as
MO =
∫
R(ǫ)W (ǫ)dǫ, (2)
where W (ǫ) is the amount of the hot electron that has
the energy ǫ, ie.
W (ǫ) =
∑
i
|〈φ|ψiKS〉|
2δ(ǫ− ǫiKS). (3)
φ is the hot electron orbital and ψiKS is the i’th Kohn-
Sham orbital, which has the energy ǫiKS . R(ǫ) is the
energy representation of the resonance. The difference
of the Kohn-Sham eigenvalues do not describe excita-
tion energies, therefore in Eq. (3) we are neglecting the
renormalisaton of the Kohn-Sham eigenvalues by the
exchange-correlation kernel. For resonances as in the
case of molecular systems in front of metallic surfaces
this renormalisation can be accounted for.26
For the resonance we will assume a Lorentzian shape
R(ǫ) = αres
(Γ/2)2
(ǫ− ǫres)2 + (Γ/2)2
, (4)
which corresponds to an exponentially decaying excita-
tion. Γ is the Full-Width at Half Maximum (FWHM)
of the resonance and is related to the lifetime of the res-
onance. ǫres is the mid-point of the resonance, which
we will refer to as the resonance energy. The excitation
probability is proportional to αres, so it is closely related
to the resonance cross-section.
We estimate the three parameters, Γ, ǫres and αres, in
Eq. (4) by performing a least squares fit of the maximum
overlaps obtained by inserting Eqs. (4) and (3) in Eq. (2)
to the maximum overlaps shown on Fig. 4. This gives the
values Γ = 1.4 eV, ǫres = 9.8 eV above the Fermi level
and αres = 5.4 · 10
−3. The value of ǫres = 9.8 eV may
seem high, but one should keep in mind that for this sys-
tem the Fermi level lies at the Highest Occupied Molec-
ular Orbital (HOMO) of the Nitrogen molecule and that
the surface cannot create an image charge, which would
lower the resonance energy. The 9.8 eV also seem reason-
able, when comparing to the lowest excitation energies of
the Nitrogen molecule, which are at the same level. In
Sec. III B we will calculate the equivalent number for a
molecule sitting at a more realistic cluster surface. Here
we do indeed find that the presence of electrons in the
surface and the possibility of an image charge will lower
this number.
The resulting Lorentz distribution is shown on Fig. 6,
where W (ǫ) from Eq. (3) is also plotted for different mo-
menta of the hot electron orbital. From this it is evident
that the resonance features from Fig. 4 arise because the
energy distribution of the hot electron passes the reso-
nance as the momentum of the hot electron is increased.
Figure 7 shows how close the true maximum overlaps
fits with the ones obtained by inserting the optimal values
6FIG. 6: The grey peaks show W (ǫ) from Eq. (3), where the
delta functions have been replaced by gaussians with a spread
of 0.1 eV, for wf. no. 1. in Table I. The different subplots are
for different average momenta, p0. The black curves show the
fitted Lorentzian, R(ǫ), from Eq. (4) with the values Γ = 1.4
eV, ǫres = 9.8 eV above the Fermi level and αres = 5.4 ·10
−3 .
The left y-axes indicate W (ǫ) and the right R(ǫ).
FIG. 7: The black lines show the same maxium overlaps de-
picted on Fig. 4. The grey lines are obtained by inserting Eqs.
(3) and (4) in Eq. (2) and varying Γ, ǫres and αres until the
best least squares fit is obtained. We find this to be at Γ = 1.4
eV, ǫres = 9.8 eV above the Fermi level and αres = 5.4 ·10
−3 .
of Γ, ǫres and αres into Eqs. (2)-(4). It is seen that they
agree quite well, especially it should be noted that the
double-peaked feature at Wf. no. 5 is reproduced. This
indicates that the assumptions made in Eqs. (2)-(4) are
reasonable and that Γ, ǫres and αres are truly properties
FIG. 8: The Ruthenium cluster with adsorbed Nitrogen,
which we perform calculations on in section IIIB. The grey
atoms are Ruthenium and the blue Nitrogen. The cluster has
20 Ruthenium atoms.
of the system and not the arbitrarily chosen orbitals for
the hot electrons.
B. Nitrogen on a Ruthenium cluster
The system considered in section III A is only a very
crude approximation to a real system. First of all, in
a real system the surface will be build from individual
atoms and, perhaps more importantly, the other elec-
trons in the surface will feel the hot electron, giving rise
to a screening effect.
The intention of this section is to utilize the experi-
ences gained in section IIIA on a more realistic system,
ie. we want to probe the resonance with some wavefunc-
tion for the hot electron, and then perform the fitting
of Eqs. (2)-(4) in order to extract the values of Γ, ǫres
and αres. We will consider the cluster shown on Fig. 8,
which consists of 20 Ruthenium atoms and a Nitrogen
molecule adsorbed on it. The cluster is a simple model
of a Nitrogen molecule adsorbed on a close-packed (0001)
Ruthenium surface and includes the first three layers. We
use a cluster instead of a slab in order to avoid all the
difficulties that arise when applying periodic boundary
conditions in a time-evolution TDDFT calculation.15 A
possible intermediate system to consider would be a jel-
lium surface, where the external step potential is made
deeper and combined with extra electrons inside the sur-
face. One would not gain much compared to the cluster
calculation with respect to the calculational complexity
and effort needed, so we have not done this here.
Some extra care has to put into finding a suitable start-
ing orbital of the hot electron in this system, because of
the other electrons present in the cluster, which the or-
bital of the hot electron must be orthogonal to. Further-
more the Fourier transform of the hot electron orbital
should be quite simple, preferably with just one peak,
such that we can expect that the fitting described in sec-
tion III A can be done easily. The procedure we choose
is to first perform an ordinary ground state DFT calcu-
lation on the 20 atoms Ruthenium cluster without the
7FIG. 9: The momentum space representation of the hot elec-
tron wavefunction squared and integrated over the directions
parallel to the surface.
Nitrogen molecule. We then project the function
Ψ(r, θ, z) = J1(
r
r0
)eiθe−
(z+3.3)2
3.32 (5)
onto the space spanned by the 116 lowest lying Kohn-
Sham orbitals. J1(r) is a Bessel function of the first kind,
r, θ and z are the usual semipolar coordinates and the
equation is in atomic units. r0 is chosen such that the
first node of J1(
r
r0
) lies at r = 8 a0. z = 0 corresponds
to the z-value of the highest lying layer of atoms in the
cluster. We normalize this projected version of Ψ(r, θ, z)
and multiply it with eip0z, where p0 is the average mo-
mentum, and use it as the starting orbital for the hot
electron. With this choice we ensure that the Fourier
transform of the starting orbital only has one significant
peak, as it can be seen from Fig. 9, and we ensure that
the orbital is nicely localized within the cluster. The
choice of Ψ(r, θ, z) in Eq. 5 is made because it only has
a single peak in the Fourier representation and the eiθ
factor gives it the Π symmetry required in order for the
electron to interact with the 2π∗ orbitals of the Nitrogen
molecule. Other than that the exact choice of Ψ(r, θ, z) is
not so critical. We have tried both varying the number of
included KS orbitals and the parameters of the gaussian
in Eq. (5).
Finally a groundstate DFT calculation is performed on
the cluster with the Nitrogen molecule attached and all
the occupied Kohn-Sham orbitals are othogonalized to
the starting orbital of the hot electron through an ordi-
nary Gram-Schmidt orthogonalization procedure. Fur-
thermore one spin-up electron is removed at the Fermi
level and placed in the orbital of the hot electron, still
with spin-up. This is then used as the starting point for
the time-evolution TDDFT calculation. Spins are treated
using an ordinary spin-polarization procedure.
As it was also done in section III A the time-evolution
calculations are performed for different values of the av-
erage momentum, p0. Figure 10 shows the maximum
projection of the hot electron orbital onto the subspace
FIG. 10: The black curve shows the amount of electron that
gets into the 2π∗-orbital of the molecule within the first three
fs plotted as a function of the average momentum of the hot
electron, p0. The grey lines are obtained by inserting Eqs. (3)
and (4) in Eq. (2) and varying Γ, ǫres and αres until the best
least squares fit is obtained. We find this to be at Γ = 0.36
eV, ǫres = 4.9 eV and αres = 1.9 · 10
−3.
FIG. 11: The orbital of the hot electron, φ, projected to the
plane spanned by the two 2π∗ orbitals of the molecule squared
as a function of time. The black curve is at a momentum of
p0 = 0.8 a.u. and the grey curve is at p0 = 0.2.
spanned by the 2π∗ orbitals of the Nitrogen molecule
within the first 3 fs. as a function of p0. Again a clear
resonance peak is found. From Fig. 11 it is also seen
that the difference between an electron hitting resonance
and an off-resonance electron is not only the size of the
overlap with the molecular orbital, but also the time the
electron stays there. An electron hitting resonance will
stay on the molecule for some time before returning to
the surface, which seems physically reasonable. This was
also what we saw in section IIIA.
Figure 10 shows also the least squares fit we obtain
by varying Γ, ǫres and αres in Eqs. (2)-(4). The opti-
mal values we find are Γ = 0.36 eV, ǫres = 4.9 eV above
the Fermi energy and αres = 1.9 · 10
−2. The Γ value
8is quite uncertain, because R(ǫ) is much more localized
than W (ǫ) in Eq. 2, ie. we try to determine the shape
of a very thin function by probing it with a very wide.
The 4.9 eV resonance energy is significant lower than the
9.8 eV found in section IIIA, which was also expected as
the Fermi level is now raised by the electrons in the sur-
face and as the resonance energy is lowered by an image
charge effect with the surface. Inverse photo-emission ex-
periments for N2 on an Nickel surface give an energy of
approximately 4.4 eV.27 When we perform ∆SCF calcu-
lations in the manner described in Ref. 11 we find that
there is only a minor difference in energy between having
a Nickel and a Ruthenium surface. This indicates that
the value of 4.9 eV is quite reasonable. It is also worth
noticing that the projected density of states for the 2π
states has its maximum between 2 and 3 eV above the
Fermi level as we will show in Sec. IV. This means that
the optimal value of ǫres cannot be explained as a mere
matching in energy between the hot electron and the 2π
Kohn-Sham states.This is probably because the energy of
the Kohn-Sham states will change as the density changes,
which fits well with a ∆SCF picture of the situation. In
the next section we will consider the value of Γ.
We expect that the found αres values will depend on
the cross-section areas of the considered systems, ie. the
unit cell cross-section in section IIIA and the cluster
cross-section in this section, since the hot electron or-
bital is spread over these areas. It will probably be rea-
sonable to assume that αres is inversely proportional to
the cross-section area of the system, ie.
Ares = αres ·Asystem, (6)
where Ares is the resonance cross section and Asystem
is the cross section of the system. With this crude ap-
proximation we can make a very rough estimate of the
resonance cross section. As the system cross section we
use the area that 7 atoms fill in a Ruthenium (0001) sur-
face, because there are 7 atoms in the top layer of the
cluster. We then get Ares = 0.88 A˚
2. By performing
calculations for different system cross sections it would
be possible to test the assumption of Eq. (6). However,
this is beyond the scope of this paper.
IV. DECAY OF AN EXCITATION
In section III we simulated the entire event of an elec-
tron hitting a molecular resonance and then returning to
the surface. It is, however, also interesting to just con-
sider the decay of an excited molecule, in order to gain
some information on the lifetime, which is a very impor-
tant parameter when trying to calculate the probability
that the electron will induce some chemistry.12 Again we
consider a Nitrogen molecule adsorbed on a Ruthenium
cluster.
The decay is considered by exciting an electron to
the Nitrogen molecule and then monitor the overlap be-
tween the electron and the molecular 2π∗ orbitals as time
FIG. 12: The orbital of the excited electron projected plane
spanned by the 2π∗ orbitals of the Nitrogen molecule squared
as a function of time for four different calculations. The only
difference between upper and lower panel is that they use
a normal and a logaritmic scale, respectively, on the y-axes.
Two of the calculations are performed on the 20 atoms cluster
from Fig. 8 and the other two on the 10 atoms cluster from
Fig. 13. The difference between the two calculations on each
cluster is the state of the excited electron. Either the Kohn-
Sham orbital with the largest overlap with the 2π∗ orbitals of
the molecule is used or simply one of the 2π∗ orbitals found
from a gas phase calculation is used.
passes. Figure 12 shows this overlap as a function of time
for four different calculations. The difference between the
calculations is the state the electron has started in and/or
the size of the cluster considered. The electron is either
started in the Kohn-Sham eigenfunction with the largest
overlap with the 2π∗ orbitals of the Nitrogen molecule or
simply in one of the 2π∗ orbitals of the Nitrogen molecule
found from a gas phase calculation. The cluster is either
the 20 atoms Ruthenium cluster shown on Fig. 8 or the
10 atoms Ruthenium cluster shown on Fig. 13.
From the semilogaritmic plot in the lower panel of
Fig. 12 it is seen that the lifetime is quite similar for all
four calculations, indicating that the arbitrary choice of a
starting orbital for the excited electron and the size of the
cluster is not too critical, when estimating the lifetime.
From the linear fit on the semilogaritmic plot we get a
lifetime of τ = 0.6 fs. With the use of Heisenbergs uncer-
9FIG. 13: One of the Ruthenium clusters used in section IV.
The grey atoms are Ruthenium and the dark (online: blue)
are an adsorbed Nitrogen molecule. The cluster has 10 Ruthe-
nium atoms.
FIG. 14: The density of states for the 20 atoms cluster of Fig.
8 and the density of states projected onto the plane spanned
by the 2π∗ orbitals of the Nitrogen molecule. The inserted
bar has a length of 1.1 eV, which corresponds to the expected
uncertainty in energy of the 2π∗ resonance (see text). The
light grey filling indicates the occupied states. Left axis is the
density of states and the right the projected density of states.
tainty relation, ∆t∆E ≈ ~, we can associate this lifetime
with an uncertainty in the resonance energy: ∆E ≈ 1.1
eV. By comparing this with the density of states pro-
jected onto the plane spanned by the 2π∗ orbitals of the
Nitrogen molecule, as it is done on Fig. 14, we see that
it fits quite well with the spread of the projected density
of states. This indicates that estimating excitation life-
times from the projected density of Kohn-Sham states is
reasonable. In section III B we found a value of Γ = 0.36
eV, which is approximately a factor of 3 different from
the ∆E found here. This difference is consistent with the
large uncertainty attached to the Γ value determined in
the fitting procedure.
From the upper panel of Fig. 12 it is also seen that the
electron returns to the 2π∗ orbitals after a few femtosec-
onds for the 10 atoms cluster, when the electron is placed
in a Kohn-Sham orbital. This looks like a two-level oscil-
lation and in fact a more careful analysis reveals that the
electron oscillates between two Kohn-Sham orbitals, ie.
the couplings to the other Kohn-Sham orbitals are very
low. Similar effects can also be seen in the other calcu-
lations if they are continued, and is a consequence of the
fact that it does not make sense to continue the calcu-
lations too far, because the system cannot dissipate the
electronic energy as it would when connected to a large
surface.
V. SUMMARY
We have applied time-evolution TDDFT to model the
interaction of electrons with molecular resonances at sur-
faces. More specifically we have considered systems con-
sisting of a Nitrogen molecule adsorbed either on a simple
fictive surface or a more realistic Ruthenium cluster. We
found that this TDDFT approach can be used to to ex-
tract several physical properties of the systems:
• When an electron collides with a molecule from in-
side the surface, some of the orbital is reflected,
some places itself in a molecular state and in some
case some of it passes the molecule. This can be
associated with the probabilities of reflection, exci-
tation and transmission.
• When the momentum (or energy) of the incoming
electron is varied a resonance feature is observed.
• An electron hitting the resonance will stay on the
molecule for some time in contrast to an electron
hitting off-resonance.
• We obtain reasonable values for the resoance ener-
gies. As expected the resonance energy is lowered
by the contact with a realistic surface.
• The decay of the electronic excitation fits an expo-
nential quite well.
Furthermore we have established a picture, where the in-
coming hot electron can be considered as a probe, which
probes the resonance. Using a fitting procedure we have
been able to extract resonance properties, which appar-
ently are system specific and not dependent on the exact
nature of the incoming electron orbital. We have shown
how this picture can be applied to a more realistic system
consisting of a molecule adsorbed on a cluster of atoms.
Finally we compared the lifetime observed in a time-
evolution TDDFT calculation with a simple projected
density of states analysis. We found that they agree quite
well.
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