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We consider the fourth order quasilinear differential equation
(
p(t)
∣∣u′′∣∣α−1u′′)′′ + q(t)|u|β−1u = 0,
where α and β are positive constants, p,q ∈ C[a,∞), a > 0, and p(t) > 0, q(t) > 0 for t a,
and establish necessary and suﬃcient integral conditions for the existence of eventually
positive solutions of the fourth order quasilinear differential equations.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
This paper is concerned with the existence of eventually positive solutions of fourth order quasilinear differential equa-
tions of the form(
p(t)
∣∣u′′∣∣α−1u′′)′′ + q(t)|u|β−1u = 0, (1.1)
where α and β are positive constants, p(t) and q(t) are positive continuous functions deﬁned on an inﬁnite interval [a,∞),
a > 0. Throughout the paper we assume that p(t) satisﬁes
∞∫
a
(
t
p(t)
)1/α
dt = ∞, (1.2)
or, more strongly,
∞∫
a
t
(p(t))1/α
dt = ∞ and
∞∫
a
(
t
p(t)
)1/α
dt = ∞. (1.3)
By a solution of (1.1) we mean a real-valued function u(t) such that u ∈ C2[b,∞) and p|u′′|α−1u′′ ∈ C2[b,∞) and u(t)
satisﬁes (1.1) at every point of [b,∞), where b  a and b may depend on u(t). Such a solution u(t) of (1.1) is called
nonoscillatory if u(t) is eventually positive or eventually negative. A solution u(t) of (1.1) is called oscillatory if it has an
inﬁnite sequence of zeros clustering at t = ∞. Eq. (1.1) itself is called oscillatory if all of its solutions are oscillatory.
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nonoscillatory solution of (1.1) is eventually positive. If u(t) is an eventually positive solution of (1.1), then there is T  a
such that u(t) > 0 for t  T .
The oscillatory and asymptotic behavior of nonoscillatory solutions of (1.1) has been recently considered by Wu [1] under
the condition (1.2) or (1.3). The results in [1] are as follows:
Theorem 1. (See Wu [1].) (i) Suppose (1.3) holds. Then Eq. (1.1) has an eventually positive solution u(t) satisfying
lim
t→∞u(t) exists and is a positive ﬁnite value (1.4)
if and only if
∞∫
a
t
(
1
p(t)
∞∫
t
(s − t)q(s)ds
)1/α
dt < ∞. (1.5)
(ii) Suppose (1.2) holds. Then Eq. (1.1) has an eventually positive solution u(t) satisfying
lim
t→∞
u(t)∫ t
a (t − s)( sp(s) )1/α ds
exists and is a positive ﬁnite value (1.6)
if and only if
∞∫
a
q(t)
( t∫
a
(t − s)
(
s
p(s)
)1/α
ds
)β
dt < ∞. (1.7)
Moreover it is shown [1] that, under the integral condition (1.3) and the condition 0 < α  1 < β [respectively 0 < β <
1 α], Eq. (1.1) has an eventually positive solution if and only if (1.5) [respectively (1.7)] holds.
The purpose of this paper is to show that, in the preceding statements, the conditions 0< α  1 < β and 0< β < 1 α
can be replaced by the natural conditions 0 < α < β and 0 < β < α, respectively, provided that p(t) meets additional
conditions.
If p(t) ≡ 1, then Eq. (1.1) turns into
(∣∣u′′∣∣α−1u′′)′′ + q(t)|u|β−1u = 0. (1.8)
The results for (1.8) in Naito and Wu [2] are as follows:
Theorem 2. (See Naito and Wu [2].) (i) Suppose that 0< α < β . Then Eq. (1.8) has an eventually positive solution if and only if
∞∫
a
t
( ∞∫
t
(s − t)q(s)ds
)1/α
dt < ∞. (1.9)
(ii) Suppose that 0< β < α. Then Eq. (1.8) has an eventually positive solution if and only if
∞∫
a
t(2+(1/α))βq(t)dt < ∞. (1.10)
If p(t) ≡ 1, then the conditions (1.5) and (1.7) reduce to (1.9) and (1.10), respectively.
In this paper, in addition to (1.3), we will assume the following condition:
lim inf
t→∞
∫ t
a (
s
p(s) )
1/α ds
t( tp(t) )
1/α
> 0 and limsup
t→∞
∫ t
a (
1
p(s) )
1/α ds
t( 1p(t) )
1/α
< ∞. (1.11)
The main purpose of this paper is to prove the next theorem.
Theorem 3. (i) Let 0< α < β . Suppose (1.3) and (1.11) hold. Then Eq. (1.1) has an eventually positive solution if and only if (1.5) holds.
(ii) Let 0< β < α. Suppose (1.3) and (1.11) hold. Then Eq. (1.1) has an eventually positive solution if and only if (1.7) holds.
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of Theorem 2. Moreover, for the case where p(t) satisﬁes
0< lim inf
t→∞
p(t)
tγ
 limsup
t→∞
p(t)
tγ
< ∞ for some γ ∈ R,
if γ < α, then the conditions (1.3) and (1.11) are satisﬁed.
Especially, if p(t) ≡ 1 and α = 1, the oscillatory and nonoscillatory solutions of (1.1) were also considered by Ou and
Wong [3]. But, this paper does not include the results of [3].
The oscillatory and asymptotic behavior of nonoscillatory solutions of (1.1) were also considered by Kamo and Usami
[4,5], Manojlovic´ and Miloševic´ [6], Kusano and Tanigawa [7] and Kusano, Manojlovic´ and Tanigawa [8]. In [4] it is assumed
that p(t) satisﬁes
∞∫
a
(
t
p(t)
)1/α
dt = ∞ and
∞∫
a
t
(p(t))1/α
dt < ∞, (1.12)
while in [5,6] it is assumed that p(t) satisﬁes
∞∫
a
(
t
p(t)
)1/α
dt < ∞ and
∞∫
a
t
(p(t))1/α
dt < ∞. (1.13)
Kusano, Manojlovic´ and Tanigawa [7,8] have considered the case
∞∫
a
(
tα+1
p(t)
)1/α
dt < ∞, (1.14)
which is a stronger condition than (1.13). Since our condition (1.3) does not imply (1.12), (1.13) and (1.14), the results in this
paper are not included in [4–8].
2. Preliminary lemmas
In this section we give preliminary lemmas and the proof of lemmas. For convenience, we deﬁne several functions on
[T ,∞), T  a:
h(t; T ) =
t∫
T
(
1
p(s)
)1/α
ds; H(t; T ) =
t∫
T
s∫
T
(
1
p(r)
)1/α
dr ds =
t∫
T
h(s; T )ds;
g(t; T ) =
t∫
T
(
s − T
p(s)
)1/α
ds; G(t; T ) =
t∫
T
s∫
T
(
r − T
p(r)
)1/α
dr ds =
t∫
T
g(s; T )ds.
The following result in [1] is utilized.
Lemma 1. (See Wu [1].) Suppose (1.3) is satisﬁed. If u(t) is an eventually positive solution of (1.1), then there is T  a such that one of
the following cases holds:
u′(t) > 0, u′′(t) > 0,
(
p(t)
∣∣u′′(t)∣∣α−1u′′(t))′ > 0 for t > T ; (2.1)
u′(t) > 0, u′′(t) < 0,
(
p(t)
∣∣u′′(t)∣∣α−1u′′(t))′ > 0 for t > T . (2.2)
Lemma 2. Suppose x(t) > 0 and y(t) > 0 are continuous functions on [T ,∞). Let T0 > T . If there is a constant c > 0 such that
x(t)
t∫
T
y(s)ds cy(t)
t∫
T
x(s)ds (2.3)
for all t  T0 . Then there exists a number 0< θ0 < 1 such that
t∫
T
x(s)
s∫
T
y(r)dr ds (1− θ0)
t∫
T
x(s)ds
t∫
T
y(s)ds (2.4)
for all t  T0 .
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F (t, θ) =
t∫
T
y(s)
s∫
T
x(r)dr ds − θ
t∫
T
x(s)ds
t∫
T
y(s)ds (2.5)
for (t, θ) ∈ [T ,∞) × (0,1]. It is clear that F (t, θ) is continuous on [T ,∞) × (0,1]. We have F (T0,1) < 0. Therefore there
exists δ > 0 such that F (t, θ) < 0 in a neighborhood U = {(t, θ): |t − T0| < δ, 0 < 1 − θ < δ} of the point (T0,1). The
derivative of F (t, θ) with respect to t is given by
F ′t(t, θ) =
(
1− θ(x(t)
∫ t
T y(s)ds + y(t)
∫ t
T x(s)ds)
y(t)
∫ t
T x(s)ds
)
y(t)
t∫
T
x(s)ds
for t > T . Let
π(t) = y(t)
∫ t
T x(s)ds
x(t)
∫ t
T y(s)ds + y(t)
∫ t
T x(s)ds
, t > T .
By (2.3) we have 0 < π(t) 1/(c + 1) for t  T0(> T ). We take a number δ0 such that 0 < δ0 < min{c/(c + 1), δ}, and set
θ0 = 1− δ0. Then, (T0, θ0) ∈ U and θ0 > 1/(c + 1) π(t) for t  T0. Since F (T0, θ0) < 0 and F ′t(t, θ0) < 0 for all t ∈ [T0,∞),
we have F (t, θ0) < 0 for all t ∈ [T0,∞). By (2.5) we obtain
t∫
T
y(s)
s∫
T
x(r)dr ds − θ0
t∫
T
x(s)ds
t∫
T
y(s)ds < 0, t  T0.
Then
t∫
T
x(s)
s∫
T
y(r)dr ds =
t∫
T
x(s)ds
t∫
T
y(s)ds −
t∫
T
y(s)
s∫
T
x(r)dr ds (1− θ0)
t∫
T
x(s)ds
t∫
T
y(s)ds, t  T0,
which implies (2.4). The proof of Lemma 2 is complete. 
Lemma 3. Suppose (1.11) holds. Then there are T0 > T and C0 > 0 such that
G(t; T ) C0tg(t; T ) for t  T0, (2.6)
and
H(t; T ) C0th(t; T ) for t  T0.
Proof. Since (1.11) is assumed to hold, there are T1 > T and c > 0 such that
t∫
T
(
s − T
p(s)
)1/α
ds ct
(
t
p(t)
)1/α
 c(t − T )
(
t − T
p(t)
)1/α
(2.7)
for t  T1. Let x(t) = 1 and y(t) = ( t−Tp(t) )1/α . Then, by (2.7) and Lemma 2, there is 0< θ0 < 1 such that
G(t; T ) =
t∫
T
s∫
T
(
r − T
p(r)
)1/α
dr ds (1− θ0)(t − T )
t∫
T
(
s − T
p(s)
)1/α
ds C0tg(t; T )
for t  T0 = max{T1,2T }, where C0 = (1− θ0)/2> 0. Thus (2.6) holds.
Next, by the ﬁrst inequality in (2.7), we have
(t − T )1/α
t∫
T
(
1
p(s)
)1/α
ds ct
(
t
p(t)
)1/α
for t  T1,
and so
t∫ (
1
p(s)
)1/α
ds ct
(
1
p(t)
)1/α
 c(t − T )
(
1
p(t)
)1/α
for t  T1. (2.8)T
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Lemma 3 is complete. 
For a relationship between the functions G(t; T ) and H(t; T ), we have the following result:
Lemma 4. Suppose (1.11) holds. Then there are T0 > T and C0 > 0 such that(
G(t; T ))α  C0t(H(t; T ))α for t  T0.
Proof. By Lemma 3, there are T1 > 2T and C > 0 such that
G(t; T ) Ct
t∫
T
(
s − T
p(s)
)1/α
ds C
21/α
t
t∫
2T
s1/α
(
1
p(s)
)1/α
ds (2.9)
for t  T1. There are T2 > T1 and 0< l < 1 such that
t∫
2T
s1/α
(
1
p(s)
)1/α
ds l
t∫
T
s1/α
(
1
p(s)
)1/α
ds (2.10)
for t  T2. By (2.9) and (2.10), we obtain
G(t; T ) > lC
21/α
t
t∫
T
s1/α
(
1
p(s)
)1/α
ds (2.11)
for t  T2. By (1.11) there are T3 > T and M > 0 such that
t∫
T
(
1
p(s)
)1/α
ds Mt
(
1
p(t)
)1/α
for t  T3. Then it is easy to see that there is T4 max{T3,2αT } such that
(
t1/α − T 1/α)( 1
p(t)
)1/α
 1
2M
t1/α−1
t∫
T
(
1
p(s)
)1/α
ds (2.12)
for t  T4. Apply Lemma 2 to the case x(t) = ( 1p(t) )1/α and y(t) = 1α t1/α−1. By (2.12) we see that there is 0 < θ0 < 1 such
that
t∫
T
s1/α
(
1
p(s)
)1/α
ds (1− θ0)
(
t1/α − T 1/α)
t∫
T
(
1
p(s)
)1/α
ds 1− θ0
2
t1/αh(t; T ) (2.13)
for t  T4. By (2.11) and (2.13), we obtain
G(t; T ) C1t1+1/αh(t; T )
for t  T5 = max{T2, T4}, where C1 = lC(1 − θ0)/2(1/α)+1. Since th(t; T )  H(t; T ) for t  T5, we obtain G(t; T ) 
C1t1/αH(t; T ) for t  T0 = T5. The proof of Lemma 4 is complete. 
Lemma 5. Suppose that (1.3) holds. If u(t) is an eventually positive solution of (1.1) satisfying (2.1) and limt→∞ u′(t) = ∞, then there
exists T0  T such that u(t)/t is increasing on [T0,∞).
Proof. Let u(t) be an eventually positive solution of (1.1) satisfying (2.1) and limt→∞ u′(t) = ∞. Since u′(t) is increasing on
[T ,∞), we obtain
u(t) = u(T ) +
t∫
T
u′(s)ds u(T ) + u′(t)(t − T ), t > T .
By the assumption limt→∞ u′(t) = ∞, we have
u′(t)t − u(t) T u′(t) − u(T ) → +∞ as t → +∞,
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u(t)
t
)′
= u
′(t)t − u(t)
t2
> 0, t  T0,
implies that u(t)/t is increasing on [T0,∞). The proof of Lemma 5 is complete. 
3. Proof of Theorem 3
In this section we give the proof of Theorem 3. Suppose that u(t) is an eventually positive solution of (1.1) satisfying
(2.1) and
lim
t→∞u
′(t) = ∞.
Then we have the following results:
Lemma 6. Suppose (1.3) and 0 < α < β hold. If Eq. (1.1) has an eventually positive solution u(t) satisfying (2.1) and limt→∞ u′(t) =
∞, then for an arbitrary constant ε (0< ε < β − α) we have
∞∫
a
t−(α+ε)/α
( ∞∫
t
sβq(s)ds
)1/α
g(t;a)dt < ∞. (3.1)
Proof. Let u(t) be an eventually positive solution of (1.1) satisfying (2.1). Integrating (1.1) from t to ∞, we have
(
p(t)
∣∣u′′(t)∣∣α−1u′′(t))′ 
∞∫
t
q(s)
[
u(s)
]β
ds, t > T . (3.2)
Further, integrating (3.2) from T to t , we have
p(t)
[
u′′(t)
]α − p(T )[u′′(T )]α 
t∫
T
∞∫
s
q(r)
[
u(r)
]β
dr ds, t > T ,
from which it follows that
u′′(t)
(
1
p(t)
t∫
T
∞∫
s
q(r)
[
u(r)
]β
dr ds
)1/α
, t > T . (3.3)
Integration of (3.3) from T to t gives
u′(t)
t∫
T
(
1
p(s)
s∫
T
∞∫
r
q(ξ)
[
u(ξ)
]β
dξ dr
)1/α
ds, t > T ,
and so
u′(t)
( ∞∫
t
q(ξ)
[
u(ξ)
]β
dξ
)1/α t∫
T
(
1
p(s)
s∫
T
dr
)1/α
ds, t > T . (3.4)
Let u(t) satisfy the additional condition limt→∞ u′(t) = ∞. By Lemma 5, there is T1 > T such that u(t)/t is increasing on
[T1,∞). Therefore there is C > 0 such that u(t)/t > C for t > T1. It follows from (3.4) that
u′(t)
( ∞∫
t
sβq(s)
(
u(s)
s
)β
ds
)1/α t∫
T
(
s − T
p(s)
)1/α
ds
(
u(t)
t
)β/α( ∞∫
t
sβq(s)ds
)1/α
g(t; T ), t > T1.
For an arbitrary constant ε (0< ε < β − α), we have(
C−1u(t)/t
)β/α
>
(
C−1u(t)/t
)(α+ε)/α
, t > T1.
Hence we get
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(
u(t)
t
)(α+ε)/α( ∞∫
t
sβq(s)ds
)1/α
g(t; T ), t > T1, (3.5)
where C1 = C (β−α−ε)/α . Multiplying (3.5) by (u(t))−(α+ε)/α and integrating from T1 to τ , we have
α
ε
(
u(T1)
)−ε/α  C1
τ∫
T1
t−(α+ε)/α
( ∞∫
t
sβq(s)ds
)1/α
g(t; T )dt. (3.6)
Let τ → ∞ in (3.6). Then we see that
∞∫
T1
t−(α+ε)/α
( ∞∫
t
sβq(s)ds
)1/α
g(t; T )dt < ∞,
which implies (3.1). This completes the proof of Lemma 6. 
Lemma 7. Suppose (1.3) and 0 < α < β hold. If Eq. (1.1) has an eventually positive solution u(t) satisfying (2.1) and limt→∞ u′(t) =
∞, then for an arbitrary constant ε (0< ε < β − α) there are C0 > 0 and T0 > T such that
∞∫
t
q(s)ds < C0t
α+ε−β(G(t; T ))−α, t > T0. (3.7)
Proof. By Lemma 6 we have (3.1). Therefore there are T0 > T and M > 0 such that
t∫
T
s−(α+ε)/α
( ∞∫
s
rβq(r)dr
)1/α
g(s; T )ds < M
for t > T0. Then
t−(α+ε)/αtβ/α
( ∞∫
t
q(s)ds
)1/α t∫
T
g(s; T )ds < M, t > T0,
and so we obtain (3.7) with C0 = Mα . The proof of Lemma 7 is complete.
Next, suppose that u(t) is an eventually positive solution of (1.1) satisfying (2.1) and the asymptotic condition that
limt→∞ u′(t) exists and is a positive ﬁnite value. We have the following result:
Lemma 8. Suppose (1.3) holds. If Eq. (1.1) has an eventually positive solution u(t) satisfying (2.1) and limt→∞ u′(t) = constant > 0,
then there is a constant C > 0 and T0 > T such that
∞∫
t
q(s)ds < Ctα−β
(
G(t; T ))−α, t > T0. (3.8)
Proof. As in the proof of Lemma 6, we get (3.4). Note that, by (2.1), u(t) is increasing on [T ,∞). Then, (3.4) yields
u′(t)
[
u(t)
]β/α( ∞∫
t
q(ξ)dξ
)1/α t∫
T
(
1
p(s)
s∫
T
dr
)1/α
ds, t > T .
Since u(t) satisﬁes (2.1), there are T1 > T and C1 > 0 such that
u(t) C1
t∫
T
s∫
T
(
1
p(r)
)1/α
dr ds
for t > T1, so that
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(
C1
t∫
T
s∫
T
(
1
p(r)
)1/α
dr ds
)β/α( ∞∫
t
q(ξ)dξ
)1/α t∫
T
(
s − T
p(s)
)1/α
ds (3.9)
for t > T1. Since u′(t) is bounded and since there are T2 > T and C2 > 0 such that
∫ t
T (
1
p(s) )
1/α ds  C2 (t > T2), it follows
from (3.9) that( t∫
T2
C2 ds
)β/α( ∞∫
t
q(ξ)dξ
)1/α t∫
T
(
s − T
p(s)
)1/α
ds M
for t > T3 = max{T1, T2}, where M > 0 is a constant. By the inequality
t∫
T
s∫
T
(
r − T
p(r)
)1/α
dr ds t
t∫
T
(
s − T
p(s)
)1/α
ds, t  T ,
there are T0 > T3 and M0 > M such that
tβ/α−1
( ∞∫
t
q(ξ)dξ
)1/α t∫
T
s∫
T
(
r − T
p(r)
)1/α
dr ds < M0 (3.10)
for t > T0, It is easily seen that (3.10) gives (3.8) with C = Mα0 . This completes the proof of Lemma 8. 
Lemmas 7 and 8 are summarized as follows:
Lemma 9. Suppose (1.3) and (1.11) hold. Let 0 < α < β . If Eq. (1.1) has an eventually positive solution u(t) satisfying (2.1), then, for
an arbitrary constant ε with 0< ε < β − α, (3.7) holds.
Lemma 10. Suppose (1.3) and (1.11) hold. Let 0< α < β . If Eq. (1.1) has an eventually positive solution u(t) satisfying (2.1), then (1.5)
holds.
Proof. By Lemma 9, we have
∞∫
t
q(s)ds < C0t
α+ε−β−1t
(
G(t; T ))−α
for t > T0 (> T ), where ε is an arbitrary number such that 0 < ε < β − α. By Lemma 4, there are T1  T0 and C1 > 0 such
that C1(H(t; T ))−α  t(G(t; T ))−α for t > T1. Therefore we have
∞∫
t
q(s)ds < C0C1t
α+ε−β−1(H(t; T ))−α (3.11)
for t > T1. Integrating (3.11) from t to τ , we obtain
τ∫
t
∞∫
s
q(r)dr ds C0C1
τ∫
t
sα+ε−β−1
(
H(s; T ))−α ds
for t > T1, and hence
τ∫
t
∞∫
s
q(r)dr ds C0C1
(
H(t; T ))−α
τ∫
t
sα+ε−β−1 ds
for t > T1. Since α + ε − β < 0, letting τ → ∞, we have
∞∫
t
∞∫
s
q(r)dr ds C2tα+ε−β
(
H(t; T ))−α, t > T1,
where C2 = −C0C1/(α + ε − β), and so
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(
1
p(t)
∞∫
t
∞∫
s
q(r)dr ds
)1/α
 C1/α2 t
2+(ε−β)/α
(
1
p(t)
)1/α(
H(t; T ))−1 (3.12)
for t > T1. Integrating (3.12) from T1 to τ , we obtain
τ∫
T1
t
(
1
p(t)
∞∫
t
∞∫
s
q(r)dr ds
)1/α
dt  C1/α2
τ∫
T1
t2+(ε−β)/αh′(t; T )(H(t; T ))−1 dt. (3.13)
By Lemma 3, there are T2  T1 and C3 > 0 such that h(t; T )(H(t; T ))−1  C3t−1 for t > T2. By the arbitrariness of ε
(0 < ε < β − α), we may assume that ε satisﬁes the condition ε > max{β − 2α,0}. Then 2 + (ε − β)/α > 0. Thus we
compute as follows:
τ∫
T2
t2+(ε−β)/αh′(t; T )(H(t; T ))−1 dt
= h(t; T )t2+(ε−β)/α(H(t; T ))−1∣∣τT2 −
τ∫
T2
h(t; T )(t2+(ε−β)/α(H(t; T ))−1)′ dt
 h(τ ; T )(H(τ ; T ))−1τ 2+(ε−β)/α −(2+ ε − β
α
) τ∫
T2
t1+(ε−β)/αh(t; T )(H(t; T ))−1 dt
+
τ∫
T2
t2+(ε−β)/α
(
h(t; T ))2(H(t; T ))−2 dt  C3τ 1+(ε−β)/α + C23
τ∫
T2
t(ε−β)/α dt (3.14)
for t > T2. Since (ε − β)/α < −1, the above inequality (3.14) implies
∞∫
T2
t2+(ε−β)/αh′(t; T )(H(t; T ))−1 dt < ∞.
Then, by (3.13), we obtain
∞∫
T1
t
(
1
p(t)
∞∫
t
∞∫
s
q(r)dr ds
)1/α
dt < ∞,
which gives (1.5). This completes the proof of Lemma 10. 
Proof of Theorem 3(i). Suppose that 0< α < β . As mentioned in (i) of Theorem 1, if (1.5) holds, then (1.1) has an eventually
positive solution u(t) having the asymptotic property (1.4). Actually, we can give a brief description of the proof of the (i)
of Theorem 1. By (1.5), let k > 0 be a given constant. There is T  a such that
∞∫
T
(t − T )
(
1
p(t)
∞∫
t
(s − t)q(s)ds
)1/α
dt <
k
(2k)β/α
.
Let I = [T ,∞) ⊂ R and let C[T ,∞) be the set of all continuous functions u : I → R with the topology of uniform conver-
gence on compact subintervals of [T ,∞). Deﬁne the set U by
U = {u ∈ C[T ,∞) ∣∣ ∣∣u(t)∣∣ 2k, t  T },
which is a closed convex subset of C[T ,∞). Deﬁne the mapping Ψ :U → C[T ,∞) by
(Ψ u)(t) = k −
∞∫
t
(s − t)
(
1
p(s)
∞∫
s
(r − s)q(r)∣∣u(r)∣∣β dr
)1/α
ds, t  T .
Obviously, Ψ is well deﬁned on U . Applying the Schauder–Tychonoff ﬁxed point theorem, we conclude that Ψ has a ﬁxed
point u in U . It is easily seen that this u = u(t) ∈ U is a solution of (1.1) satisfying (1.4).
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in Lemma 1. Consider ﬁrst the case where u(t) satisﬁes (2.2). In this case, as in the latter part of the proof of Theorem 3.2
in [1], we deduce (1.5).
Next consider the case where u(t) satisﬁes (2.1). Then, by Lemma 10, we have (1.5). The proof of (i) of Theorem 3 is
complete. 
Lemma 11. Suppose (1.3) and 0< β < α hold. If Eq. (1.1) has an eventually positive solution u(t) satisfying (2.2), then
∞∫
a
tβ/α
(
1
p(t)
∞∫
t
∞∫
s
q(r)dr ds
)1/α
dt < ∞. (3.15)
Proof. Let u(t) be an eventually positive solution of (1.1) satisfying (2.2). Then it is easy to see that
−u′′(t)
(
1
p(t)
∞∫
t
∞∫
s
q(r)
[
u(r)
]β
dr ds
)1/α

[
u(t)
]β/α( 1
p(t)
∞∫
t
∞∫
s
q(r)dr ds
)1/α
(3.16)
for t > T . Let E(t) = ( 1p(t)
∫∞
t
∫∞
s q(r)dr ds)
1/α . Integrating (3.16) from t to τ , and letting τ → ∞, we ﬁnd that
u′(t)
∞∫
t
E(s)
[
u(s)
]β/α
ds, t > T . (3.17)
Integrating (3.17) from T to t , we have
u(t) (t − T )
∞∫
t
E(s)
[
u(s)
]β/α
ds, t > T ,
and so
[
u(t)
]β/α 
(
(t − T )
∞∫
t
E(s)
[
u(s)
]β/α
ds
)β/α
, t > T .
Then
−
( ∞∫
t
E(s)
[
u(s)
]β/α
ds
)′
 (t − T )β/α E(t)
( ∞∫
t
E(s)
[
u(s)
]β/α
ds
)β/α
(3.18)
for t > T . Dividing (3.18) by (
∫∞
t E(s)[u(s)]β/α ds)β/α and integrating the resultant inequality from T to τ , we have
−1
1− β/α
( ∞∫
t
E(s)
[
u(s)
]β/α
ds
)1−β/α∣∣∣∣
τ
T

τ∫
T
(t − T )β/α E(t)dt.
Noting that β/α < 1 and letting τ → ∞, we see that
∞∫
T
(t − T )β/α E(t)dt < ∞.
This implies (3.15). The proof of Lemma 11 is complete. 
Lemma 12. Suppose (1.3) and (1.11) hold. Let 0 < β < 1 and β < α. If Eq. (1.1) has an eventually positive solution u(t) satisfying
(2.2), then (1.7) holds.
Proof. By Lemma 11, we have (3.15). Then there is a constant C > 0 such that
t∫ (
(s − T )β
p(s)
)1/α( ∞∫ ∞∫
q(ξ)dξ dr
)1/α
ds < C, t > T ,T s r
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t
∞∫
s
q(r)dr ds
)1/α t∫
T
(
(s − T )β
p(s)
)1/α
ds < C, t > T . (3.19)
Since 0< β < 1, we obtain
t∫
T
(
(s − T )β
p(s)
)1/α
ds =
t∫
T
(
s − T
p(s)
)1/α
(s − T )(β−1)/α ds
 (t − T )(β−1)/α
t∫
T
(
s − T
p(s)
)1/α
ds = (t − T )(β−1)/α g(t; T ), t > T .
Then, by (3.19), we get
(t − T )β−1(g(t; T ))α
∞∫
t
∞∫
s
q(r)dr ds < C1 (3.20)
for t > T , where C1 = Cα . We multiply (3.20) by (t − T )1−β g′(t; T ) > 0 (t > T ) to obtain
1
1+ α
((
g(t; T ))1+α)′
∞∫
t
∞∫
s
q(r)dr ds < C1(t − T )1−β g′(t; T ) (3.21)
for t > T . Integrating (3.21) from T to t , we have
t∫
T
(
g(s; T ))1+α
∞∫
s
q(r)dr ds < C2
t∫
T
(s − T )1−β g′(s; T )ds
for t > T , where C2 = C1(1+ α). Therefore
∞∫
t
q(s)ds
t∫
T
(
g(s; T ))1+α ds < C2(t − T )1−β
t∫
T
g′(s; T )ds = C2(t − T )1−β g(t; T ) (3.22)
for t > T . By Hölder’s inequality, we have
t∫
T
g(s; T )ds
( t∫
T
(
g(s; T ))1+α ds
)1/(1+α)
(t − T )α/(1+α), t > T .
Therefore
t∫
T
(
g(s; T ))1+α ds (t − T )−α
( t∫
T
g(s; T )ds
)1+α
= (t − T )−α(G(t; T ))1+α
for t > T . By (3.22), we obtain
∞∫
t
q(s)ds < C2(t − T )1+α−β g(t; T )
(
G(t; T ))−1−α (3.23)
for t > T . Multiply (3.23) by ((G(t; T ))β )′ = β(G(t; T ))β−1g(t; T ) > 0 (t > T ). Then we get
((
G(t; T ))β)′
∞∫
t
q(s)ds < C3(t − T )1+α−β
(
G(t; T ))β−2−α(g(t; T ))2 (3.24)
for t > T , where C3 = C2β . Integrating (3.24) from T1(> T ) to τ , we have
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T1
q(t)
(
G(t; T ))β dt  M + C3
τ∫
T1
(t − T )1+α−β(G(t; T ))β−2−α(g(t; T ))2 dt (3.25)
for τ > T1, where M > 0 is a constant. By Lemma 3, there are T2 > T1 and C4 > 0 such that g(t; T )(G(t; T ))−1  C4t−1 for
t > T2. Then we ﬁnd that
τ∫
T2
(t − T )1+α−β(G(t; T ))β−2−α(g(t; T ))2 dt  C24
τ∫
T2
(t − T )α−β−1(G(t; T ))β−α dt (3.26)
for τ > T2. By Lemma 4, there are T3  T2 and C5 > 0 such that (G(t; T ))β−α < C5t(β−α)/α(H(t; T ))β−α for t > T3. Therefore
τ∫
T3
(t − T )α−β−1(G(t; T ))β−α dt  C5
τ∫
T3
tα−β−2+β/α
(
H(t; T ))β−α dt (3.27)
for τ > T3. Since there is C6 > 0 such that H(t; T ) C6t for t > T3, we have
τ∫
T3
tα−β−2+β/α
(
H(t; T ))β−α dt  Cβ−α6
τ∫
T3
t−2+β/α dt (3.28)
for τ > T3. Combining (3.25) with (3.26)–(3.28), we see that there is C0 > M such that
τ∫
T1
q(t)
(
G(t; T ))β dt  C0 + C3C24C5Cβ−α6
τ∫
T3
t−2+β/α dt
for τ > T3. Since −2+ β/α < −1, letting τ → ∞, we conclude that
∞∫
T1
q(t)
(
G(t; T ))β dt < ∞,
which gives (1.7). This completes the proof of Lemma 12. 
Lemma 13. Suppose (1.3) and (1.11) hold. Let 1 β < α. If Eq. (1.1) has an eventually positive solution u(t) satisfying (2.2), then (1.7)
holds.
Proof. As in the proof of Lemma 12, there is C > 0 such that (3.19) holds. We can prove the inequality
(
g(t; T ))αβ(h(t; T ))α(1−β)
∞∫
t
∞∫
s
q(r)dr ds < C1, t > T , (3.29)
where C1 = Cα . In fact, to prove (3.29), we ﬁrst consider the case β = 1. By (3.19) with β = 1, we have
(
g(t; T ))α
∞∫
t
∞∫
s
q(r)dr ds < C1
for t > T , where C1 = Cα . This gives (3.29) with β = 1.
We next consider that case 1< β . Then, by Hölder’s inequality,
t∫
T
(
s − T
p(s)
) 1
α
ds
{ t∫
T
[(
s − T
p(s)
) 1
α
(
1
p(s)
) 1−β
αβ
]β
ds
} 1
β
{ t∫
T
[(
1
p(s)
) β−1
αβ
] β
β−1
ds
} β−1
β
for t > T . Therefore
t∫
T
(
(s − T )β
p(s)
)1/α
ds =
t∫
T
(
s − T
p(s)
)β/α( 1
p(s)
)(1−β)/α
ds

( t∫ (
s − T
p(s)
)1/α
ds
)β( t∫ (
1
p(s)
)1/α
ds
)1−β
= (g(t; T ))β(h(t; T ))1−β, t > T .T T
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We multiply (3.29) by (h(t; T ))α(β−1)g′(t; T ) > 0 (t > T ) to obtain
1
1+ αβ
((
g(t; T ))1+αβ)′
∞∫
t
∞∫
s
q(r)dr ds < C1
(
h(t; T ))α(β−1)g′(t; T ) (3.30)
for t > T . An integration (3.30) from T to t gives
t∫
T
(
g(s; T ))1+αβ
∞∫
s
q(r)dr ds < C2
t∫
T
(
h(s; T ))α(β−1)g′(s; T )ds
for t > T , where C2 = C1(1+ αβ). Therefore we have
∞∫
t
q(s)ds
t∫
T
(
g(s; T ))1+αβ ds < C2(h(t; T ))α(β−1)
t∫
T
g′(s; T )ds = C2
(
h(t; T ))α(β−1)g(t; T ), t > T .
Using Hölder’s inequality again, we ﬁnd that
t∫
T
(
g(s; T ))1+αβ ds (t − T )−αβ
( t∫
T
g(s; T )ds
)1+αβ
= (t − T )−αβ(G(t; T ))1+αβ, t > T .
Then
∞∫
t
q(s)ds < C2(t − T )αβ
(
G(t; T ))−1−αβ g(t; T )(h(t; T ))α(β−1), t > T .
By Lemma 3, there are T0 > T and C3 > 0 such that h(t; T ) C3t−1H(t; T ) for t > T0, and so we have
∞∫
t
q(s)ds < C4t
α
(
G(t; T ))−1−αβ g(t; T )(H(t; T ))α(β−1) (3.31)
for > T0, where C4 = C2Cα(β−1)3 . We multiply (3.31) by ((G(t; T ))β )′ = β(G(t; T ))β−1g(t; T ) > 0, and integrate from T0 to τ
(> T0). We can easily see that there is M > 0 such that
τ∫
T0
q(t)
(
G(t; T ))β dt  M + C4β
τ∫
T0
tα
(
G(t; T ))−2−αβ+β(g(t; T ))2(H(t; T ))α(β−1) dt (3.32)
for τ > T0. By Lemma 3, there are T1 > T0 and C5 > 0 such that g(t; T )(G(t; T ))−1  C5t−1 for t > T1. Then we have
τ∫
T1
tα
(
G(t; T ))−2−αβ+β(g(t; T ))2(H(t; T ))α(β−1) dt  C25
τ∫
T1
tα−2
(
G(t; T ))−αβ+β(H(t; T ))α(β−1) dt (3.33)
for τ > T1. Notice that 1 − α < 0. Then, by Lemma 4, there are T2 > T1 and C6 > 0 such that (G(t; T ))−αβ+β 
C6t(−αβ+β)/α(H(t; T ))−αβ+β for t > T2. Thus we obtain
τ∫
T2
tα−2
(
G(t; T ))−αβ+β(H(t; T ))α(β−1) dt  C6
τ∫
T2
tα−2−β+β/α
(
H(t; T ))β−α dt (3.34)
for τ > T2. Since there are T3 > T2 and C7 > 0 such that H(t; T ) C7t for t  T3, it follows from (3.32)–(3.34) that
∞∫
q(t)
(
G(t; T ))β dt < C0 + βC4C25C6Cβ−α7
τ∫
t−2+(β/α) dt,T0 T3
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∞∫
T0
q(t)
(
G(t; T ))β dt < ∞,
and we have (1.7). The proof of Lemma 13 is complete. 
Proof of Theorem 3(ii). As stated in (ii) of Theorem 1, if (1.7) holds, then (1.1) has an eventually positive solution u(t) having
the asymptotic property (1.6). Actually, we can also give a brief description of the proof of the (ii) of Theorem 1. By (1.7), let
k > 0 be an arbitrary number. There is T  a such that
∞∫
T
q(t)
( t∫
a
(t − s)
(
s
p(s)
)1/α
ds
)β
dt <
(2k)α − kα
(2k)β
.
Deﬁne the subset U of C[T ,∞) by
U = {u ∈ C[T ,∞) ∣∣ kG(t; T ) u(t) 2kG(t; T ), t  T }.
The set U is a closed convex subset of C[T ,∞). We also deﬁne the mapping Ψ :U → C[T ,∞) by
(Ψ u)(t) =
t∫
T
(t − s)
(
1
p(s)
s∫
T
(
kα +
∞∫
r
q(ξ)
∣∣u(ξ)∣∣β dξ
)
dr
)1/α
ds, t  T .
Note that Ψ is well deﬁned on U . We will show that Ψ has a ﬁxed point u(t), i.e.,
u(t) = (Ψ u)(t), t  T ,
by using the Schauder–Tychonoff ﬁxed point theorem. It is easily seen that this u = u(t) ∈ U is a solution of (1.1) satisfying
(1.6).
To prove the converse, assume that (1.1) has an eventually positive solution u(t). Then, u(t) satisﬁes either (2.1) or (2.2)
in Lemma 1. Consider ﬁrst the case where u(t) satisﬁes (2.1). Then the integral condition (1.7) can be shown as in the ﬁrst
half of the proof of Theorem 3.1 in [1].
Next consider the case where u(t) satisﬁes (2.2). If 0< β < 1 α, then, as in the latter part of the proof of Theorem 3.1
in [1], (1.7) holds. If 0 < β < α < 1, then, by Lemma 12, we have (1.7). If 1 β < α, then, by Lemma 13, we have (1.7). The
proof of (ii) of Theorem 3 is complete. 
4. Example
We present here an example which illustrates the main results in this paper. Consider Eq. (1.1) for the special case that
p(t) and q(t) satisfy
0< lim inf
t→∞
p(t)
tγ
 limsup
t→∞
p(t)
tγ
< ∞ for some γ ∈ R, (4.1)
and
0< lim inf
t→∞
q(t)
tδ
 limsup
t→∞
q(t)
tδ
< ∞ for some δ ∈ R, (4.2)
respectively. Then, both of the conditions (1.3) and (1.11) hold if and only if γ < α. Using Theorem 3, we have the following
results for (1.1): Consider Eq. (1.1) under the conditions (4.1) and (4.2). Then:
(i) Let γ < α and 0< α < β . Eq. (1.1) has an eventually positive solution if and only if δ < γ − 2(1+ α).
(ii) Let γ < α and 0< β < α. Eq. (1.1) has an eventually positive solution if and only if δ < −1− ((1+ 2α − γ )β)/α.
Acknowledgments
The author would like to thank Professor Manabu Naito and Professor Jitsuro Sugie for giving a large number of valuable advice.
References
[1] F. Wu, Nonoscillatory solutions of fourth order quasilinear differential equations, Funkcial. Ekvac. 45 (2002) 71–88.
[2] M. Naito, F. Wu, On the existence of eventually positive solutions of fourth-order quasilinear differential equations, Nonlinear Anal. 57 (2004) 253–263.
[3] C.H. Ou, James S.W. Wong, Oscillation and non-oscillation theorems for superlinear Emden–Fowler equations of the fourth order, Ann. Mat. 138 (2004)
25–43.
646 F. Wu / J. Math. Anal. Appl. 389 (2012) 632–646[4] K.-I. Kamo, H. Usami, Oscillation theorems for fourth-order quasilinear ordinary differential equations, Studia Sci. Math. Hungar. 39 (2002) 385–406.
[5] K.-I. Kamo, H. Usami, Nonlinear oscillations of fourth order quasilinear ordinary differential equations, Acta Math. Hungar. 132 (2011) 207–222.
[6] J. Manojlovic´, J. Miloševic´, Sharp oscillation criteria for fourth order sub-half-linear and super-half-linear differential equations, Electron. J. Differential
Equations 32 (2008) 1–13.
[7] T. Kusano, T. Tanigawa, On the structure of positive solutions of a class of fourth order nonlinear differential equations, Ann. Mat. Pura Appl. 185 (2006)
521–536.
[8] T. Kusano, J. Manojlovic´, T. Tanigawa, Sharp oscillation criteria for a class of fourth order nonlinear differential equations, Rocky Mountain J. Math. 41
(2011) 249–274.
