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Abstract
Cells grow in environments that can change suddenly. To cope with unpredictable
perturbations, they have evolved mechanisms to adjust their metabolism according to
the various types of environmental stress. Cells experiencing starvation, for example,
have low energy levels and are forced to lower their metabolism and enter a protective
quiescent state to survive until nutrients become available again.
Recently, it has been shown that starved yeast cells experience a marked acidification
of the cytoplasm, due to a passive influx of protons. This pH drop causes
multiple rearrangements in the cytoplasm: increased crowding, reduced mobility
of intracellular components and formation of stress-induced non-membrane bound
compartments of specific metabolic enzymes. Cytoplasm rearrangements are required
for cell survival and can be reversed upon replenishment of energy. However, there is
little understanding of how cytoplasmic components reorganize in stressed quiescent
cells. Using high-pressure freezing, correlative light and electron microscopy (CLEM)
and electron tomography, coupled to high-resolution 3D-reconstruction techniques, I
investigate the structural modifications that happen in situ in yeast cells undergoing
quiescence. I observe that the cytoplasm becomes increasingly crowded, due to
a massive rearrangement of membranous structures, including accumulation of
intracellular vesicles and pronounced invaginations in the plasma membrane. This
is proved by quantification of the difference in ribosome densities between stressed
and not stressed cells.
The increased crowding, coupled to cytoplasm acidification, leads to the formation
of non-membrane bound enzyme compartments, that appear as foci and elongated
structures of fluorescently tagged enzymes. I prove that the fluorescent structures
correspond to bundles of filaments. Among many essential enzymes, known to form
mesoscale structure in stressed yeast, I demonstrate that the eukaryotic translation
initiation factor 2B (eIF2B) forms bundles of filaments in situ, and the evolutionary
conserved glutamine synthetase (Gln1) self-assembles into filaments in vitro.
The present study on the energy depleted cytoplasm and the structural analysis of
filament-forming enzymes provides insights into an unexplored survival strategy that
is used by yeast, as well as other organisms, to cope with extreme environmental
conditions and stress.
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1 | Introduction
Saccharomyces cerevisiae: the latinized term Saccharomyces cerevisiae is an eye
opener. The two words Saccharomyces cerevisiae must have been manufactured from a
longer descriptive sentence and then chopped into two words. Rearranging the letters
as “seccer-sevici-maya-hocrase”, the term Saccharomyces cerevisiae is an altered and
restructured form of the Turkish expression “şeker sevici maya hücresu” meaning
“the yeast cell that likes sugar”. This definition in Turkish is a perfect description of
this particular sugar-eating unicellular organism.
Enzyme: the greek “zymi” is used simultaneously for yeast and dough and occurs as
root in words related to beer or fermentation. Thus, the modern expression “enzymes”
(en zymi = in yeast), originally coined in German by Khune (1877) from modern Greek
“enzumos”, or leavened (en=within and zumē=leaven), designates the compounds
derived from yeast that are able to ferment sugar.
In Biochemistry, the term “enzyme” is defined as “a substance produced by a living
organism that acts as a catalyst to bring about a specific biochemical reaction”. Most
enzymes are proteins with large complex molecules whose action depends on their
particular molecular shape. Some enzymes control reactions within cells and some,
such as the enzymes involved in digestion, outside them.
Filament: is defined as a slender thread like object or fiber, especially one found in
animal or plant structures: a filament of cellulose, for example. The term “filament”
can come from the Latin term “filamentum” from Latin term “filum”. This term can be
an altered and restructured form of the Turkish word “lifum” (lifem, lifim, ipliğim)
meaning “I am thread, I am fiber”. Similarly, Latin term “filamentum” can be the
altered and rearranged form of the Turkish expression “men atum lif” (menim adim
lif), meaning “my name is thread” [1].
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Stress, survival and quiescence
Cells grow in environments that can often change rapidly. Perturbations in the
external milieu can prevent optimal enzyme activities, disrupt metabolic fluxes,
destabilize cellular structures, perturb chemical gradients, finally leading to dangerous
cellular instability. To survive in a constantly changing world, cells must have
evolved mechanisms for adjusting their metabolism in response to signals induced by
environmental changes [2].
One of the most successful mechanisms of survival for a cell is enter quiescence, a
reversible non-dividing state, also known as G0 stage, out of the cell cycle. When
facing proliferation limits, such as nutrient deprivation or contact inhibition, the entry
in a quiescent state represents a way for cells to preserve important functions over a
long period. Although it is a common state for many cells, from unicellular organisms
to somatic mammalian cells (stem cells, progenitor cells, fibroblasts, lymphocytes,
hepatocytes and some epithelial cells), little is known about the condition of cellular
quiescence [3]. A quiescent cell, in fact, is more notable for what it does not do (e.g.,
synthesize DNA, generate mitotic spindles, translation of proteins) than for having
identifiable traits of its own.
Traditionally, quiescence is seen as a passive and dormant state, lacking proliferating
activities. However, recent studies have revealed that quiescence is activelymaintained
in the cell and that it is associated to reversible changes in the shape of the cell [3,
4]. It has been proposed that, under quiescence, the cytoplasm reorganizes to enter a
solid-like state; yet, little is known on the potential remodeling of the main cellular
structures upon entry into quiescence.
1.1 Cytoplasm and cellular compartments
Cytoplasm is a thick solution of water, salt and proteins, that fills the cell enclosed
by the cell membrane. It consists of the cytosol and the cytoplasmic components
suspended in it. The cytosol, constituting a little more than half the total volume of
the cell, is the site of protein synthesis and degradation. It is also the site where most
of the metabolic activities in the cell are carried on. The cytoplasm components in
the cytosol are highly dynamic: a scaffold of cytoskeletal proteins provides the cell
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with structure and contributes to the overall cytoplasm architecture and organization,
allowing materials to pass and move easily throughout the cell [5].
Inside the cytoplasm, the cell creates compartments, or subcellular, regions in
which specific cell functions are concentrated to operate more effectively, in
order to coordinate numerous biochemical reactions in space and time. This
compartmentalization is achieved to isolate metabolic processes and biochemical
reactions that may interfere with each other.
In eukaryotes, membranous compartments are normally present to delimitate classical
organelles such as the nucleus, the endoplasmic reticulum (ER), mitochondria, Golgi
bodies, peroxisomes and the cilium. These organelles carry specific tasks within the
cell and are surrounded by membranes as physical barriers to generate and maintain
different concentrations of molecules at different locations [5].
Some of these membrane enclosed regions and have an internal crystalline or
quasi-crystalline organization, as a result of increased concentrations within these
microbodies. An example is provided by peroxisomes in eukaryotic cells. These are
single lipid membrane structures that compartmentalize enzymes and substrates at
high concentrations to perform particular metabolic reactions. The higher density
of molecules in these compartments improve catalysis efficiency and/or shield the
cell from potential damaging effects of the reactions. In plant cells, for example,
peroxisomes are commonly specialized in β-oxidation and contain high concentrations
of oxidases and enzymes specific for degradation of hydrogen peroxide produced by
the oxidases [6].
In the intricate organization of the eukaryotic cytoplasm, membraneless compartments
can also be found, as the intracellular bodies, defined as local regions in the cell with
higher concentration of certain molecules, or as distinct physical properties that form
phase boundaries [7].
1.2 Membraneless compartmentalization in the cell
Bacteria do not have membranous compartments in the cytoplasm, and their
compartmentalization consists almost exclusively in proteinaceous intracellular
bodies, that serve as subcellular compartments with specialized biological functions.
A classic example is the carboxysome, a quasi-icosaedral compartment that functions
as part of a carbon concentrating mechanism in carbon-fixing bacteria [8, 9].
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In eukaryotes, beyond organelles, many other specialized intracellular metabolic
compartments have been discovered. These compartments bear a particular relevance
to studies of compartmentalization of metabolic enzymes, as they frequently exhibit a
high level of enzyme-specific self-organization.
Individual metabolic enzymes, in fact, have been observed to form membraneless
compartments, that are shaped as intracellular foci and fibers. Some of these enzymatic
fibers are known to constitute the active form of several metabolic enzymes. Examples
include the well known acetyl-CoA carboxylase and β-glucosidase enzymes.
The enzyme acetyl-CoA carboxylase (ACC) is a complex multifunctional enzyme
that plays a central role in fatty acid synthesis. Its activity is regulated at three
different levels: by phosphorylation/dephosphorylation, by transcription, and by an
unusual mechanism of protein polymerization [10]. Citrate, an allosteric activator of
acetyl-CoA carboxylase, induces polymerization of the inactive protomeric form of the
enzyme into an active filamentous form, usually composed of 10-20 protomers [11].
Anotherwell knownfibrillarmetabolic enzyme is the oat β-glucosidase, involved in the
defense mechanism against fungal infection in Avena sativa. The active conformation
of this β-glucosidase forms long fibrillar assemblies, named “stromacentre”, in vivo and
in vitro [12, 13, 14]. As elucidated by means of cryo-electron microscopy (cryo-EM),
these assemblies appears as a mass of tightly packed, but regularly oriented fibers,
formed by stacking of trimeric units. β-glucosidase enzymes adopt this conformation
to shield the catalytic residues at the active site inside the tunnel of the fibrillar
multimer, blocking the access of competitive inhibitor proteins.
Many additional examples of fiber-forming metabolic enzymes have been identified
recently; some are clearly functional, whereas the functions of others have yet to
be established [15].
1.3 Stress-induced non-membrane bound assemblies
There is an increasing evidence that many functional proteins, conserved throughout
bacteria, archaea, and eukaryotes, can self-assemble in filamentous polymers. These
proteins primarily consists of enzymes that would not necessarily be expected to
self-assemble based on their cellular functions [16].
Most of these enzymes have been found in studies on metabolism, suggesting two
hypothesis: (1) self-assembly is a characteristic behavior of metabolic enzymes, or
4
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(2) all enzymes can self-assemble, but only metabolic enzymes have shown such a
feature [15].
In yeast cells, hundreds of foci and filament-forming proteins have been discovered by
systematic protein localization screens. Narayanaswamy et al. (2009) demonstrated
that, out of ~800 Saccharomyces cerevisiae proteins, 180 enzymes involved in
metabolism and stress response change their distribution upon shifts in nutrient
conditions, forming punctate cytoplasmic foci. This is an indication that protein
assembly may have a widespread role in metabolism regulation [17].
Noree et al. (2010), performed a second screen of the S. cerevisiae’s GFP library,
and identified four novel metabolic enzymes that formed condensed structures
in the cytoplasm under several stress conditions: glutamate synthase, guanosine
diphosphate–mannose pyrophosphorylase, cytidine triphosphate (CTP) synthase, and
subunits of the eukaryotic translation initiation factors 2 and 2B [18]. The results of
this second screen reinforces the hypothesis that self-assembly of different enzymatic
pathways can be a common type of biochemical compartmentalization in yeast.
Furthermore, Noree et al. (2010) proved that several supramolecular complexes
assemble or disassemble in response to distinct environmental conditions. They
propose it as a specific mechanism to either promote or inhibit specific enzymatic
processes in response to changes in the external conditions, more than a general stress
response.
A later study from the Alberti Lab was focused on yeast glutamine synthetase (Gln1).
Gln1 was shown to self-assemble into filaments upon starvation. They proved that
starvation causes a drop in the intracellular pH, which results in the filament formation
and the consequent inactivation of the Gln1 enzyme [19].
The most recent study, aimed at identify additional novel filament-forming proteins in
budding yeast, is a screening of 75% of the S. cerevisiae proteome by Shena et al. (2016).
In this work, 23 proteins were identified, including nine novel proteins, that can form
filaments in vivo in diauxic and stationary phases. These filament-forming proteins
were classified into several groups, that comprise proteins of the translation initiation
machinery and glucose and nitrogen metabolic pathways [20].
There is indeed an increasing number of evidences that higher-order assembly might
represent an additional general mechanism for modulating enzyme activity, as a
specific adaptation for surviving and recover from severe starvation conditions [16,
20]. Although it is currently unclear how cells use these structures, notably the ability
5
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of large cytoplasmic structures to undergo assembly and disassembly in response to
changes in the external milieu is for the cell a unique sensor, that could be used to
regulate several cellular processes [18].
Moreover, accumulation and assembly of cytoplasmic structures under stress
conditions, such as energy depletion in yeast, can change drastically the cytoplasm
properties and increase the mechanical stability of cells. It has been demonstrated in
yeast by Munder et al. (2016) that the cytoplasm undergoes a transition from a highly
dynamic fluid-like state to a more solid-like state with strongly reduced dynamics [21].
Thus, both enzyme assembly and large-scale cytoplasm reorganization can be
considered a stress survival strategy, allowing cells and cellular components to enter
into a protective solid-like state.
The quiescent sleeping yeast
Deciphering the cytoplasmic modifications involved in the transitions from cellular
proliferation to quiescence is a emergent interest in the biology field.
In multicellular organisms, cell proliferation primarily relies on growth factors
and hormones but also probably on parameters involving the whole organism
environment. Studying quiescence, and its modifications in such organisms, is
therefore very challenging. In contrast, proliferation and quiescence of unicellular
organisms such as budding yeast Saccharomyces cerevisiae depends mainly on the
availability of nutrients in the environment and is consequently more suitable to study
the quiescent cycle and related processes of survival [22].
Baker’s yeast, in fact, has proven to have the remarkable capacity to adjust to rapid and
drastic changes in the environment. In the wild, this unicellular organism is capable
of adapting to fluctuation in temperature, osmolarity, or acidity, radiation damage,
presence of toxic compounds and prolonged periods of starvation. Depending on the
external challenges that the cell must deal with, yeast has evolved cellular programs
for efficient maintenance of the internal homeostasis [23].
In case of sudden nutrients limitation or absence, yeast’s proliferation mechanisms are
efficiently shut down in favor of an energy-saving strategy: cells enter the so called
quiescent/G0 state. This is exactly what yeast cells experience when grown in liquid
culture reaching the stationary phase, as described later (section 1.5). Quiescent cells
lower their metabolism, cease growing and are able to survive on very low nutrient
6
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levels for long time. Yeast cells spend most of their natural lifetime in this reversible
state, surviving nutrient starvation longer than when arrested elsewhere in the cell
cycle, however remaining viable and metabolically active. Therefore, the quiescent
state is a physiological state for yeasts [24].
The mechanisms by which quiescent yeast cells can survive prolonged periods of
starvation and re-enter the cell cycle have been studied for a long time but remain
still unclear. Understanding these mechanisms will provide novel insights into the
physiology of non-proliferating states in yeast and other eukaryotic cells.
1.4 The yeast S. cerevisiae as model organism
Figure 1.1 Diagram of the yeast
cell. From Matile, Moor and Robinow,
1969, that is, after the application of
phase contrast and electron microscopy:
ER, endoplasmic reticulum; F, filament;
G, Golgi apparatus; L, lipid granule
(sphaerosome); M, mitochondrion;
Mt, thread-like mitochondrion; N,
nucleus; Nc, centriolar plaque; Nm,
nuclear membrane; Nn, nucleolus; Pi,
invagination; Pl, plasmalemma; V, vacuole;
Vp, polymetaphosphate granule; W, cell
wall; Ws, bud scar [25].
Baker’s yeast Saccharomyces cerevisiae is a unicellular eukaryotic fungus and one of
the best and long time studied model organisms. It is easy to grow and manipulate for
biochemical, genetic, molecular biological analysis. In fact, the genome of S. cerevisiae
was the first completely sequenced from an eukaryote, released in 1996 as a worldwide
work of hundreds of researchers [26].
Since basic cellular processes are conserved among all eukaryotes, and yeast’s
ultrastructural features are similar to that of higher eukaryotic cells, studies in yeast are
likely to illuminate equivalent mechanisms and conditions in many other eukaryotes,
and probably prokaryotes as well.
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S. cerevisiae is generally ellipsoid in shape with a large diameter of 5–10 µm and a small
diameter of 1–7 µm. Transmission electron microscopy of a yeast cell typically reveals
the cell wall, nucleus, mitochondria, endoplasmic reticulum (ER), Golgi apparatus,
vacuoles, microbodies, and secretory vesicles (depicted in Fig. 1.1). Wild-type haploid
yeast cells divide by an asymmetrical process called budding, in which a daughter is
initiated as an outgrowth, or bud, from the mother cell, followed by nuclear division,
cell-wall formation, and finally cell separation. Each mother cell usually forms no
more than 20-30 buds, and its age can be determined by the number of bud scars
left on the cell wall (Fig. 1.2).
Figure 1.2 Main cytological events in budding yeast S. cerevisiae. (a-d) From resting
cell to formation of a bud, through fission of the vacuole, ER-derived vesicles secreted through
the plasmalemma and division of the centriolar plaque. (e-f) Reduction of the ER, appearance
of thread-like mitochondria, construction of the spindle apparatus and nuclear division.
(g-h) Closure of the gap between mother cell and bud, decay of the spindle and cross-wall
formation. The mother cell contains one large vacuole, the daughter has cell several small
vacuoles [25].
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1.5 Growth and metabolism of yeast
Cells need energy to proliferate and divide. The yeast S. cerevisiae is able to produce
energy by fermenting carbon sources, such as glucose or galactose, or by respiring on
non-fermentable carbon sources, such as glycerol or ethanol [27].
Yeast cells growing in glucose-based rich medium, experience several distinct
phases of growth prior to culture saturation. Fermentative growth in glucose
media is a process by which glucose is preferentially metabolized via glycolysis,
producing non-fermentable carbon compounds, particularly ethanol (exponential or
log-phase growth). These fermentation by-products are consumed after glucose
depletion, during a second respiratory growth phase, which begins after a change
in cellular metabolism, called the diauxic shift (post-diauxic shift growth phase).
When ethanol and non-fermentable carbon compounds are completely consumed,
yeast cells stop growing and enter a distinct stationary phase (Fig. 1.3) [27, 28].
Figure 1.3 A typical logarithmic yeast growth curve
A short lag phase, right after inoculation, is followed
by exponential log-phase growth, in which cell ferment
glucose until complete depletion. The diauxic shift occurs,
to adjust to respiration metabolism. In the post-diauxic
phase cells grow slowly, utilizing the ethanol produced
from fermentation. Upon consumption of all nutrients, the
culture reaches the stationary phase, in which most of the
cells are quiescent. (Adapted from Werner-Washburne et
al., 1993 [29])
Yeast cells proliferate rapidly
by fermentation during
exponential phase, with an
average doubling time of
approximately 90 minutes
at the optimum temperature
of 30˚C. When glucose is
exhausted in the medium
and the diauxic shift occurs,
cells temporarily arrest their
proliferation and readjust
to respiratory metabolism.
Growth resumes in the
post-diauxic phase, even
though at a much lower rate,
utilizing energy provided by
respiration.
The cells in the culture
undergo one or two very
9
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slow doublings over a period of days before finally cease their proliferation, due
to complete depletion of ethanol and other non-fermentable carbon sources in the
medium [29, 30]. At this point, the culture has a very high cell density and has
reached the stationary phase. Yeast cells are synchronized such that the population
is composed predominantly of unbudded cells in the G0 phase of the cell cycle and
most, if not all, are quiescent [31].
Although entry into the quiescent state appears to involve a simple shutting down of
cellular metabolism, several publications in yeast indicates that it is a complex, highly
regulated process that activates a program for long-term survival without nutrients
and in the absence of cell division [29, 32, 33].
Many specific features of cell quiescence (or stationary phase) have been described
in yeast and are considered typical traits of this condition [29]. From a morphological
point of view, quiescent yeast cell are distinctly refractile in phase-contrast microscopy,
compared to not refractile exponentially growing cells [34]. They show thickened
cell walls [35, 36, 37], due to an altered pattern of N-glycosilation and increased
number of disulfate bonds of the mannoproteins surrounding the glucan matrix. Thus,
they become less porous and more resistent to temperature, and osmotic or chemical
stress [38]. In some cases, mitochondria appear more rounded and numerous than
those observed in exponentially growing cells [25, 39, 40].
As cultures enter the stationary phase, a general accumulation of material happens
in the cytoplasm. Cells seem to pack and store vital resources in an ordered way,
keeping them safe and ready for future resume of the activity. An increasing amount
of granular electron-dense material (probably polyphosphate or lipoidic material)
accumulates in the vacuole [25]. Lipid vesicles become increasingly abundant in the
cytoplasm [25], and triacylglycerol synthesis increases, [41, 42]. The triacylglycerol in
S. cerevisiae is a reserve of fatty acids; in the late exponential and stationary growth
phases triacylglycerol has been proved to accumulate as a result of phospholipid
synthesis reduction, and to be reutilized for the synthesis of phospholipidwhen growth
resumes [41, 43]. Storage carbohydrates glycogen and trehalose accumulate in the
cytoplasm. The disaccharide trehalose, in particular, is not only stored as a resource
of carbohydrates [30], but is also a stress protectant, known for stabilizing proteins in
their native state and preserving the integrity of membranes during stresses [44, 45].
Chromosomes are folded in the nucleus [46, 47], therefore stationary-phase cells
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exhibit reduced rates of transcription and translation [48].
Interestingly, accumulation of newly described intracellular membraneless assemblies,
formedmainly bymetabolic enzymes, has been associated to starvation and quiescence
(or stationary phase), in S. cerevisiae [17, 18, 19]. So far, it is not clear if these assemblies
represent functional entities, storage bodies, or aggregates; indeed, the accumulation
of enzymes involved in translation initiation and amino acid synthesis, like the
eukaryotic translation inititation factor 2B (eIF2B) and the glutamine synthetase Gln1
in yeast, goes along verywell with the reduced translation rate in stressed cells [15, 29].
1.5.1 Yeast eukaryotic translation initiation factor 2B: eIF2B
Eukaryotic translation initiation factor (eIF2B, ~260 KDa) is a protein complex of five
non-identical subunits (α, β, γ, δ and ε), that dimerize in heterodecamers. It is the
dedicated guanine nucleotide exchange factor (GEF) for the translational GTPase eIF2.
eIF2 is a trimeric complex (α, β and γ subunits, 126 KDa) that, in its active GTP-bound
form, recruits the methionyl-tRNA (Met-tRNAi) for initiating the translation of every
protein in the cell. The ternary complex eIF2•GTP•Met-tRNAi engages the 40S
ribosomal subunit and, as soon as the Met-tRNAi recognize the AUG start codon,
eIF2•GTP is hydrolyzed into the inactive form, eIF2•GDP, and released. The 60S
ribosomal subunit joins to form a complete 80S ribosome, ready for polypeptide
elongation. The inactive eIF2 has to be reloaded with GTP to enter another round
of ternary complex formation (Fig. 1.4) [49]. This exchange is catalyzed by eIF2B:
the active subunits of the exchange are γ and ε, while the regulatory α, β, δ provide
binding sites for the substrate eIF2 [50].
eIF2B is also a major target for translational control in both yeast and mammalian
cells. When eIF2α gets phosphorylated on serin 51 (Ser-51), it dissociates slower from
the eIF2B regulatory sub-complex, blocking eIF2B in an inactive state [51]. Since eIF2
is more abundant than eIF2B, a small amount of phosphorylated eIF2 is sufficient to
sequester a large proportion of available eIF2B, leading to a substantial reduction in
overall protein synthesis. It is known that eukaryotic cells specifically use this eIF2B
inhibition to restrict protein synthesis under various stress conditions [52, 53].
There is also good evidence for the yeast translation initiation regulatory complexes
eIF2 and eIF2B to exists in a polymerized fibers form [18]. This might be another level
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of inactivation of translation initiation under stress condition, in order to rapidly store
eIF2B enzyme and its substrate in packed assemblies that silence their activities.
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GDP
GTP
eif2B
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GTP
Figure 1.4 eIF2-eIF2B translation initiation cycle. From left: eIF2•GTP recruits the
Met-tRNAi to form a ternary complex, that associates with the 40S ribosomal subunit
together with other translation initiation factors. Upon AUG recognition on the mRNA, eIF2
hydrolyzes GTP to GDP and dissociates from the Met-tRNAi and the ribosome, allowing the
binding of the 60S ribosomal subunit and the elongation of the polypeptide chain. To start
another round of translation, eIF2 must exchange GDP for GTP. This fundamental reaction is
catalyzed by the guanine exchange factor (GEF) eIF2B. Adapted from ‟The Cell: A Molecular
Approach”, 7th edition [54].
1.5.2 Yeast glutamine synthetase: Gln1
The yeast glutamine synthetase Gln1 forms elongated structures in absence of
glucose, and cycles reversibly between condense and diffuse phenotypes upon glucose
subtraction and addiction [17, 19].
The glutamine synthetase (GS) is the enzyme that builds glutamine. It is the core
enzyme of nitrogen metabolism inside the cell, therefore evolutionary conserved in
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all extant life forms. The glutamine synthetase catalyzes glutamine formation by
condensation of glutamate and ammonium, with ATP hydrolysis like follows:
Glutamate + NH4+ + ATP Me
2+
→ glutamine + ADP + Pi + H+
where Me2+ is magnesium or manganese [55].
This reaction confers to glutamine synthetase a key role in two essential biochemical
processes: glutamine biosynthesis and ammonia assimilation. The glutamine
amminoacid produced by GS is indispensable for protein synthesis, and the amide
group of glutamate is a nitrogen source for the synthesis many essential metabolites
of glutamine pathway [56].
GS enzymes are classified in three different groups: GSI, GSII, and GSIII. Yeast
glutamine synthetase, Gln1, falls in the second class, together with other eukaryotic
and some bacterial glutamine synthetases. The GSII distinct trait is that they have an
homodecameric structure, with five subunits stacked in two pentameric rings, while
GSI and GSIII form dodecamers. The crystal structure of Gln1 from S. cerevisiae has
been solved at the resolution of 3.0 Å (Fig. 1.5, PDB: 3FKY [57]).
Figure 1.5 Atomic model of Gln1. (A) The full structure of a single subunit is docked in
the Gln1 pentamer according to the crystal structure [57]. One subunit is rainbow colored
from the blue N-terminus to the red C-terminus. (B, C) Top and lateral views of Gln1
homodecamer.
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three-dimensional (3D) electron microscopy
Many aspects of cytoplasm rearrangements during stress and quiescence, as well as
molecular details of the metabolic enzymes polymerization involved, are not known
or remain still elusive. However, these cellular mechanisms can be investigated using
a structural approach that aims at resolving the newly discovered stress phenotype at
high resolution.
Electron microscopy (EM) allows the analysis of the ultrastructure of tissues, cells and
purified sub-cellular compartments or molecules. Ultrastructural EM methods rely on
the use of electrons to obtain images at a higher resolution than those generated by
light microscopes. This is due to the fact that the wavelengths of electrons are much
shorter than those of the photons used by light microscopes, and consequently the
resolving power is much better (Ångstroms resolution versus approximately ~200 nm,
or ~20 nm for super-resolution light microscopy). In addition to their high resolution,
a unique aspect of EM methods is that they provide information about the cellular
context of the structure of interest, which very often cannot be explored with other
experimental approaches [58].
Yeast cells represents a challenge for most EM procedures. They are protected
by a thick cell wall, which complicates cell infiltration with chemical and resins.
Moreover, the high protein concentration in the cytoplasm makes it difficult to obtain
good contrast and morphological resolution. Nevertheless, a series of recent EM
developments in methods, from sample preparation to imaging, started a new era for
ultrastructural investigations of S. cerevisiae [59, 60, 61].
From the plethora of different EM techniques, I choose correlative light and electron
microscopy (CLEM), electron tomography and cryo-EM as the most appropriate
methods to answer our specific biological question: reveal structural aspects of
quiescence and survival, especially those concerning cytoplasmic rearrangements,
protein assembly and other cellular modifications.
Correlative light and electron microscopy (CLEM). All imaging methods that
use light microscopy (LM) to localize structures of interest and subsequently determine
ultrastructural details by electron microscopy (EM) are part of the correlative light
and electron microscopy technique (CLEM).
Light microscopy (LM) in combination with GFP‐tagging offers two advantages: (1)
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localizing regions of interest in fixed cells, using immunolabeling and FLM imaging,
or (2) studying cellular dynamics in living systems, usually by time-lapse microscopy
images of labelled cells. Therefore, depending on whether the LM is performed before
or after the embedding for EM, that ultimately requires fixation of the specimen,
CLEM can be applied as a pre- or post-embedding technique [62]. In both approaches,
the LM resolution achieved is ultimately limited by diffraction (Abbe’s law [63]) [64].
Electron microscopy (EM), conversely, delivers high‐resolution images of the structure
of interest, either purified, in vitro or in vivo [65], far below the optical diffraction
limit (between nanometer and Ångstrom values). The excellent contrast in FLM,
combined with ultra-structure information in EM, allows to obtain both informations:
identification of regions of interest or dynamic behavior in FLM, correlated to high
resolution images in EM.
The CLEM technique I used in the present work is combined with a pre-embedding
sample fixation using the high-pressure freezing cryogenic method. Although not
entirely artifact-free, this method is believed to cause less damage than the traditional
chemical approach, and is currently providing the best sample preparation of yeast
cells for CLEM [66].
Electron tomography (ET). The electron tomography (ET) technique allows to
reconstruct 3D information from a set of 2D projection images of the sample recorded
at different tilt angles. All the projections are acquired from the same object, thus
ET is suited for reconstruction of heterogeneous biological structures, such as many
supramolecular assemblies, organelles, and cells [67, 68].
The ET workflow can be divided into 3 steps: (1) a series of 2D projection images are
recorded by tilting the specimen in the microscope at the maximum angular range
(because of physical limitations the maximum tilt is usually 70˚). The tomographic
series contains all the informations required to describe the 3D structure of the imaged
object (Fig. 1.6 A). (2) The individual images of the series are aligned to a common
origin, and (3) the projections are then back-projected to create a 3D representation
of the sample (Fig. 1.6 B) [69, 70]. In the back-projection algorithm, the density for
each projection image is smeared back along the direction of the electron beam into
an imaginary 3D box and this procedure is repeated over the full tomographic series.
Finally, the serial back-projections are combined to obtain a 3D reconstructed volume,
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whose density is proportional to the original density of the object [71].
Figure 1.6 Principle of 3D tomographic reconstruction using back-projection
algorithms. (A) The specimen is tilted to varying angles (+70˚, -70˚) along an axis
perpendicular to the electron beam and a series of corresponding projection images are
recorded. (B) Schematic of the reconstruction from 2D projection images using the
back-projection algorithm [71].
Cryo-EM. In the past decade, innovations and breakthroughs turned EM from a
mainly pure morphological approach to a broader one. The discovery of samples
vitrification by Jacques Dubochet and colleagues has been a revolution in the
cryo-electron microscopy (cryo-EM) field [72], timely awarded with the 2017 Nobel
Prize for Chemistry. Vitrification is achieved by cooling aqueous solutions very quickly
(approximately 10˚K/s), in order to “trap” individual water molecules in an amorphous
state, avoiding them to move around and form an extended, hydrogen bond-mediated
crystal lattice [73]. Cryofixation of molecules involves a rapid transition from water to
vitreous glass-like ice, that avoids the crystalline state. Vitrification does not disrupt
macromolecular structures, that can be imaged in their most near-native state because
still hydrated; it rather preserves them fixed at liquid nitrogen temperature for long
time [74].
Rapid developments of microscope design and imaging hardware, paired with
enhanced image processing and automation capabilities have increasingly made
cryo-electron microscopy (cryo-EM) a main-stream technology for studying the
architecture of cells, viruses and protein assemblies at molecular resolution [75].
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In my work I used cryo-EM to acquire micrographs of purified proteins for single
particle analysis. In single particle analysis, a large number of 2D projection images
are acquired on single particles, namely identical copies of a protein complex in
different orientations. The 2D images are combined to generate a 3D reconstruction
of the structure, using mathematical calculations and taking advantage of the central
projection theorem. The theorem states that, for a 3D object, the Fourier transform
of each 2D projection is a central slice through the 3D Fourier transform of the object
(Fig. 1.7) [76, 77].
3D object
2D projection 
#1
2D projection 
#2
FFT
FFT
Inverse Fourier 
transform
3D Fourier 
transform 
central 
section
Figure 1.7 Central projection theorem. The 2D Fourier transform of the projection of
a 3D density is a central section of the 3D Fourier transform of the density, perpendicular to
the direction of projection [78]. FFT= fast Fourier transform.
Since any two central slices have a line in common, a consequence of this theorem is
that it is possible to determine the orientation of one projection plane with respect to
others by determining a relative orientation of their common lines [79]. Generation of
at least three common lines is necessary to assign the relative angular orientations of
each projection. Thus, by acquiring a sufficiently large number of molecular images in
the widest range of orientations relative to the electron beam, it is possible to build up
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the 3D reconstruction using these calculations [75].
When atomic models are available for some or all of the sub-components of the
complex, they may be placed or fitted into the density map to provide pseudo-atomic
models, considerably extending the information obtained by electron microscopy [80,
69].
Aims of the Thesis
In the present study I investigate structural reorganization of yeast cytoplasm as a
cell survival mechanism during stress conditions. I use several TEM techniques and
protocols to explore the stress-induced self-assembly of two evolutionary conserved
metabolic enzymes, Gln1 and eIF2B, and I address the following three main questions.
Cellular level: What is the structural basis of cytoplasm solidification?
It has been proposed that the cytoplasm of cells that are under stress conditions, such
as energy depletion, enter a protective solid-like state. However, there is still poor
knowledge on how cytoplasmic structures reorganize in this condition.
To observe cytoplasm rearrangement and prove its transition towards a solid-like state
in stress conditions, an in situ cell imaging is needed. I use high pressure freezing,
freeze substitution and electron tomography to show the cytoplasm rearrangements
in energy depleted yeast cells, in comparison with log-phase growing cells.
Mesocale level: What is the ultrastructure of the condensed form of the metabolic
enzyme eIF2B?
Many fluorescence microscopy studies have shown that GFP-tagged enzymes
condense to form intracellular foci and large fibers, in association with cellular stress.
However, the resolution limits of light microscopy prevent the accurate assessment of
whether these enzymes form disordered aggregates or ordered polymers.
To answer this question, I investigate the ultrastructure of stress-induced self-assembly
of the yeast glutamine synthetase Gln1, and eukaryotic translation initiation factor 2B
eIF2B, by correlative light and electron microscopy technique (CLEM). This allows me
to localize the fluorescent structures in the cytoplasm of energy depleted yeast and
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image them with greater resolution using the electron microscope.
Subsequent tomographic acquisition, reconstruction and subtomogram averaging of
the correlated structures are tools I use to reveal the ultrastructure of the assemblies
in their cellular context and resolve their composition at higher-resolution.
Molecular level: What is the 3D organization of metabolic enzymes in the
assemblies?
The results of CLEM and EM imaging prove that Gln1 and eIF2B are found in
organized structures (bundles of polymer-like filaments) in the cytoplasm. However,
it remains unclear whether the accumulation of enzymes is pure self-assembly, or
rather a co-localization by interaction with other structures that contribute to their
formation. The reconstruction of the higher-resolution 3D models of Gln1 and eIF2B
enzymes as single particles in their soluble form, and the comparison of these with the
conformation in the filamentous form, will help to understand the state of the enzymes
within the polymers and the overall purpose of filament formation in stress condition.
19
20
2 | Materials and methods
Room temperature electron microscopy (EM)
2.1 Yeast strains, media and energy depletion
All S. cerevisiae strains used in this study are first grown in colonies on sterile agar
plates and incubated at 30℃. One single colony, progeny of a single cell, is scraped off
the agar, dissolved in liquid medium and maintained well-aerated in an orbital shaker
(180 rpm) at 25℃. Cellular growth is monitored by optical density (OD) at 600 nm.
For investigations of eukaryotic translation initiation factor 2B (eIF2B), four yeast
strains were used: a wild-type W303 strain, with endogenous expression level of
untagged eIF2B; 1) a strain over-expressing green fluorescent protein (GFP)-tagged
eIF2B; 2) a strain with endogenous expression level of GFP-tagged eIF2B and 3) a
strain over-expressing untagged eIF2B (clarified in table 2.1 below).
eIF2B GFP-tagged Untagged
Over-expressed strain 1 strain 3
Endogenous expression strain 2 wild-type
Table 2.1 Schematic of eIF2B yeast strains used in the present study.
Each of these strains is grown 100 mL liquid culture in complete yeast extract peptone
dextrose (YPD) medium, containing (w/v) 1% yeast extract, 2% peptone, and 2%
glucose, until early to mid log phase (OD600nm 0.5). For every strain, 50 mL of the
liquid culture is washed once with water and cells are immediately harvested as
non-starved condition (control experiment). The remaining 50 mL are treated to
induce energy depletion as follow: cells were filtered, washed once with water and
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re-suspended in synthetic dropout (SD) medium containing 20 mM 2-deoxyglucose
and 10 µM antimycin-A, to block glycolysis andmitochondrial respiration respectively.
This treatment causes more than 95% reduction in cellular ATP [81].
2.2 High pressure freezing of yeast cells
Currently, the most reliable and efficient cryo-fixation technique that allows to vitrify
thick samples (up to 200 µm), as well as the main approach for physical immobilization
of yeast, is high-pressure freezing (HPF) [58]. This technique involves application of
high hydrostatic pressure to the sample and rapid lowering of the freezing point to stop
the rate of ice crystal nucleation and growth. In this way, the liquid milieu inside and
outside yeast cells gets rapidly vitrified in a near-native state, minimizing preparation
artifacts [82].
Yeast cells, harvested by vacuum filtration into a paste consistency, are transferred
to 100 µm deep membrane carriers and high-pressure frozen in a Leica EMPAC2 and,
lately, in a Leica EM ICE freezer machine. All four eIF2B strains are processed by freeze
substitution (FS) in a temperature-controlling machine (Leica AFS2), and subsequently
embedded in resin using different procedures, according to the presence or absence of
the GFP fluorophore in the sample, like described in sections 2.2.1 and 2.2.2.
2.2.1 EM sample preparation for untagged eIF2B yeast strains
Freeze substitution is used to dehydrate and fix cells at very low temperatures for
EM. Once the cells have undergone high pressure freezing, the vitrified water inside
them can be substituted, initially with an organic solvent, typically acetone, ethanol or
methanol, and subsequently with a resin at low temperatures before finally increasing
the sample temperature to room temperature [58, 83]. High-pressure frozen samples
are freeze substituted into EPON resin using a cocktail of 1% osmium, 0,1% uranyl
acetate (wt/vol) and 5% H2O (vol/vol) in glass distilled acetone, to stain the cells [66].
Freeze substitution occurs at -90℃ for 36 hours before raising the temperature steadily
and accurately up to -30℃ in 4℃ per hour. Samples stay at -30℃ for 5 hours before
a second temperature increase in 4℃ step per hour up to 0℃. After being washed
with acetone and infiltrated with increasing concentrations (25, 50, 75 and 100%; 2 h
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each) of EPON resin (ElectronMicroscopy Sciences), the samples are left in 100% EPON
resin solution, exchanged two times in 12-hours steps. Resin infiltrated yeasts are UV
polymerized at 60℃ for 48 hours. Resin embedded yeast cells are cut into sections of
150 and 200 nm with a microtome (Ultracut UCT; Leica) and a 3.5 mm diamond knife
(Diatome), and mounted on Formvar-coated slot grids (Science Services) [84].
2.2.2 EM sample preparation for GFP-tagged eIF2B yeast strains
Correlative light and electron microscopy allows the correlation of fluorescently
labeled structures in LM (resolution ~200 nm down to ~20 nm in super-resolution)
with TEM images (biological TEM of thin-sectioned, resin-embedded samples yields
resolutions between 2-6 nm). Vitrified yeast cells by HPF are freeze substituted into
Lowicryl HM-20 resin (Polysciences Inc.) using a cocktail of 0.1% (wt/vol) uranyl
acetate, 96% acetone and 4% (vol/vol) water, following the protocol described in
Kukulski et al. 2011 [60].
Resin embedded samples are cut into thin sections of 70, 100 and 150 nm using a
microtome (Ultracut UCT; Leica) with a 3.5mmdiamond knife (Diatome), andmounted
on Formvar-coated finder grids (Science Services). Quenched Blue FluoSphere fiducials
(200 nm in diameter, 365/415 nm) diluted 1:500 are applied for 10 minutes in the dark
(30 µL droplet upsidedown and then briefly washed with one droplet of filtered water)
to sections on finder grids. The grid is mounted on a glass slide using Vectashield®
Antifade Mounting Medium (Vector Laboratories Inc.). The fluorescence signals are
imaged in a fluorescent light Zeiss axioplan charge-couple device (CCD) upright
microscope at 10× (grid overview) and 100× (mesh imaging) magnification using green
GFP channel for the GFP-tagged eIF2B and UV channel for the fiducials.
2.3 Electron tomography
Electron tomographic (ET) methods provide a way to determine 3D cellular
architecture at resolutions that are potentially high enough to identify individual
macromolecules, such as proteins, within 3D density maps [85].
After staining for TEM, the regions of interest found in LM are relocated in TEM.
Sections are stained with 1% (wt/vol) uranyl acetate for 5 minutes and 70% lead citrate
for 3 minutes. After addition of colloidal gold fiducials (15 nm in diameter), the grids
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are ready to be imaged in the electron microscope. Using the TEM 300 kV FEI Tecnai
F30 equipped with Gatan US1000 CCD camera, dual-axis tomographic series (±60° at
1° increment) are acquired with the software interface SerialEM [86], with a pixel
size range between 7-12 Å/px. Tomograms reconstruction is performed using the
IMOD package version 4.7 [87]. For the GFP-tagged eIF2B yeast strains processed for
CLEM, montaged micrographs are acquired at multiple magnifications, in addition to
the tomograms, to facilitate the correlation. Fluorescent images and EM micrographs
are correlated and overlaid using AMIRA® 3D Visualization & Analysis Software (FEI
Company – http://www.vsg3d.com/amira/). AMIRA is also used for filaments tracing
and segmentation, as well as SuRVoS software, for segmentation of big volumes [88].
2.4 Subtomogram averaging
Subtomogram averaging analysis is done with PEET software [89]. About 500-1000
subtomograms with dimension of 54×54×54 voxels (40×40×40 nm) are automatically
picked every 13 nm along single filaments in several tomograms. In an iterative
process, the subtomograms are aligned with a filament reference, generated from a
small subset of particles. The subtomograms are averaged to produce a structure,
which becomes the newly refined reference for the next round of alignment.
Alignments are generally performed by masking and rotating the reference structure
into different orientations and comparing these with each subtomogram; spatial shifts
and alignment scores are typically calculated by cross correlation functions [90]. At
the end of each iteration, after optimal orientational parameters have been calculated,
individual subtomograms are rotated and translated back to the reference frame
and averaged [91]. Final averages for eIF2B filaments are calculated from different
tomograms using 500 to 1000 particles. A loose mask is used to first reconstruct the
inter-filament arrangement. A tight cylindrical mask, with radius of 10 nm, is then
applied to further refine the central filament average. The final 3Dmodels reach usually
35-45 Å resolution.
USCF Chimera version 1.11.2 is used for 3D visualization and animation of the
reconstructed volumes [92].
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2.5 Fiji script for automated ribosome counting
A macro in Fiji is a short program written in ImageJ ’s macro language [93]. Before
running the script, an average of 10 central slices of a tomogram, covering between 7
to 12 nm in thickness (depending on the pixel size), is prepared. The averaged central
slice is then squared to obtain 1 µm2 area of cytoplasm, including ribosomes.
As a first step the script duplicates the image, converts it into an 8-bit image and
asks for the pixel size. A gaussian blur filter with a sigma radius of 2 nm is applied
and the image is then binarized to values of 0 for white and 255 for black using a
maximum entropy threshold, an automatic thresholding based on the entropy of the
image histogram [94]. On the binarized image is then possible to manually exclude
non-cytoplasmic areas, such as the nucleus, the vacuole, big vesicles and extracellular
regions, that are clearly ribosome-free areas. It might happen that, using the threshold
for binarization, two or more neighbouring ribosomes appear as a single selection. For
this reason a Watershed segmentation is run, in order to specifically fragment these
selections. The core part of the script is the particle analysis, by which ribosomes are
detected using two parameters: their minumum and maximum size in nm2 (usually in
a range between 70 and 450 nm2) and their circularity (usually from 0.6 to 1.0, where
1.0 is a perfect circle). Every segmented area that corresponds to both parameters is
counted by the script and shown as an ellipse. The last step is the overlay of the ellipses
on a semi-transparent original image, duplicated at the beginning for this purpose, to
check for the accuracy of the detection.
The macro commands are:
run("Duplicate...", "title=Copy.tif");
waitForUser("Duplicate","Select the original_image.tif");
run("8-bit");
//Image pixelsize
run("Set Scale...");
run("Gaussian Blur...", "sigma=2");
//Set threshold
setAutoThreshold("MaxEntropy");
run("Threshold...");
waitForUser("Leave the MaxEntropy default value");
setOption("BlackBackground", false);
run("Convert to Mask");
//Manually exclude non cytoplasmic areas
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setBackgroundColor(0, 0, 0);
setTool("freehand");
waitForUser("Exclude", "Circle everything to exclude from the analysis");
run("Select None");
//Watershed
run("Watershed");
//Analyze Particles
run("Analyze Particles...");
//Overlay
run("Add Image...", "image=[Copy.tif] x=0 y=0 opacity=50");
run("Dilate");
In this way, the ribosomes density is calculated in each tomogram for a volume of
1 µm2 × 7 to 12 nm in thickness. Values are then normalized to a virtual volume
of 1 µm3 and plotted in a graph (Fig. 3.4).
2.6 Immunofluorescence of eIF2B in yeast
The green fluorescent protein label used to tag eIF2B is the fluorescent enhanced
and non-dimerizing variant of GFP. However, to exclude any possibility that eIF2B
self-assembly could be caused or greatly enhanced by the GFP-tag, an indirect
immunofluorescence experiment is carried on.
Two eIF2B yeast strains are used: i) human influenza hemagglutinin (HA)-tagged eIF2B
on the non-essential subunit α, and ii) HA-tagged eIF2B on the catalytic subunit γ
(W303 Ade+ GCN3-HA-KanMX and GCD1-HA-KanMX, respectively). HA-tag is a 9
amino acid peptide that does not appear to interferewith the activity or the distribution
of the recombinant tagged protein.
Yeast energy depletion is induced as described in section 2.1. After 15 minutes
of treatment, cells are fixed in 4% formaldehyde, added directly to the cultures
and incubated with gentle shacking for 30 minutes. The cells are harvested by
centrifugation and resuspended in 0.1 M potassium phosphate buffer at pH 6.5. Fixed
cells are harvested by centrifugation at 1000×g for 3 minutes at room temperature and
washed in 0.1 M potassium phosphate, pH 6.5 three times and once with 1.2M sorbitol
in 0.1M KPHO4 (K-sorb buffer). At this point, one aliquot (e.g. 0.5 mL) of cells can be
sphaeroplasted and the rest stored at 4℃ for up to several days.
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To digest the cell wall, cells are incubated in phosphate buffer containing 5 μL of
β-mercaptoethanol (Sigma-Aldrich) and 25 μL of Zymolyase 100T (Zymo Research) 50
units/mL final concentration, and kept on a shaker at 30℃ until digestion is sufficient.
Digestion is monitored by observing the cells under a phase contrast microscope:
undigested cells glow, whereas cells that have had the cell walls removed appear of
a dull medium to dark gray color (in 30-35 minutes). Spheroplasts are harvested by
gently spinning 3 minutes at 1000×g, washed once in 1.2 M sorbitol in 0.1 M KHPO4
and gently resuspended.
The spheroplast suspension is applied on 0.1% poly-L-lysine-coated microscope slide
and treated for permeabilization with PBS-BSA buffer in humidity chamber for at least
5 min. Cells are then incubated in PBST-BSA for 15-20 min before addition of 1:1000
diluted rabbit anti-HA antibody, as primary antibody (Abcam). Preferable incubation
is at 4˚C over night. Cells are washed 4 to 5 times with PBS-BSA before the secondary
antibody incubation. The secondary antibody is AlexaFluor 488 anti-rabbit antibody
(Life Technologies Eugene), diluted 1:1000 and the incubation is at room temperature in
the dark for 2 hours. The secondary antibody is washed out three times with PBS-BSA
and once with PBS only. Microscope slides can now air-dry in the dark and prepared
with a drop a mounting medium containing DAPI. A smaller cover slip is placed on
the slide and edges are sealed with clear nail polish. Slides are stored in the dark at
-20℃ or -70℃. They can be kept for several weeks or months without significant loss
of signal [95]. Images were collected in a fluorescent light Zeiss axioplan CCD upright
microscope at 60× magnification using green GFP channel.
Starvation buffer Wash buffer Spheroplast buffer PBS-BSA PBS-TBSA
Phosphate citrate buffer
pH 6.0
10 mM 2-deoxyglucose
1:1000 antimycin
0,1 M KHPO4
pH 6.5
0,1 M KHPO4
pH 6.5
1,2 M Sorbitol
1×PBS
1% BSA
0,1% NaN3
1×PBS-BSA
0.1% Tween 20
Table 2.2 Buffer solutions used for the eIF2B immunolabeling.
2.7 Western-blot on yeast ribosomes
The western blot (WB) analysis is performed to confirm on protein level absence of
significant change in the ribosome number between log-phase growing condition and
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energy depleted condition in yeast cells. Yeast wild-type and GFP-tagged eIF2B are
used as strains, each of them being treated as control or being energy depleted (see
table 2.3).
eIF2B GFP-tagged Untagged
Log-phase Imaged before WB + WB WB
Energy depletion Imaged before WB + WB WB
Table 2.3 Schematic of eIF2B yeast strains and conditions used in the ribosome western blot.
Cells are grown to log phase, O.D. 600 = 0.5 and harvested by spinning down at 1000×g
for 4 minutes. Samples used as control are washed once with water, resuspended and
2 mL of pellet are snap-freeze in LN2. Samples for the stressed condition are washed
once with water and resuspended for 15 minutes in starvation buffer (see table 2.5),
gently shaking. Cells are harvested at 1000×g for 4 minutes and 2 mL of pelleted cells
is snap-frozen in LN2. To lyse the cells, 200 µL 10% tri-chloro acetic acid (TCA, Sigma)
and 300 µL glass beads are used, vortexing for 10 minutes at least. Once the beads are
settled, the supernatant can be collected and beads can be washed again with 200 µL
10% TCA. Cell extracts are pool and spun down for 10 minutes at 1000×g, supernatant
is discarded to retain only the protein fraction from the extracts.
Samples are resuspended in 50 µL 3× Laemmli buffer, vortexed and boiled at 95˚C for
10 minutes, to denature the proteins. After spinning for 5-10 minutes at full speed the
supernatant is collected to measure relative protein concentration for normalization.
30 µg of total protein extract are loaded in each well of the polyacrylamide gel and
electrophoresis is run at 130 mA for 1:30 hour. Once the proteins have being separated
in the electrophoresis run, they are transferred to a membrane for 1 hour at 150 mA.
The membrane is washed in water and blocked in PBS-Tween20-milk for 1 hour at
room temperature, to reduce antibodies nonspecific binding.
Primary antibodies against two ribosomal proteins have been developed, tested
and kindly provided from Prof. Jonathan R. Warner (Albert Einstein College
of Medicine, NY): (1) anti-ribosome protein L32, located on the large ribosomal
subunit 60S; (2) anti-ribosome protein S4A/L30, that binds at the interface of the
S4 protein in small ribosomal subunit 40S and L30 protein in the large subunit. A
monoclonal antibody anti-3-phosphoglycerate kinase (PGK mAb, Invitrogen) is used
as constitutive expression marker and loading control (table 2.4).
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Antibody Type Size (KDa) Dilution
anti-RPL32 monoclonal 14.8 1:5000
anti-RPS4a policlonal 29.4 1:2000
anti-PGK monoclonal 44.7 1:5000
Table 2.4 Antibodies used in ribosome western blot quantification
Primary antibodies that recognize the proteins of interest, are applied each to one
of the membranes and incubated on a shaker over night at 4˚C. After incubation,
membranes are washed three times for 5 minutes and the secondary antibody is
applied and incubated for 1 hour shaking: horseradish-peroxidase (HRP) conjugated
antibody anti-mouse, for monoclonal anti-Rpl32 and PGK, and anti-rabbit for
polyclonal anti-Rps4a (Merck). The HRP-linked secondary antibodies are used to
cleave a chemiluminescent agent, and the reaction product produces luminescence in
proportion to the amount of protein. After incubation, membranes are washed three
times for 5 minutes and rinse with 2 mL of chemiluminescence buffer (Luminata
CrescendoWesternHRP substrate, Millipore), to activate theHRP and theWestern-blot
can be developed.
Starvation buffer Laemmli buffer Blocking buffer 1 Blocking buffer 2
Phosphate citrate buffer
pH 6.0
20 mM 2-deoxyglucose,
1:1000 antimycin
60 mM Tris-HCl
pH 6.8
2% SDS,
10% glycerol,
5% β-mercaptoethanol,
0.01% bromophenol blue
1×PBS
0,1% Tween-20
1×PBS
0,1% Tween-20
4% milk powder
Table 2.5 Buffer solutions used for the ribosome western blot.
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2.8 Protein purification protocols
2.8.1 Baculovirus-insect cell expression and purification of
eIF2B
Attempts to purify eIF2B complexes from yeast, following the protocol from
Mohammad-Qureshi et al, 2007 [96], resulted in a very low concentration of protein
yield, not suitable for structrual analysis. Therefore a completely different approach is
developed, using baculovirus/insect cell as expression system. The five genes of yeast
eIF2B subunits are cloned into a shuttle vector (pOCC vector). The ε-subunit gene
(GCD6) contains a C-terminal hexa-histidine tag (GCD6-His6, see table 2.6).
Gene – subunit Size (KDa) pI Ext. coeff.
GCD6-His6 – ε 83,2 4,76 1,129
GCD2 – δ 71,2 9,44 0,388
GCD1 – γ 66 4,78 0,688
GCD7 – β 42,9 7,74 0,537
GCN3 – α 34,4 5,18 0,714
Table 2.6 Genes and protein subunits of eIF2B
The regulatory subunits, namely α, β and δ, and the catalytic γ and His6-ε, are
assembled through Gibson assembly reaction, based on exonuclease and ligase activity,
into two polygene pOCC vectors in E. coli (D3031 = pBIG-GCN3-GCD7-GCD2; D3032
= pBIG-HIS6-GCD6-GCD1). Once the expression plasmids are isolated, they can be
transfected into insect cells SF-9 to produce viruses via in vivo recombination with
Bacmid (defective viruses V1786 = GCN3-GCD7-GCD2; V1788 = HIS6-GCD6-GCD1).
After amplification of virus generations P1 and P2, 0.5 L of SF-9 cells (1 million/mL) are
co-infected with V1786 (1:1000) and V1788 (1:1000) and incubated for 72 hours. Cells
are harvested at 500 g for 5 minutes, re-suspended in 10 mL of 2× PBS and flash-frozen
in liquid nitrogen for storage.
Unless otherwise noted, all following steps of protein extraction are performed on ice
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or at 4℃. One aliquot of cell suspension is thawed and lysed in 40 mL lysis buffer,
adding 1mM DTT, protein inhibitors and benzonase (buffers listed in table 2.7). Cells
are mechanically lysed in douncer (15 times) and clarified by centrifugation (25000
rpm, JA 25.50, for 30 minutes).
The filtered supernatant (through two 0.45 µm filters) is then loaded on 5 mL HisTrap
column, pre-equilibrated with lysis buffer. The column is washed with 10 column
volumes (CV) of lysis buffer and 5 CV of low salt buffer. Protein is elute in 24 wells,
eachwith 2mL (nominally 2.5 mL) in elution buffer and its peak is detected by Bradford
assay. The peak fractions are pool together and concentrated to 1.65 mg/mL, measured
by nano-drop. Protein is dialysed agains dialysis buffer overnight. Concentration after
dialysis is 1.38 mg/mL. 100 µL of purified eIF2B is frozen as 8 µL “pearls” aliquots, to be
stored at -150˚C in LN2 vapour. Protein is concentrated to 4.1 mg/mL in ~1 mL volume
and 600 µL of sample is injected into Superose 6 Increase 10/300 GL (GE Healthcare)
24 mL gel filtration column, previously equilibrated with gel filtration buffer to run a
size-exclusion chromatography.
All five recombinant subunits of the S. cerevisiae eIF2B are confirmed by mass
spectrometry, and no contamination traces of endogenous subunits of insect cell eIF2B
are found.
Lysis buffer Low salt wash buffer Elution buffer Dialysis buffer Gel filtration buffer
100 mM Tris-HCl
pH 8.0
500 mM KCl
5 mM MgCl2
10% glycerol
0.1% triton-100
20 mM imidazole
100 mM Tris-HCl
pH 8.0
100 mM KCl
5 mM MgCl2
20 mM imidazole
100 mM Tris-HCl
pH 8.0
100 mM KCl
5 mM MgCl2
250 mM imidazole
20 mM Tris-HCl
pH 8.0
100 mM KCl
0.1 mM MgCl2
20 mM TrisHCl
pH 8.0
100 mM KCl
0.1 mM MgCl2
0.1% octyl-glucoside
Table 2.7 Buffer solutions used for eIF2B purification
2.8.2 Gradient of fixation for fragile complexes
The GraFix (from gra-dient of fix-ation) procedure combines purification by
ultracentrifugation with mild fixation, to preserve the intact structure of fragile and/or
heterogeneous macromolecular complexes. This method is routinely used to stabilize
the quaternary structure of proteins, to reduce drastically their degradation, and to
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improve single particle quality and dispersion in the micrographs [97].
To form a sucrose 10-30% gradient, two buffer solutions are prepared with the
appropriate densities, filtered with 0.22 µm cutoff and degased. The cross-linking
agent, glutaraldehyde, is added only to the denser solution (see table 2.8).
Light solution Heavy solution
20 mM Hepes pH 8.0
100 mM KCl
0.1 mM MgCl2
10% sucrose
20 mM Hepes pH 8.0
100 mM KCl
0.1 mM MgCl2
30% sucrose
0.15% glutaraldehyde
Table 2.8 GraFix buffers used to create the gradient.
Solutions are then layered in a 4.4 mL centrifuge tube (polyclear tubes S7010, Science
Services), by first adding 2.1 mL of the less dense (top) solution to the tube. Next, 2.1
mL of the heavier (bottom) solution are carefully deposited at the bottom of the tube
using a blunt-end needle of a syringe. The lighter solution is slowly displaced upward
and the solutions interface should form a sharp line. Tubes are then closed with a tube
locking cap (BioComp).
The continuous gradient is created by placing the tubes into a gradient mixer
(Gradient Master 107, BioComp Instruments) and rotating them briefly, following the
manufacturer’s recommendations for determining the parameters of time/angle/speed:
17sec/86.0˚/16. Gradients are prepared in advance and allowed to settle for one hour
at 4˚C prior to centrifugation.
Unless otherwise noted, all following steps are performed on ice or at 4℃. After
removing the cap, there is enough space at the top of the gradient tubes to load up to
200 µl of sample. To loadmore protein, 100 µL are pipetted out and 300 µL of pure eIF2B
sample, at a concentration of 0.12 mg/mL, is carefully loaded on top of the gradient.
After loading, tubes are balanced prior to carefully placing them into the rotor that
has been pre-cooled at 4˚C. When setting up the centrifugation, an internal control
of the sample under the same conditions, except without cross-linker, is centrifuged
in parallel. This control reveals whether the fixation has changed the sedimentation
of the macromolecular complex providing aliquots of non cross-linked sample to be
analyzed by SDS-PAGE. Ultracentrifugation is carried on at 4˚C in SW60 swing-out
rotors (Beckmann) for 16 hours at 33000 rpm.
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Following centrifugation, the gradients are fractionated from the bottom, in order
to minimize contamination with material from the top of the gradient. The native
gradientwas fractionated in 100 µL aliquots; the fixed gradients are fractionated 400 µL.
In the gradient fractions used for cryo-EM, the sucrose must be removed prior to grid
preparation. This is performed in a single step using Amicon ultra 0.5 mL centrifugal
filter for protein purification and concentration, (Merck) with 100 kDa filter cutoff.
Each 400 µL fraction containing the fixed complex is concentrated to a final volume of
~50 µL and used for negatively stained TEM and cryo-TEM [98].
2.8.3 Yeast expression and purification of Gln1
Gln1 from S. cerevisiae is purified using a 6×HIS-tag at the N-terminus of each subunit
of the homodecamer (W303 ADE+ gln1::GPDp-His6-GLN1::SpHIS5). Starting from a
6-liter yeast culture, the cells are grown until OD600= 1.5. They are then harvested
at 5000×g for 10 minutes and droplets of dense yeast pellet are snap-froze in liquid
nitrogen (LN2), forming “pearls” of yeast that can be stored at -80˚C. For the cryogenic
disruption, the CryoMill grinding machine (Retsch Inc.) is used. Two grinding jars
are cooled in LN2 before being loaded with ~20 mL of yeast pearls. The pearls are
mechanically disrupted by vigorous shaking of the machine at 30 Hz for 30 seconds.
Unless otherwise noted, all following steps are performed on ice or at 4℃. Same volume
of lysis buffer is added to the collected cell powder, together with protein inhibitors and
PMSF (buffers listed in table 2.9). After resuspension, the lysate is spun down at 4000
rpm for 5 minutes and the collected supernatant further clarified by ultracentrifuge at
18000 rpm for 15 minutes. The supernatant of centrifugation is mixed with His-tag
purification resin (Ni-NTA agarose, Qiagen) and incubated for 90-120 minutes on a
shaking rotor.
After incubation, the resin mixture is spun down at 1000×g and supernatant discarded
as flow through. 4 to 5 washes in washing buffers 1 and 2 are performed and the
protein is eluted by resuspending the resin mixture in elution buffer for 1 hour, in
gentle rotor shaking. After spinning down at 1000×g for 2 minutes, the collected
supernatant contains the purified 6His-tagged Gln1. Concentration measured with
NanoDrop (Thermofisher) is usually ~1-1.5 mg/mL. Before proceeding to gel filtration,
the eluted protein is dialysed and concentrated using the 100 KDa Amicon ultra 0.5
mL centrifugal filter for protein purification and concentration, (Merck), at 14000×g
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for 5 minutes in elution buffer without imidazole until the final volume of 500 µL. The
concentrated protein is then loaded in a superose 6 increase column (GE Healthcare)
and the collected fractions from the gel filtration peaks are concentrated again, with
the samemethod described above, and used for EM imaging. The leftover concentrated
protein is snap-frozen in LN2 in 8µL droplets, or “pearls”, and stored at -150˚C in LN2
vapour.
The purified Gln1 complexes yield pure, homogeneous and intact single particles
solution, suitable for structural analysis.
Lysis buffer Binding buffer Wash buffers 1 and 2 Elution buffer Gel filtration buffer
100 mM Tris-HCl
pH 8.0
150 mM KCl
20 mM NaCl
protease inhibitors
PMSF
100 mM Tris-HCl
pH 8.0
150 mM KCl
20 mM NaCl
100 mM Tris-HCl
pH 8.0
150 mM KCl
20 mM NaCl
5 mM imidazole (wash 1)
25 mM imidazole (wash 2)
50 mM Tris-HCl
pH 7.2
150 mM KCl
20 mM NaCl
250 mM imidazole
50 mM TrisHCl
pH 7.2
150 mM KCl
20 mM NaCl
0.1% octyl-glucoside
Table 2.9 Buffer solutions used for Gln1 purification
2.9 Negative staining
After purification, both Gln1 and eIF2B complexes are prepared in negative staining for
observation at the TEM. Negative staining is a widely used method in EM, developed
in 1959 by Brenner and Horne to examine viruses [99]. With this method, protein
samples are coatedwith a thin layer of charged heavymetal salts. The ions of the heavy
metals have a greater ability to disperse electrons, compared to less dense atoms in the
proteins, therefore the negative stain significantly increases the specimen contrast,
helping determination of particle orientation and 3D reconstruction at around 1.5 nm
resolution [100].
Several heavy-metal solutions have been tested: (w/v) 2% uranyl acetate, 2% uranyl
formate and 5% ammonium molybdate combined with 1% trehalose, to evaluate the
quality of the staining in the images. The best result is obtained with a fast staining
using 2% uranyl formate solution, that has a finer grain compared to uranyl acetate,
therefore it is ideal for coverage of small individual macromolecules.
A 2% aqueous solution of the uranyl formate is prepared in batch and stored at -80˚C
in 200 µL aliquots. Before every preparation, aliquots are thawed, pH adjusted to 4.25
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with 1 μL of 5MNaOH and immediate vortexed vigorously, to prevent the precipitation
of uranyl crystals. Quantifoil or self-made Formvar® grids, coated with a thin 4 nm
layer of carbon, are glow-discharged before use to increase their hydrophilicity. The
sample is usually diluted in order to get a final concentration of 0.1 mg/mL on the
grid. At this suggested concentration particles are homogeneously distributed over
the surface and not too disperse.
The staining method used is the sequential “three-droplet method”: a 4 μL droplet
of pure protein, diluted in buffer solution, is applied to a grid held by tweezers and
allowed to adhere for ~1 minute before being blotted from the side with filter paper
(Whatman®). After blotting, a 3 µL droplet of 2% uranyl formate is applied on the
sample and fast blotted off directly from the same side of the grid. This is repeated
rapidly three times in a row. The grid is air dried before being imaged in the TEM,
preferably the same day, or stored in a dry place [101].
2.9.1 Image acquisition and analysis — eIF2B
Micrographs are acquired with a 300 kV F30 transmission electron microscope (TEM)
equipped with a 4K×4K TVIPS TemCam-F416. Images are taken at a magnification
of 39000×, nominal pixel size of 3.0 Å/px, and underfocus value of 0.5 µm. A small
dataset has been analyzed with EMAN2 version 2.2 [102]. Briefly, 5592 particles from
88 micrographs have been picked using the program “e2boxer.py”, that provides a
reference-based automatic particle selection. This program incorporates an algorithm
called “swarm” [103], which uses a trainable heuristic based approach, that learns to
automatically pick the particles from a few inputs of the user.
After boxing the particles in 168 × 168 pixel square images, the contrast transfer
function (CTF) of each particle has to be corrected. The CTF is a mathematical
description of the imaging process in the TEM [104], expressed in Fourier space.
TEM images should be exact projections of the electron density of the specimen.
However, images are distorted by the microscope optics and contain high levels
of noise. CTF correction includes corrections for all these effects and it is indeed
needed to get a reconstructed model that does not contain significant local density
displacements. Another applied correction is the phase-flipping, which multiplies the
Fourier transform of each particle by -1 on the negative phases, to flip them to positive
values and avoid the inverted contrast informations in that phases.
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At this point, 2D particles are used to generate a first reference-free class-averages
to build an initial 3D model. The program “e2initialmodel.py” sorts raw particles
in different orientations or conformations into different groups, based solely on the
features present in the 2D images, without bias of any kind. Once the initial 3D model
is obtained, it is repeatedly refined and updated against the raw data until it converges
to the correct final structure using the program “e2refine2d.py”. The method used is
an iterated projection matching, in a four-step cycle: 1. projections of the current
3D model are generated over all possible orientations; 2. the set of projections is
computationally compared with the raw 2D particles and each particle is assigned
to the most similar projection by 2D image classification; 3. for each projection
class, the most similar particles are iteratively aligned to each other and averaged
together with CTF amplitude correction; 4. the class-averages in known orientations
are back-projected and combined to produce a new 3D reconstruction. These four steps
are iterated until convergence of the 3D model produced [105].
2.9.2 Image acquisition and analysis — Gln1
About 1000 micrographs are acquired with a 100 kV Philips Tecnai T12 electron
microscope with a Tungsten W filament and equipped with a 2K×2K TVIPS F214 Slow
scan CCD camera. Images are taken at a magnification of 49000×, nominal pixel size
of 2.6 Å/px, and underfocus value range of 0.5-1.5 µm.
The dataset has been analyzed using different single particle analysis tools,
and a number of initial and a refined model have been reconstructed. The
workflow combines the interactive “swarm” particle-picking in EMAN2 (“e2boxer.py”
program; [102]) and the IMAGIC suite for the complete 3D reconstruction [106].
Briefly, about 12000 boxed images (128 × 128 pixel) are routinely centered, filtered,
normalized and masked. A multi-reference-alignment function is then used to align all
the particles to a given number of references, generated from the dataset itself, and to
classify them, in order to get representative image averages of multiple orientations.
This process is iterated several times until the class set reaches a sufficient quality.
An angular-reconstitution function is then used to assign to every class the relative
angular orientation and/or point-group symmetry to start up a 3D reconstruction of
the object. This passage is iterated until all the classes display a coherent set of so-called
Euler angles, with respect to themselves and to the other classes. At this point, the
36
Cryo-electron microscopy (cryo-EM)
initial 3D reconstruction can be performed to build a first 3D volume. Using the last
2D projections from the 3D model as reference images, the whole procedure is iterated
overall to refine the 3D output cycle after cycle.
Cryo-electron microscopy (cryo-EM)
2.10 Plunge freezing
In 1984, Dubochet and colleagues revolutionized single particle EM by introducing
specimen vitrification: a small amount of sample solution is applied to a grid covered
with holey carbon film and quickly frozen by plunging the grid into liquid ethane [72].
The rapid cooling rate prevents the water from turning into crystalline ice. The
vitrified water preserves the specimen in a near-native environment, eliminating not
only specimen distortions due to dehydration and adsorption, but also the limitation
in achievable resolution associated with negative staining [69]. A drawback of
vitrification is the poor signal-to-noise ratio (SNR) in the images, that complicates
the study of small molecules especially [100]. Nevertheless, samples embedment into
vitreous ice gives the best preservation of interior features, leading all the way to
atomic resolution. Thus cryo-EM technique proves to be successful and accurate in
depicting biological structures [69].
A 4 µL droplet of purified Gln1 is applied onto the carbon side of Quantifoil®
holey-carbon grids 2/1 (2 µm hole size, 1 µm carbon layer between holes) that have
been cleaned by glow-discharging on both sides for 6 seconds.
In a freeze plunging Leica EM-GP (Leica), a 4µL droplet is applied on the carbon side
of a grid for 15 seconds and then briefly blot from the opposite side with filter paper
(Whatman) for a time of 0.7 to 1 second. After blotting, the grid is fastly plunged
into liquid ethane at -180 ̊C. The vitrified sample is then moved in LN2 and stored
in a cryo-box.
2.11 Image acquisition and 3D reconstruction
Micrographs are collected in MPI Biochemistry in Munich on a Cryo-TEM Polara (FEI)
operating at 300 kV, coupled to a 4K×4K Gatan K2 summit direct electron detector
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device (DDD, Gatan) and equipped with an energy filter (GIF, Gatan), that serves to
improve low-resolution contrast. Total electron dose is ~30 e-/Å2. The defocus range
used is from 2.5 to 4.0 µm underfocus, magnification is 61000×, yielding a final pixel
size of 1.93 Å/pixel on the specimen. Each micrograph is acquired in low-dose mode,
to minimize the amount of electron dose that the beam-sensitive biological sample is
exposed to, and in dose-fractionation mode [107]. Using the dose-fractionation movie
technology, every micrograph collected is a stack of subframes, also called movie.
This allows for post-processing correction of the electron beam-induced motion, that
otherwise results in a blur effect and subsequent degraded resolution.
In the present work, 35-frame stacks are recorded with a total exposure time of 7 sec
and a subframe recording time of 0.2 sec. Each subframe is recorded in super-resolution
mode, similar to super-resolution methods in light microscopy [108]. Super-resolution
in this case is achieved by computationally calculating the center of each electron event
on the DDD sensor with sub-pixel precision. The effective pixel size is half of the
physical pixel size, thus quadrupling the total effective number of pixels [107].
For the cryo-dataset of Gln1, 264 movies are acquired. After alignment and averaging
of subframes using the software K2align, kindly provided from the MPI Biochemie
in Munich, micrographs were processed with EMAN2.2 software [102]. About 24000
particles are picked and classified, using the workflow described in section 2.9.1,
with minor modifications, mainly due to the pixel size and inverted contrast of the
cryo-micrographs.
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Visualizing yeast’s cytoplasmic reorganization
Live cell microscopy shows that fluorescently labelled eIF2B enzymes are evenly
dispersed in log-phase growing cells, and concentrate into foci and elongated
structures when cells are treated for energy depletion for at least 15 minutes (Fig. 3.1).
10 µm
B -ATP
10 µm
A Control
Figure 3.1 The fluorescent signal of eIF2B is distributed differently between
stressed yeast cells and log-phase growing cells. (A) According to the fluorescent
signal, the GFP-labeled eIF2B complexes have a diffuse distribution throughout the cytoplasm
in log-phase growing and dividing cells. (B) On the contrary, the GFP fluorescence is
concentrated into condensed foci-like or elongated structures in stressed cells that have been
energy depleted for 15 minutes.
39
3.1 Quiescence is accompanied by reorganization of the cytoplasm
Shortly after replenishment of energy, the fluorescent foci and elongated structures
dissolve and cells re-enter into the cell cycle (Movie S1 in Appendix). This suggests
that it is a reversible phenomenon and that it might be part of a yeast energy-saving
strategy to endure extreme starvation conditions.
3.1 Quiescence is accompanied by reorganization of
the cytoplasm
Following the hypothesis that the organization of the cytoplasm can change
considerably, in particular under stress conditions such as energy depletion, I want to
visualize and describe these changes in the cell. In order to do so, I high-pressure freeze
yeast cells that have been treated by energy depletion for 15minutes. The cryo-fixation
allows rapid immobilization of all macromolecular components in the cell and avoids
introduction of significant structural alterations [69].
Electron tomographic reconstructions of ultra-thin sections of energy-depleted yeast
cells provide, for the first time, a glimpse of the massive rearrangements that happen
in the cytoplasm (Fig. 3.2 A and B). The structural comparison between log-phase and
energy-depleted condition shows a more crowded cytoplasm for the latter. This might
be caused by the increased number of lipid granules, that become smaller, fragmented
and irregular (Fig. 3.2 B and C). Also the presence of frequent membrane and tonoplast
invaginations, caused probably by loss of water and cellular shrinkage [21], and
accumulation of membranous elongated structures, clearly visible and more abundant
than in non-energy-depleted cells (Fig. 3.2 D), might contribute to cytoplasm crowding.
Interestingly, only in energy-depleted cells it is possible to recognize filamentous
structures that have a typical parallel arrangement. They appear as lighter electron
dense areas from which the widespread ribosomes are excluded, and vary in length,
also depending on the orientation of the cut section (Fig. 3.2 E). In general, these
structures are particularly obvious in tomographic reconstructions of yeast strains
overexpressing eIF2B and less pronounced in tomographic reconstructions of yeast
strains with endogenous expression of the enzyme. They seem to appear randomly in
the cytoplasm, without a fixed or preferential position. It is not uncommon, though,
to localize them in contact with vacuolar or nuclear membranes.
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Figure 3.2 Energy depleted yeast shows a great structural rearrangement in the
cytoplasm. The comparison of log-phase growing (A) and energy depleted (B) yeast cells
reveals that many structures in the cytoplasm undergo a drastic re-organization. (C) Lipid
granules get fragmented and irregular (white arrows) and a small filament-like structure
appear (green arrow). (D) Endoplasmic reticulum invaginations get more abundant and in
some instances they acquire a convoluted shape (white arrow). (E) Filamentous structures
appear in the energy depleted yeast, located in the cytoplasm and frequently visible (green
arrows). No filament has ever been seen in log-phase growing yeast in the present study.
N=nucleous, M=mitochondria, G=Golgi, Ves=vesicle, V=vacuole, F=fiducial beads.
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3.2 Ribosome density proves cytoplasmic crowding in
starved cells
From the reconstructed tomograms it is already visible that ribosomes aremore densely
packed in the cytoplasm of energy-depleted cells, respect to log-phase growing cells.
Given that ribosomes are in part responsible for biomass production and cell size
control [109, 110, 111], quantification of ribosomes can represent a valid method
to account for cytoplasmic crowding. The assumption of using ribosomes for this
quantification implies that their number does not decrease nor increase greatly in the
two different conditions of the study. To prove that there is no major change in the
number of ribosomes, a western blot (WB) is performed between energy depletion and
log phase growth conditions.
First, I quantify the ribosome density, namely the number of ribosomes per volume,
to account for cytoplasmic crowding happening in energy-depleted yeast. Ribosomes
appear in TEM tomograms as dotted highly contrasted structures in the cytoplasm,
an ideal property that allows to isolate them using a computational image analysis
approach. I developed an ImageJ macro that detects and quantifies ribosomes in the
cytoplasm (see section 2.5). The script is run on central 10-slice averages of five
tomograms of both control and energy-depleted cells. Images are processed using
a sequence of filtering, binarization, segmentation and particle detection, in order
to enhance and segment the high-contrasted ribosomes from other structures in the
cytoplasm.
Main steps and the result of the analysis are visible in Fig. 3.3: A and B show the
same central slice of a log-phase growing cell from the original raw tomogram through
threshold binarization (Fig. 3.3 A, left and right halves), until detection of ribosomes,
displayed as ellipses, without and with overlay of the original image (Fig. 3.3 B, left
and right halves); C and D show the same script run on the central slice of an energy
depleted cell. At the end of every run, the script gives a result table that sums up
features of each counted particle (area, diameter,…), as well as the total number of
ribosome particles that are counted.
Quantification of ribosome density shows an almost 2-fold increase in energy-depleted
condition, using both automated (Fig. 3.4) and manually counting methods (Fig. A.1
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Figure 3.3 Ribosome density proves cytoplasmic crowding in energy depleted cells.
Thesteps of ribosomes detection and quantification script are shown: (A, B) control condition;
(C, D) energy depletion. (A, C) Raw tomogram on the left, binarized image on the right. (B,
D) After detection of ribosomes, every counted ribosome is displayed as an ellipse on the
right; ellipses are overlaid on the raw tomogram on the left, to check for the accuracy of the
detection. The green arrow points at a small filament in the energy depleted yeast cytoplasm.
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and A.2).
Figure 3.4 Ribosome density increase in stressed yeast cells. The ribosome number
is increased of almost two fold, in the energy depleted cells, in respect of log-phase growing
cells. Five tomograms are analyzed per each condition. P-value**= 0.06.
Once the ribosome density quantification was done, I performed a WB to quantify
the relative number of total ribosomes in the two different conditions. I imaged
GFP-tagged eIF2B strains tomonitor and validate the stress condition in both log-phase
and energy depletion. As expected the fluorescent signal is diffuse in log-phase
growing cells, while it is concentrated in puncta and elongated structures in cells
undergoing energy depletion (Fig. 3.5 B).
The WB is done in both wild-type and GFP-tagged eIF2B strains, to test wether the
two strains have a different ribosome production or degradation level, and every step
of the experiment is performed in parallel on both strains.
The chosen ribosomal antibodies are specific against RPL32, a protein of the ribosome
large subunit 60S, and RPS4a, a ribosomal protein of the small 40S subunit. In the
second case, I used a polyclonal antibody directed at the interface between the S4a
protein of the small ribosomal subunit and the L30 protein of the large (see also section
2.7), to quantify both small and large ribosomal subunits in parallel. The WB confirms
that there is no major change in the number of ribosomes between log-phase and
energy-depleted yeast cells in both GFP and WT yeast strains (Fig. 3.5 A).
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Figure 3.5 Western blot shows equal content in ribosomal proteins between control
and stressed cells. (A) The WB shows relative equal amount of small RPS4a and big
RPL32 ribosomal subunits in log-phase growing (Ctrl) and energy depleted (ED) cells, in
both wild-type and GFP-tagged eIF2B strains. 3-phosphoglycerate kinase (PGK) is the
loading control. (B) GFP-tagged eIF2B yeast is imaged before western blot quantification,
to validate control and stress conditions, through diffused (GFP Ctrl) and condensed (GFP
ED) fluorescent signals.
3.3 eIF2B organizes in bundles of filaments in
energy-depleted cells
To investigate the ultrastructure of the condensed form of GFP-tagged eIF2B in the
energy depleted cells, I took advantage of a correlative light and electron microscopy
(CLEM) approach. Fluorescence light microscopy (FLM) is an ideal tool to localize
condensed fluorescent signals within the cytoplasm. However, FLM does not provide
enough resolution to visualize the structure of these protein assemblies. Moreover, it
can only highlight regions of interest, leaving the cellular context in the dark. Coupling
of FLM to EM allows to recover the position of the fluorescent signal of eIF2B and
visualize the ultrastructure of the same biological structure in its cellular context and
at higher resolution. Therefore, correlation between light and electron microscopy of
cells expressing eIF2B-GFP is fundamental in this study to locate the fluorescence and
identify structures of interest.
Tomographic reconstructions of GFP-tagged eIF2B overexpressed samples (strain 1 in
Table 2.1), show that the condensed fluorescence corresponds to bundles of filaments,
visible in the cytoplasm as a pattern of less electron-dense parallel stripes (Fig. 3.6 and
Fig. A.3). In some cells is possible to identify more than a single filamentous structure.
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Figure 3.6 The GFP-eIF2B signal correspond to bundles of filaments. (A, A-II, F)
Fluorescent GFP-eIF2B signal is overlaid on low-magnification micrographs in two distinct
positions on the grid. (B, D, G) Magnified overlay of the highlighted cells in A, A-II and F
is shown. (C, E, H) tomographic reconstructions of the identified cells show the filamentous
structures correlated to the fluorescent signal.
Green arrows point at GFP-eIF2B filaments; white arrow points to an unlabeled bundle of
filaments. These filaments have a differentmorphology than eIF2B filaments and their protein
content is unknown.
46
3.4 eIF2B filaments are polymers of the eIF2B complex
However, not all the cells imaged in EM present such characteristic structures in the
cytoplasm, as expected from the fluorescencemicroscopy signals. This is due to the fact
that in EM is possible to image only thin sections of cells, that comprise only 10-20%
of their total volume. Cell sectioning is another reason for the various shape and size
of the filamentous structures, that depends on the orientation of the bundle the cut
section.
Interestingly, in one of the correlative tomograms of an energy-depleted yeast cell, I
found a different type of filament, as shown in Fig. 3.6 G and H (white arrow). The
identified bundle doesn’t correspond to a fluorescent signal and its structure appears
different compared to eIF2B filaments: stripes are parallel, lay closer to each other and
don’t show any particular zigzag shape nor periodicity of any kind.
In this study, this is the only observation of a different type of filament found in energy
depleted yeast. Despite the rarity of this event, it is reported that many metabolic
enzymes are able to self-assemble into ordered mesoscale structures, and this might
be another one of them.
3.4 eIF2B filaments are polymers of the eIF2B complex
Since the filaments are repetitive in the bundle and present in multiple copies in
every tomogram, the resolution of the 3D model can be improved by subtomogram
averaging. Cubic subtomograms of 54×54×54 voxels are extracted from the tomograms
at 13 nm periodicity. After multiple rounds of subtomogram alignment and averaging,
a final 3D model is reconstructed, that reveals a zigzag periodical and symmetrical
structure, that reproduces the same pattern visible in the raw tomograms (Fig. 3.7).
From the unmasked model, it is possible to measure the center-to-center distance
between neighboring fibers, that shows a variance of 20 to 25 nm. Moreover, it
is possible to identify connections between filaments, distributed without specific
repeats or orientations. This organization might contribute to keep distance and
pattern of neighboring fibers in the bundle (Fig. A and B in 3.7).
The regularity of the inter-filament packing is already visible in the cross-section
views of bundles in the tomogram: central filaments are usually surrounded by six or
seven equidistant filaments (Fig. 3.8).
EIF2B filaments in the tomogram have been segmented using the AMIRA® software
for 3D Visualization and Analysis. The segmentation was automated using a
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Figure 3.7 The structure of bundles and filaments is revealed by subtomogram
averaging. (A) Cross-section of the unmasked 3D model, showing the tight packing of the
filaments and the center-to center distance of ~25 between the central filament (in red) and
the neighboring ones (in blue). (B) The longitudinal view of the filaments shows the zigzag
shaped structure of the central filament. Lateral connection are visible between the central
filament and the surrounding filaments. (C) The masked 3D model of the central filament
reached a ~3.6 nm resolution (Fig. A.6) and shows a periodicity of ~14.5 nm.
Figure 3.8 Cross sections of eIF2B bundles show the filaments arrangement. (A, D)
By rotating the tomographic view (A, B, C) into cross sections (D, E, F), a regular pattern of
eIF2B filaments in the bundles emerges. (E, F) From the positions highlighted in green in
Figg. B and C, cross sectional views of the segmented filaments in the bundle are shown.
Green dots correspond to filaments.
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cylindrical mask with size and diameter of the filaments. In the segmented model, the
cross sections of filaments are quite regular, and maintain an overall constant distance
between each other in the bundle, as shown in Fig. 3.8, E and F, where the green dots
correspond to automatically traced filaments.
In order to refine the structure of the central filament in the 3D model, I applied a
tight central mask of 10 nm in radius before a last alignment iteration. The analysis of
the masked model shows a slightly more detailed filament in which particles repeat
every 14.5 nm on average (Fig. C in 3.7).
3.5 Filaments are found in wild-type energy-depleted
cells
Fluorescent proteins have a natural dimerizing affinity and tend to form higher order
aggregates [112, 113]. This property is problematic in applications in which the
fluorescent protein is supposed to be used as an inert mean to visualize cellular
localizations, dynamics, and behavior, without production of artifacts.
As a proof that eIF2B self-assembly happens intrinsically, and to exclude that filament
formation is caused or enhanced by the GFP-tag, two complementary approaches are
explored: indirect immunofluorescent labeling of eIF2B, using an HA epitope tag, and
direct in situ electron microscopy imaging of the native untagged eIF2B.
For the indirect approach, I used two HA-tagged strains, where the tag is positioned
on two different eIF2B subunits: the regulatory subunit α (Gcn3), and the catalytic
subunit γ (Gcd1). The use of two different strains provide a control on both regulatory
and catalytic subunit behavior.
In fluorescence microscopy, both energy-depleted strains, without presence of GFP,
continued to form puncta and filamentous structures, confirming that GFP was not
responsible for causing eIF2B self-assembly (Fig. 3.9).
In the direct EM approach, I energy depleted wild-type untagged eIF2B yeast cells,
at overexpression or endogenous levels (strain 2 and wild-type in table 2.1), and
processed them using the high-pressure freezing workflow for untagged samples
(section 2.2.1). I found widespread bundles as large as those found in the CLEM
samples, in cells overexpressing eIF2B (Fig. A in 3.10). In wild-type cells with
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10 µm
B
10 µm
A GCN3 - α   GCD1 - γ   
Figure 3.9 Filaments appear in immunofluorescent labeled cells treated for energy
depletion. Immunolabeled HA-tagged eIF2B on GCN3-α and GCD1-γ subunits prove that
the fluorescent signal in the cytoplasm of energy depleted cells is condensed in both strains,
in absence of GFP-tag.
200 nm
B
400 nm
A
Figure 3.10 Yeast cells show bundles of untagged eIF2B filaments. (A) Tomographic
slice of an energy depleted cell shows a big eIF2B bundle in the overexpressed yeast strain.
(B) A smaller bundle of untagged eIF2B filaments is visible in amicrograph of energy depleted
wild-type yeast cell.
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untagged eIF2B complexes at endogenous levels of expression, the bundles were
smaller and, consequently, less widespread, resembling what might happen to native
eIF2B complexes in the stressful situation of energy depletion (Fig. B in 3.10 and
Fig. A.4).
Structural analysis of filament forming enzymes
Sample preparation is a crucial step in structural TEM analysis, because of stringent
requirements of homogeneity, high concentration and purity of particles. In the
present study, I developed new purification protocols suitable for structural analysis
specific for both eIF2B and Gln1 complexes.
3.6 Purification of eIF2B complexes
Purification of eIF2B complex using the baculovirus/insect cells system gives the best
results in terms of purity and concentration. The Blue comassie staining of the
purification steps, from total protein to eluted protein, shows clearly the 5 bands of
eIF2B subunits (Fig. 3.11).
Figure 3.11 Blue comassie staining
gel of eIF2B purification. The lanes
represent: 1. total protein; 2. supernatant;
3. flow through; 4. elution and 5.
sample from the Bradford assay. The bands
correspondent to the 5 subunits of eIF2B are
clearly visible and labeled in lane 4 and 5.
The protein concentration after elution is already 1.38 mg/mL. From the elution bands
(lane 4 in Fig. 3.11) it is possible to notice that the plasmid containing the catalytic
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subunits of eIF2B, γ and ε, ismore expressed than the plasmid containing the regulatory
α, β and δ subunits. The excess of catalytic sub-complex, that contains the His-tag,
saturates the less expressed regulatory sub-complex, making most of the His-eIF2B
heteropentameric complexes available for purification at high yield.
The excess of catalytic subunits is cleared out using size-exclusion chromatography.
With this chromatography technique, molecules are separated based on their size by
filtration through a gel of spherical porous of specific size and distribution. Small
molecules diffuse into the pores and their flow through the column is retarded, while
large molecules avoid the pores and are eluted earlier. Consequently, molecules are
eluted in order of decreasing molecular weight (MW) [114].
In the improved purification protocol, the size-exclusion chromatography run allows
me to separate protein aggregates, dimers, monomers and single subunits of eIF2B.The
four fractions are represented in Fig. 3.12 as four peaks.
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Figure 3.12 Size-exclusion chromatogram of eIF2B. The chromatogram shows two
distinct peaks and two shoulder peaks. From left to right: the first small shoulder represents
big aggregates of protein. The second shoulder and the highest peak correspond to the ~ 600
KDa molecular weight (MW) of the heterodecameric dimer of eIF2B. The last small peak on
the right probably correspond to eIF2B monomers, followed by smaller single subunits.
In this case, differently from Gln1, the first small shoulder that corresponds to big
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aggregates of protein, does not correspond to polymer of eIF2B. Nevertheless, the
highest peak represents dimers of purified eIF2B. Therefore, pulled fractions from the
main peak are used for TEM imaging, after a mild fixation step through a sucrose
gradient, GraFix [98]. The GraFix protocol for fixation of fragile complexes gives
the most homogeneous eIF2B particles for single particle analysis. In negatively
stained micrographs it is possible to recognize homogeneous single particles of eIF2B
at optimal concentration on the grid (Fig. 3.14 A). The quality of particle imaged
makes them good candidates to be picked and used for a first single particle analysis
evaluation.
3.7 Single particle analysis of eIF2B
Freshly purified and fixed samples of eIF2B are negatively stained and imaged in
TEM. eIF2B dimers are easily visible in the micrographs and their size corresponds
to ~20 nm (Fig. 3.13 A). A small dataset of 10732 picked particles is used to get a low
resolution model of the complex using the single particle analysis software EMAN2.2
(see section 2.9.1). An initial 3D model is obtained from the 2D boxed particles
after alignment, classification and back projections, without giving any reference nor
symmetry information.
EIF2B particles, in fact, are expected to organize in dimers of heteropentameric
subunits, as indicate by the eIF2B crystal structure of Schizosaccharomyces pombe.
Thus, eIF2B protein are thought to have a 2-fold rotational symmetry (cyclic C2), since
it is a dimer of two heteropentameric subunits [115]. However, after manual picking
and 2D classification of the particles, it is clear that only some of the eIF2B orientations
show an obvious two-fold symmetry. Some of the lateral and intermediate views are
not symmetrical, with a smaller lobe on one side and a bigger one on the other side.
This might be due to a possible flattening artifact of the negative staining (Fig. A.8), or
it might be a characteristic of the complex. Therefore, in order to avoid bias by forcing
a C2 symmetry during the analysis, I input no information on the symmetry of the
complex in the software for single particle analysis. I used a generic C1 parameter, as
for the analysis of an asymmetric structure, and obtained a final refined model with
17 Å resolution (Fig. 3.14, Fig. A.7 and Movie S2).
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Figure 3.13 Steps of the single particle analysis on eIF2B. (A) Negatively stained
eIF2B dimers are present in three different orientations in the micrograph: line=top
view, dashed=lateral view, dotted=back view. (B) After picking, aligning and averaging,
representative classes of the of the single particle different orientations are shown. (C) The
gold standard resolution of eIF2B 3Dmasked envelope is ~17 Å at Henderson’s gold-standard
resolution cutoff 0.143.
5 nm
DCBA
90˚ 90˚ 90˚
Figure 3.14 3D envelope of eIF2B. Four representative views of the 3D envelope show a
quasi-simmetrical bilobated structure of the dimeric eIF2B.
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3.8 Purification of Gln1 complexes
TheGln1 homodimeric complex is purified directly from yeast following an established
protocol for biochemical analysis [19]. I modified the protocol to improve quantity and
quality of the purified sample for structural analysis.
I raised up the amount of the initial yeast culture to 6 L, I lyse the cells by mechanical
grinding at cool temperature, instead of chemical disruption in lysis buffer. After
protein extraction, a size exclusion chromatography is run in order to sieve and further
purify the extracted proteins. With the new improved purification protocol I obtain a
high yield of purified Gln1, concentrated between 1-1.5 mg/mL.
The graphic of the size-exclusion chromatography run shows two peaks: the high peak
corresponds in molecular size to Gln1 homodecameric single particles (Fig. 3.15).
Gln1
filaments
monomers
Figure 3.15 Size-exclusion chromatogram of Gln1. The chromatogram shows two
distinct peaks: the highest peak on the right correspond to the 420 KDa molecular weight
(MW) of Gln1 monomers. The small peak on the left represents protein aggregates of bigger
molecular weight, corresponding to short polymers of Gln1.
The smaller peak represents bigger size particles (or molecular weight). This peak
could correspond to accumulated proteins, aggregates or polymerized particles. Both
peaks have been pulled down and imaged in TEM at room temperature and cryogenic
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temperature. The homodecameric structure of Gln1 is easily distinguished in electron
micrographs of both negatively stained and cryo-EM datasets, analyzed by single
particle analysis.
3.9 Single particle analysis of Gln1
Homogeneous and intact Gln1 macromolecules, pulled down from the higher peak of
the size-exclusion chromatography, are prepared in negative staining for observation
at the TEM. I acquired micrographs with a 100 kV TEM (FEI Tecnai12) at 49000×
magnification and a range of defocus values (0.5-1.5 µm). I analyzed the dataset using
two different single particle analysis tools (EMAN2 [102], IMAGIC [106]). In this way
I obtained several initial and a refined models.
The 3D reconstruction of Gln1 revealed a large decameric complex with average
diameter of 12.5 nm. The ten subunit of the complex, 82.8 KDa each, are arranged in
two opposing pentagonal rings, each resembling a 2D pinwheel. The two rings are
assumed to be face-to-face forming a closed space group.
From the cryo-EM dataset about 24000 particles were picked, classified and processed
in EMAN2 software [102]. The resulting class averages revealed different details than
those derived from negatively stained sample (Fig. 3.16). After iterative refinement
of the orientation parameters using a 50Å low-pass filtered reference map of Gln1,
generated from the deposited atomic model (PDB code 3FKY, [57]), and an imposed
symmetry of D5 (Gln1 is a dimer of 5 subunits = D5 symmetry), the 3D model was
reconstructed. The plot of the Euler angle distribution, though, revealed that a large
fraction of the vitrified complexes assumed a preferred orientation, most probably
caused by the limiting space of a very thin layer of ice in the sample vitrification
(Fig. A.10). Thus, an insufficient number of complexes adopted top or intermediate
orientations; for this reason, the poor range of different views cannot define the overall
Gln1 cryo-structure. Gln1 complexes adopt a preferential orientation in the vitrified
samples, which leads to a poor range of views and prevents the reconstruction of
high-resolution models. However, I was able to improve the final 3D reconstruction of
the negatively stained dataset to a resolution of ~5.7 Å, as determined by Fourier shell
correlation (Fig. 3.17, Fig. A.9 and Movie S3).
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Figure 3.16 Steps of the single particle analysis onGln1. (A) Gln1 particles are present
in three different orientations in the cryo-EM micrograph: line=top view, dashed=lateral
view, dotted=intermediate view. (B) After picking, aligning and averaging, representative
classes of the different orientation of the particle in the vitrified ice are shown. (C) The gold
standard resolution of the Gln1 3D model is ~5.7 Å at Henderson’s gold-standard resolution
cutoff 0.143.
Figure 3.17 3D model of Gln1. Top and lateral representative views of the 3D model of
the heteropentameric Gln1, reconstructed from the cryo-EM dataset.
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3.10 Gln1 forms filaments in vitro
In the purification protocols of eIF2B and Gln1, I added a size-exclusion
chromatography step to refine the purified proteins and separate different populations
of the complexes (i.e., monomers, homopentamers, homodecamers and bigger
aggregates).
In the case of Gln1, I pulled down the peak in the size-exclusion chromatogram
that corresponds to big molecular weight molecules. I imaged the solution in both
negatively stained EM and cryo-EM and I could prove that the peak corresponds
to polymers of Gln1 (Fig. 3.15). Indeed, in both negative stained and cryo-EM
micrographs, it is possible to identify Gln1 complexes stacked in pairs or in short
filaments, interacting back-to-back between each other (Fig. 3.18).
A B
C
Figure 3.18 Gln1 self-assembles in vitro. (A) Negatively stained short assemblies of
Gln1. The longest comprise 4 to 5 homodecamers. (B and C) Vitrified assemblies of Gln1
imaged in cryo-EM. Some of the polymer reach ~100-150 nm in length. Scale bars: 50 nm.
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4.1 Yeast cytoplasm reorganizes in response of stress
Since a great number of metabolic reactions and signaling processes take place in the
cytoplasm, every change in its physical and chemical properties will affect cellular
life and function. It has been recently proposed that the cytoplasm behaves as a
liquid at the transition between a liquid-like and solid-like, or glass-like state [116,
117]. However, the physical nature of the cytoplasm is still an open debate in Biology.
Recent findings indicate that the dynamic organization of the cytoplasm can change
considerably, in particular when cells are under stress conditions, such as nutrient
starvation, energy depletion and during quiescence [19, 21, 118].
In this study, I demonstrate that energy depletion affects the organization of the
cytoplasm in yeast cells. In yeast, the transition from proliferation to quiescence
requires not only drastic metabolic changes but, as I show in the present work, also a
complete remodeling of various cellular structures. The large structural modifications
I observe and describe, are reproducible and can be used as clear indicators of a
“stressed” cell.
One of the predominant structural changes that I observe in yeast cells grown in
log-phase and suddenly devoid of energy, is the massive presence of membranous
structures in the cytoplasm. Fragmented and irregular vesicles, plasma membrane
invaginations and elongatedmembranous structures appear or becomemore abundant
in these stressed yeast cells.
Lack of nutrients is a typical condition for cells in stationary phase. Interestingly,
membranous structures have already been reported to progressively accumulate
during yeast maturation, as a prominent feature of stationary-phase cells [25].
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A dynamic reorganization of intracellular membranes is reported to occur during
the autophagy process, a bulk protein degradation mechanism, stimulated by
starvation, that contributes to cell survival by recycling constituents and maintaining
energy levels [119]. During autophagy, an autophagosome is formed, a double or
multi-layered membrane structure that sequesters portions of cytoplasm and degrades
it by fusion with the vacuolar membrane in yeast [120]. In some of my tomographic
reconstructions of cells energy depleted for at least 15 minutes, it is indeed possible to
observe big double membrane vesicles that contain packed ribosomes (Fig. A.5). The
vesicles and other membranes accumulations that I observe could be an early step in
the autophagy process.
Another feature observed in this study, only in the energy-depletion condition of the
cells, is the formation of filamentous structures, that appear elongated and tightly
packed. These structures might be involved in protein compartmentalization, a
survival mechanism to silence their functions and protect them from degradation.
Therefore, I propose that the formation of filamentous structures can be a strategy for
protein and metabolic enzymes to escape the autophagosome-mediated degradation.
The filaments, in fact, are big structures that can hardly be engulfed in the
autophagosome vesicle. Therefore, stress-induced compartmentalization can protect
metabolic enzymes from degradation that can occur through autophagy.
4.2 Ribosomes density is a measure of increased
macromolecular crowding
The concentration of macromolecules in the cytoplasm is estimated to be ~200–350
mg/mL, which amounts to a macromolecular crowding of up to 40% of the cell
volume [121].
The high concentration of molecules in the cytoplasm can entropically favor
molecular interactions, thereby accelerating molecular reactions [122, 123]. For
instance, it has been shown in vitro that oligomerization of spectrin [124], actin [125]
and tubulin [126] is enhanced in concentrated solutions of dextran. Likewise,
self-association of fibrinogen and oligomerization of FtsZ-GDP are enhanced by the
addition of concentrated solutions of BSA [126] or carboxyhemoglobin [123, 127].
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Therefore, an increase in the crowding within the cytoplasm of yeast stressed cells,
could represent one of the physical parameters that promote filaments and bundles
formation.
However, excessive crowding can also dramatically decrease molecular motion,
resulting in steric hindrance of binding sites and consequent reduced rate of
molecular reactions [128, 129, 21]. Thus, changes in molecular crowding can have
profound effects on cell physiology [130].
In this work I chose to quantify the ribosome density in the cytoplasm as a measure
of the increased macromolecular crowding in energy depleted yeast cells. In yeast,
ribosomal proteins are highly abundant [131] and, due to the negatively charged
rRNA, they appear as very contrasted structures when imaged in transmission electron
microscopy. This allowed me to develop a segmentation and counting script to
automatically detect and quantify ribosomes in the tomograms. Using the script, I
have measured an almost 2-fold increase in ribosome density for the energy-depletion
condition, without significant changes in total ribosome number between control and
stressed conditions.
This finding is in contrast with what reported from Simpson and Ashe (2012).
Briefly, they state that one of the consequences of translation inhibition, caused by
glucose depletion stress in S. cerevisiae, is the decrease in the number of ribosomes.
They attribute this decrease to a combination of reduced translation and increased
degradation of ribosomal proteins/mRNAs [132]. However, a study on yeast during
post-diauxic shift growing phase by Kuhn et al (2001), cited by Simpson and Ashe
(2012), reports a decrease in the amount of polysomes and a consequent accumulation
of 80S monosomes and ribosomal subunits. Analyzing the amount of mRNAs that
encode for ribosomal proteins (RP mRNAs) in the cells, Kuhn et al. (2001) found a
redistribution of polysomal RP mRNAs into nonpolysomal fractions, after the carbon
source shift, rather than a decrease in total ribosomes [133].
This result is in line with my finding that the overall number of ribosomes does
not change drastically in the cytoplasm of log-phase growing and energy depleted
yeast cells, validating the difference in macromolecular crowding between the two
conditions.
Yeast cells grown in poor nutrient media are significantly smaller than those grown in
rich media [134, 109]. Interestingly, a correlation has been found between ribosome
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concentration, cell size and lifespan of yeast cells: cells that increase more in size
have diluted concentrations of ribosomes, and a shorter lifespan, while cells that have
greater ribosome concentrations are in fact smaller, and seem to live longer [135]. An
explanation of this behavior may be that dilution or concentration of certain molecular
constituents, reflected in the cell size, affects the lifespan of a cell. Therefore, smaller
cells might adopt this “shrinking strategy” that compacts ribosomes and cytoplasmic
constituents as part of a survival strategy.
Increased macromolecular crowding, that changes the physicochemical properties of
the cytoplasm, might represent one of the evolved adaptations and survival strategies
for cells to regulate quiescence entry and exit.
4.3 eIF2B forms filaments as a survival strategy
Macromolecular crowding can increase the molecular association rates of
proteins [127]. Since I demonstrated that macromolecular crowding is increased in
energy depleted yeast cells, I expect to see increased associations between proteins as
well. In fact, using correlative light and electron microscopy (CLEM), I show that the
stress-induced fluorescent structures formed by GFP-tagged eukaryotic translation
initiation factor 2B (eIF2B) are self-assembled formations of the enzyme (Movie S5).
More in detail, the dimeric form of eIF2B self-assembles into filaments with a defined
periodicity that can reasonably accommodate dimers of eIF2B. The filaments associate
by lateral interactions between them, forming large-scale biological structures of
entire bundles. The bundles show a regular pattern in their packing, as seen in the
cross section of the structure (Fig. 3.8). Frequent inter-filament connections are
visible in the bundle. These links contribute to keep the distance between neighboring
fibers in the bundle, impeding them to lye parallel and adjacent to each other, and
excluding a tight zip-like mechanism of interaction. Therefore, the inter-filament
links generate the regular pattern of neighboring fibers in the bundle.
Themodel obtained by subtomogram averaging has a resolution of ~3.6 nm, which does
not allow a precise fitting of the eIF2B atomic model of Schizosaccharomyces pombe.
In spite of this, the overall shape of the S. pombe crystal structure and of the single
particle 3D envelope reasonably fits in the periodic zigzag structure of the 3D model
of the filament (Fig. A.6 and Movie S4). For this reason, eIF2B filaments might indeed
be composed of eIF2B dimers only, in a pure self-assembly process. However, I cannot
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exclude the presence of other small molecules that might fit in the structure of the
filament. In Noree et al. (2010), fluorescence co-localization experiments demonstrated
that the tagged representative subunits of eIF2B and eIF2 complexes are present in the
same bundle [136, 18]. EIF2 is a 126 KDa trimeric complex, smaller than the dimeric
eIF2B (~600 KDa), but still too big to fit in the 3D reconstruction of the eIF2B filament.
Therefore, eIF2 might shuttle in and out of the eIF2B bundle of filaments, or it might
be involved in transiently nucleating or stabilizing eIF2B polymerization, and then
dissociating from the bundle.
The use of fusion proteins and the property of the chosen tag can affect the solubility
and interactions of the tagged protein [15]. In extreme cases, the fluorescent tag itself is
responsible for the assembly, as in the case of Clp proteases. These proteins have been
shown to form biologically relevant foci across a range of bacterial species. Several
independent tests though, using immunofluorescence microscopy and less intrusive
tags, demonstrated that the fluorescent protein was causing clustering artifacts [137].
Therefore, structures discovered by fluorescence localization need to be confirmed by
orthogonal, preferably tag-free, methods to verify their biological relevance.
I used wild-type untagged eIF2B yeast strains to show the presence of filaments that
have the same structure, pattern, diameter and periodicity as the GFP-tagged filaments.
When not overexpressed in the wild-type, the filamentous structures are rarer and
less pronounced than those found in the overexpressed strains. This reflects the
endogenous expression of the enzyme in the cells and confirms the intrinsic capability
of eIF2B to self-assemble in stress yeast cells.
The formation of these mesoscale structures might have an important role in
metabolism regulation in many organisms. Studies in bacteria, yeast, fruit fly and
mice show that the universally conserved CTP synthetase (CtpS) forms assemblies
to inhibit its own activity, as a negative feedback regulatory mechanism [138, 139,
18]. It has been shown that CtpS polymerization sterically hinders a conformational
change necessary for its function, therefore silencing its activity by occluding the
catalytic domain of the enzyme [140]. CtpS filament-formation is an example of how
the formation of higher-order assemblies by metabolic enzymes may represent an
additional general mechanism for modulating enzyme activity.
Many other enzymes have been reported to form higher-order structures that may
behave similarly to CtpS [17, 19]. Since my data shows that the enzyme eIF2B is also
able to form filaments, I propose that eIF2B self-assembly, under energy depletion
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conditions, is a mechanism to regulate its metabolic activity.
Even though the details of filament formation mechanism are not yet known, the
stress-induced acidification of the cytoplasm is a strong alert for the cell. The pH drop
is a signal that, due to a shortage of energy, cells must lower their metabolism and
shut down all energy demanding reactions, such as transcription and translation. In
the presence of low pH, the charges and solubility of cytoplasmic protein decrease [19,
21], and this might be the trigger of the filament formation.
There are at least three distinct mechanisms by which polymerization can regulate
enzymatic activity: (1) polymerization may induce conformational changes that
destabilize the active form, (2) protein–protein interactions in the polymermay occlude
active sites, and (3) polymerization may inhibit interactions with accessory factories
that regulate enzyme activity. To test which mechanism is the one adopted by
the filament forming enzymes, structural informations at molecular resolution are
required.
4.4 Molecular analysis of filament forming enzymes
A high resolution characterization of the molecular structure of eIF2B and Gln1
complexes, can greatly help to understand how polymerization regulates their
enzymatic activities. For this reason, I analyzed the structures of the enzymes through
single particles analysis.
The eIF2B purification for structural purpose was successful and I could reconstruct
a 3D envelope from a negatively stained dataset. The 3D envelope of eIF2B did not
reach resolutions high enough (17 Å) to provide molecular details on the enzyme
conformation in the assemblies. However, the overall shape of the complex, that
emerged from the reconstruction, fits reasonably well in the periodicity of the filament
3D model. This confirms that eIF2B self-assemble in filamentous structures.
One of the limit of the negatively stained dataset is the preferential orientation that
molecules adopt, since they lie on a carbon coated grid, and are flattened by the
heavy metal staining solution. Indeed, in the single particle analysis of eIF2B very
few particles were showing the back view of the dimer (Fig A.8). Therefore a dataset
acquisition from vitrified samples of eIF2B is necessary, and is still ongoing work.
Single particle analysis on a vitrified dataset acquired by cryo-EM will allow me to
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overcome the artifacts arising from the negative staining and improve the resolution
of the reconstructed model.
The 3D model reconstruction of Gln1 was obtained from a cryo-dataset and it reached
a fairly good resolution of 5.7 Å. The obtained 3D model encloses the deposited
crystal structure of Gln1 reasonably well (PDB code: 3FKY, [57]), even though some
parts of the atomic model are excluded from the volume (Movie S3). The crystal
structure of Gln1 is a truncated version that lacks the first 19 N-terminal amino acids
(residues 19–370), thus it might be that the displacement is due to rearrangements
of the monomeric structure around the missing peptides. However, the 3D model of
Gln1 can be further improved by acquisition of a cryo dataset on a specimen with
thicker ice, in order to have a greater variety of randomly oriented particles of Gln1
in solution. The present dataset, in fact, shows a major population of lateral views of
the particle, due to the very thin ice that forced Gln1 homodecamer to be frozen in
that orientation (Fig. A.10). The improved vitrification, acquisition and single particle
analysis of Gln1 is ongoing work.
Finally, the highly symmetrical quaternary structure of the glutamine synthetase Gln1
favors back-to-back interactions between complexes, resulting in the in vitro filament
formation. The self-assembly is probably induced solely by the high-concentration of
protein in solution, aided by the symmetry of the of the homodecamers (Fig. 3.18).
4.5 Outlook
Cells seem to have evolved adaptation and survival strategies to enter and exit
quiescence by changing the physicochemical properties of the cytoplasm via
macromolecular crowding. Sudden changes in the environmental conditions, like
an abrupt energy depletion in log-phase growing yeast cells, can cause remodeling
of inner cellular structures and increase crowding in the cytoplasm, as seen in this
study. It remains to be investigated whether similar behaviors are found, for example,
in single-cell organisms lacking cell walls or, more challenging, in multicellular
organisms.
The increased macromolecular crowding can compact molecules and force molecular
interactions between cytoplasmic components, triggering filament formation of
several metabolic enzymes. Using the metabolic enzyme eIF2B as an example, I
could prove that filament formation is a reversible enzyme-specific self-assembly.
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4.5 Outlook
The possible roles for the stress-induced self-assembly are: (1) storage compartments
for the enzymes, (2) mechanism of inhibition of their normal activities through
polymerization and (3) mechanism of protection from degradation by denaturation
or autophagy. It remains to be determined what is the mechanisms that allows the
enzymes to detect stress at the molecular level and how widespread the phenomenon
of enzyme polymerization is, raising the interesting possibility that other proteins may
exhibit some level of self-assembly.
The concepts of macromolecular crowding and self-assembly in the cytoplasm can
potentially change our overall understanding of the cellular environment. Current
scientific knowledge of these phenomena, though, has just began to rise and I believe
that the contribution of structural biology is and will continue to be fundamental for
the next discoveries in this newborn cellular biology field.
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Supplemental figures
Figure A.1 Manual method for ribosome counting. In FIJI [93], a 300 × 300 nm grid is
superimposed on the central slice of a tomogram. Ribosomes inside 5 squares are counted.
At the borders of each square, only ribosomes in the upper and left edge are included in the
count. (A) Yeast control cells have usually 50-70 ribosomes per 300 nm2 area. (B) Energy
depleted yeast cells cells have usually 100 or more ribosomes per 300 nm2 area. White arrow
highlights a filament in the stressed cell.
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Figure A.2 Plot of the manual
ribosome counting. The result of the
manual ribosome counting is shown in the
plot. Five tomograms are analyzed for each
condition. The almost two-fold increase in
ribosome density in the stressed yeast cells
is confirmed.
A B C
Figure A.3 Filaments of GFP-tagged eIF2B overexpressed energy depleted yeast
cells. Averages of 20 tomographic slices of GFP-tagged eIF2B overexpressed yeast cells
showing big bundles of eIF2B filament in the cytoplasm. Scale bars: 200 nm.
A B C
Figure A.4 Filaments of WT energy depleted yeast cells. Averages of 20 tomographic
slices of wild-type eIF2B overexpressed (A) and not overexpressed (B and C) yeast cells
showing bundles of eIF2B filament in the cytoplasm. Scale bars: 200 nm.
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200 nm
Figure A.5 Vesicle containing
ribosomes in a stressed yeast
cell. A double membrane vesicle is
highlighted with a white arrow. It
contains tightly packed ribosomes,
visible in the lumen. Therefore,
it might be identified as an
autophagosomal vesicle, probably in
the process of bringing its content
to the vacuole for degradation. The
green arrow points to a filament in
the cytoplasm.
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Figure A.6 Gold standard resolution FSC plot of eIF2B subtomogram averaging
On the left: the 3D model of eIF2B filament reconstructed by subtomogram averaging. In
red blue and green, atomic model of the dimeric eIF2B from S. pombe are fit in the model
following the periodicity (PDB: 5B04, [115]). On the right: the estimated resolution of the 3D
model is ~3.6 nm at Henderson’s gold-standard resolution cutoff 0.143.
69
Figure A.7 3D envelope of eIF2B. The fitting of atomic model of eIF2B from S. pombe in
the 3D envelope, shown in four representative views (PDB: 5B04, [115]). The low resolution
of the reconstructed 3D envelope of eIF2B does not allow a precise fitting, but the overall
shape of the dimeric complex is conserved.
A B
Figure A.8 Euler angles distribution of eIF2B single particle orientations. (A) The
distribution of the cylinders on the hemisphere correspond to the distribution of different
orientations (Euler angles) of the single particle eIF2B in the negatively stained dataset. The
height of the cylinder represents the number of particles in the specific orientation. The red
cylinder represent a top view of eIF2B, one of the most populated orientations, shown in the
inset. (B) The red cylinder represent a back view of eIF2B, one of the rarest orientations,
shown in the inset. This is missing probably because of the preferential orientation of the
eIF2B complex on the the grid.
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Figure A.9 3D envelope of eIF2B. The fitting of atomic model of Gln1 in the 3D model,
shown in four representative views (PDB: 3FKY, [57]). Despite the discrete resolution of the
Gln1 reconstructed 3D model from a cryo-dataset, the fitting still shows some domains not
included in the volume. The overall shape of the homopentameric complex is conserved.
A B
Figure A.10 Euler angles distribution of Gln1 single particle orientations. (A) The
distribution of the cylinders on segmented hemisphere correspond to the distribution of
different orientations (Euler angles) of the single particle Gln1 in the analyzed cryo-dataset.
The hemisphere is segmented based on the D5 symmetry used in the analysis, since Gln1
is a dimer (D) of pentameric subunits (5). The height of the cylinder represents the number
of particles in the specific orientation. The black cylinder correspond to a top view of Gln1,
shown in the inset, one of the least populated orientations. It is missing probably because of
a very thin ice vitrification, that forced Gln1 complexes to adopt the lateral orientation as the
only orientation possible to fit in the thin vitrified sample. (B) The black cylinder represent a
lateral view of Gln1, shown in the inset, the most populated orientation.
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Tomograms
Tomogram Yeast strain Energy depl. Tilt type Pixelsize (nm) CLEM
P6-1_.rec GFP overexpr. Yes Double 0.918 Yes
P6-2_.rec GFP overexpr. Yes Double 0.918 Yes
P6-3_.rec GFP overexpr. Yes Single 0.707 Yes
P6-4_.rec GFP overexpr. Yes Double 0.707 Yes
P1Random.rec GFP overexpr. Yes Single 1.178 No
P2Random.rec GFP overexpr. Yes Single 0.918 No
P3Random.rec GFP overexpr. Yes Single 0.707 No
AboveY_.rec GFP overexpr. Yes Double 0.707 No
A10-P1follow_.rec GFP overexpr. Yes Single 1.178 No
A10-P1_.rec GFP overexpr. Yes Single 0.918 No
A13-P3-4700_.rec GFP overexpr. Yes Single 2.32 No
B13-P1_full.rec GFP overexpr. No Double 1.178 No
B13-P2_full.rec GFP overexpr. No Double 1.178 No
B13-P3_a.rec GFP overexpr. No Single 1.178 No
B13-P7_a.rec GFP overexpr. No Double 1.178 No
B13-P8_a.rec GFP overexpr. No Single 1.178 No
P1-1_.rec GFP overexpr. Yes Double 1.178 Yes
P5-4-12000again_.rec GFP overexpr. Yes Single 0.918 Yes
CLEM-P1-2fil_.rec GFP overexpr. Yes Double 0.7587 Yes
CLEM-P1-bright_.rec GFP overexpr. Yes Double 0.5925 Yes
CLEM-P1-highmag_.rec GFP overexpr. Yes Double 0.3571 Yes
CLEM-P1-verystressed_.rec GFP overexpr. Yes Double 0.5925 Yes
CLEM-P4doppio_.rec GFP overexpr. Yes Double 0.918 Yes
EDnotO_full.rec GFP Yes Single 1.178 Yes
CLEM-ED-1again_a.rec GFP Yes Single 0.918 Yes
CLEM-ED-2_a.rec GFP Yes Single 0.707 Yes
CLEM-ED-5_a.rec GFP Yes Double 0.707 Yes
G9-B12_a.rec GFP Yes Single 0.918 Yes
Table A.1 List of all tomograms acquired on GFP-eIF2B samples during this study.
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Tomogram Yeast strain Energy depl. Tilt type Pixelsize (nm)
G9-A4-12K_.rec Wild-type overexpr. Yes Single 0.918
G9-A4-9400_.rec Wild-type overexpr. Yes Single 1.178
G9-A4-15500_.rec Wild-type overexpr. Yes Single 0.707
G9-A4-20K_.rec Wild-type overexpr. Yes Single 0.553
G11-C1-P1_.rec Wild-type overexpr. Yes Double 1.178
P3-EDOTen5_.rec Wild-type overexpr. Yes Double 0.707
BelloTen5_.rec Wild-type overexpr. Yes Double 0.707
BelloSection2-Ten5_.rec Wild-type overexpr. Yes Double 0.918
G11-B10_.rec Wild-type overexpr. No Double 0.7587
G11-B10_.rec Wild-type overexpr. No Double 0.9988
WT-ED-1_.rec Wild-type No Single 1.185
WT-ED-2_.rec Wild-type No Double 0.499
WT-ED-3_.rec Wild-type No Double 0.3571
Table A.2 List of all tomograms acquired on yeast wild-type samples during this study.
Movies
Movie S1 Fluorescent time-lapse microscopy of S. cerevisiae cells expressing
GFP-tagged eIF2B. Cells are repetitively exposed to energy depletion medium and
YPD medium, as labeled.
Movie S2 Movie of the 3D reconstructed eIF2B envelope at 17Å resolutionwith fitted
crystal structure of dimeric eIF2B of Schizosacchariomyces pombe (PDB:5B04, [115]).
Movie S3 Movie of the 3D reconstructed Gln1 model at ~5.7Å resolution with fitted
crystal structure of S. cerevisiae’s Gln1 (PDB:3FKY, [57]).
Movie S4 Movie of the 3D reconstructed eIF2B filament model from subtomogram
averaging at ~3.6 nm resolution with fitted crystal structure of dimeric eIF2B of
Schizosaccharomyces pombe (PDB:5B04, [115]).
Movie S5 Movie of the tomographic segmentation of a bundle of filaments using
Super Region Volume Segmentation software [88].
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List of Abbreviations
2D two-dimensional
3D three-dimensional
ACC acetyl-CoA carboxylase
ATP adenosin triphosphate
CTP cytidine triphosphate
CtpS CTP synthetase
CCD charge-couple device
CLEM correlative light and electron
microscopy
CTF contrast trasfer function
CV column volumes
DDD direct electron detector device
EM electron microscopy
ER endoplasmic reticulum
eIF2 eukaryotic translation
initiation factor 2
eIF2B eukaryotic translation
initiation factor 2B
FLM fluorescence light microscopy
FS freeze substitution
FSC Fourier shell correlation
Gln1 glutamine synthetase
GDP guanosin diphosphate
GFP green fluorescent protein
GS glutamine synthetase
GTP guanosin triphosphate
HA human influenza
hemagglutinin
HPF high-pressure freezing
KDa Kilo Dalton
KV Kiloelectron Volts
LM light microscopy
MW molecular weight
OD optical density
PMSF phenylmethylsulfonyl
fluoride
RP ribosomal protein
SD synthetic dropout
SNR signal-to-noise ratio
ET electron tomography
YPD yeast extract peptone
dextrose
WB western blot
WT wild-type
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