Abstract-Particle swarm optimization (PSO) algorithms have gained increasing interest for dealing with continuous optimization problems in recent years. Often such problems involve boundary constraints. In this case, one has to cope with the situation that particles may leave the feasible search space. To deal with such situations different bound handling methods have been proposed in the literature and it has been observed that the success of PSO algorithms depends on a large degree on the used bound handling method. In this paper, we propose an alternative approach to cope with bounded search spaces. The idea is to introduce a velocity adaptation mechanism into PSO algorithms that is similar to step size adaptation used in evolution strategies. Using this approach we show that the bound handling method becomes less important for PSO algorithms and that using velocity adaptation leads to better results for a wide range of benchmark functions.
I. INTRODUCTION
Particle swarm optimization [8] , [9] is a population-based stochastic search algorithm which has become very popular for solving continuous optimization problems in recent years. The algorithm is inspired by the interactions observed in social groups such as bird flocks, fish schools, or human societies. Continuous optimization problems are often defined on a bounded subspace of R n . Search points that do not belong to this area are considered as infeasible. One question is how to deal with particles that reach the infeasible region. Various methodologies were proposed in the literature, e.g., [3] , [1] . Such methods often handle infeasible particles by guiding them towards the feasible region of the search space. Recently, it was observed that many particles leave the feasible region of the underlying search space at the beginning of the optimization process [7] .
Our goal is to show how to avoid that many particles leave the feasible region of the parameter space of a bounded continuous optimization problem. We consider the model examined in [7] and point out that the problem of constructing many infeasible solutions occurs due to high velocities of the particles. Based on this observation it seems to be natural to place upper bounds on the velocities of the particles. To deal with the fact that sometimes high velocities are needed for an efficient search process, we propose to adjust the length of a particle's velocity vector in a similar way to step size adaptation in evolution strategies [11] , [12] . This has the effect that if the algorithm is not able to construct feasible solutions by high velocities, the velocities become smaller such that it is more likely to produce feasible solutions within the bounded search space. We examine the proposed velocity adaptation for particle swarm optimization and compare it to a standard particle swarm optimizer [2] . The effects of using different bound handling methods are investigated for the two approaches. When using no bounds or constant bounds on the velocities, the use of a suitable bound handling strategy is crucial for the success of the algorithm, especially for high-dimensional optimization problems. We show that our approach is almost invariant with respect to the bound handling method which means that we get more robust PSO algorithms by using velocity adaptation. Further experimental studies show that the use of velocity adaptation in PSO algorithms leads to significantly better results for a wide range of benchmark functions compared to a standard PSO approach.
The outline of the paper is as follows. In Section II, we describe particle swarm optimization for bounded search spaces. Section III considers the effect of velocities for staying within the boundary constraints. Based on these investigations, we introduce our novel particle swarm optimization algorithm using velocity adaptation in Section IV. Experimental investigations of our approach that point out the benefits of velocity adaption are reported in Section V. Finally, we finish with some concluding remarks.
II. PARTICLE SWARM OPTIMIZATION FOR BOUND-CONSTRAINED SEARCH SPACES
In this paper, we consider optimization problems with boundary constraints. This means that the search space S = [lb 1 
n , i. e., lb i = −r and ub i = r, 1 ≤ i ≤ n. Particle swarm optimization (PSO) [8] , [9] is a populationbased stochastic search algorithm for global optimization. Each individual, denoted as particle, moves through the ndimensional search space S of an optimization problem with objective function f : S ⊆ R n → R. W.l.o.g., f is a minimization problem. Each particle i has a position x i,t , a velocity v i,t , a fitness value f ( x i,t ), and remembers the best position it has visited so far as its private guide p i,t . Furthermore, each particle i is able to communicate with a subset of all particles, which is denoted as its neighborhood. In each iteration, it determines the best private guide of all its neighbors, its local guide l i,t . The iteration step is given by:
where c 1 , c 2 , and ω are user-defined parameters, denotes component-wise vector multiplication, and r 1 and r 2 are vectors of random real numbers chosen uniformly at random in [0, 1], and independently drawn every time they occur. After updating position and velocity of each particle, the private guides of successful particles are updated.
There exist a lot of strategies to handle boundary constraints in the literature, e.g., [3] , [1] , [14] , [2] , [7] , among them:
• Infinity: Particles are allowed to move to an infeasible solution. In this case, its position and velocity remain unchanged, and the evaluation step is skipped [2] .
• Absorb: Invalid particles are set on the nearest boundary position. The respective velocity components are set to zero [4] .
• Random: Invalid components of a particle's position vector are set to a random value. Afterwards, the velocity is adjusted to v i,t+1 = x i,t+1 − x i,t [14] . Previous studies analyzed the initial swarm behavior in boundconstrained search spaces [7] . For three different velocity strategies it was proven that many particles leave the search space in the first iteration with overwhelming probability w. r. t. the search space dimensionality. Hence, at least the initial particle swarm behavior strongly depends on the chosen bound handling mechanism. Experimental showed that modifying the bound handling strategy leads to significant performance differences on the investigated testproblems [7] .
III. THEORETICAL OBSERVATIONS
In the following, we want to point out the effect of the velocity values when dealing with bounded search spaces. Our goal is to carry out a general investigation which is independent of the function that should be optimized. To examine the effect of maximum velocities we assume that the particles of a PSO algorithm are drawn uniformly at random from the underlying bounded search space. Additionally, we assume that the velocities are drawn from a fixed interval uniformly at random. Note that the given assumptions are often fulfilled in the first iteration of a PSO algorithm. As we do not take any properties of the optimization problem into account, we do not present rigorous results for later stages of the optimization process. Instead, we complement the theoretical studies carried out in this section with experimental investigations that confirm our findings. The following theorem generalizes the results given in [7] n with s ≥ 1, respectively, for an arbitrary particle i at time step t. Then, the probability that particle i leaves the search space in iteration t is 1 − 1 −
4s
n .
Proof: According to Eq. (2), particle i's position at time step t evaluates to x i,t = x i,t−1 + v i,t Hence, the d-th component of x i,t , x i,t,d , is the sum of two independent uniformly distributed random variables. The density function f x i,t,d of x i,t,d is trapezoidal and can be determined by convolution to
Thus, the probability that particle i leaves the search space in
. As each component of x i,t is computed independently, the probability p(n, s) that particle i becomes infeasible in iteration t evaluates to
holds. Theorem 1, shows that the probability that a particle leaves the bounded search space crucially depends on the interval from which the velocities are chosen. For example, if s is a constant, the probability that a particle becomes infeasible rapidly approaches 1 when the dimensionality n of the optimization problem increases. On the other hand, s = n implies that, with constant probability, particles do not leave the bounded search space.
This theoretical result stresses the importance of adapting velocities during the optimization process. Large velocities are important for search space exploration and to gain large improvements. However, the probability that particles leave the search space increases when velocities are allowed to grow large, which might deteriorate the swarm's performance. Reducing the particles' velocities also reduces the probability that particles become infeasible, down to a constant probability if velocities are, for instance, drawn uniformly at random in
n . Hence, small velocities are necessary to cope with situations where large improvements are not possible. These considerations lead us to the PSO with velocity adaptation presented in the subsequent section.
IV. PSO WITH VELOCITY ADAPTATION
The investigations carried out in the previous section have pointed out the influence of velocities on the probability that particles leave the bounded search space. It has been shown how the probability of leaving the bounded search space depends on the interval from which the velocity is chosen. The probability of leaving the bounded search space decreases when the velocities decrease. However, small velocities lead to stagnation which implies that the algorithm achieves less progress. Therefore, we propose to use velocity adaptation in particle swarm optimization such that a large progress can be achieved by high velocities. On the other hand, low velocities should be attained if the algorithm observes to have difficulties for finding better solutions. Our scheme for velocity adaptation is similar to the use of step size adaptation known in the field of evolution strategies. The idea is to increase velocities in the case that the particles have found improvements during the last iterations. In the case that no progress could be achieved, we reduce the velocities. The amount of progress that has been made during the last iterations is measured by the number of successes. A success occurred if the private guide of a particle is updated to its current position. This happens if the new particle position is strictly better than its private guide. If the new particle position and the private guide are of equal fitness, the private guide is updated with probability 1/2.
Definition 1 (Success): A particle i is called successful in iteration t if its private guide p i,t is updated to its current position x i,t .
Our particle swarm optimizer using velocity adaptation is shown in Algorithm 1. It distinguishes itself from standard PSO approaches by using the described velocity adaptation mechanism. The algorithm uses a counter SuccessCounter which counts the number of successes according to Definition 1. In total n iterations are considered to decide whether velocities are increased or decreased. The success rate of the algorithm for a number of n iterations is given by SuccessCounter/n. If the observed success rate is higher than a given threshold (called SuccessProbability) the velocities are increased by a factor of 2 otherwise the velocities are scaled down by a factor of 1/2. In most of our experimental studies we will use a success probability of 0.2 which is motivated by the 1/5-rule used in evolution strategies [11] .
V. EXPERIMENTAL RESULTS
In the subsequent experimental analysis, our novel PSO with velocity adaptation is compared to a standard particle swarm optimizer [2] . For both approaches, the same parameter setting was used: c 1 = c 2 = 1.496172, ω = 0.72984. As proposed by Kennedy and Mendes, the swarm is connected via the so-called von Neumann topology, a two-dimensional grid with wraparound edges [10] . The population size was set to m = 49 to arrange the particles in a 7 × 7 grid. In the non-adaptive PSO, velocity clamping was applied, i.e., each velocity component is restricted to [−r . . . r] [5] , where [−r . . . r] n is the parameter space of the optimization problem to be solved. For the PSO with velocity adaptation, a success probability of 0.2 was used, and the initial velocity length was set to r. Note that Experiment 2 and 3 study the effect of these parameters.
Experiment 1 compares our new algorithm to a standard PSO. Therefore, six widely-used benchmarks, Sphere, Rosenbrock, Rastrigin, Griewank, Schwefel 2.6, and Ackley (func- Scale velocity (up or down) so that its length is exactly V elocityLength end if 27: end for tion descriptions see, e.g., [2] ), and the CEC 2005 benchmarks f1-f14 [13] , were used as 100-and 500-dimensional problems. From the CEC 2005 benchmarks, all noisy functions and all functions without search space boundaries were excluded. Additionally, f8 was omitted because all swarms were equally unsuccessful in preliminary experiments, and f12 was skipped due to its high computation time. For all benchmarks, particles were initialized uniformly at random in the whole search space. Historically, individuals are often initialized in a subspace of the feasible region in order to avoid that the performance of algorithms with center bias is overestimated. E.g., the initialization space of the Sphere function may be set to [50 . . . 100] n whereas the parameter space is [−100 . . . 100] n [2] . However, we do not use these asymmetric initialization ranges due to the following two reasons: First, we also investigate several CEC 2005 benchmarks which do not have their global optimum at the center of the search space. Hence, center bias can be identified considering all results. Second, we explicitely do not want to design an algorithm which has to explore outside the initialization space as such behavior is not needed for real applications. Velocities were initialized with half-diff initialization [7] . Experiment 2 and 3 are dedicated to the investigation of different parameter settings for our new PSO algorithm, and were only run on 100-dimensional problems.
In our experimental study, each run was terminated after 300, 000 function evaluations, and each configuration was repeated 50 times. The performance of two algorithms A and B is compared by using the one-sided Wilcoxon rank sum test with null-hypothesis H 0 : F A (z) = F B (z), and the onesided alternative H 1 : F A (z) < F B (z), where F X (z) is the distribution of the results of algorithm X. The significance level was set to α = 0.01. Additionally, we show the obtained average objective values and corresponding standard errors as well as convergence plots for selected functions where appropriate.
A. Experiment 1: Comparison with a Standard PSO
The novel PSO with velocity adaptation was compared to a standard particle swarm optimizer on all 100-and 500-dimensional problems. The obtained average values and corresponding standard errors are shown in Table I . The results of the one-sided Wilcoxon rank sum tests are shown in Table II . The experiment was conducted to investigate the following two questions: First, which algorithm, the adaptive PSO or the standard PSO, performs better on the chosen testbed? Second, is the new algorithm more invariant with respect to the bound handling mechanism than a standard particle swarm optimizer? Table I shows that the adaptive PSO (denoted as Absorb-A, Random-A, and Infinity-A, depending on the bound handling method) provides superior average results than the used standard PSO (Absorb-S, Random-S, Infinity-S) on most testfunctions. The only exceptions for the 100-dimensional functions are Schwefel, f9, and f10. When solving the 500-dimensional test suite, exceptions are again f9 and f10, but the relative difference in the average objective values is diminished. In some 500-dimensional cases, Random-A was not able to provide satisfactory results for the optimization problem under consideration. It was observed earlier that Random can distract particles from the boundary [6] which might be a reason for the bad performance of Random-A on some functions. Note that in high-dimensional spaces, most of the volume is located near the boundary (see, e.g., Theorem 3.1. in [6] ), and a search algorithm should therefore be able to explore boundary regions. Table II lists the results of the one-sided Wilcoxon rank sum test applied on the outcome of this experiment. The tables show that the adaptive variants significantly outperform their non-adaptive counterparts on much more testfunctions (highlighted by bold numbers) than vice versa (italic numbers).
The second question was whether the adaptive PSO is more invariant to the bound handling strategy compared to the standard PSO. We already mentioned an exception: Random-A was sometimes significantly outperformed by Absorb-A and Infinity-A, especially in the 500-dimensional case. Hence, our adaptive mechanism sometimes cannot prevent that particles are not able to converge to boundary regions when using Random bound handling. However, a comparison of the average objective values presented in Table I shows that invariance with respect to the bound handling strategy was nevertheless improved: The obtained avarage objective values of the three adaptive variants are mostly more similar to one another than the ones of the non-adaptive PSO. This observation is confirmed by the results of the Wilcoxon rank sum test presented in Table II : Especially in the 500-dimensional case, Absorb-S, Random-S, and Infinity-S showed significant performance differences among each other. Infinity-S was outperformed by the other two variants in 15 of 16 functions. Although performance differences can be observed among the adaptive PSOs as well, they occur less often. Absorb-A and Infinity-A provided solutions of similar quality on most 500-dimensional problems. We conclude that we partly achieved the second goal, but there is still room for improvement. Experiment 3 will show that initializing the velocity length to a smaller value can enhance invariance with respect to the bound handling strategy but also deteriorate performance.
Summarized, PSO with velocity adaptation yielded superior results than a standard PSO on most of the investigated 100-and 500-dimensional benchmarks. Invariance with respect to the bound handling mechanism was enhanced but is still not perfect.
B. Experiment 2: Success probability
The adaptation mechanism of our adaptive PSO is similar to the well-known 1/5 rule of Rechenberg [11] : Whenever the success rate in the past n iterations exceeds 1/5, the velocity is doubled, otherwise it is halved. Of course, other values besides 1/5 can be chosen as success probablity threshold. We additionally investigated the following settings: 0.01, 0.1, 0.5, and 0.8. In Figure 1 , two representative runs are shown. Setting the success probability to 0.5 or 0.8 performed bad on most benchmarks, and can therefore not be recommended. The performance of 0.1 and 0.2 was quite similar with slight advantage for 0.2 considering average objective values and the result of the Wilcoxon rank sum tests for all functions. The behavior of choosing 0.01 differs from the other settings: Convergence is very slow, often too slow to obtain satisfactory results using 300, 000 function evaluations (which already is quite much). When applying such a low success probability, we expect velocities to grow large. This can lead to a rather random behavior of the whole swarm and prevent convergence, as shown in Figure 1 (top) and observed on approximately 7 functions. On the other hand, the same behavior is advantageous for other problems, see Figure 1 (bottom): In these cases, using high success probabilities led to premature convergence, as velocities are decreased further and further if the swarm is not successful. However, the swarms using a threshold success probability of 0.01 keep exploring and finally found solutions of much better quality on approximately 6 of the investigated 16 benchmark functions. Summarized, both very low and very high success probability thresholds cannot be recommended. Using a very low success probability sometimes leads to exceptionally good results, but also often deteriorates particle swarm performance. However, 
100-dimensional benchmarks
Sphere (0) Rosenbrock ( values of 0.1 or 0.2 delivered solutions of good quality on most investigated problems.
C. Experiment 3: Initialization of velocity length l
The initial velocity length determines the exploration behavior of the particle swarm at the beginning of the optimization process. Choosing very small initial velocities can result in premature convergence on local optima. Two different settings were tested: l = r and l = r/ √ n, where [−r . . . r] n is the parameter space of the problem to be solved. The second setting is denoted as init2. Comparing the obtained average objective values (not presented here), initializing the velocity length to l = r provided better results on most benchmark functions. In the other cases, results of similar quality were achieved. Especially for Schwefel, f9 and f10, great performance losses could be recognized when initializing the velocity length to l = r/ √ n. However, as indicated by the theoretical study in Section III, choosing l = r/ √ n (which corresponds to the order r/n per dimension) results in a PSO algorithm which is more invariant with respect to the bound handling method:
Table II (right) shows that Absorb-init2, Random-init2, and Infinity-init2 less often significantly differed in performance among each other than Absorb-A, Random-A, and Infinity-A. However, the difference is rather small so that initializing velocities to l = r is to be preferred due to the desired explorative behavior of a search algorithm at the beginning of the optimization process. Considering Table II (right), it is clear that the Absorb-A, Random-A, and Infinity-A variants more often significantly outperform the corresponding init2 algorithms than vice versa. In the three cases in which the init2 variants performed significantly better than the adaptive PSO with l = r (Sphere, Ackley, and Griewank), both settings provided a satisfactory average solution quality very close to the global optimum.
VI. CONCLUSION
Particle swarm optimization algorithms have found many applications in solving continuous optimization problems. Often such problems have boundary constraints and it has been observed that PSO algorithms have difficulties when dealing 
