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Reconstruction of Axisymmetric Temperature
and Gas Concentration Distributions by
Combining Fan-Beam TDLAS With
Onion-Peeling Deconvolution
Chang Liu, Lijun Xu, Senior Member, IEEE, Zhang Cao, and Hugh McCann, Senior Member, IEEE
Abstract— Fan-beam tunable diode laser absorption spec-
troscopy (TDLAS) system was combined with onion-peeling
deconvolution to reconstruct axisymmetric temperature and gas
concentration distributions. The fan-beam TDLAS system con-
sists of two tunable distributed feedback diode lasers at 7185.597
and 7444.36 cm−1, a cylindrical lens and multiple photodiode
detectors in a linear detector array. When a well-collimated
laser beam penetrates through a cylindrical lens, a fan-beam
laser was formed. Then, the fan-beam laser penetrates through
the target region and is detected by the photodiode detectors in
the detector array. After transforming the fan-beam geometry
to equivalent parallel-beam geometry, axisymmetric temperature
and gas concentration distributions can be reconstructed using
the onion-peeling deconvolution. To obtain the reconstruction
results with higher accuracy, a revised Tikhonov regularization
method was adopted in the onion-peeling deconvolution. In this
paper, numerical simulation and experimental verification were
carried out to validate the feasibility of the proposed methods.
The results show that the proposed methods can be used to
on-line monitor the axisymmetric temperature and gas concen-
tration distributions with higher accuracy and robustness in
combustion diagnosis.
Index Terms— Axisymmetric temperature and gas
concentration distributions, fan-beam tunable diode laser
absorption spectroscopy (TDLAS), onion-peeling deconvolution,
regularization method.
I. INTRODUCTION
TO MEET the standards on combustion efficiency and pol-lutant emissions nowadays, advanced temperature and gas
concentration (simplified as concentration hereafter) measure-
ment techniques are highly desired. In many practical combus-
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tion processes, the profiles of temperature and concentration
are axisymmetrically distributed, or, to some extent, can be
simplified as axisymmetrical. For instance, flat flame burners
are used to generate stable, temperature-uniformed, and lami-
nar flame, which are well known for their applications in flame
calibration [1], [2], detailed investigations of flame stabiliza-
tion processes [3], and heat transfer processes [4]. Influenced
by the effects of heat transfer and convection between the
core flow and the cold boundary of laboratory air, temperature,
and concentration gradients from the center toward the outer
parts of the flame are observable [5], which leads to cross
section of the flame of the axisymmetric temperature and
concentration distributions. Furthermore, rocket exhaust plume
is another typical and significant example of combustion
application with axisymmetric temperature and concentration
distributions. As the exhaust gases expand beyond the nozzle
exit, fuel rich species in the combustion gas reacts with the
oxygen in the air, which contributes to afterburning reactions
with axisymmetric temperature and concentration distributions
in the plume backflow region [6]–[8]. Therefore, it is necessary
to reconstruct the axisymmetric temperature and concentration
distributions of the flame, to describe and monitor the com-
bustion stability and flame characteristics of the combustion
progress.
As a nonintrusive, fast, sensitive, and cost-effective optical
absorption modality, tunable diode laser absorption spec-
troscopy (TDLAS) technique has gained widespread appli-
cations in accurate measurements of temperature and con-
centration of the combustion flow field. Generally, traditional
line-of-sight TDLAS technique is employed to monitoring the
average temperature and concentration of absorbing species
in combustion field along the laser path [9]–[11]. Relying on
measurements of multiple absorption transitions of a single
species, the temperature probability density distribution along
the laser path can be obtained [12], [13]. However, to some
extent, these attempts are unable to obtain spatially resolved
temperature and concentration distributions. For combustion
of axisymmetric temperature and concentration distributions,
Villarreal and Varghese [14] introduced a rapid tomographic
inversion algorithm and set up a frequency-resolved absorption
tomography system, to measure temperature and CO2 con-
centration distributions in an atmospheric pressure flat flame
0018-9456 © 2014 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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burner. The burner was attached to a movable stage, so that it
can move into or out of the optical path when the projection
data are acquired. However, the structures of the TDLAS
systems in the above attempts are rather complicated and
difficult to realize on-line monitoring of the flame in real
applications.
Compared with the parallel-beam laser, which each laser
beam must be generated using a collimated lens, the fan-beam
laser is much easier to generate using a well-collimated laser
penetrates through a cylindrical lens [15]–[17]. Therefore, to
simplify the optics structure and improve the imaging rate of
the TDLAS system, the fan-beam laser was used instead of
a parallel-beam laser. The axisymmetric temperature and gas
concentration distributions can be solved by combining the
TDLAS data with onion-peeling deconvolution. To increase
the accuracy of the reconstructed distributions and make
them less sensitive to noises, a revised Tikhonov regulariza-
tion method, with its regularization parameter determined by
L-curve curvature criterion, was adopted in the onion-peeling
deconvolution.
II. METHODOLOGY
By calculating the integrated absorbance of the transitions,
the TDLAS technique provides an accurate and fast way for
measuring the temperature and concentration along the laser
path. The onion-peeling deconvolution is widely used in tomo-
graphic reconstruction of axisymmetric objects by solving the
Abel’s equation [18]. Therefore, by combining TDLAS with
the onion-peeling deconvolution, the axisymmetric tempera-
ture, and the concentration distributions can be reconstructed.
However, the inherent ill-posedness of the Abel’s equation
leads to the reconstructed results more sensitive to noise.
To treat this problem, the revised Tikhonov regularization
method is adopted in the onion-peeling deconvolution, with
its regularization parameter determined by L-curve curvature
criterion.
A. Fundamentals of TDLAS
The principle of TDLAS technique had been previously
described in [19]. When a well collimated laser at central wave
number v [cm−1] enters a gas sample with a total path length
of L [cm], a proportion of light is absorbed and the fractional
transmission is described as(
It
I0
)
v
= exp
(
−P
∫ L
0
Xabs(xl , yl)S[T (xl, yl)]φvdl
)
(1)
where It and I0 are the transmitted and incident laser inten-
sities, respectively. P [atm] is the total pressure, T (xl ,yl)
[K] the temperature at the local point (xl ,yl), X (xl ,yl) the
local mole fraction of the absorbing species, and ϕv [cm] the
line-shape function. The line strength of transition S[T (xl ,yl)]
[cm−2atm−1], is a function of the temperature as follows:
S(T ) = S(T0) Q(T0)Q(T )
(
T0
T
)
exp
[
−hcE
′′
k
(
1
T
− 1
T0
)]
×
[
1 − exp
(−hcv0
kT
)][
1 − exp
(−hcv0
kT0
)]−1
(2)
Fig. 1. Illustration of (a) fan-beam geometry A(xr ) and (b) equivalent
parallel-beam geometry Ã(x) transformed from the fan-beam geometry.
where h [J · s] is Planck’s constant, c [cm · s−1] the speed of
light, k [J ·K−1] the Boltzmann’s constant, Q(T ) the partition
function of the absorbing molecule given by HITRAN [20],
T0 [K] the reference temperature (usually 296 K), v0 [cm−1]
the line-center wave number, and E” [cm−1] the lower energy
of the transition.
The absorbance αv is defined as
αv = − ln
(
It
I0
)
v
=
∫ L
0
Xabs(xl , yl)S[T (xl, yl)]φvdl. (3)
Because the line-shape function ϕv is normalized so that∫ ∞
−∞ φvdv ≡ 1, the integrated absorbance A [cm−1] of
the transition, which is defined as the area underneath the
absorption line-shape function, can be inferred from (3) as
A =
∫ ∞
−∞
αvdv =
∫ L
0
Xabs(xl , yl)S[T (xl, yl)]dl
=
∫ L
0
a(xl, yl)dl (4)
where a(xl ,yl) denotes the local density of the integrated
absorbance.
Under the assumption of the same pressure, mole fraction,
and path length of the laser beam, the ratio of the simultane-
ously measured absorbance A of two transitions with different
temperature dependence can be expressed as a function of the
absorber temperature T only [21]
R = A1
A2
= S1(T )
S2(T )
= S1(T0)
S2(T0)
exp
[
−hc(E
′′
1 −E ′′2 )
k
(
1
T
− 1
T0
)]
.
(5)
Then, the average temperature along the laser path can be
calculated as follows:
T =
hc
k (E
′′
2 − E ′′1 )
ln A1A2 + ln
S2(T0)
S1(T0) + hck
(E ′′2 −E ′′1 )
T0
. (6)
It should be mentioned that (6) is commonly used for
temperature measurements along the laser path through a
region of uniform temperature distribution. Then, the average
mole fraction can be obtained from the integrated absorbance
A1 and the known S1(T )
X = A1
P · S1(T ) · L . (7)
B. Onion-Peeling Deconvolution
To simplify the structure and improve the imaging speed, the
fan-beam geometry was used, as shown in Fig. 1(a). It should
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Fig. 2. (a) Geometry of the equivalent parallel-beam and (b) discretization
of the flame domain.
be noted that the Abel’s equation, which is used to reconstruct
the axisymmetric object, is established in case of parallel-
beam projection. Therefore, the fan-beam geometry should
be transformed to the equivalent parallel-beam geometry with
appropriate interpolation [22], [23], as shown in Fig. 1(b).
As shown in [23], a two-step interpolation is implemented to
transform the fan-beam geometry to the parallel-beam geom-
etry. First, the fan-beam projections are interpolated into a set
of fan-beam projections with a uniform distance to the central
projection. Second, the uniform-distance fan-beam projections
are interpolated to a set of uniformly spaced parallel-beam
projections.
Under the assumption that the temperature and concentra-
tion on the cross section of the flame are axisymmetrically
distributed, the radial densities of the integrated absorbances
a(r) are also axisymmetrically distributed according to (4).
Consequently, the relationship between Ã(x) and a(r), is given
by Abel’s integral equation
A˜(x) = 2
∫ R
y
a(r)r√
r2 − x2 dr (8)
where x is the abscissa coordinate, r the radial coordinate of
flame, and R the flame radius, as shown in Fig. 2(a).
An analytical solution of a(r) can be obtained using the
Abel transform as follows:
a(r) = − 1
π
∫ R
x
A˜′(x)√
x2 − r2 dx (9)
where A˜′(x) = dÃ(x)/dx . However, in practical applica-
tions, (9) is of limited use because the analytical derivative
of the projection data A˜′(x). Usually, A˜′(x) is unknown
and approximated by a finite-difference scheme, which is
sensitive to the error in the projection data Ã(x). Therefore,
by transforming the Abel’s integral equation from the con-
tinuous domain into the discrete domain, the onion-peeling
deconvolution is introduced. First, the flame is discretized into
N annular elements. The width r equals to R/(N–1/2). As
shown in Fig. 2(b), the solution a(r) can be assumed to a
constant within each element. Then, (8) can be discretized
into
A˜ = 2
N−1∑
j=i
a j
∫ r j +r/2
r j , j=i
r j −r/2, j>i
r√
r2 − y2i
dr (10)
where yi = ir , r j = jr , Ãi = Ã(yi), and a j approximates
a(r j ). In general, (10) can be simplified as
DOP a = A˜ (11)
where aT ={ a0, a1, . . . , aN−1}, A˜T ={Ã0, Ã1, . . . , ÃN−1},
and DOP the upper triangular matrix in the onion-peeling
deconvolution
DOP,i j
=
⎧⎪⎪⎨
⎪⎪⎩
0, j < i
2r
[
( j + 1/2)2 − i2]1/2, j = i
2r
{[
( j +1/2)2−i2]1/2−[( j −1/2)2−i2]1/2}, j > i.
(12)
The element DOP,i j denotes the contribution of a(r j ) to the
projection data Ã(xi). Using back substitution, the vector a
can be solved as follows:
a = D−1OPA˜. (13)
According to (6), if the radial densities of the integrated
absorbance a1(r j ) and a2(r j ) of two transitions are retrieved,
the radial temperature T (r j ) can be calculated by
T (r j ) =
hc
k (E
′′
2 − E ′′1 )
ln a1(r j )
a2(r j ) + ln
S2(T0)
S1(T0) + hck
(E ′′2 −E ′′1 )
T0
. (14)
With the reconstructed radial temperature T (r j ) in hand,
the radial concentration (mole fraction) X (r j ) can be deter-
mined by
X (r j ) = a1(r j )S1[T (r j )] . (15)
C. Revised Tikhonov Regularization Method
It is known that the Abel’s integral equation is a first kind
Volterra integral equation, which is inherent ill-posed and sen-
sitive to noise-contaminated projection data [24]. To treat this
problem, regularization methods are good candidates. Using
the properties of both TSVD and Tikhonov regularization
methods [25], [26], a revised Tikhonov regularization method
is proposed.
Using singular value decomposition, the matrix DOP in (11)
is factorized into
DOP = U
∑
VT (16)
where U = {u0, u1, . . . , uN−1} and V = {v0, v1, . . . , vN−1}
are two orthogonal matrixes,  is the diagonal matrix with
singular values σ j∑
= diag[σ0, σ1, . . . , σN−1]. (17)
Here, {σ j | j = 0, 1, . . . , N–1} satisfy σ j > 0 and are
ordered as σ0 ≥ σ1 ≥ · · · ≥ σN−1. All the singular
values decay gradually to zero, and the condition number of
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DOP, cond(DOP) = σ0/σN−1, becomes larger as N increases.
Actually, the smaller singular values contribute more to the
error of the solution than the larger singular values. Therefore,
the smaller singular values need to be dampened by using the
revised Tikhonov regularization method.
When σ j is larger than the regularization parameter λ, i.e.,
σ j < λ, we do not damp σ j . When σ j ≤ λ, we damp σ j with
σ 2j + λ2. Suppose that σk < λ ≥ σk+1, the solution vector of
a is given by
a =
k∑
j = 0
uTj A˜
σ j
v j +
N−1∑
j = k+1
σ j
σ 2j + λ2
uTj A˜v j (18)
or
a = VDλ
T∑
UT A˜v j (19)
where Dλ = diag[σ 20 , σ 21 , . . . , σ 2k , (σ 2k+1 + λ2), . . . ,
(σ 2N−1 + λ2)]. Furthermore, the criteria for choosing λis
to obtain a balance between losing information and acquiring
a stable solution. Here, the L-curve curvature criterion is
adopted to obtain appropriate λ [27].
III. RESULTS AND DISCUSSION
A. Numerical Simulations
1) Simulation Condition: Water vapor (H2O), which is a
major product among combustion exhaust, has several thou-
sand absorption transitions in near-infrared. Compared with
other species, it is much easier to choose absorption transitions
of water vapor with appropriate line strengths and good
temperature sensitivities. Therefore, H2O was selected as the
target absorbing species in the simulation and experiment.
According to the criteria of line selection discussed in [10]
and [28], two main criteria were used to select two transitions
in this paper. First, the absorption strength should be moderate.
Too large absorption strength will lead to a too small signal in
the detector, whereas too small absorption strength will not
be differentiated by the detector. Second, according to the
flame characteristics discussed in Section II, suitable lower
state energy E” should be provided to ensure high sensitivity
in the temperature range. To satisfy the above criteria, the
H2O transitions of 7185.597 and 7444.36 cm−1, which can
be accessed by the distributed feedback (DFB) laser diodes
available in our laboratory, were used both in simulation and
experiment, as shown in Table I. It should be noted that
although the selected transitions may not be the optimum
choices, good temperature sensitivity can be acquired for the
given temperature range, as shown in Fig. 3.
Furthermore, both in the simulation and experiment, the
pressure can be assumed to be uniform and known, that is
1 atm, when the flame is burnt in the room air. The radius
of circular target region was 3 cm. The distance between the
fan-beam laser source and the center of the flame was 20 cm.
The fan-beam laser covers the flame with 18◦ and was detected
by 15 equally spaced photodiode detectors, which were used
to obtain 15 integrated absorbances, i.e., 15 projection data.
Under the assumption that the flame is axisymmetric, half of
TABLE I
TWO H2O ABSORPTION TRANSITIONS SELECTED FOR
SIMULATION AND EXPERIMENT
Fig. 3. Dependence of line strength of transitions on temperature. The tem-
perature sensitivity is inferred from the line strength ratio of two transitions.
the projection data are redundant, since the left and right detec-
tors from the center of the fan-beam laser display mirrored
values. In part B of this Section, the redundant projection data
are used to justify the axisymmetric assumption of the flame.
For the right eight projection data from the central projection
data, a total number of 40 interpolated projection data were
obtained using spline interpolation. According to (11), the
number of the discretized annular elements of the flame, N ,
equals to the number of the projection data, i.e., N = 40,
that is, the width of the discretized annular element, r ,
approximately equals to 0.075 cm.
2) Flame Characterization: A circular flame burner was
used to generate a flame with axisymmetric temperature and
concentration distributions. The methane and dry air were
well premixed and transferred to the chamber at the bottom
of the burner. The mixed fuel gas were then released to air
through a porous stainless steel distributer with a diameter
of 50 mm, as shown in Fig. 4(a). Majority of the holes
were distributed axisymmetrically around the boundary and
the other holes were distributed axisymmetrically in the central
area of the distributer. After striking sparks near the distributer,
a relatively stable laminar flame was generated above the
distributer in a windless laboratory. Due to axisymmetrically
distributed holes on the porous stainless steel distributer,
a flame with axisymmetric temperature, and H2O concentra-
tion distributions was generated. Furthermore, influenced by
the larger porosity around the boundary, a higher flow rate
of the fuel was introduced, which consequently resulted in
a greater heat release and a higher temperature around the
boundary than that around the central area. The photo of the
LIU et al.: RECONSTRUCTION OF AXISYMMETRIC TEMPERATURE AND GAS CONCENTRATION DISTRIBUTIONS 3071
Fig. 4. (a) Schematic of the circular flame burner. (b) Photo of the flame
with nonuniform temperature profile generated by the burner.
Fig. 5. (a) Temperature contours in the computation domain. (b) Temperature
distributions along x-axis at the height of z = 1 cm.
flame shown in Fig. 4(b) clearly shows that the boundary of
the flame is brighter than its center.
To obtain a reasonable overview on the temperature and
H2O concentration distributions generated by the burner,
numerical calculation of the mole fraction of water vapor was
carried out through computational fluid dynamic simulation.
The simulation was implemented by utilizing the finite element
analysis software package ANSYS FLUENT.
In the simulation, a 2-D computation domain was estab-
lished, which is the same as a vertical-section along z-axis of
the burner. Methane and air were well premixed at room tem-
perature with an equivalence ratio of 0.6. The premixed fuel
were released through the distributer with a velocity magnitude
of 10 mm/s and burnt sufficiently in the air. After the iterative
calculation was converged, we obtained the temperature and
H2O concentration distributions of the computation domain, as
shown in Figs. 5(a)and 6(a), respectively. It can be seen that
the nonuniformity of temperature distribution along x-axis is
more significant than that of the concentration distribution. It
can also be observed from Fig. 5(a) that the nonuniformity
of temperature distribution along x-axis at a larger height is
more significant than that at a smaller height. To examine the
performance of the proposed methods for a larger temperature
range and temperature gradient along x-axis, distributions of
the temperature and H2O concentration along the x-axis on
the height of 1 cm above the burner were extracted, as shown
in Figs. 5(b) and 6(b), respectively. Furthermore, the flame is
more stable near the porous stainless steel distributer of the
burner, where the well-premixed fuel is released. Influenced
by the effects of convection between the core flow and the
laboratory air, the flame at a larger height fluctuates more
severely than that at a smaller height
Fig. 6. (a) H2O concentration (mole fraction) contours of water vapor in the
computation domain. (b) H2O concentration values along x-axis at the height
of z = 1 cm.
Fig. 7. Generic form of the L-curve for N = 40.
3) Numerical Results and Discussions: As discussed in
part C of Section II, the regularization parameter λ is
determined using the L-curve curvature criterion. For N = 40,
the norms of the solution log(‖a‖2) and the norms of residual
vectors log(‖DOPa − Ã‖2) obtained using different λ were
plotted. As shown in Fig. 7, when λ ranges from 10−5 to
10−2, the solution of (11) is under-regularized, indicating that
(11) is correctly solved but the solution is highly sensitive to
the noise-contaminated Ã. When λ ranges from 0.5 to 2, the
solution is overregularized, indicating that the solution of (11)
is smooth but not accurate enough. When λ equals 0.32, the
point on the L-curve corresponds to the maximum curvature
of the curve, indicating that a balance between the accuracy
and the smoothness of the solution is acquired. Consequently,
the regularization parameter λ is selected as 0.32.
In practical measurements, the data acquired by the detector
are always contaminated with random noise, which may come
from the circuits, the tiny fluctuation of laser power, and so
on. Furthermore, gas refractive index for near infrared light
is dependent on temperature gradient of the flame, which
may cause laser beam steering. However, according to [29]
and [30], the relative change of the gas refractive index is
calculated for the flame in this paper, and proved to be smaller
than 0.005%, which can be neglected compared with the
random noises from the circuits and the tiny fluctuation of laser
power. Therefore, to examine the performance of the proposed
methods for noise-contaminated data, additional random noise
is imposed on the integrated absorbances. In general, the level
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Fig. 8. (a) Temperature and (b) H2O concentration along x-axis at
the height of z = 1 cm, reconstructed in the simulation by the onion-
peeling deconvolution when adopting the back substitution (B-S), Tikhonov
regularization method (Tik), and the revised Tikhonov regularization method
(R-Tik), respectively.
of noise is described by signal-to-noise ratio (SNR), which is
calculated by
SNR = 20log(S/N) (20)
where S and N denote the noise-free data and the noise in the
measured data, respectively.
By adding 1% random noise on the projection data, that
is, the SNR equals to 40 dB, T (r j ) and X (r j ) were recon-
structed using the onion-peeling deconvolution when adopting
the back substitution, the Tikhonov regularization method,
and the revised Tikhonov regularization method, respectively.
As shown in Fig. 8, the smoothness of the T (r j ) and X (r j )
reconstructed using the regularization methods are better than
those obtained using the back substitution. Furthermore, T (r j )
and X (r j ) obtained by the revised Tikhonov regularization
method better fit the original ones than those obtained using
Tikhonov regularization method, indicating that T (r j ) and
X (r j ) retrieved using the proposed method are more accurate.
B. Experiments and Results
1) Experimental System: As shown in Fig. 9, the
experimental system consists of two DFB diode lasers
(NLK1E5EAAA, NEL) with line-width of 10 MHz and output
power of 10 mW, each controlled independently by a laser
diode controller (LDC 3900, ILX Lightwave). The laser diode
controller provides temperature and current control for the
DFB lasers. The current of both controllers was simultaneously
modulated by a ramp signal from a double-channel function
generator (AFG3102, Tektronix), so that the wavelengths of
the DFB lasers can be scanned within a spectral range of
∼1.5 cm−1 around the central wavelengths. It should be noted
that the two absorption signals were obtained using a time
division multiplexing scheme [10], [31]. In detail, each laser
was scanned at a rate of 5 kHz. During a scanning period,
the current was set under the lower working threshold of
the DFB laser for 0.25 ms and was scanned by the ramp
signal for 0.15 ms. The phase difference of the double-channel
scanning signals was 180◦. By combining the two lasers with
a single mode 2 × 2 fiber-couplers, the absorption signals for
the two transitions in Table I can be obtained within 0.4 ms,
as shown in Fig. 10. To yield a background signal and correct
the combustion emission, a further 0.1 ms is required to set the
current underneath the lower working limit of the threshold.
Subsequently, the 2 × 2 fiber-coupler splits the laser into
two channels. The laser in the first channel is collimated and
delivered into a solid etalon with a free spectral range of
2.53 GHz (0.084 cm−1) to monitor the wave number during
the wavelength scanning. Since the peak-to-peak separation
in the FSR signals is constant (equaling to the FSR), the
transformation from the time to the relative wave number
can be easily obtained. The laser in the second channel is
collimated and transmitted through a cylindrical lens (focal
length f equals 4.0 mm) to form a fan-beam laser. The fan-
beam laser then penetrates the target flame and is detected by
15 equally spaced photodiode detectors. The optical signals
are transferred by the photodiode detectors to current signals.
In conjunction with a current-to-voltage converter, most often a
transimpedance amplifier [32], the voltage signals are sampled
by a data acquisition instrument into a computer to calculate
the integrated absorbances of the projections. The optics,
detectors, and the open paths are purged with nitrogen, to elim-
inate the interference absorption by H2O vapor in room air.
2) Experimental Results and Discussions: The integrated
absorbances of the absorption signals in Fig. 10 were obtained
using the following steps. First, the nonabsorbing wings of
the absorption signals were extracted and used to fit the
baseline. Second, by subtracting the absorption signals from
the fitted baselines, the absorption spectra were calculated.
Third, multipeak Voigt profiles were used to fit the absorption
spectra and the interference neighboring peaks obtained in
the second step, as shown in Fig. 11. Finally, the integrated
absorbances were calculated based on the Voigt fit of the
central wavelengths, i.e., 7185.597 and 7444.36 cm−1, which
are obtained in the third step.
As discussed in the part A of this Section, if the flame is
axisymmetric, the left and right photodiode detectors from
the center of the fan-beam laser should display mirrored
projection data. Therefore, half of the projection data are
redundant and are used to justify the axisymmetric assumption
of the flame. By continuously scanning two transitions for
100 times, the distributions of the integrated absorbances of
two transitions, A1 and A2, were obtained by calculating the
mean of 100 integrated absorbances. As shown in Fig. 12,
the mean values of A1 and A2 are symmetrically distributed,
indicating that the temperature and concentration distributions
of the flame can be assumed to be axisymmetric. The largest
integrated absorbances occur in the center, while those
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Fig. 9. Schematic of the fan-beam TDLAS system.
Fig. 10. Absorption and FSR signals obtained by the TDM scheme.
Fig. 11. Multipeak Voigt fitting and the residual of the transitions at 7185.597
and 7444.36 cm−1, respectively.
gradually decrease from the center to the boundary of the
area covered by the fan beam.
The circular flame burner was fixed on an adjustable plat-
form. By adjusting the vertically distance of the platform,
the flame at the height of z =1 cm is projected by the fan-
beam laser. Then, the radial temperature and H2O concen-
tration at z = 1 cm are reconstructed by the onion-peeling
deconvolution, and the revised Tikhonov regularization method
is adopted in the onion-peeling deconvolution. To examine
the effectiveness of the proposed methods, the reconstructed
temperature and H2O concentration distributions with their
standard deviations for the 100 measurements are shown in
Fig. 13. The midpoint signifies the mean of the 100 solutions
of T (r j ) and X (r j ), and the error bar to each midpoint denotes
Fig. 12. Distributions of the integrated absorbances of the transitions at
7185.597 cm−1 (A1) and 7444.36 cm−1(A2), along x-axis, respectively.
Fig. 13. (a) Mean values with their standard deviations of temperature and
(b) H2O concentration, along x-axis at the height of z = 1 cm, reconstructed
in the experiment by the onion-peeling deconvolution when adopting the back
substitution (B-S), Tikhonov regularization method (Tik), and the revised
Tikhonov regularization method (R-Tik), respectively.
the standard deviation of the 100 solutions. It can be seen
that the standard deviation of T (r j ) and X (r j ) obtained using
the Tikhonov and the revised Tikhonov regularization methods
are smaller than those obtained using the back substitution
method, denoting that the regularization methods are more
robust and necessary to be adopted in the onion-peeling
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deconvolution. Particularly, the mean values of T (r j ) and
X (r j ) retrieved by the revised Tikhonov regularization method
are also more smooth and accurate than the other methods.
Compared with the reconstructed results in Fig. 8, the errors
between the reconstructed T (r j ) and X (r j ) are larger at the
boundary than those in the central areas, which is mainly
caused by the disturbance of air at the boundary of the
flame. It should also be noted that the water vapor transitions
chosen in this paper is not completely optimal for the whole
temperature range. It is more sensitive for the temperature
from ∼500 to ∼1200 K, but not for temperature higher than
1200 K. Therefore, large temperature variations appear at
higher temperature in Fig. 13(a).
IV. CONCLUSION
In this paper, the axisymmetric temperature and gas
concentration distributions were reconstructed by combin-
ing fan-beam TDLAS with the onion-peeling deconvolution.
To improve the accuracy of the reconstruction results, the
revised Tikhonov regularization method is adopted in the
onion-peeling deconvolution, with its regularization parameter
determined by L-curve curvature criterion.
For the axisymmetric temperature and H2O concentration
distributions generated by the circular flame burner, numerical
simulations were carried out using the projection data with
1% random noises. After transforming the fan-beam geom-
etry to equivalent parallel-beam geometry, the axisymmet-
ric temperature, and H2O concentration distributions were
reconstructed using the onion-peeling deconvolution and the
revised Tikhonov regularization method. The results obtained
by the proposed method better fit the original ones than those
obtained using the back substitution and Tikhonov regular-
ization method. In the experiment, the errors between the
reconstructed results and the simulated ones are larger at the
boundary than those in the central areas, which are mainly
caused by the disturbance of environmental air at the boundary
of the flame.
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