and if Y (s) ∈ ∂G and Y ′ (s) ∈ G, then Y (s) + βp ∈ ∂G and Y ′ (s) + βq ∈ G, which need not be true. The statement of the theorem is still correct, and the reason is that underlying assumptions are in some sense robust with respect to small perturbations of the boundary.
Before presenting the correction we review the assumption made in Case 2. There is an open set W containing G and a C 2,+ function g on W × R N which for each fixed x ∈ W is C 1 as a mapping r → g(x, r). Furthermore there are constants C > 0 and θ > 0 such that g(x, 0) = 0, (3.21)
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A more careful statement of condition (3.23) is
The next lemma shows that (3.23) is in some sense robust.
, with σ R (0) = 0, such that for any x ∈ ∂G, i ∈ I(x), y ∈ W , and r ∈ R N , if |r| ≤ R and r, n i (x) ≥ −θ|r|, then
Proof. It is enough to show the following for each R < ∞. For any 
We may assume that as k → ∞,
Since |x k − y k | < 1/k, we have
We may assume as well that i k = i for all k and for some i ∈ I.
Also, since
Finally, since i ∈ I(x k ) for all k, by the upper semicontinuity of I we have i ∈ I(x). Thus we have
which contradicts (3.23).
We now introduce an approximation to g based on sup-convolution. Define ϕ(x, r) .
where ψ = Bϕ and B > 0 is large enough that h is concave. For β ∈ (0, 1) define
As is well known (and easy to check), the concavity of h implies that h β is also concave. Finally, set
Since h β is concave,
for (p, q) = Dg β (x, r), and therefore
We will use C for a constant that takes values in (0, ∞) and whose value may change from line to line, but in all cases C can be chosen so that it is independent of β. For ε ∈ (0, 1), let f β ε (x, y) . = εg β (x, (x − y)/ε). It follows that for some C ∈ (0, ∞), This is a key property required of the mollification f β ε in calculations prior to page 580. It remains to show how the argument on page 580 can be replaced. We will use that
Lemma 2. There is a constant τ > 0 with the following property. For each R > 0 there is a function ω R ∈ C([0, ∞)) with ω R (0) = 0, such that
, |r| ≤ R and r, n i (x) ≥ −τ |r|.
Proof. Assume that
where (x,r) . = (x + βp, r + βq). Hence,
Since (3.24) states that
we have
This implies
Choosing β > 0 small enough, we may assume that βC ≤ min{1/2, τ }, so that
We then obtain
Also, we have
For later use, note that |p| = |p + D x ψ(x, r)| ≤ C|r| 2 . Now, we compute that
≥ −3τ |r|.
Since 3τ ≤ θ, we have
Note that |r| ≤ (1 + τ )|r| ≤ 2|r| ≤ 2R and |x − x| = β|p| ≤ βC|r| 2 . Thus by Lemma 1, we have
Finally, we compute that
Thus Lemma 2 is valid with ω R (t) = σ 2R (CR 2 t) + C(R + R 3 )t. We have D x f β ε (x, y) = εD x g β (x, (x − y)/ε) + D r g β (x, (x − y)/ε), and by a calculation in Lemma 2 |D x g β (x, (x − y)/ε)| ≤ C|x − y| 2 /ε 2 . In the proof of Theorem 5.1, we choose R = diam(G)/ε, and then replace the second to fourth lines on page 580 by the following:
There is now no problem in taking the limit as β → 0, and the proof proceeds as before.
