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Let P(n) be the class of all connected graphs having exactly n ~> 1 negative eigenvalues 
(including their multiplicities). In this paper we prove that the class P(n) contains only finitely 
many so-called canonical graphs. The analogous tatement for the class Q(n) of all connected 
graphs having exactly n positive eigenvalues i not valid. In addition, a structural connection 
between the classes P(n) and P(n + 1) is obtained. 
1. Introduction 
Throughout this paper we consider only finite graphs without loops or multiple 
edges. The vertex set of a graph G is denoted by V(G) and its order (the number 
of its vertices) by I GI. 
The spectrum of a graph G is the spectrum of its 0-1 adjacency matrix. The 
number of its positive and the number of its negative igenvalues (including their 
multiplicities) are denoted by n+(G) and n-(G), respectively. For a positive 
integer n, P(n) and Q(n) will denote the sets of all connected graphs with the 
properties n-(G)= n and n +(G)= n, respectively. 
In [3] (see also [1, p. 163]) J.H. Smith gave an interesting characterization f 
graphs from the class Q(1). Namely, he proved that a graph G ~ Q(1) if and only 
if it is a complete multipartite graph. Hence, we easily obtain that a graph 
G e P(1) if and only if it is a complete bipartite graph. 
Recently, Petrovi6 [2] and the present author [5, 6], solved similar problems for 
the classes O(2), P(2) and P(3), respectively. In the last two papers we observed 
that the sets P(n) (n = 1, 2, 3) have only finitely many so-called canonical graphs, 
and we posed the conjecture that it holds in general case. In this paper we prove 
this conjecture. 
We first give the definition of the canonical graphs (see e.g. [4]), and notice 
some of their properties. 
If G is a graph, consider the following equivalence relation a on the vertex set 
V(G): two vertices x, y ~ V(G) are in relation a if and only if they are not 
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adjacent and they have the same neighbours in G. This means that x and y are 
related if and only if the corresponding rows (columns) of the adjacency matrix 
are equal. 
The corresponding quotient graph g is called the canonical graph of G. G is 
called canonical if g = G. If, for instance, G is an arbitrary complete p-partite 
graph, then its canonical graph is the complete graph K v on p vertices. 
Denoting by N1, . . . ,  N o (p = [gl) the characteristic parts of V(G) (i.e., the 
corresponding equivalence classes), we have that each Ni consists of isolated 
vertices, and for any two parts Ni, N i (i ~ ]), either there is no edge between these 
parts, or there are all possible edges. 
Next, let m = re(G) = n+(G)+ n-(G) be the number of non-zero eigenvalues of 
a graph G. In [4, Theorem 2] we proved that if G is connected, then its canonical 
graph g satisfies [gl ~<2m- 1. 
Whence, in a general case we easily obtain 
Proposition 1. [gl~ < m(2" - 1). 
Hence, there exist only finitely many non-isomorphic canonical graphs having a 
fixed number rn (m >/2) of non-zero eigenvalues. 
The following result shows the importance of canonical graphs. 
Proposition 2. For an arbitrary graph G and its canonical graph g, the following 
equalities hold: 
n+(G)=n+(g), n-(G)=n-(g). 
The proof is an easy consequence of the known interlacing theorem ([1, p. 19]) 
and the fact that adding a vertex, which is in relation a with an already present, 
increases the multiplicity of 0 by 1. 
This proposition reduces the problem of characterization f graphs G ~ P(n) to 
the characterization of only canonical graphs from this class. 
By H___ G (respectively by H c G) we denote the fact that H is an induced 
(respectively a proper induced) subgraph of a graph G. The interlacing theorem 
provides the following proposition. 
Proposition 3. If H c_ G, then n-(H) ~ n-(G). 
Hence, any graph H with the property n - (H)> n is a forbidden induced 
subgraph for a graph G ~ P(n), and the technique of forbidden subgraphs can be 
applied. 
2. On the class P(n) (n >t 1) 
Let G be a connected graph and let S be a non-empty subset of the set V(G). 
If T is an arbitrary graph such that V(T) n V(G) = O, connect G and T by edges 
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in such a way that all vertices of T are adjacent o all vertices from S and not 
adjacent o any other vertex of G. The graph obtained in this way from G, S and 
T is denoted by H(G, S; T). Varying the graph T we obtain infinitely many 
graphs H(G, S; T). Varying the set S =_ V(G) we get 2 IGI- 1 different kinds of 
such graphs H(G, S; T). 
Generally, let G, T1 , . . . ,  Tk denote pairwise disjoint non-empty graphs where 
G is connected, and let S1 , . . . ,  Sk be pairwise distinct non-empty subsets of 
V(G). Put 
~(G,  S~, . . . ,  Sk; T~, . . . ,  Tk) = {F [ F is a graph, V(F) 
= V(G)U V(T1)U-. "U V(Tk) 
and H(G, Si; Ti) _= F (i = 1 , . . . ,  k)}. 
Any graph F~ ~(G,  $1 , . . . ,  Sk; T1 , . . . ,  Tk) is obviously connected and briefly 
called a GT graph. 
The simplest case of a GT graph is the graph H(G, S; K1), which is shortly 
denoted by G + x if V(K1) = {x}. 
Together with GT graphs, we often consider graphs of the form G + x + y, 
which are obtained from G + x by adding a vertex y adjacent only to x. We call 
them Gxy graphs. 
Proposition 4. If both graphs G and H(G, S; T) belong to P(n), then T consists of 
isolated vertices only. 
Preo|. Let us suppose that, contrarily to the statement, x and y are two adjacent 
vertices from T. Let E be the subgraph of F induced by x, y and all the vertices 
from G. Since Gc  G+xcE=_F~P(n) ,  we get that both G+x, EeP(n) .  
A straightforward calculation shows that the characteristic polynomial DE ()t) of 
E reads DE()t) = --(h + 1)f(A), where f(h) = 2Do+x()t)+ (h + 1)DG()t). 
Since G, G + x ~ P(n), the interlacing theorem easily yields that f()t) has at least 
n negative roots, which gives the contradiction E ~ P(m) for some m >I n + 1. [] 
Proposition 5. If O ~ P(n) fq Q(m) (m, n >1 1), then for each S = V(G) the graph 
F= G+x+y~P(n+l )  NQ(m+l ) .  
ProoL By the rank considerations, we easily conclude that the multiplicities of 
zero in G and in F are the same (see also [1, p. 234]). 
On the other hand, since the characteristic polynomial of F reads 
DF()t) = (--)t)DG+x ()t)-- Do(X), 
the interlacing theorem gives the estimates n - (F )~ n + 1 and n+(F)>I m + 1. 
This yields the statement. [] 
l~position 6. Let E be a (connected or disconnected) bipartite graph having at 
most n negative igenvalues. If e is its canonical graph, then lel<~2n(22'~- 1).
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15mot. Since n-(E)<~ n and E is bipartite, we have that E has at most p = 2n 
non-zero eigenvalues. Then Proposition 1 completes the proof. [] 
Proposition 7. Let G ~ P(n), Fe  ~(G,  Sx , . . . ,  Sk ; T1 , . . . ,  Tk) N P(n) and assume 
that F is a canonical graph. Then all the numbers ITs[ are uniformly bounded by a 
constant f depending only on G and on n. 
Proof. Clearly, G = H(G, Si; Ti) ~ F, whence H(G, S~; Ti) ~ P(n) (i = 1, . . . ,  k). 
By Proposition 4 all Ti consist of isolated vertices only. 
If k = 1 then H(G, $1; TI) = F is canonical, therefore [Tll = 1. 
Let k t>2 and A, B e{T1 , . . . ,  Tk} (A¢  B). Since the induced subgraph E = 
A + B of F is bipartite and has at most n negative eigenvalues, Proposition 6 
provides that there exist the unique partitions A = U~'=I A~ and B = U2=1 B i such 
that p, q <~2n(2 2n-  1), and for each i, ] there are either all or no edges between 
the parts A~ and B i. We say that the parts A1 , . . . ,  A o of A corresponds to B. 
If k = 2 then H(G, St, $2; T1, T2) = F is canonical, whence IA~[ = IBjl -- 1 for any 
i, j, and therefore IAI = p ~<2n(2 2n - 1). 
If k I> 3, let Ao be any of the parts Ax, • . . ,  A o and let C be any of the graphs 
T1 , . . . ,  Tk different from A and B. Then there exists a unique partition of Ao 
which corresponds to C; let Aoo be any part of Ao obtained on this way. By 
continuing a similar procedure k -  1 times, we obtain a part Ao...o of A (with 
k - 1 zeros). 
The fact that F is canonical implies IAo...o[ = 1. 
Since A is partitioned into at most [2n(2 2" -  1)] k-~ such parts Ao...o (each of 
which is a singleton) and k ~< 2 IGI- 1, we finally obtain 
IAI<~ f(G; n) = [2n(2 2" -  1)] 2'G'-2. 
This completes the proof. [] 
Proposition 8. Let G ~ P(n). Then 
(i) the set of all canonical graphs F ~ P(n) having G as an induced subgraph is 
finite; 
(ii) the set of all GT  canonical graphs F ~ P(n + 1) is finite. 
Proof. (i) By Propositions 4 and 5, it is obvious that each canonical graph 
FeP(n)  having G as an induced subgraph must be a GT graph. But then 
Proposition 7 completes the proof. 
(ii) If F is a GT canonical graph from P(n + 1), then obviously there exists a 
GT induced subgraph H c_ F which belongs to P(n + 1) such that, for some vertex 
x ~ V(H), the graph H0 = H-  x is a GT graph from the class P(n). 
Since Ho is a GT canonical graph from P(n) and F is a HT  canonical graph 
from P(n + 1), Proposition 8(i) applied twice gives the statement. [] 
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Theorem 1. Let G be a connected graph. Put Lex={K2} and define ~n+t 
(n = 1, 2 , . . . )  be the set of all LT  and Lxy canonical graphs, where L e ~,~, which 
belong to the class P(n + 1). Then 
(i) all sets .~,~ are non-empty and finite; 
(ii) G has at least n negative igenvalues if and only if it has one of the graphs 
L e ~,~ as an induced subgraph; 
(iii) G has at most n negative igenvalues if and only if it has none of the graphs 
L e ~,~+1 as an induced subgraph. 
Proof. We shall deduce the proof by induction on n. 
Since the graph K,,+t e.5~,~, we have that ~,  is non-empty for each n. On the 
other hand, Proposition 8(ii) and the induction on n immediately give that the set 
.~, is finite for each n. 
Let us discuss the statements (ii) and (iii). As is shown in [2] or in [5], they are 
true for n = 1, and then -~2 = {K3, P4}. Assume they are also true for some n. Then 
(ii)n+l immediately follows from (iii)n by inversion, so that we have to prove only 
(iii)n+l. 
Obviously, and graph G having at most n + 1 negative igenvalues can have no 
graph Me ~,+z as an induced subgraph. 
Conversely, assume that G has no graph Me ~n+z as an induced subgraph and 
that, contrarily to the statement, G has at least n + 2 negative igenvalues. Then, 
as is easily seen, there exist a connected induced subgraph H c G and a vertex 
x e V(G) \  V(H)  such that H e P(n + 1) and H+ x e P(n + 2). By relation (ii)n+l we 
have that H ~_'L for some L e ~+1.  Since H has no graph M e ~,+z as an induced 
subgraph, we have that H must be an LT  graph. 
Denoting S = {a e V(H)  [ a is adjacent to x}, we obtain only two possible cases: 
(1) V(L)  N S = 0; then M = L + a + x e P(n + 2) for some a e S. thus Me -~n+2 is 
an induced subgraph of G, a contradiction. 
(2) V(L)  N S ~ 0; then M = H + x e P(n + 1) is an induced subgraph of G, which 
is again a contradiction. 
This proves (iii),÷l and completes the proof of Theorem 1. [] 
Corollary 1. A connected graph G e P(n) if and only if G has some L e ~,~ as an 
induced subgraph and has no graph M e.~n+x as an induced subgraph. 
Any  graph from the class P(n) is an LT  graph for some L e ~n. 
Corollary 1, Proposition 8(i) and Theorem l(i, ii) provide the following 
theorem. 
Theorem 2. For each n >I 1, there exist only finitely many canonical graphs in the 
class P(n). 
Next, let .~o be the set of all minimal graphs (with respect o the relation ~_) 
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from the class P(n). Clearly, a graph G e P(n) if and only if it has at least one of 
the graphs L e LP °, and none of the graphs Me Le°+ 1 as an induced subgraph. 
Since each minimal graph is canonical, Theorem 2 immediately gives: 
Corollary 2. The set Leo of all minimal graphs from the class P(n) is finite for each 
n = 1, 2, . . . .  
If G e P(n), let A~-(G)~ <. - -  ~<A~(G)<0 be the sequence of all negative igen- 
values of G. For each p = 1 , . . . ,  n let define ap(n) by 
av(n)=max(A-~,(G) l G e Le ~. 
Since al(n)<~ .- .~<a,,(n)<0, we have for each p=l , . . . ,n  a non-obvious 
inequality 
sup{X~(G) I G e P(n)} = ap(n)<O. 
Note that, even for n = 3, it is an open question to determine the exact values 
of the numbers a l (n) , . . . ,  a~(n). 
3. On the class Q(n) (n >i 1) 
On the contrary to the class P(n), we have the following proposition. 
l~pos i t ion  9. For each n~l ,  the class Q(n) contains infinitely many non 
isomorphic anonical graphs. 
l~o | .  As is well known, for each p >I 1 the complete graph Kv+ 1 has exactly one 
positive eigenvalue. Let Xp,, (p e N) be the graph obtained by identification of a 
point in the graph Kp+ 2 with an end point of the path PEn-1 on 2n-  1 vertices. 
Then, by applying Proposition 5 n times, we find that Xvn e Q(n) for each 
p e N. But since all the graphs X~ (p e N) are non isomorphic anonical graphs, 
we have proved the statement. [] 
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