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Abstract
This ongoing phD work aims at proposing a unified
framework to optimize both perception and task plan-
ning using extended Partially Observable Markov De-
cision Processes (POMDPs). Targeted applications are
large complex aerial robotics missions where the prob-
lem is too large to be solved off-line, and acquiring
information about the environment is as important as
achieving some symbolic goals. Challenges of this work
include: (1) optimizing a dual objective in a single
decision-theoretic framework, i.e. environment percep-
tion and goal achievement ; (2) properly dealing with
action preconditions on belief states in order to guar-
antee safety constraints or physical limitations, what is
crucial in aerial robotics ; (3) modeling the symbolic
output of image processing algorithms as input of the
POMDP’s observation function ; (4) parallel optimiza-
tion and execution of POMDP policies in constrained
time. A global view of each of these topics are pre-
sented, as well as some ongoing experimental results.
Introduction
Many realistic applications of Artificial Intelligence require
to plan actions with incomplete information of the state of
the world. In this case, the agent may gather information as
the same time as it performs actions to reach the mission
goal. A natural formal framework for sequential decision-
making under uncertainty on the result of actions and on ob-
servations is the Partially Observable Markov Decision Pro-
cess (POMDP) (Kaelbling, Littman, and Cassandra 1998).
Modeling the double objective of perception and mission
goal achievement as a POMDP remains a relative complex
issue (Spaan 2008; Araya-Lo´pez et al. 2010). The optimized
policy tends to reach mission goals by maximizing rewards
defined over the unobservable states of the system. Percep-
tion actions, which aim at gathering information about the
environment, are implicitly optimized to minimize the un-
certainty on the current state of the world. Yet, maximizing
expected accumulated rewards does not necessarily maxi-
mize knowledge about hidden states. For us, perception is
also an end in itself: in addition to plan for mission tasks,
we also want to plan for perception action, e.g. optimizing
the sequence of actions required to analyze an object in the
scene. We aim at proposing a single framework that max-
imizes both information and reward gathering. We believe
that its is really important for some robotics applications
like target tracking, target detection and identification, area
surveillance. To this end, our PhD work has partly focused
on dual criterion for POMDPs, which aggregates rewards as-
sociated with the hidden states of the world and entropy-like
rewards that explicitly measure the knowledge of the agent
about the system (Carvalho Chanel et al. 2010).
In other hand, acting in partially observable worlds while
avoiding to apply dangerous actions is also a harsh issue.
In some critical robotics missions, e.g. aerial robotics, the
agent must apply only safe decisions whatever the hidden
state of the world ; safety constraints are carefully taken into
account by Unmanned Aerial Vehicle (UAV) system design-
ers and airspace certifying authorities. As fas as we know,
there is no work that properly formalize action preconditions
in the context of partial probabilistic observability. Thus, we
have also studied a decoupled way of modeling strong action
preconditions in a POMDP framework (Carvalho Chanel et
al. 2011). First results show that the new proposed general
model guarantees that forbidden actions will not be executed
by the agent.
Another point frequently disregarded in POMDP, yet cru-
cial in real applications, is the accuracy of the observation
model. POMDP optimization assumes that the probabilis-
tic transition and observation models are accurate, what is
challenging in real-world applications for which probabilis-
tic distributions are rarely available. Instead, we can learn
the transition and observation models from real data (Spaan
2008). It could be interesting to study an optimization op-
erator or criterion which provides policies that are robust to
this kind of imprecision of the model .
Furthermore, planning in probabilistic domains is known
to be both time and memory consuming, due to the high
complexity of exploring many belief states that are proba-
bly reachable by the current policy (Ross et al. 2008). Thus,
when applied to autonomous systems subject to time and
memory constraints, it is common to generate policies off-
line, then embedding and executing them on-board. How-
ever, this approach is not applicable if the policy is too big or
complex to be embedded on-board, or if the planning prob-
lem to solve is not known before execution. All of these
restrictions hold for our robotics missions presented later.
Therefore, we propose a continuous planning algorithm that
optimizes and executes policies in parallel, dealing with time
constraints due to the mission achievement’s deadline and to
the interaction with other functions (image processing, guid-
ance laws, etc.) of the robot.
Mission example
As an illustrating example, let us consider an autonomous
UAV which must detect and recognize some targets under
real world constraints. The mission consists in detecting and
identifying a car of a particular model among several cars
in the scene, and land next to this car. Due to the nature of
the problem, it is modeled as a POMDP. The UAV can per-
form both high-level mission tasks (moving between zones,
changing height level, land) and perception actions (change
view angle in order to observe the cars). Cars can be in any
of the zones beforehand extracted by image processing (no
more than one car per zone). The total number of states de-
pends on the number of zones, the height levels, the view
angles, the number of targets and car models. In this test
case, we consider 4 possible observations in each state: {car
not detected, car detected but not identified, car identified as
target, car identified as non-target}.
(a) Car detection (b) Matching
Figure 1: Target detection and recognition.
Formal baseline framework: POMDP
A POMDP is a tuple 〈S,A,Ω, T, O,R, b0〉 where S is a set
of states, A is a set of actions, Ω is a set of observations,
T : S × A × S → [0; 1] is a transition function such that
T (st, a, st+1) = P (st+1 | a, st), O : Ω × S → [0; 1] is
an observation function such that O(ot, st) = P (ot|st), R :
S × A → R is a reward function associated with a pair
state-action, and b0 is a probability distribution over initial
states. We note ∆ the set of probability distributions over
the states, named belief state space. At each time step t, the
agent updates its belief state defined as an element bt ∈ ∆.
Solving POMDPs consists in constructing a policy func-
tion pi : ∆→ A, which maximizes some criterion generally
based on rewards averaged over belief states. In robotics,
where symbolic rewarded goals must be achieved, it is usu-
ally accepted to optimize the long-term average discounted
accumulated rewards from any initial belief state (Cassan-
dra, Kaelbling, and Kurien 1996; Spaan and Vlassis 2004):
V pi(b) = Epi
[
∞∑
t=0
γtr(bt, pi(bt))
∣∣∣∣∣b0 = b
]
(1)
where γ is the actualization factor. The optimal value V ∗
of a optimal policy pi∗ is defined by the value function that
satisfies the bellman’s equation:
V ∗(b) = max
a∈A
[∑
s∈S
r(s, a)b(s) + γ
∑
o∈O
p(o|a, b)V ∗(boa)
]
(2)
Following from optimality theorems, the optimal value of
belief states is piecewise linear and convex (Smallwood and
Sondik 1973), i.e, at the step n ≤ ∞, the value function can
be represented by a set of hyperplanes over ∆, known as α-
vectors. An action a(αin) is associated with each α-vector,
that defines a region in the belief state space for which this
α-vector maximizes Vn. Thus, the value of a belief state can
be defined as Vn(b) = maxαin∈Vn b · α
i
n. And the optimal
policy in this step will be pin(b) = a(α
b
n).
Recent offline solving algorithms, e.g. PBVI (Pineau,
Gordon, and Thrun 2003), HSVI2 (Smith and Simmons
2005), SARSOP (Kurniawati, Hsu, and Lee 2008) and sym-
bolic PERSEUS (Poupart 2005), approximate the value
function with a bounded set of belief states B, where B ⊂
∆. These algorithms implement different heuristics to ex-
plore the belief state space, and update the value of V , which
is represented by a set of α-vectors, by a backup operator for
each b ∈ B explored or relevant. Therefore, V is reduced
and contains a limited number |B| of α-vectors.
We claim that optimizing belief state values, which are
piecewise linear, as in eq. 1 provides a relatively too sim-
ple mathematical model for POMDP reasoning on percep-
tion applications (Spaan 2008; Araya-Lo´pez et al. 2010). In-
deed, linearizing belief states’ average value comes back to
flatten observations and to finally loose distinctive informa-
tion about them. Thus, the optimized policy does not lead
to acquire sufficient information about the environment be-
fore acting to gather rewards when perception actions are at
stake: as discussed later, such a strategy unfortunately results
in less reward gathered at execution than expected.
Active Perception
Looking at the literature about active perception, which aims
at maximizing the information gain gathered from environ-
ment (Deinzer, Denzler, and Niemann 2003; Eidenberger
et al. 2008), we note that the optimization criterion often
used relies on Shannon’s entropy . The latter represents the
amount of information contained in the belief. An example
of criterion, where Shannon’s entropy is accumulated along
expected trajectories, is:
Hpi(b) = Epi
[
∞∑
t=0
γt
∑
s∈S
bt(s) log(bt(s)) | b0 = b
]
(3)
On the contrary to the criterion of eq. 1, the one of eq.
3 is non linear over belief states, what offers the possibility
to make a clear distinction between observations that reduce
uncertainty and others. Note that this criterion does not take
into account standard POMDP rewards defined over state-
action pairs, for instance associated with mission goals.
Mixed criterion
(Mihaylova et al. 2002) formalizes the active perception
problem as a weighted sum of uncertainty measures and
costs. Based on this work, we proposed a new optimiza-
tion criterion (Carvalho Chanel et al. 2010), which aggre-
gates averaged rewards and Shannon’s entropies of the belief
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Figure 2: (a) Initial position of the agent, target 1 (A) and target 2 (B).; (b) Averaged value fonction of the current state V pi(st) =
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. (c) Evolution of averaged weighted sum of entropies to the different criteria.
state: Jλ(V
pi(b0), H
pi(b0)), where λ ∈ [0, 1]. In this way,
optimized policies would sufficiently often execute informa-
tion acquisition actions in order to reach the mission goal
with minimal guarantee on the knowledge of the world. The
entropy represents a penalty for bigger uncertainties (sup-
posing that the two criteria are well balanced), what urges
the agent on quickly acquiring information.
Some authors studied applications with a fixed value of λ
and no long-term accumulation of entropy (Burgard, Fox,
and Thrun 1997). Others defined a new model ρPOMDP
(Araya-Lo´pez et al. 2010), but without providing solv-
ing frameworks. Our approach proposes a mixed optimiza-
tion criterion and corresponding solving algorithms: the ex-
pected sum of rewards is added to the expected sum of belief
states’ entropies. These values are weighted by a constant λ,
in order to well balanced the influence of these two criteria:
Jpi(b) = (1− λ)V pi(b) + λHpi(b) (4)
where V pi(b) is defined as in eq. 1 and H(bt) given by eq. 3
(same discount factor γ). Note that the addition of these two
heterogeneous criteria does not a priori invalidate the opti-
mization scheme used, because the value only depends on
b ∈ ∆. Actually, Bellman’s equation with α-vectors are still
valid, because the mixed criterion remains convex. However,
it is no more linear in ∆, and some modifications are needed
so that standard POMDP algorithms can be used, as pro-
posed by (Araya-Lo´pez et al. 2010) in a more general case.
Results for the mixed criterion The model studied is
close to the mission example presented in introduction sec-
tion. The objective is to identify mobile targets and land next
to the target of interest. Targets may be of two types A or
B. The agent, which is an autonomous helicopter, must land
next to the target of type A, without initially knowing the real
nature of each target. This scenario combines perception and
mission goal: it is necessary to reduce the uncertainty about
targets to identify them with sufficient confidence (percep-
tion) and land next to the desired target (mission goal).
In this model, the agent can perform 7 actions in an envi-
ronment sketched in Fig. 2(a): go ahead or go to x, y and z
axis (cost of 1), and land (cost or reward of 100 according to
the target). Moving actions are probabilistic, except landing.
The position of the agent and of the targets are completely
observable. Yet, the nature of the targets is partially observ-
able and its observation model depends on the distance be-
tween the helicopter and the targets.
We optimized policies for different values of λ =
{0, 0.5, 1} using Symbolic PERSEUS (Poupart 2005),
which we adapated for our new mixed criterion. λ = 0 rep-
resents the classical total discounted reward criterion used in
POMDPs. λ = 0.5 equally takes into account the classical
criterion and the weighted sum of entropies. λ = 1.0 comes
back to the criterion often used in active perception, based on
Shannon’s entropy. We compare these policies over V pi(st),
which, independently of the criterion used, represents the re-
wards actually won at execution from the hidden initial state.
In Fig. 2(b), V pi(st) is shown for the three cases.
In the first case, λ = 0, the agent tends to early land
(within 3 or 4 steps) close to the target that it believes to
be the good one, often wrongly, because landing is the mis-
sion goal optimized via reward maximization. However, in
simulations where it could acquire more information about
the environment, the autonomous agent could land close to
the actually good target. For λ = 0.5, one can verify that
the criterion value is higher at execution: landing actions ap-
plied sooner than for the classical criterion impact the hid-
den value function V pi(st). Explicitly acquiring more infor-
mation about the environment allows the agent to earlier re-
duce uncertainty on its belief state, and finally often land
next to the good target (364 versus 326). The non linearity
of this criterion enables to better evaluate the value of b(s),
giving more weight to more accurate beliefs (in the sense of
the entropy). For λ = 1, the criterion only optimizes the in-
formation gain, and so the averaged V pi(s) stays over zero:
the agent does not land, because the gain associated with the
land action is not taken into account. Therefore, our results
show that accumulated entropies and rewards should be op-
timized hand in hand to maximize the value function from
the hidden initial state, which represents the rewards actually
gathered at execution (but not the value function averaged
over belief states).
Action preconditions for safe policy execution
In classical planning, preconditions are widely used to
model environment properties required to perform an action.
Preconditions are boolean-valued formulas that represent
the definition domain of an action, i.e. the set of states on
which this action can be applied (Ghallab, Nau, and Traverso
2004). In real-world applications, securing such guarantees
is mandatory in order, for instance, to protect a robot against
physical damage or to put its environment in jeopardy.
To our knowledge, proper use of preconditions has never
been adapted for POMDPs, despite identical theoretical and
practical needs. Research in POMDPs is still more focused
on improving the efficiency of general algorithms tackling
the complexity of general POMDP models, rather than on
real world applications. Technically speaking, precondition
checking is not straightforward when working on probabilis-
tic partially observable domains, because the current state is
not known precisely and it is replaced by a probability dis-
tribution over a set of states.
Given our mission example, even if the desired target is
found in a particular zone, maybe this zone is actually not
landable. To properly model this kind of information in a
POMDP framework, it would be necessary to add a state
variable that indicates if it is possible to land or not in a par-
ticular zone. Moreover, it would be necessary to add a cor-
responding observation variable and a very high cost for the
land action if it is not applicable in the states coherent with
the observation received (Pineau, Gordon, and Thrun 2003;
Smith and Simmons 2005; Poupart 2005). People use to as-
sociate a finite value that represents a high cost to the state-
action pair. This value aims at guaranteeing that no infeasi-
ble action will be performed. Actually, it is hard to properly
set this value beforehand, which depends on the unknown
optimal value of states. This solution is not satisfactory for
our UAV applications. Moreover, the more observation vari-
ables are added to the model, the more complex is the op-
timization. Given that the number of α-vectors grows expo-
nentially with the number of observations (Pineau, Gordon,
and Thrun 2003).
An alternative solution to the hazardous adjustment of
costs consists in defining an indicative function that informs
about the feasible actions given a particular state: I(a, s). We
define Af (s) as the set of feasible actions in s. Thus, pre-
conditions based on states are defined by I(a, s) = 1a∈Af (s)
where 1cond is 1 if the condition cond is true, or 0 if not.
I(a, s) can be seen as the probability 1 or 0 of the applica-
bility of an action a given a state s, i.e. I(a, s) = Pr(a ∈
Af (s)|st = s). At each optimization step, we apply the max
operator only over the set of actions defined by:
Af (b) = {a ∈ A|∃s ∈ S, b(s) 6= 0 ∧ I(a, s) = 1} (5)
which results in the following optimization equation:
Vn+1(b) = max
a∈Af (b)
∑
s∈S
r(s, a)b(s) + γ
∑
o∈Ω
p(o|a, b)V (boa)
(6)
This optimization framework would ensure that no infea-
sible action will be performed by the optimized policy. But,
to guarantee it, we actually need to add to the model the state
and observation variables informing about the possibility of
landing in a particular zone, what increase the complexity of
the problem as discussed earlier.
Decoupled approach
Properly dealing with preconditions in a POMDP frame-
work almost without increasing the optimization complex-
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Figure 3: Proposed decision schema.
ity, requires add an additional information step to the clas-
sical POMDP model, and changing the set of states with-
out changing the set of observations (Carvalho Chanel et al.
2011). This additional information step takes place before
decision, and informs the agent about the set of applicable
actions. It allows to reduce the probability distribution over
states that have the same set of applicable actions. The set
of applicable actions could be seen as a new kind of obser-
vation, but it is decoupled from standard POMDP observa-
tions, in the sense that it is received independently from stan-
dard observations. Thus, the optimization complexity admit-
tedly increases, but not as much as if new observations were
added to the set of standard observations.
As shown in Fig. 3, the decision schema changes, what
implies to redefine the belief state update step, and the maxa
optimization operator of Bellman’s equation. Foremost, the
joint indicative function of a set of applicable actions U ⊂ A
given s is formalized as:
I(U , s) =
∏
ai∈U
Iai, s)
∏
aj /∈U
(1− I(aj , s)) (7)
We directly have: I(Af (s), s) = 1. Furthermore, I(U , s) =
P ({Af (s) = U|s}) is the probability 1 or 0 that a set of ap-
plicable actions U conditioned on s is equal to the setAf (s).
Belief state update steps.
1. A projection of b is created for each possible set of appli-
cable actions Aif .
1
b˜t(s)Ai
f
=
I(Aif |st = s)bt(s)∑
s′′ I(A
i
f |st = s
′′)bt(s′′)
(8)
2. An action a ∈ Aif is chosen and an observation o is re-
ceived, bringing the agent to a belief state boa.
boa∈Ai
f
(s′) =
p(o|s′)
∑
s∈S p(s
′|s, a)b˜(s)∑
s∈S
∑
s′∈S p(o|s
′)p(s′|s, a)b˜(s)
(9)
1If b is incompatible with the set of applicable actions Aif , the
denominator becomes zero, what invalidates Bayes’ rule. In this
case, we can choose to initialize the belief state with b(s) = 1/N ,
where N represents the number of states for which the set of appli-
cable actions is the same Pr(Aif |st = s) = 1.
The new information step does not invalidate the assumption
that the belief state is a complete information state, because
it still fulfils Markov’s property. Moreover, the agent must
take its decision based on b˜’s in steps k and k + 1 (see Fig.
3), after the information about the set of applicable actions
is received. To handle it, the optimization algorithm needs to
determine a policy for the b˜’s.
Optimization operator. We define the optimization oper-
ator that computes the expected averaged value of a belief
state b˜ via the value of belief states boa∈Af :
Vk+1(b˜Af ) = maxa∈Af {r(b˜, a) +
∑
o p(o|a, b˜)Vn(b
o
a)} (10)
where Af represents the set of applicable actions associated
with b˜. We note that the value Vk+1(b˜Af ) is linear in b˜, and
depends on the value of future belief states boa∈Af . We com-
pute Vn(b
o
a∈Af
) as averaged over future b˜A′f values:
Vn(b) =
∑C
i=1 Pr(A
i
f )Vk(b˜Ai
f
(b)) (11)
were C represents the number of b˜ successors of b.
We have worked on this approach and first results were
presented in (Carvalho Chanel et al. 2011), which have been
skipped here because of lack of space. They demonstrated
that our decoupled approach produces policies that never
perform illegal actions, and that the experimental compu-
tation complexity is competitive with standard “penalizing”
approaches.
Learning the real observation model
POMDP models require a proper probabilistic description of
actions’ effects and observations, what is difficult to obtain
in practice for real complex applications. For out target de-
tection and recognition missions, we automatically learned
from real data the observation model, which relies on im-
age processing. We recall that we consider 4 possible ob-
servations in each state: {car not detected, car detected but
not identified, car identified as target, car identified as non-
target}. The key issue is to assign a prior probability on the
possible semantic outputs of image processing given a par-
ticular scene.
Some campaigns were performed and led to an obser-
vation model learned via a statistical analysis of the im-
age processing algorithm’s answers (see Fig. 1). Image pro-
cessing is described in (Saux and Sanfourche 2011), and is
already embedded on autonomous UAVs. More precisely,
we count the number of times that one of the four obser-
vations was answered by the image processing algorithm
in a given state s. So, we compute p(oi|s) by: p(oi|s) ≃
1
Nexp
∑Nexp
n=1 I{on=oi|s}, Nexp ≫ 1.
An important point is that the observation model is not
really accurate. In other words, one can compute a confi-
dence interval for the average probability calculated p(oi|s).
Classical POMDP frameworks assume that the observation
model is exact, but this condition rarely holds in real ap-
plications. A possible solution would consist in extending
the POMDP optimization framework in order to take into
account this confidence interval on the observation model.
Some authors have been working on this subject (Itoh and
Nakamura 2007; Ni and Liu 2008). Nevertheless, many
challenges still remain, especially for the determination of
the worst model when the objective is to provide a robust
policy to face up the inaccuracy of models.
Parallel optimization and execution under
time constraints
Large and complex POMDP problems can be rarely opti-
mized off-line, because of lack of sufficient computation
means. Moreover, the problem to solve is not always known
in advance, e.g. our target detection and recognition mis-
sions where the POMDP problem is based on zones that
are automatically extracted from online images of the en-
vironment. Such applications require an efficient online
framework for solving POMDPs and executing policies,
before the mission’s deadline. We have proposed a versa-
tile optimize-while-execute framework to on-line solve large
POMDPs under time constraints, as part of a generic meta
(PO)MDP planner (Teichteil-Konigsbuch, Lesire, and In-
fantes 2011). The meta planner relies on standard POMDP
planners like PBVI, HSVI, PERSEUS, etc., which are called
from possible future execution states while executing the
current optimized action in the current execution state, in
anticipation of the probabilistic evolution of the system and
its environment. This framework is different from real-time
algorithms like RTDP-Bel (Bonet and Geffner 2009) that
solve the POMDP only from the current execution state (but
not future possible ones).
Work in progress
We have implemented our meta planner with the any-
time POMDP algorithms PBVI (Pineau, Gordon, and Thrun
2003) and AEMS (Ross and Chaib-Draa 2007). AEMS is
particularly useful for our optimize-while-execute frame-
work with time constraints, since we can explicitly control
the time spent by AEMS to optimize an action in a given
belief state. The meta planner handles planning and execu-
tion requests in parallel, as shown in Fig. 4. At a glance, it
works as (for details, see (Teichteil-Konigsbuch, Lesire, and
Infantes 2011)):
1. Initially, our meta-planner plans for an initial belief state b
during a certain amount of time (bootstrap), using AEMS
from b.
2. After bootstrap, our meta-planner receives an execution
request, to which it returns back the action optimized by
AEMS for b.
3. The approximated execution time of the returned action is
estimated, for instance 6 seconds, so that the meta plan-
ner will plan from some next possible belief states using
AEMS during a portion of this time (e.g. 2 seconds each
for 3 possible future belief states), while executing the re-
turned action.
4. After action execution, an observation is received and the
belief state is updated to a new b′, for which the current
optimized action is sent by the meta-planner to the execu-
tion engine.
main component
meta planner
AEMS (b)
or
PBVI (b)
b→ a∗
planning request
action request
Figure 4: Meta planner planning / execution schema.
Perspectives and future work
We are going to perform in the next weeks a first outdoor
experimentation of our complete system (mixed criterion,
safe action preconditions, online meta-planner) for real tar-
get detection and recognition missions. Next, we hope to en-
rich the scenario with multi-sensors, e.g. multiple cameras,
lasers, ultrasonic sound.
As previously highlighted, a very interesting research
point would be to consider the impact of an inaccurate or
imprecise observation model on the optimized policy. The
decision maker would provide a set of possible observation
models for each state-observation pairs, and optimize the
POMDP for the worst observation model for instance. But,
nowadays, many difficulties have been raised in the commu-
nity, especially concerning the choice of the worst model, or
the correct update of the belief state.
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