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Abstract
Recent research suggested that the deglaciation of an ice saddle connecting three ice domes
around Hudson Bay ˜8.5 ka produced a large meltwater pulse. The resulting freshwater
input to the North Atlantic was proposed as having caused the most pronounced climate
change event of the Holocene, the 8.2 ka event. However, modelling experiments focussing
on this saddle collapse meltwater and its climatic impact have not yet been carried out.
This thesis aims to establish whether such a meltwater pulse could have forced the 8.2 ka
event, and if so, to better constrain the pulse through climate and ice sheet modelling.
A series of HadCM3 general circulation model -simulations was performed using ide-
alised freshwater forcing scenarios designed to represent the centennial-length saddle col-
lapse meltwater flux. The simulations demonstrated that the saddle collapse meltwater
was likely the primary cause of the 8.2 ka event.
An appropriate model setup for simulating early-Holocene Laurentide Ice Sheet evo-
lution was then developed using the BISICLES ice sheet model, and an ensemble of simu-
lations of the period 10–7.5 ka was run. An ice saddle collapse is simulated as part of the
deglaciation, and the resulting meltwater pulse is in agreement with the timing of North
Atlantic surface freshening signals, but is longer and less pronounced than the forcing used
in the HadCM3 scenarios that best matched the climate-proxy data.
The findings suggest that the BISICLES model setup simulates a dynamically realistic
meltwater pulse, but there is a mismatch between the simulated pulse and the forcing
necessary for reproducing the 8.2 ka event with HadCM3. Future work should further
develop the BISICLES model setup as outlined in the thesis in order to refine the con-
straints of the meltwater pulse. This could allow for using the 8.2 ka event for assessing
the sensitivity of general circulation models to ocean circulation perturbations.
v
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Chapter 1
Introduction
1.1 The context of this thesis
The Atlantic Meridional Overturning Circulation (AMOC) is a major ocean circulation
system in the North Atlantic, and affects the climate of the Earth through its attendant
heat transport (Rahmstorf, 2002). During the Quaternary Period (2.6 Ma - present day),
changes in the AMOC were responsible for some of the strongest and most rapid shifts in
climatic conditions at the surrounding landmasses and the North Atlantic (Stocker et al.,
2013; Caesar et al., 2018). The AMOC has been suggested to be currently slowing down
in response to anthropogenic influence (Stocker et al., 2013; Srokosz and Bryden, 2015),
and was recently shown to have weakened by around 15% since the 1950s (Caesar et al.,
2018). Major changes in the AMOC can have a disruptive impact on the climate, and it
is imperative to better understand how the Atlantic circulation is going to change in the
future (Caesar et al., 2018). However, the modelled projections of the magnitude of the
21st century slowdown show a considerable degree of variability between General Circu-
lation Models (GCMs; Cheng et al., 2013). The models participating in the phase 5 of
the Coupled Model Intercomparison Project (CMIP5; Taylor et al., 2012) estimated the
AMOC reduction from the historical mean states of individual models under the repre-
sentative concentration pathway 4.5 (RCP4.5; Thomson et al., 2011) and RCP8.5 (Riahi
et al., 2011) scenarios to be 5–40% and 15–60% respectively (Cheng et al., 2013). Robust
understanding of variability of the AMOC is still developing, as continuous observations
of the AMOC strength are only available for just over a decade (Smeed et al., 2014; Cae-
sar et al., 2018), which is considerably shorter than the centennial to millennial response
timescale of the deep ocean (Saltzman, 2002).
Proxy data of past changes in the ocean circulation strength and climate can pro-
vide the means for assessing the skill of the models in reproducing past AMOC changes
(Wagner et al., 2013), and thus can allow for a better understanding of the AMOC sen-
sitivity to e.g. freshwater perturbations. Useful model-data comparisons of past events,
however, have a number of pre-requisites (Schmidt and LeGrande, 2005): having a plau-
sible candidate for a forcing, widespread data of the event, rates of change relevant to
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modern AMOC changes, and the initial background state of the climate needs to be close
to that of the present day. The 8.2 ka cooling event approximately 8200 years ago has
been suggested to be a ”goldilocks event” (Schmidt and LeGrande, 2005) because it meets
all the requirements. It is a particularly useful case study for its duration (˜160 years;
Thomas et al., 2007), estimated AMOC reduction of 40–55% (LeGrande et al., 2006; Wag-
ner et al., 2013) and background climate state (Ruddiman, 2008), which are relevant for
the projected future AMOC changes (Schmidt and LeGrande, 2005). Furthermore, there
is clear and widespread evidence for the event (Morrill et al., 2013a). What remains, then,
is to establish a plausible forcing for the event, and that is the purpose of this thesis. The
following section discusses the changes in the Earth System leading to the 8.2 ka event.
1.1.1 The Earth System over the last 21 thousand years
The Earth system comprises of the atmosphere, the ocean, the cryosphere and the bio-
sphere, each with various components that respond to changes in forcings over different
time scales and interact with each other (Saltzman, 2002). The atmosphere, ocean surface
and sea ice are among the fastest of the components with response times between days
to months, whereas the deep ocean and ice sheets are much slower with centennial to
millennial response times. Due to the dependence of the slow-responding components on
their past states, the 8.2 ka event should be viewed as a culmination of a chain of events
over multiple millennia. This is important in particular for the AMOC, that has been
interpreted from geological evidence to have existed in multiple modes (Alley and Clark,
1999), and that the AMOC takes several thousand years to reach equilibrium after a mode
change (Rahmstorf, 2002). Large changes took place in the Earth System over the Last
Deglaciation (˜21-7 ka), and it has been outlined as one of the periods of interest for the
phase 4 of the Paleoclimate Modelling Intercomparison Project - (PMIP4) (Ivanovic et al.,
2016).
Understanding the response of the slower components of the Earth System relies on
proxy evidence of past climatic changes and modelling tools, such as GCMs and Ice Sheet
Models (ISMs). This is because the long response time scales exceed the instrumental
period, the last ˜20-200 years over which measurement data for various components of
the climate system are available (Hulme and Jones, 1994). The GCMs typically represent
physical atmospheric and oceanic processes, circulation, feedbacks between the compo-
nents and the recent ones also include interactive vegetation and land surface schemes
(such as the BRIDGE HadCM3 family of climate models; Valdes et al., 2017). Fully
coupled Earth System Models that in addition include representations of interactive con-
tinental ice sheets, close the carbon budget and include biological components as well as
biogeochemical processes are currently being developed (e.g. the UKESM1, for more infor-
mation see https://ukesm.ac.uk/). Increasing the complexity of the model setup however
comes with the trade-off of increasing its computational cost. With the current generations
of high-performance computing facilities, the ISMs and earlier-generation GCMs remain
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the most feasible tools for running millennial-scale simulations required for representing
the slow-responding components of the Earth System.
Evolving ice sheets
Ice sheets respond to changes in forcings on time scales of 1-10 millennia (Ruddiman, 2008),
and according to the widely accepted Milankovitch theory (e.g. Berger, 2013), the glacial
cycles of the Earth have been driven by changes in the orbital parameters of the Earth.
The theory proposes that the changes in the obliquity, eccentricity and precession of the
orbit exhibit a cyclical control on the seasonal insolation of the high northern latitudes,
which in turn controls the growth and deglaciation of the Northern Hemisphere ice sheets.
Paleoclimate data give support to the Milankovitch theory, and indicate that the growth
and decay cycles of the Northern Hemisphere ice sheets have followed the same periodicity
of ˜100, ˜41 and ˜23 thousand years as the orbital parameters over the Quaternary Period
(the last ˜2.54 million years; Clark et al., 1999). Several features of the climate system
follow the same periodicities, but many of them at high northern latitudes have lagged
the orbital control by 5–15 thousand years (Clark et al., 1999). A major reason for this
lag has been shown to be ice sheets (Imbrie et al., 1993; Clark et al., 1999). Ice sheets are
one of the few components of the climate system that operate on millennial time scales,
and contribute to controlling both regional and large-scale climate through altering the
local orography (Kageyama and Valdes, 2000) and albedo, as well as the atmospheric and
oceanic heat circulation patterns and attendant heat transport (Lo¨fverstro¨m et al., 2016;
Liakka and Lo¨fverstro¨m, 2018).
The cyclic orbital control resulted in the climate oscillating between glacial (cold), and
interglacial (warm) states. The cold climate of the glacial states allowed for ice sheets to
grow over continents on mainly the Northern Hemisphere, which resulted in a lowering of
the sea level. The last full glacial state is known as the Last Glacial Maximum (LGM),
and marks the point in time when the combined volume and extent of the terrestrial ice
sheets were last at their maxima. The global sea level was approximately 115-130 m lower
at the LGM than present (Peltier and Fairbanks, 2006; Lambeck et al., 2014). The LGM
and minimum in global sea level have been estimated to have occurred between 26 ka
(Peltier and Fairbanks, 2006) and 21 ka (Lambeck et al., 2014, Fig. 1.1).
Especially the Northern Hemisphere ice sheets underwent large changes over the last
deglaciation (Fig. 1.2). The majority (50–70 m) of the sea level change since the LGM is
due to freshwater stored in the Laurentide Ice Sheet (LIS) (Ruddiman, 2008). The rest
was stored as part of other continental ice sheets: the Scandinavian ice sheet (˜15 m), the
Barents/Kara ice sheet (˜14 m), the Antarctic ice sheet (˜19 m) and Greenland ice sheet
(˜5 m), with smaller volumes in the British and Cordilleran ice sheets and smaller ice caps
and glaciers (Ruddiman, 2008). Majority of the ice sheet melt during the deglaciation
occurred prior to 6.7 ka (Lambeck et al., 2014, fig. 1.1), averaging at approximately 8-9
m ka-1. Over the early Holocene the rate of increase in global sea level has been estimated
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Figure 1.1: Estimated eustatic sea-level rise and change in grounded ice volume over the
last 35 thousand years (Lambeck et al., 2014). Individual eustatic sea-level estimates in
blue, and the objective estimate of the denoised time series in red. An expanded time series
for 9–0 ka is presented in the inset. Figure adapted from Lambeck et al. (2014).
to have been higher, at 12–13 m ka-1 (Smith et al., 2011).
The growth of ice sheets is typically slow compared to their retreat (Clark et al., 1999).
Their growth is determined by the (also typically slow) rate of snowfall and subsequent
compression of the snow into firn and ice. Their retreat is driven by surface mass balance
and associated positive feedback mechanism, as well as dynamical ice loss through ice
streams, surging and calving at the marine front. The onset and progression of surface
melt are typically followed by large-scale changes in albedo as the surface changes from
being snow- to ice covered and the amount of liquid water present at the surface increases
(Wiscombe and Warren, 1980; Warren, 1982).
Impact of changing ice sheets on the Earth System
As the Northern Hemisphere ice sheets changed in shape and size (Fig. 1.2), they im-
pacted the climate in various ways. For instance, they created some of the largest regional
anomalies in radiation balance and albedo on the planet (Clark et al., 1999). Ice sheets
radiate more long-wave radiation than they absorb (e.g. Hoch et al., 2007), and due to low
incoming annual radiation at high latitudes and high albedo of snow and ice the absorp-
tion of short-wave radiation is also low. The annual net surface radiation balance of ice
sheets at high elevations is typically negative, meaning that they lose heat over the course
of the year. Surface melt and retreat of an ice sheet result in increased flux of shortwave
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Figure 1.2: Northern Hemisphere ice sheets over the last deglaciation in 3 ka intervals in
two ice sheet reconstructions: the ICE-6G c (VM5a) reconstruction (Peltier et al., 2015)
and the GLAC-1D reconstruction (Tarasov et al., 2012). Figure taken from the study by
Ivanovic et al. (2016).
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radiation into the underlying substrate (ice, ocean or land) through decreasing albedo,
and that acts as a positive feedback for the melting as the heat gets redistributed. This
feedback operates in reverse with cooling associated with the growth of ice sheets due to
an increase in albedo from lower rain- to snowfall ratios and more persistent snow cover
(Box et al., 2012). In addition to the substantial cooling over and downwind of ice sheets,
other atmospheric influences of the LIS in earlier simulations have included a southward
shift of the winter jet stream (Manabe and Broccoli, 1985), reorganization and strength-
ening of storm tracks south of the ice sheet and over the North Atlantic region (Li and
Battisti, 2008), and generation of large anti-cyclones on the ice sheet surface (Kutzbach
et al., 1998; Ganopolski et al., 1998). Changes in LIS topography have also been shown
to influence the North Atlantic gyre circulation through changes in wind stress curl over
the mid-North Atlantic (Gong et al., 2015; Gregoire et al., 2018). Two recent modelling
studies have shown that lowering of the LIS topography resulted in less meridional at-
mospheric and oceanic heat transport at the LGM (Liakka and Lo¨fverstro¨m, 2018) and
a weakening of the subpolar and subtropical gyre circulation during the early-Holocene
(11.7-7 ka) (Gregoire et al., 2018).
The Thermohaline Circulation is a density-driven current system mainly governed by
thermal and haline properties of the water masses (Rahmstorf, 2002). The AMOC is the
Atlantic component of this deep ocean circulation system. A simplification of the present-
day configuration of the AMOC is that the water above ˜1 km flows northward, while the
water below flows southward (Lynch-Stieglitz et al., 2007). The uppermost northward-
flowing waters become less buoyant as the warm saline water gets cooler, and are trans-
formed into North Atlantic Deep Water (NADW) that forms part of the southward-flowing
water masses. The AMOC has an important role in climate variability due to its atten-
dant meridional transfer of heat in both the ocean and the atmosphere (Rahmstorf, 2002;
Stouffer et al., 2006). The RAPiD monitoring array at 26 ◦N has allowed for monitoring
the AMOC strength over the last 14 years, and the circulation has been shown to be
weakening at a rate that is up to ten times faster (˜0.4 Sv per year; Smeed et al., 2014)
than expected based on climate model projections (Srokosz and Bryden, 2015). Addi-
tionally, a recent study showed that this weakening has occurred during a subdued state,
and that the AMOC strength has been anomalously weak over the last 150 years based
on palaeo-oceanographic evidence (Thornalley et al., 2018). The authors suggested that
the weakening since the Little Ice Age (˜1850 CE) was predominantly due to enhanced
freshwater fluxes to Arctic and Nordic Seas weakening the AMOC and the deep convection
at Labrador Sea.
Understanding the sensitivity of AMOC to ongoing and future freshwater forcings
from the Greenland ice sheet (Van den Broeke et al., 2009), melting glaciers around the
North Atlantic and changes in freshwater export from the Arctic (Se´vellec et al., 2017), is
important for model projections of the changes in the North Atlantic region over the 21st
century. Valdes (2011) argued that the GCMs might not have the correct sensitivity to
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freshwater forcings, and testing this using a well-constrained palaeo event that meets the
pre-requisites listed in Section 1.1 could show whether this is true or not. The 8.2 ka event
could thus inform us whether the future model projections can be believed, even though
reliably constraining the past strength of the AMOC for the early-Holocene period mainly
relies on qualitative proxy data (Ellison et al., 2006; Kleiven et al., 2008).
Climate change events between the Last Glacial Maximum and the Holocene
The LIS was a large source of freshwater input to the North Atlantic and Arctic Oceans in
the early Holocene. The freshwater exited the ice sheet as meltwater and through iceberg
calving, with major calving events from the LIS recorded in North Atlantic sediments as
high proportion of ice-rafted debris during the so-called Heinrich Events (Heinrich, 1988).
While a large fraction of the ice-rafted debris linked to Heinrich Events in records from
the main ice-rafted deposition zone between 45 – 50 ◦N originated from LIS, a signifi-
cant amount originated from other coastal marginal regions around the North Atlantic
(Bond et al., 1992). The latest of these, the Heinrich Event 1, occurred during the last
deglaciation around 16.8 ka (Hemming, 2004).
Other major climatic events between 20–10 ka that have been linked to freshwater
fluxes from the LIS are the Bølling-Allerød warm period approximately 14.6–12.8 ka (Fig.
1.3; Severinghaus and Brook, 1999; Buizert et al., 2014) and the Younger Dryas cold period
12.8–11.7 ka (Monnin et al., 2001; Buizert et al., 2014). The summer insolation forcing
and the CO2 levels in the atmosphere were both increasing over the Older Dryas period
(18–14.7 ka), but ice core records from Greenland indicate of little temperature increase
over the time period (Fig. 1.3). The cool trend is interrupted at ˜14.6 ka by the Bølling-
Allerød warming, when the temperatures on the Northern Hemisphere rose abruptly by
4–5◦ C, and in central Greenland by up to 14.4 ± 1.9 ◦C over a short period (Buizert
et al., 2014, uncertainty given as 2 standard deviations). A large sea-level rise of 12–22 m
over ˜340 years, the Meltwater Pulse 1a, has been estimated to have taken place around
the same time around 14.5 ka (MWP1a Deschamps et al., 2012). A recent study suggested
that a large fraction (3–4 m) of the freshwater resulting in Meltwater Pulse 1a was caused
by accelerated melt of the North Atlantic Ice Sheet in response to the Bølling-Allerød
warming, and was amplified to 5–6 m when it triggers the separation of the Laurentide
and Cordilleran Ice Sheets (Gregoire et al., 2016). The Bølling-Allerød warming does not
meet all the pre-requisites for the most useful case studies listed in Section 1.1 (Schmidt
and LeGrande, 2005) for evaluating model sensitivity to freshwater-driven AMOC changes.
This is partially due the warming having suggested as the cause for the meltwater pulse
instead of the other way around (Gregoire et al., 2016), and to the initial condition of the
AMOC prior to the meltwater pulse around 14.5 ka being hard to know precisely due to
the uncertainty in the timing of the associated sea level rise (Ivanovic et al., 2018).
The warm period came to an end at 12.8 ka at the onset of the Younger Dryas cold
period (Fig. 1.3). The Northern Hemisphere temperatures are thought to have dropped
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Figure 1.3: Palaeoclimate records and Greenland temperature reconstructions for the last
deglaciation (reproduced from Buizert et al., 2014). (A) Greenland summit ice core δ18O
from GISP2 (blue) and GRIP (gray, offset by -3 ‰). (B) June insolation at 65 ◦N. (C)
Atmospheric CO2 mixing ratios. (D) Bermuda rise
231Pa/230Th as a proxy for AMOC
strength (green) and GCM AMOC strength (gray) in sverdrups. (E) surface temperature
stacks for 30 ◦N and 60 ◦N and North Atlantic region. (F) Greenland Ice Sheet Project
core 2 (GISP2) ice core (blue, offset by 0.3‰), North Greenland Ice Core project (NGRIP)
ice core (purple, 0.15‰offset) and North Greenland Eemian Ice Drilling (NEEM) ice core
(green) model fit to δ15N data (black dots). (G to I) Greenland temperature reconstruc-
tions with ±1 SD uncertainty envelope for GISP2 (blue), NGRIP (purple), NEEM (green)
and CCSM3 GCM output (gray).
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by several degrees during the event, with the cooling associated with decreased meridional
heat transport and slowdown of the AMOC (e.g. Leydet et al., 2018). The slowdown of the
AMOC in turn has been suggested to have been caused by rerouting of LIS meltwater to
the Arctic of Atlantic oceans (Clark et al., 2001; Leydet et al., 2018). The Younger Dryas
cold period lasted until the onset of the Holocene epoch at 11.7 ka, the cause of the event
has not however been unequivocally established (Leydet et al., 2018), and thus similarly to
the Bølling-Allerød warming, the Younger Dryas cold period does not either meet all the
pre-requisites set forward by Schmidt and LeGrande (2005, Section 1.1) for most useful
case studies for evaluating model AMOC sensitivity, whereas the 8.2 ka event remains ”an
almost ideal case study for model-data comparisons” (Schmidt and LeGrande, 2005).
1.1.2 The 8.2 ka cooling event
Figure 1.4: Two climate proxy records highlighting the 8.2 ka event (Barber et al., 1999).
Two time scales are given, the 14C on top and the calendar date below. The upper curve
shows Cariaco basin greyscale record, in which lower values indicate of increased zonal wind
speeds due to high-latitude cooling (Hughen et al., 1996). Lower curve shows the bidecadal
δ18O values of ice from the GISP2 ice core (Stuiver et al., 1995). Lower δ18O values have
primarily been interpreted to indicate of colder temperatures of precipitation at the site
at Summit, Greenland, with more negative values indicative of colder temperatures. The
dashed vertical line shows the estimated timing of the Hudson Bay becoming sufficiently
ice-free to allow for the drainage of proglacial lake Agassiz into the Labrador Sea, with the
error range of 8.16–8.74 ka shaded.
The climate during the Holocene has been relatively stable (O’brien et al., 1995), with
a single abrupt climatic perturbation approximately 8,200 years ago standing out in the
record (Fig. 1.4). This ”8.2 ka event” was a period of abrupt cooling of 1–3 ◦C across large
parts of the Northern Hemisphere with a duration of about 160 years (Barber et al., 1999;
Veski et al., 2004; Feurdean et al., 2008; Morrill et al., 2013a). The original hypothesis
for the cause of the cold period was the drainage of proglacial Lakes Agassiz and Ojibway
into the North Atlantic (Barber et al., 1999). This flood was thought to have slowed the
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AMOC and associated meridional heat transport, thus cooling the North Atlantic region
and the Northern Hemisphere (Barber et al., 1999).
The lake release hypothesis having forced the event was a long-held view, and several
model studies have examined the response of the climate and ocean circulation to the lake
release, often in combination with other forcings or background meltwater flux from the
LIS (Renssen et al., 2001; Wiersma et al., 2006; Meissner and Clark, 2006; LeGrande and
Schmidt, 2008; Tindall and Valdes, 2011; Morrill et al., 2013b). In the studies by LeGrande
and Schmidt (2008); Tindall and Valdes (2011); Morrill et al. (2013b), the magnitude of
the modelled perturbation is similar to the ones observed in proxies (Morrill et al., 2013a),
but there is a mismatch in the duration. The recovery of the ocean circulation and climate
takes ˜10–100 years in the simulations, whereas qualitative records of Atlantic Deepwater
flow indicate a slowdown for up to 400 years (Ellison et al., 2006). This could mean either
that the models are indeed too stable to reproduce this abrupt climate change, the climate
proxy information has been misinterpreted or that an additional or alternative forcing had
an important role. Indeed, recent studies have suggested that additional Freshwater Fluxes
(FWFs) originating from the LIS were integral in causing the 8.2 ka event (Clark et al.,
2001; Meissner and Clark, 2006; Carlson et al., 2009a,b; Gregoire et al., 2012; Wagner
et al., 2013).
Figure 1.5: The Laurentide Ice Sheet (LIS) saddle collapse as modelled in a simulation
using the GLIMMER-Community Ice Sheet Model (Rutt et al., 2009; Gregoire et al., 2012).
(a) Evolution of the LIS before, during and after the meltwater pulse. (b) Time series of
the volumetric change of LIS between 10–6 ka converted to meltwater flux (in Sverdrups).
The ages correspond to model time. From Gregoire et al. (2012).
The ice sheet modelling study by Gregoire et al. (2012) suggested that the surface-melt
driven acceleration of LIS melting in the early Holocene could have resulted in a release
of freshwater with a volume equivalent to approximately 5.5 m of global Sea-Level Rise
(SLR) over 400 years (Fig. 1.5), as an ice saddle connecting the ice domes around Hudson
Bay collapsed. In the experiment, progressive warming produces general lowering of the
North American Ice Sheet, and also increases the altitude above which the ice surface melts
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(Gregoire et al., 2012). When the central part, the ice saddle, of the ice sheet becomes
subject to surface melt, the ablation zone expands considerably and triggers a positive
feedback between surface mass balance and surface lowering. The surface melting and
meltwater production in the experiment peak when a corridor opens between the higher
features surrounding the ice saddle (Gregoire et al., 2012). The meltwater pulse (MWP)
produced by the saddle collapse is a compelling candidate for having acted as a forcing
of the 8.2 ka event because of its timing and the amount of released freshwater being
approximately 5-20 times the estimated volume of the lake flood (with the lake having
been estimated as having been equivalent to 0.22–0.96 m of SLR prior to its discharge to
North Atlantic) (Leverington et al., 2002; Teller et al., 2002; To¨rnqvist and Hijma, 2012).
Gregoire et al. (2012) however highlighted that missing dynamical processes in their
model setup could have been influential for the timing, duration and magnitude of the
MWP. These dynamical processes included ice streams and attendant export of ice to-
wards marine margins, and subglacial hydrology. The migration of the grounding line, or
the boundary between the grounded and floating parts of a marine ice sheet, is another
important dynamic process that affects the stability of a marine ice sheet and ice loss (Vieli
and Payne, 2005). The dynamical movement of a grounding line is determined in part by
the way that it is treated in an ice sheet modelling simulation, on the governing physics
and whether a fixed grid or a moving grid that tracks the movements of the grounding line
is utilised (Vieli and Payne, 2005). Another important factor in determining the ground-
ing line dynamics is the horizontal resolution of the model in question (Vieli and Payne,
2005; Durand et al., 2009; Cornford et al., 2015). Durand et al. (2009) proposed that a
resolution of <5 km resolution using a Full stokes approach would produce robust predic-
tions of the grounding-line migration, and more recent simulations using the BISICLES
ice sheet model (Cornford et al., 2013) suggested that sub-kilometre -resolution is required
to adequately resolve the grounding-line migration (Favier et al., 2014; Cornford et al.,
2016).
The BISICLES model used in chapters 3 and 4 allows for an improvement over previ-
ous ice sheet modelling studies encompassing the early-Holocene LIS deglaciation in that
the model allows for simulating the evolution of the ice sheet at kilometre-scale resolution
(down to 2.5 × 2.5 km) instead of the 40–56 km -scale resolution utilised in the earlier
studies (Marshall et al., 2002; Tarasov et al., 2012; Gregoire et al., 2012). The modelling
approach of these previous studies also resulted in a limited ability to simulate ice streams
and the transition between grounded and floating ice, whereas BISICLES has been suc-
cessfully applied for simulating the dynamically active regions of the contemporary ice
sheets (Lee et al., 2015; Cornford et al., 2016). BISICLES thus likely presents a suitable
model for simulating the potentially dynamical Hudson Bay saddle collapse.
The temporal evolution of the meltwater pulse resulting from the Hudson Bay saddle
collapse and its climatic impact are yet to be constrained in modelling studies focussing
on the saddle collapse and its role as a forcing for the 8.2 ka event. The event has
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been suggested as an ideal case study for benchmarking climate model AMOC sensitivity
to freshwater perturbations (Schmidt and LeGrande, 2005), but this necessitates clear
constraints on the forcing of the event.
1.2 Knowledge gaps
There remain gaps in our understanding of the Hudson Bay saddle collapse and the role
of the LIS meltwater as a forcing for the 8.2 ka event. The limitations of the previous
studies form the basis for this study, and are summarised below.
1. The impact of the LIS saddle collapse meltwater pulse on the ocean circulation and
climate has not been evaluated in a climate model study. It is not known whether
the saddle collapse represents a plausible forcing for the 8.2 ka event from a climatic
perspective.
2. Dynamical evolution of the early-Holocene Laurentide Ice Sheet (LIS). Our under-
standing is limited due to earlier LIS modelling studies having been carried out with
models with coarse (>40 km grid size) resolution and no representation of marine
interactions or higher-order physics.
3. The temporal evolution of the meltwater flux resulting from the collapse of the
Hudson Bay ice saddle collapse is therefore currently poorly constrained.
1.3 Thesis Research Aim
To address the limitations summarised in Section 1.2, the aim of this thesis is:
To evaluate the dynamical evolution and climatic impact of the Laurentide
Ice Sheet saddle collapse, and to establish whether or not the released
meltwater had a major role as a forcing of the 8.2 ka cooling event.
A series of GCM and ISM studies was employed to address this aim. The purpose
of the GCM work undertaken for the first part of the thesis (Chapter 2) was to evaluate
the climatic impact of various feasible freshwater flux (FWF) scenarios resulting from
the Hudson Bay saddle collapse, and thus establish whether the meltwater pulse had the
potential to have been a major forcing of the 8.2 ka event (knowledge gap 1 in Section
1.2). The second part of the thesis was designed with the purpose of further constraining
the saddle collapse. This is the first time that the BISICLES ISM (Cornford et al., 2013)
is applied in the LIS setting, and also the first time it is applied in a palaeo setting.
Installing and setting up the model on the local High-Performance Computing facilities
(ARC2 & ARC3, University of Leeds) required a substantial amount of work, and Chapter
3 comprises of the resulting model setup and a sensitivity study of key model parameters.
As such, Chapter 3 provided the means for addressing knowledge gaps 2 & 3 in Section 1.2,
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by enabling the work that is undertaken in Chapter 4. Chapter 4 describes a modelling
effort in which the constraints of the meltwater pulse are evaluated and the dynamical
evolution of the early-Holocene LIS is compared with relevant available geological evidence
of the deglaciation of the ice sheet. This work presents a significant improvement to our
understanding of the 8.2 ka event and its hypothesised major forcing. It represents a
transformative step in our ability to simulate this key past climate event, overturning an
entrenched paradigm (the lake outburst hypothesis) and laying the foundations for it to
be utilised as a test for climate model sensitivity to ice sheet melting.
1.4 Thesis research questions
Table 1.1: Thesis research questions.
Research Questions and chapters that address them.
RQ1: Could a meltwater pulse resulting from the Laurentide Ice Sheet saddle collapse
have been a major forcing of the 8.2 ka event? (Chapter 2)
RQ2: What are the main model parameters controlling the rates of early-Holocene
deglaciation of the Laurentide Ice Sheet? (Chapter 3)
RQ3: What are the estimated timing, duration and amount of freshwater released by
the Hudson Bay saddle collapse based on a higher-order ice sheet model setup?
(Chapter 4)
The research aim in Section 1.3 can be broken down into three research questions (RQ;
Table 1.1), and the objective of each of the chapters 2–4 is to address one of the RQs.
The scientific background and objectives for addressing each of the research questions is
briefly outlined in the following subsections, and discussed in a more exhaustive fashion in
each respective chapter. The choice of model for addressing RQ1 is discussed in subsection
1.4.1. The modelling approach for addressing RQ3 builds on the model setup developed
to address RQ2, and the modelling approach for both these subsections is discussed under
subsection 1.4.2.
1.4.1 Addressing RQ1: Could a meltwater pulse resulting from the Lau-
rentide Ice Sheet saddle collapse have been a major forcing of the
8.2 ka event? (Chapter 2)
Objectives
Addressing RQ1 can be divided into the following objectives: (i) Development of an ex-
perimental setup that allows for evaluating the climatic effects of idealised scenarios of
the meltwater released from the LIS saddle collapse as the Hudson Bay deglaciated. (ii)
Comparison of the modelled climatic perturbation with the most robust proxy evidence
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available. (iii) Assessment of the role of the saddle collapse meltwater pulse as a forcing
of the 8.2 ka event.
Scientific background
The 8.2 ka event was a period of abrupt cooling of around 1–3 ◦C that lasted about
160 years (Barber et al., 1999; Thomas et al., 2007). The event is recorded in various
geological data, and most prominent in records from around the North Atlantic (Morrill
et al., 2013a). The event has been described as an ideal test case for evaluating the GCM
response to modern climate change due to meeting the required pre-requisites outlined in
Section 1.1 (relevant climate setting and AMOC changes for projected future changes, clear
data on the perturbation and a plausible forcing mechanism) (Schmidt and LeGrande,
2005). Previous GCM and EMIC (Earth System Model of Intermediate Complexity)
studies have failed to reproduce the cooling event in its full duration and magnitude,
which suggests that models do not have the correct sensitivity to the forcing (ice sheet
meltwater in this case), with important implications for projecting future climate change.
But what if the forcing was wrong? The forcing that was originally hypothesised for
having caused the event is the drainage of Lake Agassiz as a catastrophic flood (Barber
et al., 1999; Teller et al., 2002). More recently, the importance of additional freshwater
fluxes from the melting LIS has been highlighted (Clark et al., 2001; Meissner and Clark,
2006; Carlson et al., 2009a,b; Gregoire et al., 2012; Wagner et al., 2013), with two of these
studies suggesting that the centennial-scale LIS melt could have been a major forcing of
the 8.2 ka event (Gregoire et al., 2012; Wagner et al., 2013). The rate of LIS meltwater
production is thought to have accelerated as the surface mass balance of the ice sheet
became increasingly negative towards the end of the deglaciation (˜9-7 ka) (Carlson et al.,
2008; Gregoire et al., 2012, 2015; Ullman et al., 2016). This accelerated surface melt has
been shown in a recent modelling study to have initiated the collapse of an ice saddle
over the present-day Hudson Bay, which then further accelerated the surface melt in the
region (Gregoire et al., 2012). Here, for the first time, we evaluate the climatic impact of
scenarios of centennial-scale freshwater perturbations that could have been released from
the collapse using the HadCM3 coupled atmosphere-ocean-vegetation GCM.
Choice of model
The most robust available climate proxy information on the 8.2 ka event, as compiled by
Morrill et al. (2013a), is seen in sea surface temperature proxy records from the Atlantic
Ocean (Weldeab et al., 2007; Kim et al., 2007; Thornalley et al., 2009; LoDico et al.,
2006) and surface air temperature proxy records around the North Atlantic (Grafenstein
et al., 1998; Veski et al., 2004; Sarmaja-Korjonen and Seppa¨, 2007; Feurdean et al., 2008).
However, climatic perturbations from as far as China, Brazil and New Zealand have been
linked to the abrupt climate change event (Cheng et al., 2009; Morrill et al., 2013a).
The signals in the far-field climate proxy records primarily indicate of changes in the
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amount of precipitation, which highlights the importance of the capability of the model
to represent feedbacks between the atmosphere and the ocean. The models that are best
suited for simulating climatic perturbations with global impacts are ESMs (Earth System
Models) and AOVGCMs (General Circulation Models with coupled Atmosphere-Ocean-
Vegetation), which both include coupled atmosphere and ocean components with two-way
transfer of information at the ocean-atmosphere interface.
Another important aspect considered when choosing a model to use was the computa-
tional cost of simulations. The planned experiment consisted of 14 simulations with a total
length of 8000 model years (with individual run lengths of 500 or 1000 years in addition to
the 2000 year long spinup simulation). While running the simulations in parallel reduced
the modelling time, the large size of the ensemble effectively ruled out using ESMs due to
the slow run speed compared to GCMs (the current versions of the UKESM for example
reach ˜0.5–2 model years per day on 1000 computer processors Kuhlbrodt et al., 2015).
HadCM3 (Valdes et al., 2017) was the most feasible UK model choice that satisfied the
criteria of being a coupled global Atmosphere-Ocean GCM (AOGCM), with a best com-
promise between resolution (N48 for atmosphere, approximately 300 km grid spacing at
the equator) and computational cost. With this model setup it was estimated to be possi-
ble to complete all the simulations in the ensemble in approximately 3 months (with a run
speed of ˜70 model years per day for an individual simulation on 32 computer processors
on the N8 Polaris High-Performance Computing facility hosted at Leeds University).
Experiment design
The Hudson Bay saddle collapse has been suggested to have been the primary forcing of
the 8.2 ka cooling event (Carlson et al., 2008; Gregoire et al., 2012), but the freshwater
flux to the oceans resulting from the collapse is yet to be constrained. As a result, the
climatic impact and role of the LIS collapse as a forcing of the 8.2 ka event remain a gap in
our understanding of the abrupt cooling event. To address this, we set up an ensemble of
simulations that represent the saddle collapse freshwater entering the Labrador Sea, with
plausible melt rates based on known processes of ice retreat (Gregoire et al., 2012), and
melt volumes derived from sea level rise records (To¨rnqvist and Hijma, 2012; Lambeck
et al., 2014). The starting point for the simulations is an earlier HadCM3 -modelling
study of the 8.2 ka event (Singarayer et al., 2011). Hydrological fluxes in HadCM3 are
represented as virtual salinity fluxes, and the freshwater fluxes are therefore input by
decreasing the salinity of oceanic grid boxes over a region of the Labrador Sea (45–70◦ N,
50–70◦ W).
All the saddle collapse forcing scenarios are similar in their structure, with a linear
increase and decrease between the background forcing and the timing of the peak forcing
at model year 200 (see Figure 2.1c). The perturbations are input on top of a background
flux of 0.05 Sv based on numerical reconstructions of the long-term discharge from the
deglaciating LIS (Licciardi et al., 1999), and the simulations are run for a total of 500
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years with three lengths for the saddle collapse: 100, 200 and 300 years. The total volume
of the freshwater input in the simulations is either 3.62 m or 4.24 m over 400 years, with
1.77 m of this due to the background flux. We also ran a simulation representing the lake
release (2 yr pulse of 1.25 Sv), consistent with palaeohydraulic simulations of the lake
outburst (Clarke et al., 2004).
1.4.2 Addressing RQ2: What are the main model parameters control-
ling the rates of early-Holocene deglaciation of the Laurentide Ice
Sheet? (Chapter 3)
Objectives
Addressing RQ2 can be divided into two objectives: (i) Development of a model setup
for the early-Holocene LIS deglaciation, and (ii) identification of key model parameters
controlling the modelled deglaciation and evaluating their sensitivity.
Scientific background
Two fundamental processes define what happens to an ice sheet or glacier over time, the
surface mass balance (SMB) and flow of ice under its own weight driven downslope by
gravity and opposed by friction (Hock, 2005).
Ablation and accumulation are the primary components of the SMB, and ablation
of snow and ice is largely controlled by the surface energy balance, which in turn is
affected by several processes at the atmosphere-surface interface (Charbit et al., 2013).
Radiative components of the energy balance (shortwave and longwave radiation) are the
most important of these processes based on studies of the Greenland ice sheet (Van den
Broeke et al., 2008; Konzelmann et al., 1994; Charbit et al., 2013), but turbulent heat
transfer (Van den Broeke et al., 1994) and surface albedo (Brun et al., 1989, 1992) also
influence the availability of energy for melt. Accumulation is more straightforward to
represent in a model and consists of snowfall on the surface compacting to ice over time.
Subglacial melting underneath the ice sheet and ice shelves, as well as iceberg calving at
the perimeter of ice shelves are the other components determining the evolution of the ice
sheet mass balance.
Negative SMB has been shown to have been the primary driver of the final LIS deglacia-
tion (Carlson et al., 2009a; Gregoire et al., 2012; Ullman et al., 2016), but accurately repre-
senting ablation processes in millennial-scale transient simulations is complicated (Charbit
et al., 2013). Due to the complexity and high spatial and temporal variability, the model
resolution required to accurately represent the surface energy balance (˜10 km, Van den
Broeke et al., 2008) is finer than the current GCM resolution (Charbit et al., 2013). The
high computational cost of fully coupled GCMs also makes running transient simulations
over glacial timescales challenging.
Modelling the downslope ice flow in 3D is complex, as there are nine principle stress
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components affecting the flow driven by gravity. Including all stress components in an
ice flow model is known as full Stokes modelling (e.g. Hindmarsh, 2004; Pattyn et al.,
2008; Durand et al., 2009), which is computationally demanding. The computational
expense limits the use of the Full Stokes approach to short simulations and/or small
domains. Most ice sheet models solve a reduced set or forms of the Full Stokes equations
to approximate the stresses driving the ice flow. Previous modelling studies encompassing
the early-Holocene deglaciation of the Laurentide Ice Sheet have utilised the Shallow-Ice
Approximation (SIA)(Marshall et al., 2002; Gregoire et al., 2012; Tarasov et al., 2012).
The SIA is most appropriate for large-scale grounded flow of ice dominated by vertical
shear (e.g. Pollard and DeConto, 2012), as the transverse (lateral drag) and longitudinal
stresses (stretching and compression along flow) as well as vertical stresses are neglected.
In the SIA the Full Stokes problem is reduced to a balance of gravitational driving stress
versus basal drag, which makes the model computationally efficient. Due to basal sliding
being challenging to represent with the SIA approach, the SIA becomes more inaccurate
as the contribution of basal slip to ice velocity increases (Kirchner et al., 2016). The
SIA models capture the bulk ice flow, but lack the ability to adequately simulate more
dynamical ice behaviour such as fast-flowing ice streams, ice-sheet to ice-shelf transition
and grounding line migration (Blatter et al., 2011; Kirchner et al., 2016). The flow of ice in
ice streams and shelves is dominated by horizontal stretching (Pollard and DeConto, 2012),
for which a different set of approximations of the Full Stokes equations is appropriate (the
Shallow Shelf Approximation, SSA; Morland, 1987). Neither SIA or SSA are appropriate
for whole continental ice shelves, and flow of ice streams can also consist of both vertical
shear and horizontal stretching (Pollard and DeConto, 2012). Instead it has been deemed
necessary to capture both modes of flow to accurately represent continental-scale ice sheet
evolution, for which using the Full Stokes approach, higher-order (with less approximations
of the stress balance equations; Pattyn et al., 2008) or modelling approaches combining
SIA and SSA equations (e.g. Pollard and DeConto, 2012; Cornford et al., 2013) are more
appropriate.
Chapter 3 aims to build a model setup with the BISICLES ice sheet model (Cornford
et al., 2013) for evaluating and refining the existing knowledge on the temporal evolution
of the Hudson Bay ice saddle collapse and the resulting meltwater pulse. BISICLES solves
a vertically-integrated stress balance equation based on the L1L2 approach by Schoof and
Hindmarsh (2010) to determine the velocity at the base and includes simplified equations
to resolve vertical shear strains in the effective viscosity (Cornford et al., 2013, 2016).
The L1L2 approach is not as rigorous as the Full Stokes approach, but has shown similar
behaviour to the Full Stokes model Elmer/Ice (Favier et al., 2012) in a study of the marine
ice sheet instability of the Pine Island Glacier (Favier et al., 2014). As such the model
has proven to be a significant improvement on the traditional SIA approach that does not
simulate the dynamical marine interactions. One of the key advantages BISICLES has is
the application of Adaptive Mesh Refinement (AMR), by which the model automatically
18 Chapter 1. Introduction
refines its horizontal resolution for dynamically active regions that require up to sub-
kilometre resolution, and maintains a coarser resolution for dynamically quiescent regions
(Cornford et al., 2013, 2016).
The model setup allows for simulating the early-Holocene deglaciation of LIS with
improved representation of the ice dynamics and resolution over the previous SIA-based
experiments encompassing the period of the 8.2 ka event (Marshall et al., 2002; Gregoire
et al., 2012; Tarasov et al., 2012). The model setup focusses on the 10–8 ka time period,
combines information from a previous modelling effort (Gregoire et al., 2012), up-to-date
ice sheet reconstructions (Tarasov et al., 2012; Peltier et al., 2015) and climate simulations
(as used in Morris et al., 2018; Swindles et al., 2018) for creating the boundary conditions
and initial conditions.
Modelling approach
To address the knowledge gap on the dynamical evolution of the LIS saddle collapse, I
have applied the BISICLES ice sheet model in a palaeo setting for the first time. This is
also the first time that the model is used for simulating a continental-scale ice sheet outside
of the Greenlandic and Antarctic ice sheets. Ice sheet modelling studies of contemporary
ice sheets have an advantage over modelling palaeo ice sheets through the availability
of observational data required to constrain the model boundary conditions. Airborne
techniques allow for access to information of subglacial topography (e.g. Vaughan et al.,
2006), location of the grounding line (Rignot, 1998), and estimating calving and melt
rates of ice shelves (Bindschadler, 2002). Inverse methods also allow for solving model
parameters controlling the ice flow through minimizing the mismatch between modelled
speeds and InSAR (Interferometric synthetic aperture radar) observations (Cornford et al.,
2015; MacAyeal, 1993). Such constraints for palaeo ice sheets are not available and it is
impossible to use inverse methods for constraining model parameters. Modelling palaeo ice
sheets does however have the advantage of direct access to the former bed, which can help
constrain parameters related to the underlying substrate, and which for contemporary
glaciers and ice sheets is a challenge. The feasibility of the model setup and effects of
chosen model boundary conditions and parameters therefore needs evaluation through a
study of the sensitivity of the ice sheet to key model parameters.
The sensitivity study is done by starting from a single simulation labelled ’standard ’
and perturbing the analysed parameters systematically, one at a time, while keeping the
others constant. The parameters analysed as part of the sensitivity study are the finest
resolution allowed in the simulation, the representation of the basal traction that in part
determines the resistance to ice flow at the base, the melting rate under floating ice shelves
(that is set to a constant with the current model setup), and two parameters related to the
surface mass balance of the ice sheet (precipitation and factors determining the amount
of surface melt in response to temperatures above the snow/ice melting point). The
ice surface mass balance is an important driver of the deglaciation, and in this setup is
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represented with a positive-degree-day (PDD) model (the PDD model approach has also
commonly been used in previous LIS modelling studies e.g. Charbit et al., 2002; Marshall
et al., 2002; Gregoire et al., 2012; Bauer and Ganopolski, 2017).
The PDD scheme used in this study was originally developed for the GLIMMER-CISM
ice sheet model (Rutt et al., 2009). The scheme is a semi-empirical parameterisation that
calculates the amount of snow and ice melt by relating the amount of ablation to surface
air temperature and accumulation to precipitation, and its mathematical representation
was initially proposed by Braithwaite (1984, as cited in Charbit et al., 2013). The method
has its limitations, with an obvious one being not explicitly accounting for the main
component of the surface energy balance, the absorption of shortwave radiation (Bauer
and Ganopolski, 2017; Robinson et al., 2010; Van de Berg et al., 2011). Another one
is that the melt factors relating the near-surface temperature to surface melt are based
on observations from contemporary glacier surfaces, and have a wide range depending
on the geographical setting (2.5–11.6 mm d-1 C-1 and 5.4–20 mm d-1 C-1 for snow and
ice respectively, Hock, 2003). Defining the PDD factors under different climatic setting
and geographical distribution of ice sheets includes considerable uncertainty (Hock, 2003;
Charbit et al., 2013; Bauer and Ganopolski, 2017). In addition to the spatial variability,
Bauer and Ganopolski (2017) recently suggested that varying the PDD factor values is
necessary between different stages of glaciation and deglaciation of the LIS. They argued
that the use of constant parameters that correctly simulates the ice sheet inception result
in too much ice buildup at the end of the glacial cycle, and conversely PDD factors that
allow for correctly simulating the deglaciation result in too small ice volumes at the begin-
ning. The parameterisation of the PDD factors also depends on the input climatologies
used. These in turn depend on the model used for simulations to create the climatologies,
as coupled models exhibit variable sensitivity to palaeo boundary conditions (Braconnot
et al., 2012).
1.4.3 Addressing RQ3: What are the estimated timing, duration and
amount of freshwater released by the Hudson Bay saddle collapse
based on a higher-order ice sheet model setup? (Chapter 4)
Objectives
Addressing RQ3 can be divided into two objectives: (i) To use the BISICLES model setup
developed in chapter 3 for simulating the saddle collapse meltwater pulse. (ii) To evaluate
the model setup through comparison with the most recent ice sheet reconstructions and
available robust geological evidence.
Scientific background
As the final LIS deglaciation took place in the early Holocene, the collapse of an ice saddle
connecting the Labrador and Keewatin ice domes produced a centennial-scale meltwater
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pulse (MWP) (Gregoire et al., 2012), that the authors suggested as having potentially
acted as the forcing of the 8.2 ka event. However, the simulated magnitude, duration and
timing of the meltwater pulse from the previous study were based on a single simulation
of the last deglaciation (21 ka onwards), and the authors highlighted that some dynamical
glaciological processes including ice streams were not properly represented in their exper-
iment, and that they could have influenced the temporal evolution of the MWP (Gregoire
et al., 2012). The sequence of deglaciation of the domes and connecting areas in the early-
Holocene and the timing of the saddle collapse in Gregoire et al. (2012) also differ from
the extent of the ice sheet as it has been reconstructed by Dyke (2004), and there is thus
scope for updating the estimate of the MWP. To address this I use the BISICLES model
setup developed in chapter 3 for evaluating the saddle collapse MWP.
The simulations in Chapter 4 are initialised from three initial topographic configura-
tions based on the two most recent LIS reconstructions, the GLAC-1D (Tarasov et al.,
2012) and the ICE-6G c (VM5a) reconstruction (henceforth referred to as ICE-6G c)(Peltier
et al., 2015). The ICE-6G c and GLAC-1D reconstructions are also used for evaluating
the feasibility of the model setup as they have been calibrated with a large number of
datasets including data on relative sea level, present-day rates of surface uplift, ice margin
chronology, palaeo lake level indicators and the VM5a model of the viscosity of the earth.
Of the two reconstructions, the GLAC-1D is glaciologically more robust as it includes
constraints based on mechanical and dynamical evolution of the ice sheet in addition to a
large set of observational constraints (Tarasov et al., 2012). The glacial system model used
in GLAC-1D consists of an ice sheet model using the SIA-approach, the VM5a -model of
visco-elastic response of the bedrock, a fully-coupled surface drainage solver, modules for
surface mass balance and calving, as well as a parametrised climate forcing and a relative
sea level solver (Tarasov et al., 2012). The ability of the glacial system model in GLAC-1D
for simulating dynamical processes is however limited due to the resolution of the model
(with approximately 56 km grid size) and the SIA approach (see section 1.4.2), and the
reconstructions cannot thus be used for evaluating the saddle collapse MWP in detail.
Experiment design
In this chapter, the model setup focussing on the early-Holocene LIS deglaciation devel-
oped in Chapter 3 is used to simulate the magnitude, timing and duration of the MWP.
To do this, an experiment was designed in which 10 simulations are initialised from each
of three different initial topographies. Two sets of simulations are initialised from each
of the 10 ka time slice topographies of the ICE-6G c and GLAC-1D reconstructions, and
the third set is initialised from a topography based on the 10 ka ICE-6G c ice sheet, that
has been spun up for 1200 years with the Chapter 3 model setup and a constant 10 ka
climate forcing based on HadCM3 GCM simulations (as used in Swindles et al., 2018 and
Morris et al., 2018). During the spinup, the ice sheet accumulates ice under the constant
climate, and after 1200 model years the volumetric equivalent of the ice sheet is similar
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to that of the 10 ka GLAC-1D mean ice volume (14.6 metres of equivalent sea level rise).
The 10 simulations in each set of simulations comprise of combinations of perturbations
of representation of the basal traction (one of the model parameters controlling the ice
flow), the melting rate under the ice shelves and the PDD factors that define the amount
of surface melting based on climatologies of surface air temperature over the ice sheet.
As highlighted in a study of the North American Ice Sheet by Marshall et al. (2002),
ice extent provides the primary means for evaluating the validity of the simulated LIS.
The outline of North American deglaciation by Dyke (2004) was used for constraining the
ice extent both the GLAC-1D and ICE-6G c ice sheet reconstructions. In this experiment,
the ice extent in the ICE-6G c in 500 -year intervals is used for evaluating the feasibility
of the simulations and ruling out simulations from further analysis that do not agree with
the reconstructed extent. The timing of the simulated MWP is compared with geological
proxy evidence of surface freshening and glacial events from the Labrador Sea (Jennings
et al., 2015) and sub-polar North Atlantic (Ellison et al., 2006), and simulated dynamical
ice flow is compared with evidence of palaeo ice streams (Margold et al., 2015; Stokes
et al., 2016; Margold et al., 2018).
1.5 Publications
Chapter 2 of the thesis has been written as an individual research article, and was published
in Earth and Planetary Science Letters in September 2017. A ’Preface’ is included in the
beginning of Chapter 2, indicating the contribution of co-authors and including the full
details of the publication.
The material from this chapter was also used in a research article by Voarintsoa et al.
(submitted to Quaternary Science Reviews, manuscript currently under review).
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Chapter 2
The 8.2 ka cooling event caused by
Laurentide ice saddle collapse
Preface
Chapter 2 is a paper-chapter and is an adaptation of the original journal article published
in Earth and Planetary Science Letters (Volume 473, p. 205-214, 2017). The article
was published under the CC BY licence (http://creativecommons.org/licenses/by/4.0/)
by Elsevier B.V. The co-authors of the original paper are my supervisors (in order of
greatest contribution made; Lauren J. Gregoire, Ruza F. Ivanovic, Julia C. Tindall and
Alan M. Haywood). Lauren Gregoire and Ruza Ivanovic advised and assisted in designing
the study. I designed, performed and analysed the experiments with inputs from Lauren
Gregoire, Ruza Ivanovic and Julia Tindall. I wrote the manuscript with advice from
Lauren Gregoire and inputs from all co-authors.
Abstract
The 8.2 ka event was a period of abrupt cooling of 1–3 ◦C across large parts of the
Northern Hemisphere, which lasted for about 160 yr. The original hypothesis for the cause
of this event has been the outburst of the proglacial Lakes Agassiz and Ojibway. These
drained into the Labrador Sea in ˜0.5–5 yr and slowed the Atlantic Meridional Overturning
Circulation, thus cooling the North Atlantic region. However, climate models have not
been able to reproduce the duration and magnitude of the cooling with this forcing without
including additional centennial-length freshwater forcings, such as rerouting of continental
runoff and ice sheet melt in combination with the lake release. Here, we show that instead
of being caused by the lake outburst, the event could have been caused by accelerated
melt from the collapsing ice saddle that linked domes over Hudson Bay in North America.
We forced a General Circulation Model with time varying meltwater pulses (100–300 yr)
that match observed sea level change, designed to represent the Hudson Bay ice saddle
collapse. A 100 yr long pulse with a peak of 0.6 Sv produces a cooling in central Greenland
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that matches the 160 yr duration and 3 ◦C amplitude of the event recorded in ice cores.
The simulation also reproduces the cooling pattern, amplitude and duration recorded in
European Lake and North Atlantic sediment records. Such abrupt acceleration in ice melt
would have been caused by surface melt feedbacks and marine ice sheet instability. These
new realistic forcing scenarios provide a means to reconcile long-standing mismatches
between proxy data and models, allowing for a better understanding of both the sensitivity
of the climate models and processes and feedbacks in motion during the disintegration of
continental ice sheets.
2.1 Introduction
Around 8,200 yr ago, there was an abrupt cooling of 1–3 ◦C across large parts of the
Northern Hemisphere which lasted around 160 yr (Barber et al., 1999; Thomas et al.,
2007; Morrill et al., 2013a). The event has been described as the ’Goldilocks abrupt climate
change event’ for testing ocean response to climate change in coupled ocean-atmosphere
models (Schmidt and LeGrande, 2005). This is because: (i) the climate change is well
constrained with well dated, widespread data (Morrill et al., 2013a); (ii) its duration
and amplitude(˜1–3 ◦C change in Europe) (Veski et al., 2004; Feurdean et al., 2008) are
relevant to the timescale and magnitude of future climate change; (iii) and most crucially,
the forcing of the event is thought to be well understood, robust and quantifiable. As
such, it is an ideal candidate for multi-model comparisons and evaluations.
The original hypothesis for the cause of the event was that the proglacial Lakes Agassiz
and Ojibway catastrophically drained into the Labrador Sea following the collapse of an
ice dam over Hudson Bay. This freshened the North Atlantic, leading to a weakening of
the Atlantic Meridional Overturning Circulation (AMOC), which reduced the northward
meridional heat transport and resulted in cooling of the Northern Hemisphere. However,
simulating this lake discharge in climate models (typically by including a 1 yr freshwater
flux of 2.5 Sv) causes a climate perturbation that recovers in a matter of decades (LeGrande
and Schmidt, 2008; Tindall and Valdes, 2011; Morrill et al., 2013b), whereas the cold
anomaly seen in climate proxy records lasts 160–400 yr (Rohling and Pa¨like, 2005; Ellison
et al., 2006; Thomas et al., 2007; Morrill et al., 2013b).
Recent studies have suggested that the lake outburst was not the sole forcing of the
8.2 ka event, but instead that additional freshwater fluxes (FWF) have been integral in
causing the climate perturbation (Clark et al., 2001; Meissner and Clark, 2006; Carlson
et al., 2009a,b; Gregoire et al., 2012; Wagner et al., 2013). Sediment core data indicates
that freshwater input through Hudson Strait increased by at least 0.13 ± 0.03 Sv for
several centuries around the timing of the event (Carlson et al., 2009b), the freshwater
likely originating from the opening of a new drainage pathway for continental runoff (Clark
et al., 2001; Meissner and Clark, 2006) and accelerated melt of the Laurentide Ice Sheet
(LIS) (Carlson et al., 2008; Gregoire et al., 2012). Energy mass balance and ice sheet
modelling studies also suggest that the collapse of an ice saddle connecting the Labrador
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and Baffin domes over Hudson Bay released significant amounts of freshwater over several
hundred years (Carlson et al., 2008, 2009a; Gregoire et al., 2012).
The volume of the freshwater stored in the lake prior to the release was equivalent
to 0.22 to 0.96 m of Global Mean Sea Level Rise (GMSLR) (Leverington et al., 2002;
To¨rnqvist and Hijma, 2012). This water was likely released in several pulses (Teller et al.,
2002), and a meltwater pulse corresponding to ˜0.23 m GMSLR over 0.5–5 yr has com-
monly been used for examining the effects of the lake drainage, the volume based on
hydraulic modelling of the lake flood (Clarke et al., 2004). This was a substantial increase
in meltwater discharge over a short period, but relatively small in comparison to estimated
early Holocene GMSLR: 3.0 ± 1.2 m from 8.54 to 8.20 ka (To¨rnqvist and Hijma, 2012),
1.5 ± 0.7 m from 8.3 to 8.2 ka (Li et al., 2012) and ˜4.5 m from 8.2 to 7.6 ka (Lambeck
et al., 2014). Around 2.0 m to 3.9 m of the sea level rise over 8.2 to 7.6 ka has been
attributed to the remnant LIS after the separation of ice domes over Hudson Bay (Ullman
et al., 2016). Any Antarctic contribution to the GMSLR was small compared to the LIS
in the early Holocene, approximately ˜2.5–3 cm per century from 10 to 8 ka (Briggs and
Tarasov, 2013).
Climate modelling studies have shown that while the lake release alone is not sufficient
to simulate the 8.2 ka cooling event in its full duration, the addition of other sources of
freshwater can maintain the cooling for 100–200 yr (e.g. Renssen et al., 2001; Wiersma
et al., 2006; Meissner and Clark, 2006; LeGrande and Schmidt, 2008; Wiersma and Jongma,
2010). Several of these studies investigated the climatic response to a lake release and an
additional FWF of 0.172 Sv, either representing a background flux from the ice sheet
for 400–900 yr (e.g. Wiersma et al., 2006; Wiersma and Jongma, 2010) or a rerouting
of the continental runoff for 500 yr following the lake flood (Meissner and Clark, 2006).
These background or rerouted fluxes likely overestimated the amount of FWF entering
the oceans, as the GMSLR contribution of 0.172 Sv would have been ˜1.6 m per century.
The rate is similar to the estimated GMSLR between 8.3 and 8.2 ka (Li et al., 2012),
but more than the estimated sea level rise over longer time periods around the timing
of the event (To¨rnqvist and Hijma, 2012; Lambeck et al., 2014). The recovery of ocean
circulation strength following freshwater forcings to North Atlantic has been found to be
highly model-dependent (Stouffer et al., 2006), and it is possible that the Earth System
Models of Intermediate Complexity (EMIC) used in the studies mentioned above require
a larger than realistic perturbation to reproduce the cooling interpreted from the records.
Recently, Wagner et al. (2013) using CCSM3 (Community Climate System Model Version
3) found good agreement between their simulations and the proxy records when using
a more moderate FWF. They included a background flux of 0.05 Sv prior to the Lake
Agassiz flood and a freshwater flux of ˜0.13 Sv for 100 yr (from Carlson et al., 2009b)
following the flood. The source of freshwater for the latter period was assumed to be the
melting of ice over Hudson Bay (Wagner et al., 2013). The timing and magnitude of a
combination of forcings from multiple sources are hard to constrain, which could make the
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use of the 8.2 ka event for benchmarking climate models difficult.
The disintegration of the LIS is thought to have accelerated at the start of the Holocene
(˜9–7 ka) when strongly negative mass balance, driven by the combination of orbital
changes and high greenhouse gas concentrations (Gregoire et al., 2015), triggered a surface
mass balance feedback, leading to the collapse of the ice saddle over Hudson Bay (Carlson
et al., 2008, 2009a; Gregoire et al., 2012, 2015). The ice-sheet modelling study by Gregoire
et al. (2012) suggested that the LIS would have released ˜5.5 m GMSLR equivalent over
400 yr, as an ice saddle connecting the domes around Hudson Bay collapsed. This is a
compelling mechanism, not least because the rate of saddle collapse meltwater release from
LIS is similar to the estimated GMSLR for the period leading to the 8.2 ka event (˜15 m
ka-1, Lambeck et al., 2014), highlighting the large contribution of the LIS to the increase
in global mean sea level in the early Holocene. The melting of the ice saddle could have
been further intensified both in amplitude and duration as mechanisms of marine ice sheet
instability (Dyke and Prest, 1987) and interactions of the ice sheet and Lake Agassiz have
not yet been included in ice sheet modelling studies of this event.
Here, for the first time, we simulate the climatic effects of a meltwater pulse produced
by the Hudson Bay ice saddle collapse by using meltwater scenarios that are constrained
by both plausible melt rates based on known processes of ice retreat (Gregoire et al.,
2012) and plausible melt volumes derived from sea level records (To¨rnqvist and Hijma,
2012; Lambeck et al., 2014). Our five transient meltwater scenarios (Table 2.1) simulated
by the HadCM3 coupled atmosphere-ocean-vegetation General Circulation Model (GCM)
evaluate the ice saddle collapse as the sole forcing of the event in comparison to lake
discharge forcing.
2.2 Methods
2.2.1 Model description
We use the HadCM3 fully coupled atmosphere-ocean-vegetation GCM developed by the
UK Met Office (Valdes et al., 2017, ; MOSES2.1 and using the TRIFFID dynamical vege-
tation model). The atmosphere component of the model has a horizontal resolution of 2.5◦
× 3.75◦, with 19 unevenly spaced vertical layers. The ocean component has a horizontal
resolution of 1.25◦ × 1.25◦ with 20 unevenly spaced vertical levels, and maximum vertical
resolution in the upper 300m, with a rigid lid. Physical parametrisations in the ocean
include eddy-mixing and thermodynamic sea-ice schemes.
2.2.2 Experiment design
Our experiments start from an earlier spin-up simulation by Singarayer et al. (2011), which
was run for 2000 yr. For this spin-up simulation, the model was set up to match 9 ka
conditions, including updating the ice sheets and associated boundary conditions (ice-
sheet mask, topography, river routing, land-sea mask, bathymetry, which all follow the
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ICE-5G reconstruction by Peltier, 2004), orbital parameters and atmospheric trace gases
(265 ppmv CO2, 666 ppbv for CH4, 259 ppbv for N2O). These were applied as anomalies
from the pre-industrial; see Singarayer et al. (2011) for details and references therein.
These boundary conditions are kept constant throughout all the subsequent simulations
in order to examine the effects of the freshwater forcing. The end of the spin-up was used
to initialise a control simulation with a fixed freshwater flux of 0.05 Sv and an ensemble
of simulations with time-varying freshwater fluxes (Table 2.1).
The ocean component of the model has a rigid lid, and hydrological fluxes such as
river runoff and evaporation are therefore represented as virtual salinity fluxes. In our
simulations the freshwater from the ice sheet is introduced by decreasing the salinity of
oceanic grid boxes at the surface over a region of the Labrador Sea (45–70◦ N, 50–70◦ W).
We defined the area of freshwater release to encompass the western coast and most of the
Labrador Sea south of 70◦ N, using a large enough area to allow the rigid lid model to
accommodate the resulting decrease in salinity. The outflow of freshwater from the Hudson
Strait has been suggested to have exited the Labrador Sea as a more coastally confined
southward flow, supported by both proxy evidence (Hoffman et al., 2012; Lewis et al.,
2012) and a high-resolution ocean-ice circulation model (Condron and Winsor, 2011). As
a result of using a large hosing area, the modelled freshening pattern in the Labrador Sea
is potentially too extensive regionally.
Table 2.1: Freshwater input to the Labrador Sea in our simulations. The forcing in the
time-varying experiments increases linearly from the control forcing (0.05 Sv) to the peak
value at model year 200, followed by a decrease back to the background forcing resulting
in a triangular shape for the freshwater pulse representing the ice saddle collapse (Fig.
2.1c). The equivalent sea level rise is based on the volume of the total freshwater input
over 400 yr.
Simulation Forcing Forcing Saddle collapse Equivalent total
name strength (Sv) length (y) volume (m3) sea level rise (m)
Control 0.05 - - 1.77
Lake 2yr 0.05 & 1.30 - - 1.99
4.24m 300yr 0.05–0.24 300 8.83× 1014 4.24
4.24m 200yr 0.05–0.33 200 8.83× 1014 4.24
4.24m 100yr 0.05–0.61 100 8.83× 1014 4.24
3.62m 200yr 0.05–0.26 200 6.62× 1014 3.62
3.62m 100yr 0.05–0.47 100 6.62× 1014 3.62
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Figure 2.1: Time series of (a) the surface air temperature over central Greenland (69–76◦
N, 36–43◦ W) in the 4.24m 100yr, 4.24m 200yr and Lake 2yr simulations; (solid lines are
10-yr running means, red, dark blue and yellow respectively) and one year running mean of
the 4.24m 100yr (red dashed line), compared to the GRIP temperature reconstruction from
ice core δ18O (Thomas et al., 2007) (light blue); (b) the 10 yr running mean maximum
strength of the Atlantic Meridional Overturning Circulation (AMOC) in the 4.24m 100yr
(red), 4.24m 200yr (dark blue), control (black) and Lake 2yr (yellow); c the freshwater
forcing flux in the model experiments (same colours as b).
The background flux of 0.05 Sv in the control simulation is based on a numerical
reconstruction of the estimate of the long-term discharge through the St. Lawrence River
from the deglaciation of the Laurentide Ice Sheet (Licciardi et al., 1999). The freshwater
fluxes in the saddle collapse simulations are input on top of the background flux, and run
for a total of 500 yr with three lengths for the saddle collapse: 100, 200 and 300 yr (Fig.
2.1c). The forcing increases linearly from the background meltwater flux to the peak value
at model year 200, followed by a linear decrease back to the control value. The volume of
the freshwater input in the ice sheet meltwater pulse simulations is equivalent to GMSLR
of 3.6 and 4.2 m over 400 yr, of which 1.77 is due to the background flux. For comparison,
we also ran a lake release simulation (2 yr pulse of 1.25 Sv), consistent with simulations
of the lake outburst (Clarke et al., 2004).
2.2.3 Model-data comparison
We compare the temperature signal of the 8.2 ka event in geological records and in our
experiment at locations of individual proxy records (Morrill et al., 2013a) (Figures 2.2
and 2.3). The duration and mean deviation of the event in simulations 4.24m 100yr
and 4.24m 200yr are shown in Fig. 2.3, and a more thorough data-model comparison
including the signal in other simulations is shown in Table 2.2. The event is defined
as ongoing when the temperatures in the simulation are outside the 2-sigma variability
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range in the control run, following the method used for identifying anomalous events
from the variability of the background climate state for the proxy record compilation
(Morrill et al., 2013a). Both the control run and the simulations have been detrended
using linear regression and smoothed by a 30-yr running mean to be more representative
of the sampling frequency of the geological records. The duration of the climate anomalies
for the temperature proxies (Morrill et al., 2013a) were identified using a two-tailed z-
test method, whereas we define the event duration as the longest continuous period when
the modelled temperatures are outside the 2-sigma variability of the control. The surface
air temperatures (comparison with terrestrial records) and the sea surface temperatures
(comparison with marine records) are averaged over areas centred at the sites of the records
(2 × 2 grid boxes for terrestrial locations, 3 × 3 grid boxes for marine locations and 2 ×
3 grid boxes for the GRIP location; Table 2). The modelled surface air temperatures are
from the height of 2 m above the surface, and the sea surface temperatures are volume-
weighted means calculated from the top 164 m (8 model levels). This was chosen to
represent the varying depths at which the key foraminifera that are used as proxies for
sea surface temperature are most abundant, as for example Neogloboquadrina Pachyderma
(left-coiling) has shown abundance maxima between the surface and 175 m (Mortyn and
Charles, 2003). Model level 8 (113–164 m) also represents the thermocline depth at the
RAPiD-12-1k site, where the simulated annual mean mixed layer depth is ˜125–150 m
following the saddle collapse.
2.3 Results
2.3.1 Temperature response
The freshwater scenarios all produce a freshening of the North Atlantic, particularly along
the modern subtropical gyre and in the Greenland, Iceland and Norwegian Seas (Fig.
2.4a), in a pattern that broadly matches freshwater spread from Hudson Strait in a high-
resolution ocean model (Condron and Winsor, 2011). The 100 and 200 yr-long meltwater
pulse simulations (4.24m 100yr and 4.24m 200yr, respectively; Fig. 2.1) agree in both the
magnitude and duration of climate change compared to the comprehensive compilation
of 8.2 ka event data (Morrill et al., 2013a)(Figures 2.2 & 2.3; Table 2.2). In particular,
there is a striking agreement in Greenland surface air temperature evolution between the
4.24m 100yr simulation and the temperature reconstruction from the GRIP and GISP2 ice
cores (Fig. 2.1a; Thomas et al., 2007; Kobashi et al., 2007), which are some of the records
that provide the most accurate constraints on the amplitude and temporal evolution of
the event. Furthermore, the scale of the annual variability in the modelled surface air
temperatures (red dashed line in Fig. 2.1a) matches the decadal-scale variability seen in
the GRIP ice core record.
Previously, this multi-decadal variability led to the widely adopted paradigm that
the 8.2 ka event occurred in two phases, with a 69 yr central event superimposed on a
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Figure 2.2: Maximum annual surface temperature change in the 100 yr long meltwater
pulse experiment (4.24m 100yr minus control) using a 50-yr running mean. The upper
ocean temperature (top 164 m) is shown for marine regions and surface air temperature is
shown over continents. The overlain filled circles show geological reconstructions (Morrill
et al., 2013a) of surface air temperature and upper ocean mean temperature anomalies
associated with the 8.2 ka event, with numbering referring to the sites in Fig. 2.3.
160 yr cooling period (Rohling and Pa¨like, 2005; Thomas et al., 2007). Based on this,
Gregoire et al. (2012) proposed that the shorter central event was caused by a proglacial
lake outburst mid-way through the saddle collapse meltwater pulse (e.g. by removing or
weakening the ice dam thought to have walled-in the lake), and that the saddle collapse
was responsible for the centennial-scale cooling. Here, we find that a 100 yr-long meltwater
pulse is capable of producing a climate signal that matches the Greenland record through
time (Fig. 2.1a), without the need for further freshwater forcing (such as the lake release).
In addition, a simulated lake release with 1.25 Sv of freshwater over 2 yr produces no
distinct temperature anomaly over central Greenland (yellow line in Fig. 2.1a). Based
on these results, we propose that the two-phase event inferred from proxy records is in
fact the signal of multi-decadal variability superimposed on a ˜150 yr cooling, caused by
the meltwater from Hudson Bay saddle collapse entering the Labrador Sea through the
Hudson Strait. The climatic response to the freshwater flux from the saddle collapse could
have been further amplified if a significant fraction of the FWF discharge was in the form
of icebergs (Wiersma and Jongma, 2010). Crucially, our simulations suggest that there is
no need for a lake outburst event, or any other additional forcing to explain the 8.2 ka
event; it may simply have been a product of ice sheet instability, mass balance feedbacks
and change in river routing.
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Figure 2.3: Comparison of modelled and reconstructed (Morrill et al., 2013a) mean surface
temperature change at sites with detected quantitative annual temperature anomalies of the
8.2 ka event, shown in terms of (a) amplitude (◦C) and (b) duration (yr) of temperature
change (◦C). The simulated mean change and duration are calculated from the 30-yr run-
ning mean. The event has been defined as ongoing when the simulated temperature values
are outside the 2-sigma variability range of the control simulation. Temperature proxy
records are indicated in light blue for ice cores, green for terrestrial and dark blue for ma-
rine. Estimated errors for individual temperature proxy records, as reported by original
investigators (Morrill et al., 2013a), are shown in black and grey in panel a. Locations of
the temperature proxy records are shown in Fig. 2.2 and averaging areas in Table 2.2.
The climate records compared with the model results in Figures 2.2 & 2.3 and Table
2.2 were selected because they meet all of the following criteria (from Morrill et al., 2013a):
(i) they record annual temperatures, (ii) they have detected the 8.2 ka climate anomaly,
(iii) they have high enough temporal resolution to allow for a meaningful comparison to
climate model output. In addition to the excellent match with the GRIP ice core record,
the spatial pattern of modelled mean temperature changes in the 4.24m 100yr simulation
is in agreement with the signal of the 8.2 ka event inferred from terrestrial climate proxy
records from Europe (sites 2-5 in Fig. 2.3; Table 2.2). As shown in Fig. 2.2, most of
the Northern Hemisphere undergoes a 0.5–1.5 ◦C cooling in the 4.24m 100yr simulation,
which is within the uncertainty range of available palaeoclimate data, indicative of mean
cooling of 1–1.6 ◦C over the European continent during the event (Fig. 2.2; Grafenstein
et al., 1998; Veski et al., 2004; Sarmaja-Korjonen and Seppa¨, 2007; Feurdean et al., 2008).
It is worth noting that the marine and terrestrial temperatures inferred from proxy records
contain large uncertainty; with errors of 0.7 and 1.2 ◦C respectively; a magnitude similar
32 Chapter 2. The 8.2 ka cooling event caused by Laurentide ice saddle collapse
to the signal (see discussion in Morrill et al., 2013a). In the ocean model, we observe the
most pronounced cooling in the northern North Atlantic, the Labrador Sea, the southern
Greenland-Iceland-Norwegian seas, and along the south-westward reaching track of the
subtropical gyre(Fig. 2.2). The 4.24m 100yr and 4.24m 200yr simulations reproduce a
cooling pattern that is indicative of changes similar to the changes reconstructed from
marine proxy records (LoDico et al., 2006; Kim et al., 2007; Weldeab et al., 2007; Thor-
nalley et al., 2009), except for the Gulf of Mexico (Fig. 2.3, site 7), where the simulated
cooling is too small and too short. The model could either have inadequate sensitivity in
this region, or be missing feedback processes that amplify the initial cooling and extend
the duration. At a few other marine sites, the same simulations produce a larger cooling
than Mg/Ca proxy records (sites 6 and 8) or produce a slight warming instead of a cool-
ing (site 9). This mismatch could indicate that sea surface temperature in HadCM3 is
overly sensitive to North Atlantic freshening or that oceanic processes such as upwelling
are not being properly represented at individual proxy record site (e.g. sites 8 and 9).
Alternatively, the cooling reconstructed from proxy records might have been dampened
by environmental and biotic processes such as migration of planktons in the water column.
Finally, some of the changes observed in the marine proxies might not be a result of the
8.2 ka event as the age models of the proxies can contain substantial uncertainty due to
reservoir effects. We conclude that the general good agreement of the proxy records and
the simulations in both duration and magnitude further supports the hypothesis that the
saddle collapse mechanism was responsible for causing the event.
2.3.2 AMOC response and precipitation response
Shoaling of the mixed layer depth north of 60◦ N (Fig. 2.4e) is indicative of reduced deep-
water formation, which leads to a 55% decrease in the maximum strength of the AMOC
from 17.9± 1.5 Sv (Fig. 2.1b) in the control simulation, down to 8.0 Sv in 4.24m 100yr.
Atlantic Meridional Overturning Circulation strength remains in this subdued state (out-
side the 1σ variability range of the control run) for ˜150 yr in both the 4.24m 100yr
and 4.24m 200yr simulations (Fig. 2.1b). Comparison with proxy data is challenging as
quantitative records of the AMOC strength in the early Holocene are not available, but
qualitative records suggest that the flow speeds of two major modern branches of the At-
lantic Deepwater, the Denmark Strait Overflow Water (DSOW) and the Iceland Scotland
Overflow Water (ISOW), were respectively diminished for 100 yr (Kleiven et al., 2008)
and 400 yr (Ellison et al., 2006). The estimated reduction in the DSOW flow speed be-
tween ˜8.38 and 8.27 ka is coeval with a ˜100 to 200 yr minimum in the ISOW flow speed
commencing at ˜8.29 ka (Ellison et al., 2006). Together these studies suggest that the
integrated export of North Atlantic Deepwater from the Nordic Seas was at a minimum
centred around 8.29 ka, with a temporal offset between the minimum NADW flow speeds
between the two locations, and that the total export of NADW was diminished for ˜400
yr from 8.49 ka onwards (Ellison et al., 2006). Since the 100 and 200 yr pulses produce
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similar AMOC anomalies, our results support the suggestion by Wagner et al. (2013), that
the volume of the freshwater released has a stronger influence on ocean circulation than
the duration of the pulses, when operating at these centennial scales of ice saddle collapse.
The sensitivity of the AMOC to freshwater perturbations varies between GCMs (Stouf-
fer et al., 2006), and future work should address testing the response of the climate and
ocean circulation to freshwater forcing of saddle collapse scenarios using different GCMs.
Furthermore, robustly reconstructing the duration and magnitude of North American ice
sheet melt would allow for using the 8.2 ka event for benchmarking and constraining the
models used to simulate future climate change.
The pattern of precipitation anomalies resulting from the saddle collapse is consistent
in all our simulations, and mainly varies in magnitude with larger and shorter meltwa-
ter pulses producing larger precipitation changes. Here we discuss the changes in the
4.24m 100yr simulation (Fig. 2.4c). The most pronounced large-scale change is simulated
at the Atlantic tropics, where the precipitation north of the equator undergoes a significant
decrease (up to 50%), and precipitation south of the equator increases by 40–60%. This
dipole change supports the idea that the mean position of the Intertropical Convergence
Zone shifted southward as a result of increased freshwater flux to the North Atlantic, as
has been inferred from precipitation proxy records by e.g. Morrill et al. (2013a). The
precipitation changes outside the tropical latitudes are mostly not significant according to
Welch’s t test at 99% level, apart from the increase in precipitation in the Barents Sea,
an area for which no robust precipitation proxy records are available. Another notable
feature is that precipitation has been suggested to have increased in Scandinavia based on
geological records from Sweden and Norway (Morrill et al., 2013a), but our simulations in
fact indicate non-significantly drier conditions in the region.
2.3.3 The role of duration and amplitude of meltwater pulses on the
climatic response
The meltwater pulses with a magnitude of 4.24 m sea level rise (simulations 4.24m 300yr,
4.24m 200yr and 4.24m 100yr) result in changes that most closely match the observed
8.2 ka temperature changes, whereas the response to the smaller freshwater forcings in
3.62m 200yr and 3.62 100yr is weaker and shorter (Table 2.2). A longer duration pulse
generally results in the converse response for event duration at the proxy locations, i.e.
they get shorter. However, this is not the case for two of the marine locations closest to the
forcing location (South Iceland Rise and Cape Ghir), where the longest anomalous cooling
is observed in 4.24m 300yr simulation. This is likely a result of the direct influence of the
prolonged freshwater input reaching these sites and promoting the growth of sea ice, as
opposed to the cooling observed in surface air temperatures over Europe and Greenland
being controlled by the diminished heat transport from the tropical latitudes resulting
from the weakening overturning circulation. The response in surface air temperatures
further away from the forcing location gets weaker than the event inferred from proxies as
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Figure 2.4: Modelled climate anomalies for the 4.24m 100yr simulation with respect to the
control run. The anomalies are calculated as annual means for a 100-yr period centred
at the timing of the peak freshwater input at model year 200; (a) sea surface salinity,
(b) upper ocean temperature (averaged over top 164 m), (c) precipitation, (d) surface
air temperature, (e) mixed layer depth and (f) annual sea ice concentration. Stippling
indicates significant difference at 99% level according to Welch’s t-test.
the duration of the saddle collapse is longer (e.g. difference between the event observed
at Lake Ro˘uge and Lake Arapisto in Table 2.2 between the 4.24m 300yr and 4.24m 100yr
simulations). Both the total volume of released freshwater and the duration of the saddle
collapse are important in determining the climate response, but the total volume seems to
play a key role based on the similarity between the AMOC perturbation (Fig. 2.1b) and
temperature signal (Table 2.2) between simulations 4.24m 200yr and 4.24m 100yr.
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Table 2.2: The 8.2 ka event as captured by quantitative temperature proxies (Morrill et al., 2013a), compared to the 30 yr moving averages of modelled
sea surface temperatures and surface air temperatures at individual sites of geological records (Grafenstein et al., 1998; Veski et al., 2004; LoDico et al.,
2006; Kim et al., 2007; Sarmaja-Korjonen and Seppa¨, 2007; Weldeab et al., 2007; Feurdean et al., 2008; Thornalley et al., 2009). Top 8 vertical levels
(164 m) were used to represent the sea surface for the marine sites apart from South Iceland Rise, for which the model level corresponding to depths of
113–164 m was used (3 × 3 grid boxes were used for marine locations, 2 × 2 grid boxes for terrestrial locations apart for GISP2, for which 3 × 2 grid
boxes are used to centre the box at the ice core location). The event is defined as ongoing when the temperature values are outside the 2-sigma variability
of the detrended control run (see methods).
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2.4 Discussion
Our simulations indicate that the freshwater input from the saddle collapse could have
been the major forcing of the 8.2 ka event, but contributions of other forcings need to
be considered. Hillaire-Marcel et al. (2007) suggested that topographical changes of the
LIS during its demise could have contributed to the climate change during the event.
This effect was evaluated in a separate manuscript by Gregoire et al. (2018). As shown
by Ullman et al. (2016), near the ice sheet, topographical changes have a large impact,
but further away the impacts are limited. Gregoire et al. (2018) suggest that topography
changes impact north Atlantic gyre circulation by influencing surface winds. This in turn
produces sea surface temperature changes in the gyres of at most 1 ◦C in 500 yr around
the time of the event. In Greenland and Northern Europe, the topography changes have
a negligible impact on temperature. The role of ice sheet topographical changes in the
8.2 ka event is therefore of second order compared to the effect of the meltwater pulse
evaluated here.
The rerouting of rivers that carry the continental runoff from precipitation-evaporation
(P-E) and ice sheet meltwater from St. Lawrence River to Hudson Strait has been sug-
gested as having been a significant forcing for the event (Clark et al., 2001; Meissner and
Clark, 2006; Carlson et al., 2009b). The majority of this rerouted freshwater has been
recently estimated to have originated from the LIS meltwater (Wagner et al., 2013), and
that the role of the river rerouting derived from P-E was negligible. Additionally, Ivanovic
et al. (2017) found that AMOC was insensitive to rerouting of ˜0.05 Sv runoff from Mis-
sissippi to Hudson and St. Lawrence Rivers on centennial time scales for an earlier stage
of LIS deglaciation. This is because freshwater input to western North Atlantic is rapidly
mixed and dispersed by the North Atlantic gyres, so the exact point of entry to the oceans
becomes less important (Ivanovic et al., 2017). In our simulations, a large fraction of the
freshwater input is transported as a coastal current to where the St. Lawrence River drains
to the North Atlantic before getting mixed in the subtropical gyre (Fig. 2.4a), making it
unlikely that a change between the two locations in runoff routing had a major impact.
Thus we argue that the most important factor in the 8.2 ka event is not the location of
freshwater input to the western North Atlantic, but instead the temporal changes in the
amount of meltwater flux entering the ocean. The opening of a new pathway for the LIS
meltwater to exit through the Hudson Strait, however, likely resulted in changes in the ice
sheet and a temporary increase of the FWF to the ocean, which could make the rerouting
an important part of the disintegration of the Laurentide Ice Sheet.
The temporal evolution of freshwater input from the LIS to the North Atlantic was
likely more complicated than represented in our simulations. The triangular forcing we
used is a simplified representation of the saddle collapse meltwater pulse, but the remnant
LIS likely continued to melt at an elevated rate following the collapse, as the change
in albedo and enlarging area of the Hudson Bay becoming seasonally ice-free have been
suggested to have accelerated the demise of the ice domes around Hudson Bay (Ullman
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et al., 2016). Additionally, while the impact of the Lake Agassiz flood in our simulation is
overridden by the impact of the saddle collapse, the freshwater from Lake Agassiz could
have had an amplifying effect on the signal depending on the timing of the outburst.
Determining the timing of the lake release(s) with respect to the acceleration of ice melt
would be crucial for evaluating this effect. Future work should investigate the combined
dynamical and surface mass balance -driven ice loss using an ice sheet model capable of
representing the fine-scale evolution of the ice sheet to constrain the melt and timing of
the lake flood.
The temporal starting point of the simulations has also had a major effect in some
studies modelling the effect of the lake outburst (e.g. LeGrande and Schmidt, 2008; Tindall
and Valdes, 2011). We did not test the effect of the model weather, i.e. starting the event
at different points in the ongoing background climate variability. However, multi-decadal
climate variability is likely to be more important for climatic perturbations with a short
forcing (1–2 yr), whereas centennial-scale forcing would dampen the dependence on the
starting state. We thus reason that climate variability would have a secondary effect on
the surface response to the saddle collapse meltwater pulse.
Proxy evidence from the eastern branch of the NADW overflow suggest two occurrences
of reduction in surface salinity at ˜8.5 ka and ˜8.3 ka and a ˜400 yr slowdown in deep
current flow speed commencing at ˜8.5 ka, which have been used as evidence for the 8.2 ka
event having been a product of a two-stage freshwater forcing (Ellison et al., 2006). The
first of these freshening occurrences has been thought to have preconditioned the AMOC
before the second one, which would have resulted in the ˜160-yr cooling signal associated
with the 8.2 ka event. Interestingly, a two-stage freshening with SST minima 200 yr apart
is not visible in a record from another deep-sea sediment core MD03-2665 recovered from
the western branch of the NADW overflow (Kleiven et al., 2008), suggesting that the first
of the freshening occurrences was not as far-reaching as the second one. The 100-yr saddle
collapse of 2.85 m on top of the 0.05 Sv background flux is enough to significantly slow
down the AMOC for over 200 yr in our simulation, and ice sheet modelling studies have
suggested that the freshwater flux released from the ice sheet around the timing of the
climate event could have been higher than in our simulations, ˜5.5 m over 400 yr (Gregoire
et al., 2012) and ˜6.6 m over 500 yr (Carlson et al., 2008). The freshwater flux resulting
from the melting ice sheet likely had a more complex structure than the linearly increasing
and decreasing scenarios in our simulations (Fig. 2.1c), and we suggest that temporally
variable LIS melt could have been responsible for producing the different phases of the
event.
2.5 Conclusions
Based on our results and the findings of previous studies (Carlson et al., 2008, 2009a;
Gregoire et al., 2012; Wagner et al., 2013), we argue that the 8.2 ka event was caused
by a centennial meltwater pulse from the collapse of the Hudson Bay ice saddle in North
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America. The freshwater from the saddle collapse was rerouted through the Hudson Strait
to the Labrador Sea (Clark et al., 2001; Carlson et al., 2009b) during the deglaciation of
the Hudson Bay. This additional freshwater caused a decrease in the rate of formation of
North Atlantic Deep Water, in turn resulting in a weakening of the AMOC and a reduction
in meridional heat transport. With this forcing mechanism, our experiment using a GCM
can reproduce the spatial pattern, duration and amplitude of this cooling event with a
realistic, mechanistically-based forcing scenario.
As proposed by Gregoire et al. (2012), the outbursts of Lakes Agassiz and Ojibway
(Barber et al., 1999; Teller et al., 2002) likely occurred during the collapse of the Hudson
Bay ice saddle. There is general consistency between GCM studies of the 8.2 ka event
that the influence of such outbursts on climate is small and short compared to the effect of
larger and longer meltwater fluxes from the Laurentide Ice Sheet (Fig. 2.1 LeGrande and
Schmidt, 2008; Wagner et al., 2013). In climate proxy records, these smaller lake outburst
perturbations may even be indistinguishable from climate variability. There is also good
reason to suspect that the 8.2 ka event did not occur in two distinct stages, but was instead
caused by a single, longer term forcing from ice sheet melt. This finding enables a step
forward in using this event as a benchmark for climate models, as the meltwater flux from
the ice sheet can be better constrained than the timing and magnitude of a more complex
forcing consisting of multiple sources.
Chapter 3
Modelling the early-Holocene
evolution of the Laurentide Ice
Sheet
3.1 Introduction
In chapter 2 and the related article we argued that a centennial-scale meltwater pulse
that resulted from the collapse of an ice saddle over Hudson Bay in North America was
the major cause of the most pronounced climatic perturbation of the Holocene, the 8.2
ka event. The saddle collapse results from the acceleration of ice melt, as the region
connecting the Keewatin and Labrador ice domes becomes subject to increasingly negative
surface mass balance (SMB) through a positive feedback with surface lowering (Gregoire
et al., 2012). These earlier studies suggested that the deglaciation of the ice saddle could
have been further accelerated through dynamic ice sheet instabilities such as grounding
line destabilisation, ice streaming and increased calving at the marine terminus. Earlier
research has shown that contemporary continental ice sheets with marine margins are
highly sensitive to these localised features and require up to sub-kilometre resolution to
resolve them properly (Cornford et al., 2013; Durand et al., 2009). High-resolution ice
sheet modelling simulations of these processes have not been previously conducted for the
early-Holocene Laurentide Ice Sheet (LIS), and as a result a detailed model representation
of the LIS saddle collapse and the resulting meltwater pulse remain knowledge gaps to be
filled.
Further constraining the details of the saddle collapse is important to better understand
the major forcing of the 8.2 ka event, as both the modelled regional climate responses and
the ocean circulation are sensitive to the duration and magnitude of the meltwater pulse
(Matero et al., 2017). Accurately representing the dynamical processes at marine margins
of ice sheets has previously been challenging for studies of deglaciation of continental-scale
ice sheets, which takes place over several millennia, due to the high computational cost of
the models. Application of Adaptive Mesh Refinement (AMR) is a pragmatic approach
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towards solving this problem by operating at a fine resolution in the dynamical regions,
while keeping a coarser resolution in quiescent regions. AMR has recently been applied for
simulating contemporary Antarctic and Greenland ice sheets in high detail in studies with
the BISICLES ice sheet model (Cornford et al., 2013, 2015; Favier et al., 2014; Lee et al.,
2015; Nias et al., 2016), and through good fit with observed deglaciation and migration
of the grounding line, these studies have demonstrated the usefulness of the model. The
simulations have also shown that in particular the movement of the grounding line, overall
mass loss and evolution of fast-flowing ice streams are all sensitive to increasing the mesh
resolution and features in bed geometry (Cornford et al., 2015; Lee et al., 2015).
Mass fluctuation of ice sheets is a result of interplay between snow accumulation,
ablation at the surfaces of the ice sheet and dynamical ice loss through calving (Bauer and
Ganopolski, 2017). Representing the modes of ice loss in palaeo settings is challenging
due to lack of observational data for constraining the SMB as well as ice flow. To address
the resulting uncertainty, the contribution of model parameters impacting ice loss need
to be evaluated. To do this, a sensitivity study is performed in which a selection of key
parameters are varied individually. The key parameters affecting the ice flow in the model
setup are basal traction and the internal temperature structure of the ice sheet, and the key
model parameters affecting the SMB are the PDD (Positive-Degree-Day) factors defining
the amount of snow and ice melt in response to the climate forcing (the SMB is represented
through a PDD scheme, see the Modelling Approach subsection in Section 1.4.2 Rutt et al.,
2009). In addition to these and the mesh resolution, the effect of scaling the precipitation
field is also evaluated as part of the sensitivity study, as the palaeo precipitation field from
a single GCM can exhibit significant regional biases (Knutti et al., 2010; Braconnot et al.,
2012).
The evolution of a simulated palaeo ice sheet cannot be directly compared with obser-
vations of SMB or ice flow, but instead reconstructions of LIS extent and evolution provide
constraints with which to compare and evaluate the results of the simulations. Two of the
most recent LIS reconstructions are the commonly used ICE-6G c (VM5a) reconstruction
(henceforth “ICE-6G c” Peltier et al., 2015) and the North American component of the
GLAC-1D reconstruction (Tarasov et al., 2012). The ICE-6G c reconstruction is based
on Glacial Isostatic Adjustment (GIA) modelling and constrained by GPS observations
of vertical motion of the crust, ice margin chronologies (Dyke, 2004), sea level rise (SLR)
data and space-based gravimetric measurements (Peltier et al., 2015). The global GLAC-
1D reconstruction is combined from multiple sources (described in Ivanovic et al., 2016),
of which the North American component is based on a dynamical ice sheet model con-
strained with relative sea level data (Tarasov et al., 2012, and references therein) and ice
sheet extent from Dyke (2004). The evolution of the extent of LIS over the early-Holocene
has been reconstructed with an estimated error of ˜500–800 years of individual locations
becoming ice-free (Dyke, 2004; Margold et al., 2018) and the estimated LIS ice volume
between the GLAC-1D and ICE-6G c reconstructions includes uncertainty. For 10 ka the
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reconstructed estimates vary between ˜11–18 m (GLAC-1D) and ˜12.5 m (ICE-6G c) of
equivalent sea level rise.
The aim of this chapter is to build a model setup with the BISICLES ice sheet model
(Cornford et al., 2013) for simulating the early-Holocene LIS deglaciation based on in-
formation from the reconstructed evolution of the Laurentide Ice Sheet (ICE-6G c and
GLAC-1D) and a previous experiment that encompassed the deglaciation (Gregoire et al.,
2012). The model setup is developed with a goal of improving the knowledge on the
Hudson Bay saddle collapse through simulating the deglaciation with an updated climate
forcing, a finer resolution and better representation of ice streams and dynamical ice flow
than previous modelling efforts encompassing the time period in question (Marshall et al.,
2002; Tarasov et al., 2012; Gregoire et al., 2012). I first describe the two components
of the model used in this study, UniCICLES (Unified Model, with a modified version of
the CISM interpolation interface, talking to BISICLES): the BISICLES ice sheet model
(Section 3.2), and the surface mass balance model (Section 3.3). Section 3.4 describes the
initialisation of the model setup and boundary conditions. The results from simulations
of the LIS deglaciation and parameter sensitivity experiment are presented in Section 3.5.
The findings and conclusions of the results from the sensitivity experiment and model
setup are discussed in Sections 3.6 and 3.7.
3.2 The BISICLES ice sheet model
The BISICLES ice-sheet model is being developed in collaboration between scientists at
Lawrence Berkeley National Laboratory (USA), Los Alamos National Laboratory (USA),
the University of Bristol (UK) and the University of Swansea (UK). The model is a verti-
cally integrated ice flow model, based on the ’L1L2’ dynamical scheme devised by Schoof
and Hindmarsh (2010), and has been described in detail by Cornford et al. (2013).
The model has 10 vertical layers, which increase in thickness from near the base to the
surface from 0.02 h to 0.15 h, where h is the total thickness at each horizontal grid cell.
Sea level in the model is assumed to be spatially constant (at z=0 ), and thus the sea level
is changed through adjusting the bedrock elevation. For the ice sheet, at any instant in
time the upper surface is at z = s(x,y) and the lower surface at z = b(x,y), as shown in
Fig. 3.1a.
The ice sheet is grounded where b(x,y) = r(x,y), and the boundary between grounded
and floating regions is marked by the grounding line (Γ). The ice in the model is assumed
to be in hydrostatic equilibrium, with the weight of the ice mass being balanced by a
pressure gradient at the lower surface. For grounded ice, the upper surface is at the
elevation of z = h+ r, but the elevation of the upper surface of floating ice is determined
through:
s = max
[
h+ r,
(
1− ρi
ρw
)
h
]
, (3.1)
where ρi and ρw are densities of ice and water respectively (Cornford et al., 2015).
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Figure 3.1: (a) Schematic of the ice sheet geometry in BISICLES. (b) Example block
structured mesh (Cornford et al., 2013). Domain A shows the coarsest level of refinement
of the grid in the horizontal plane, with areas of the mesh with finer resolution (B and
C) nested within. The refinement applies the finer resolution in rectangular blocks inside
regions with coarser resolution.
Sufficient changes in thickness at or near the grounding line thus define the movement of the
grounding line as a result of transition between grounded and floating ice. This movement
of grounding line is an important feature in determining the evolution of marine ice sheets,
and has been shown to require up to sub-kilometre resolution to resolve adequately (Favier
et al., 2014; Cornford et al., 2016).
Numerical modelling of entire continental-scale ice sheets with sub-kilometre resolution
and higher-order physics is currently infeasible due to high computational cost. Therefore,
to address the need for high resolution in specific regions, while simultaneously limiting
the computational cost, BISICLES includes a block-structured adaptive mesh refinement
(AMR) method (Figure 3.1b). Using the AMR, the model automatically refines, maintains
or coarsens the horizontal resolution in regions as necessary. The mesh is initialised as
part of the model setup, and at t = 0 the domain consists of cells at the coarsest horizontal
resolution (level 0 σ0). The cells are then tagged for refinement based on stress-balance
equations and adjacency to the grounding line and shear margins (Cornford et al., 2013;
Favier et al., 2014). Refining or coarsening the resolution by one level halves or doubles
the length of a side of a mesh cell, effectively quadrupling the number of grid cells in
the refined region (see Fig. 3.1 b). The computational efficiency of the model is further
enhanced with the capability for MPI-based parallel computing.
The ice thickness h and horizontal velocity vector u satisfy a mass conservation equa-
tion for vertically integrated transport of incompressible material, which can be expressed
as:
δh
δt
= −5 · [uh] +Ms −Mb, (3.2)
in which Ms is the surface mass balance rate and Mb is the basal melting rate. The
incompressibility means that the density of the material does not undergo change as a
result of changes in stresses, and this equation specifies how a vertically integrated grid
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cell can lose or gain mass. Ice thickness change δhδt is determined by horizontal advection
of mass 5 · [uh] and accumulation or ablation at the upper and lower surfaces.
3.2.1 Ice flow
The model describes an ice mass evolving through three-dimensional, shear-thinning flow
driven by gravity using a depth-integrated ice flow model devised by Schoof and Hindmarsh
(2010). The deviatoric stresses and the strain rates are related through a stress balance
equation
5 · [ϕhµ(2˙+ 2tr(˙)I] + ~τb = ρigh5 s, (3.3)
in which ˙ is the horizontal strain rate tensor and I is the identity tensor. τb is
the basal traction (discussed in sections 3.2.2 and 3.4.3). ϕhµ is the vertically-integrated
effective viscosity, and is calculated from the vertically varying effective viscosity µ derived
from Glen’s flow law, and the stiffening factor ϕ (Cornford et al., 2015; Nias et al., 2016).
The vertically-integrated effective viscosity varies spatially, mainly depending on whether
the ice is grounded or not, the basal traction, the ice temperature and how fractured the
ice is.
The stiffening factor coefficient ϕ accounts for variations in several factors including
temperature and minor fractures in the ice. For contemporary ice sheets, the stiffening
factor is typically solved based on surface ice velocities using inverse methods and is
used in the model as an additional tuning parameter when calibrating ice flow to match
observations (e.g. Cornford et al., 2015). Due to the lack of direct observations of ice
surface velocities for the early-Holocene LIS. I use the default value of ϕ = 1 for the entire
ice sheet.
During model integration, equation 3.3 is first solved for the basal velocity, and then
the thickness field advances in time through application of the Piecewise Parabolic Method
(Colella and Woodward, 1984) to equation 3.2 (Favier et al., 2014). The influence of verti-
cal shear is retained in the effective viscosity µ, but neglected in the mass flux calculations.
Given the standard Glen’s flow law exponent of n = 3, µ satisfies
2µA(T )(4µ2˙2 + |ρig(s− z)5 s|2) = 1, (3.4)
where z is the depth and A(T) is a rate factor that depends on the ice temperature T
through the Arrhenius law (Hooke, 1981).
3.2.2 Basal processes
Boundary conditions at the base of the ice vary between different parts of the ice sheet.
Where the ice is floating, there is no basal traction and the normal stress at the base
matches the hydrostatic water pressure. Elsewhere the ice is in contact with either bedrock
or glacial sediments, of which neither allow flow normal to the base. Following equation
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3.3, the basal traction τb is a major controlling factor of the ice flow speed in the model.
τb for ice in contact with bedrock can be expressed as:
~τb =
−C|µ|m−1~u, if h
ρi
ρw
> −r
0, otherwise
, (3.5)
with h( ρiρw ) > −r as the flotation criteria. C is the basal traction coefficient, which can
be set to a spatially varying field and used as a tunable model parameter. τb is assumed to
satisfy either a non-linear power law, where m = 1/3, or a linear viscous relation, where
m = 1 (with m = 1 used in this study). C is typically solved based on the surface ice flow
speed using inverse methods for contemporary ice sheets, but for the study presented here,
a parametrised field is used based on the abundance and thickness of glacial sediments
and bedrock elevation (see section 3.4.3). The basal traction coefficient is constant in the
simulations apart from the transition between buoyant and grounded ice (equation 3.5).
Basal traction does not impact the flow of floating ice, however the ice shelves can
have a buttressing effect on the ice flow upstream of the grounding line if the shelves are
bound laterally (e.g. Dupont and Alley, 2005). The melting rate under floating ice sheets
can thus have a major impact on the flow of ice streams through affecting the buttressing
effect (Schoof, 2007). The contemporary Antarctic floating glaciers have been estimated
to undergo melt rates in the range of 0–43 ma−1 (Rignot and Jacobs, 2002; Rignot et al.,
2013). The sensitivity of the modelled ice sheet and the Hudson Strait ice stream to
varying rates for this parameter is discussed in section 3.5.5.
A uniform geothermal heat flux of 0.05 Wm−2 is applied at the base of the ice sheet
in all of the simulations, with the value based on a geothermal map of North America
(Blackwell and Steele, 1992), indicative of a fairly homogeneous geothermal heat flux
under the modelled area at present-day (the same value was also used by Gregoire et al.,
2012). In the model, the basal heat flux only affects the temperature of the ice, which
can impact the ice flow by changing the effective viscosity µ (see equation 3.4). This is
a simplification of the subglacial hydrology, which comprises of several processes that can
alter the dynamics of ice flow on different time scales (Clarke, 2005; Gladstone et al.,
2014). The motion of the base of an ice sheet can be due to (typically plastic) deformation
of the underlying sediment or the base of the ice sheet actually sliding on top of the
underlying substrate (Gladstone et al., 2014). The sliding is facilitated by the presence
and distribution of liquid water at the base, and the yield stress of the deformation of
the till is strongly dependent on effective pressure (Iverson, 2010). The conditions at
the ice-bed interface (melting or non-melting), availability of liquid water and mechanical
properties of the till (soft or hard) thus control the processes that can be activated.
3.2.3 Calving model
The export of ice through calving is a primary component of the mass balance of ice
sheets. The calving model used in this study defines the calving front to where surface
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or basal crevasses result in a full-thickness fracturing of the terminus, and the model was
developed specifically for BISICLES (Taylor, 2016). The model calculates the depth of
crevasse penetration for the entire domain at both grounded and floating termini. The
equations that calculate the penetration depth of both surface and basal crevasses were
developed based on earlier studies on calving of tidewater glaciers and marine outlets (Benn
et al., 2007a; Nick et al., 2010). A full description of the BISICLES Benn calving model is
available in the PhD Thesis of Taylor (2016), with the following paragraph summarising
the ongoing processes.
The opening and orientation of the crevasses in the model are based on the maximum
normal stress in the 2D horizontal plane, and the model thus allows for crevasses to open
at any angle to the flow. The maximum stress can also be compressional, which results
in no crevasses forming. The opening, closing and depth of surface crevasses is based on
a balance of tensile stresses that tend to open crevasses, and compressive ice overburden
pressure that tends to close crevasses (Weertman, 1973). Water in the crevasse opposes
the ice overburden pressure, and allows for deeper crevasse formation. Based on work
by Benn et al. (2007a), a full-thickness fracture of the ice body can occur if a connection
between the surface crevasse and proglacial body exists. The modelled calving front is thus
positioned where the depth of the surface crevasses reaches the water line, or alternatively
at locations where surface and basal crevasses reach depths to result in a full-thickness
fracture.
3.3 The surface mass balance
Figure 3.2: Structure of the GLINT module (adapted from Rutt et al., 2009).
To determine a Surface Mass Balance (SMB) for the simulations, I used a Positive-
Degree-Day (PDD) model (Rutt et al., 2009, ; section 3.3.1) driven by climatologies from
a General Circulation Model (GCM; section 3.3.2). The SMB was input using a module
called GLINT (figure 3.2) as an interface between the GCM and BISICLES. GLINT was
originally developed to allow for interactive coupling between the Glimmer community
ice sheet model (Rutt et al., 2009) and the GENIE Earth System Model (Lenton et al.,
2007), but the module has been adapted to be compatible with BISICLES and climate
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output from the coupled atmosphere-ocean GCM HadCM3 (described in section 2.2.1). As
illustrated in figure 3.2, the module works in the following way: monthly temperature and
precipitation climatologies are passed to the model along with information of the GCM
orography and lapse rate. The main GLINT code then downscales the climatology data to
the BISICLES domain, which has a different grid and orography. The accumulation and
ablation over the mass-balance model time step are then determined using a PDD scheme
(further described in section 3.3.1) and that data is passed on to BISICLES. After the ice
sheet model subsequently completes the next time step, any changes in the modelled ice
sheet topography are passed back to the surface mass balance model for recalculating the
SMB according to the updated elevation of the surface.
As mentioned above, the data in the GCM and BISICLES are not on similar grids, and
the lower resolution global latitude-longitude climate model data is interpolated onto the
BISICLES coarse level grid using a “mean-preserving interpolation” method (Rutt et al.,
2009). The interpolation method is an adaptation of bilinear interpolation, and fulfils the
need to conserve mass and energy when interpolating between two non-coincidental grids.
3.3.1 PDD scheme
The annual surface mass balance is calculated from monthly climatologies of temperature
and precipitation using a PDD model (Rutt et al., 2009; Gregoire, 2010). The principle of
the PDD model is that the energy available for melting at a location over a time period
is defined by the number of days the daily average temperature at 1.5 m height (Ta) is
above 0 ◦C and the mean temperature of those days. The product of these two metrics is
called the PDD sum (Dp), and the surface melting is defined by:
Ms = α
∫ t1
t0
max(Ta, 0) = αDpdt, (3.6)
where α is the PDD factor. Snow and ice have different PDD factors to account for
the difference in the albedo of the material, and α is divided into αs or αi depending on
the surface of the ice sheet being either snow or ice. Typically used values for the PDD
factors are αi = 0.003mmd
−1 and αi = 0.008mmd−1 (Marshall et al., 2002), which mean
that an increase of 1 d ◦C in the PDD sum results in a melting of 3 mm for a snow surface
(and 8 mm for ice).
The annual PDD scheme is based on the assumption that the annual evolution of Ta(t)
at each grid cell is sinusoidal, and given by the following equation
T a(t) = T¯a −∆Tacos
(
2pit
A
)
+ R(0, σT ), (3.7)
where T¯a is the mean annual temperature at 1.5 m height, A is the period of a year,
and ∆Ta is the annual temperature half range (calculated as a difference between the
July mean temperature and the annual mean temperature). Diurnal variability and other
fluctuations are included in the random fluctuation term R(0, σT ), which is drawn from
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a normal distribution with a mean of 0 ◦C, and a standard deviation σT (with a default
value of 5 ◦C). This parametrisation has been shown to represent the annual variations
of temperature well, and is widely used for simulating past ice sheets (Rutt et al., 2009).
The positive degree day sum over a year (Dp) is determined from the above time series
by:
Dp =
1
σT
√
2pi
∫ A
0
∫ ∞
0
T¯aexp
(−(T¯a − Ta)2
2σ2T
)
dTdt. (3.8)
All precipitation in the scheme falls as snow, and the potential snow melt is determined
using equation 3.6. All firn is assumed to compact to ice over the course of a year, and
as all precipitation falls as snow, the starting point for the firn model is that the snow
depth is equal to the annual precipitation P. Part of the meltwater can refreeze inside the
snow, and the refreezing capacity bo in the scheme is linearly proportional to the amount
of precipitation. If the refreezing capacity is greater than the potential snow melt as, no
ablation a occurs. If the snow melt is greater than the refreezing capacity, but less than
the annual precipitation, only snow melts. The third case is that if the potential snow melt
is greater than the amount of snow, ice melts ai in addition to the snow. The ablation (in
water equivalent depth) can thus be written as:
a =

0 ifas < bo
as − bo = αsDp − bo ifbo < as < P
as + ai = P − bo + αi(Dp − P/αs) ifas > P
. (3.9)
Following this, the net surface mass balance b is determined by the total annual pre-
cipitation minus the total annual ablation (b = P − a).
3.3.2 Climate forcing input data
The climatology dataset that is used as input for the BISICLES simulations is a time
series of palaeoclimate ’snapshots’ over the last 26 ka. Each snapshot was initialised using
the output from the end of the previous corresponding 1,750 year simulation (Singarayer
et al., 2011; Singarayer and Valdes, 2010), and the updated boundary conditions were
then held constant for the new 500-year integration of each time slice. After 450 years,
the surface climate had reached a near-steady state and the climate means were calculated
from the last 50 years of output (years 451–500 of the new runs). The time series was also
used for creating the climate forcing in recent studies by Morris et al. (2018) and Swindles
et al. (2018). The HadCM3 coupled atmosphere-ocean GCM with dynamic vegetation (de-
scribed in section 2.2.1) was used for creating the climatologies. The snapshots represent
a refinement from earlier HadCM3 simulations (Singarayer et al., 2011; Singarayer and
Valdes, 2010), and have been updated according to the boundary conditions consistent
with the recent Palaeoclimate Model Intercomparison Project Phase 4 protocol for the
last deglaciation (version 1; Ivanovic et al., 2016), with information on the ice sheet extent
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and thickness from the ICE-6G c reconstruction (Peltier et al., 2015). For the purpose of
this work, the data were scaled down to a resolution 0.5 × 0.5 degrees using a bivariate
spline interpolation method. The downscaled resolution is approximately equal to 50 ×
50 km at mid-latitudes. Monthly climatologies based on these means are the input for the
surface mass balance model, which uses the data to create a transient forcing by applying
a linear interpolation procedure between the climate states in 500-year intervals for each
horizontal grid cell. A transient forcing was chosen to avoid biasing the modelled ice sheet
towards a specific climatic state.
3.4 Model setup and experimental design
The setup of the model domain, initialisation of the ice sheet and chosen model parame-
ters are described in this section. This experiment was set up with the ultimate goal of
providing a means for evaluating the rate, timing and magnitude of the LIS saddle collapse
over the Hudson Bay (Chapter 4). To achieve this, it was first necessary to generate all
the boundary conditions for the LIS and the encompassing region in the north-eastern
North America. The commonly used ICE-6G c reconstruction was chosen for initialising
the thickness and topography for the experiment. The initial ice sheet in ICE-6G c is
inconsistent with the early-Holocene climate and ice dynamics, and this made it necessary
to include a substantial spin-up period prior to the estimated timing of the saddle collapse.
The simulations were thus initialised from conditions representing 10 ka, approximately
1500 years prior to the estimated timing of the separation of the Labrador and Keewatin
ice domes (Ullman et al., 2016).
Several parameters are needed to initialise the model, and they are generally poorly
constrained by observations for palaeo ice sheets. Ice thickness data ho(x,y), together with
surface mass balance Ms(t,x,y) and basal melt rates Mb(t,x,y) are required to initialise the
model for solving the equation for conservation of mass (eq. 3.2). These, together with a
map of bedrock elevation b(x,y), ice temperature field T (x,y,z ), basal traction coefficient
C (x,y) and an ice stiffening factor Φ(x,y) allow for solving the equation of ice flow (eq.
3.3). The methods used to produce these initial conditions are described in the following
subsections.
3.4.1 Model domain and basal topography
The model domain at the coarsest level Ω0 consists of a grid of 384 × 384 rectangular
cells (10 × 10 km horizontal resolution) centred on the Hudson Bay. The projection used
is the Lambert Azimuthal Equal Area (LAEA) with a point of origin at 45◦ N, 95◦ W,
and false easting and northing of 1648.38 km and 202.32 km respectively. The resolution
is comparable to what is typically applied in long-term simulations of the modern-day
Greenland ice sheet using regular equidistant grids (5-20km; Goelzer et al., 2017), and what
has been used as the base resolution in earlier continental-scale ice sheet simulations using
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Figure 3.3: Illustration of the generation of the initial topography. The colour bar indi-
cates the elevation in relation to sea level in metres (m). (a) The ETOPO1 present day
topography relief model of the area around Hudson Bay (adapted from data from Amante
and Eakins, 2009). (b) The difference between the 10 ka and present-day basal topogra-
phies in the ICE-6G c (VM5a) reconstruction (Peltier et al., 2015). (c) The resulting
“ETOPO 10 ka” topography map. The basal topography in the northern part of the grid
(Greenland and Canadian archipelago) is set to -1000 m to avoid ice sheet formation in
these regions. The coordinates in panels a and b show the grids in the original datasets,
and the coordinates in panel c show the model domain with a 5 km grid.
BISICLES (8 km for the Antarctic Ice Sheet in Cornford et al., 2016; 4 km for Greenland
in Lee et al., 2015). This base resolution was chosen after initial test runs (not shown
here), in which doubling the base resolution to 5 km did not result in significant changes
in the ice sheet geometry when keeping the finest resolution allowed in the simulation at
5 km, but resulted in a three-fold increase in the computation cost with the early model
setup. The maximum resolution that it is feasible to run the model over this domain for
the duration of 2000 years with the current setup is Ω2 = 2.5km. An average run speed
of 396 model years per day is reached with 96 processors on Tier 3 (ARC3, University
of Leeds) high performance computing facilities, whereas test runs with one more level of
refinement Ω3 = 1.25km slowed the initial run speed to less than 10 model years per day.
To produce the bedrock elevation b(x,y), a rectangular bivariate spline interpolation
method is used to combine a high-resolution (1 arc-minute resolution) present-day basal
topography relief model (Figure 3.3a, adapted from Amante and Eakins, 2009) with the
difference between the 10 ka and present-day basal topographies from the ICE-6G c re-
construction (Figure 3.3b). Initial tests were run using the basal topography from the 10
ka time slice of the ICE-6G c reconstruction, which quickly highlighted the need for finer
resolution than the native horizontal grid of the reconstruction (1◦ × 1◦). This was be-
cause the blocky structure of the base in ICE-6G c resulted in unrealistically steep vertical
gradients in the surface elevation s(t,x,y). The resulting high-resolution basal topography
map is resampled from the swath dataset and projected onto the model grid using a nearest
neighbour method to produce the “ETOPO 10 ka” topography map used for initialising
the ice sheet model (Figure 3.3c). The basal topography for the regions of Canadian
archipelago and Greenland included in the domain are set to -1000 m to avoid ice sheet
build-up in these regions. These areas lack relevance to this study and were excluded in
order to save computational cost by avoiding computing the ice velocities there.
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The transient isostatic rebound of the crust is not included in the simulations. This
feature is available in the UniCiCles model, but including the isostatic rebound in the cur-
rent model setup reduced the computational performance significantly. As a consequence,
the run speed of the model was slowed down by up to 90 % (with Ω1), making running
multiple millennial-scale simulations operationally infeasible. The maximum crustal uplift
between 10 ka and the present day in the region has been estimated to be of the order
of ˜500 m based on the ICE-6G c reconstruction (Figure 3.3b; the bedrock under the
locations of Labrador and Keewatin ice domes). This could have resulted in the simulated
deglaciation being artificially accelerated in some regions, as including the crustal uplift
would have resulted in the base of the ice sheet being elevated to ˜5 ×100−2 m higher al-
titudes over the model period. The relative motion of the bedrock could also have altered
the dynamics of the ice flow due to different uplift rates of adjacent grid cells resulting in
changing gradients of the basal slope.
3.4.2 Ice thickness and temperature
The thickness of the ice sheet is initialised from the 10 ka time slice of the ICE-6G c
reconstruction using a similar approach to that used for generating the topography ini-
tialisation data. The thickness data is first interpolated from low to high resolution (from
1◦ to 1 arc-minute resolution) using a rectangular bivariate spline interpolation method,
and then resampled to the model grid using a nearest neighbour method.
The initial temperature T (x,y,z ) of the ice sheet is taken from the 9 ka time-slice of a
previous LIS deglaciation simulation using the GLIMMER-CISM ice sheet model (Gregoire
et al., 2012). The original data is on a LAEA grid with a common point of origin with
my experiment (45◦ N, 95◦ W), but with a larger domain covering most of North America
(the GLIMMER-CISM study examined the evolution of the whole North American Ice
Sheet over the last glacial cycle). The data is interpolated to the smaller domain and
higher resolution using the rectangular bivariate spline interpolation method. The 9 ka
time slice of the previous study was chosen because it presents a close fit to the extent of
the ICE-6G c ice sheet at 10 ka, which is the starting point of the transient simulations
presented here. The two do not match exactly, and for grid cells where the reconstruction
indicates that ice should be present but the GLIMMER-CISM simulation is ice-free, the
temperature is initialised to 0 ◦C for all vertical levels. This was chosen to encourage
melting of the extensive thin areas of the initial ice sheet. Empirical relationship of area
to volume ratios of contemporary ice sheets (Figure 4 in Ullman et al., 2016; Paterson,
2016) suggests that the LIS in ICE-6G c at 10 ka is likely too extensive at 6.08·106 km2,
which is significantly larger than the area expected based on the reconstructed volume
(6.81·105 km2).
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Figure 3.4: (a) Basal traction coefficient C(x,y) values in an early iteration of the map.
The map is divided into three different C -values based on the sediment coverage at each
grid cell: bare bedrock (C = 300 Pa m-1 a), sediment (C = 50 Pa m-1 a) and submerged
bedrock in the Hudson Strait (C = 100 Pa m-1 a). The map is based on the geological
map of North America presented by Reed et al. (2005). This map was not used in the
simulations presented in this chapter, but was used as the basis for distinguishing between
the three different types of sediment coverage. (b) Basal traction coefficient map used in
the ’standard’ simulation. C values are calculated based on bedrock elevation and sediment
coverage.
3.4.3 Basal traction and ice stiffening factor
Basal traction is a major factor determining the ice flow in BISICLES (eq. 3.3), and one
of several factors that have been identified as potential controls for ice flow and streaming
locations in ice sheets (Winsborrow et al., 2010; Stokes et al., 2016). The presence of
water and thickness of subglacial sediments have an influence on the basal traction, as till
deformation can accelerate basal flow. Including this effect has been shown to be important
for the ice dynamics in earlier modelling studies of the LIS (Marshall et al., 2002; Tarasov
and Peltier, 2004). To represent this dependency of basal traction on subglacial properties
and to determine the basal traction coefficient C (x,y) for these simulations, the domain
was divided into three different types of grid cells according to sediment coverage. The
division was based on a geological map of North America by Reed et al. (2005), and is
shown in Figure 3.4a.
In addition to the underlying substrate, basal topography and topographic troughs
have been shown to influence ice streaming (Paterson, 2016; Winsborrow et al., 2010). This
was incorporated in these simulations through determining the basal traction coefficient
C for the regions of bare bedrock as a function of bedrock elevation b using:
C(x, y) = b(x, y)Ci + Csl, (3.10)
where Ci is the increment of the basal traction coefficient with elevation (0.3 m
-1 in the
’standard ’ simulation), and Csl is the value for bedrock at sea level (C = 500 Pa m
-1
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a in ’standard ’). A fixed value is used for areas with a sediment coverage, as shown in
Figures 3.4a and 3.4b. The range of C -values chosen for the initialisation was based
on values from modern-day simulations of the West Antarctic Ice Sheet using BISICLES
(with the same linear viscous relation of m = 1 as in this chapter), for which basal traction
coefficients were inversed from ice surface velocity data (for details of using the method
see Appendix B1 in Cornford et al., 2015).
3.4.4 Surface mass balance and basal fluxes
The model defines the SMB using the PDD scheme described in section 3.3.1. Values of
4.5 and 12 mm d-1 ◦C-1 were chosen respectively for the PDD factors of snow and ice
while setting up the ’standard ’ simulation. These values are 50% higher than the typically
used values of 3 and 8 mm d-1 ◦C-1, and were chosen by manual tuning for the ’standard ’
as a stronger ablation seemed necessary for the LIS to deglaciate in accordance with the
reconstructed ice extent (Dyke, 2004). The need for higher PDD factors was apparent as
the ice sheet underwent substantial growth in the early simulations with the typically used
PDD factors, and the total volume of the ice sheet was still higher than the initialised
ice volume after 1500 years of simulation. Using the PDD method has been highlighted
as challenging for modelling the SMB of palaeo ice sheets (Bauer and Ganopolski, 2017;
Charbit et al., 2013; Van de Berg et al., 2011), with one major problem being the method
not explicitly accounting for the absorption of shortwave radiation (e.g. Van de Berg et al.,
2011). The fixed PDD factors also do not take into account the temporal and spatial
variability in insolation, cloud optical properties, snow properties, snow density, water
content in snow and changes in albedo among other assumptions (Charbit et al., 2013).
Following this, recent research has suggested that using the standard values is unlikely
to predict the melt rates correctly under climatic conditions that differ from those in
present-day Greenland (Bauer and Ganopolski, 2017; Charbit et al., 2013; Van de Berg
et al., 2011). Bauer and Ganopolski (2017) recently compared the use of a physically-
based surface energy balance method and the PDD method for simulating the North
American Ice Sheet over the last glacial cycle, and found PDD factors of 9 and 16 mm
d-1 ◦C-1 respectively for snow and ice to be in best agreement between the methods at
15 ka conditions (the study did not provide an estimate for a time period closer to the
estimated timing of the Hudson Bay saddle collapse). The ’best’ values for the PDD
factors are dependent on the model setup, which highlights the importance of assessing
the values through a sensitivity study.
The lapse rate γ is set to 5 ◦C km-1 following the experimental setup of Gregoire
et al. (2012). The value is based on an earlier study that suggested this value being more
appropriate for the North American ice sheet than the typically used range of 6–8 ◦C km-1
(Abe-Ouchi et al., 2007). The study by Abe-Ouchi et al. (2007) included an evaluation of
the effect of the North American Ice Sheet on the local summer surface temperatures at
LGM, and the authors separated the cooling effect of the ice sheet into being caused by
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three components: albedo, lapse rate and residual cooling effect (with the residual effect
attributed to atmospheric circulation and/or cloud distribution; Shinn and Barron, 1989;
Kageyama and Valdes, 2000). Abe-Ouchi et al. (2007) found the value of γ = 5 ◦C km-1
to be in best agreement with the effect of topography on cooling when comparing the
summer surface air temperatures over the ice sheet between simulations with a flattened
or complete ice sheet present (using the ICE-4G reconstruction; Peltier, 1994).
The basal heat flux is set to a constant 50 mW m-2 following the methodology of
Gregoire et al. (2012), which ensures consistency with the initial ice temperature fields
(also taken from the same study). They chose the value based on a geothermal map of
North America (Blackwell and Steele, 1992), which is indicative of a fairly homogeneous
modern geothermal heat flux under the modelled area. The value is of similar magnitude
to modern-day geothermal heat flux under the Antarctic ice sheet, which has recently been
suggested to vary between 42–180 mW m-2, with a mean of 68 mW m-2 (Martos et al.,
2017). If all of the available heat from the basal heat flux of 50 mW m-2 would result in
ice melt, the base of the ice would melt at a rate of ˜5 mm a-1. Since this value is 2–3
orders of magnitude smaller than the surface melt rates, the basal melting rate is set to 0
m a-1 in all simulations.
The sub-shelf melt rate in the ’standard ’ simulation is set to -15 m a-1. This is com-
parable to areas of high sub-shelf melt around modern-day Antarctic Ice Sheet, where the
rates have been estimated to be up to ˜43 m a-1 (Rignot et al., 2013). The higher end
of this range was chosen due to the orbital configuration of the Earth approaching the
Holocene Climatic Optimum conditions post 10 ka (Kaufman et al., 2004), and the asso-
ciated increase in radiative forcing could have resulted in substantial heat absorption to
the lake and sea water adjacent to the ice sheet. Sub-shelf melt rates have been shown to
be strongly positively correlated with increasing ocean temperatures, with a relationship
of ˜10 m K-1 estimated from radar interferometry -based observations of basal melt rates
seaward of Antarctic grounding lines and nearby in-situ ocean temperature measurements
(Rignot and Jacobs, 2002). Using a single value for the sub-shelf melt over the whole
model period is a simplification of the process, whereas in reality the SST in contact with
the ice shelf likely underwent changes over the 10–8 ka period. Accurately estimating the
sub-shelf melt rate at the marine margin of the LIS over time is however challenging due
to lack of quantified proxy records of Sea Surface Temperatures (SST) and the location of
the ice margin being uncertain over time due to limited records constraining the retreat
(Dyke, 2004). An alternative approach would have been to estimate the sub-shelf melt
using the above relationship between the melt rate and the SST from the climate model
output. The modern-day Antarctic melt rates were chosen over this due to the low reso-
lution (3.75 × 2.5 degrees) of the original climate model snapshots. The oceanic grid cells
adjacent to the ice margin at 10 ka cover an area of ˜0·104 km2 of the Labrador Sea, and
are thus not representative of the SST at the comparatively narrow ice margin.
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3.5 Ice sheet sensitivity to model parameters
The evolution of ice sheet thickness, volume and melt in the model is dependent on the
choices of input model parameters. To gain a better understanding of which parameters
control the rates of LIS deglaciation and the magnitude, duration and timing of the Hud-
son Bay saddle collapse, a series of sensitivity simulations were performed. The simulation
labelled ’standard ’ is used as the starting point for varying individual parameters, and the
parameters are varied systematically, one at a time. This approach allows for examining
the effects of adjusting individual parameters while keeping the rest constant. This is par-
ticularly important because BISICLES has not previously been used in a palaeo context,
where these values cannot be obtained using direct observations or inverse methods. Two
simulations were run to assess the sensitivity to each of the 5 model parameters, resulting
in a total of 11 simulations with the model parameters and their respective ranges shown
in Table 3.1. To evaluate the impact of the transient climate and the spin-up adjustment
period, a ’control’ simulation with a constant 10 ka climate and the ’standard ’ parameter
setup was also included.
Table 3.1: Model parameters varied in the study and their ranges, ’standard’ values (as
discussed in Section 3.4) are shown in brackets.
Parameter Symbol Value (’standard’ ) Unit Reference
Levels of refinement Ω0−2 10–2.5 (5) km (grid size) 3.4.1
Basal traction C 1-3×’standard’ Pa m-1 a 3.4.3
PDD factor for snow αs 3–6, (4.5) mm (d
◦C)-1 3.4.4
PDD factor for ice αi 8–16 (12) mm (d
◦C)-1 3.4.4
Sub-shelf melt rate Mss 2–45 (15) m a
-1 3.4.4
Precipitation P 0.5–1×’standard ’ kg m-2 3.3.2
3.5.1 Laurentide Ice Sheet evolution in ’Standard ’ and ’control ’ simu-
lations
This subsection describes how the ice sheet evolves in the ’standard ’ simulation, and Fig-
ure 3.5 shows the ice sheet as it is still adjusting to the initial conditions at model year 50.
The ice thickening rate (Fig. 3.5b) has a mean of -0.20 m/a and a range of -94.25–37.26
m/a, and the modelled ice velocity field (Figure 3.5c) shows velocities of up to ˜5 km/a at
the mouth of the Hudson Strait and the modern Ungawa Bay region. The initial adjust-
ment period is dynamic and results in a substantial reorganisation of ice, which is largely
a result of the chosen initial ice thickness field (ICE-6G c, section 3.4.2) not being phys-
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ically consistent with the dynamical BISICLES ice sheet model. The ICE-6G c includes
“unphysical geometric details” (Stuhne and Peltier, 2017), because the reconstruction is
constructed from glacial isostatic adjustment (GIA), LIS extent reconstruction (Dyke,
2004), viscoelastic reconstruction (VM5a) and eustatic sea level record for estimating the
volumetric distribution of the ice mass (Peltier et al., 2015). Therefore, this reorganisation
is both necessary and expected. The surface mass balance is positive over the majority of
the ice sheet (Figure 3.5d), with a mean of 0.25 m/a and a range of -11.52–1.29 m/a.
Figure 3.5: ’Standard’ simulation at model year 50. Panels show (a) ice thickness with
300 m contour lines, (b) ice thickening rate dhdt (m/a), (c) magnitude of the vertically
integrated ice velocity (m/a), (d) surface mass balance (accumulation - ablation; m/a.)
The volumetric loss and the elevated freshwater flux (FWF) over the first ˜100 years
in both ’control ’ and ’standard ’ simulations (Figure 3.6) simulations is a result of the
modelled ice sheet undergoing dynamical reorganisation after initialisation and initially
high ice melt rate of the extensive parts of the ice sheet, mainly on the southern and
northwestern parts of the simulated LIS (Fig. 3.7). The subsequent increase in ’control ’
ice volume shows that the ice sheet is not in equilibrium with the 10 ka climatic forcing.
The evolution of the volume above flotation in the ’standard ’ simulation differs from the
negative trend in the volumetric evolution of the LIS in the two reconstructions shown
in Figure 3.6, where the ’standard ’ simulation is compared to the ICE6G c and GLAC-
56 Chapter 3. Modelling the early-Holocene evolution of the Laurentide Ice Sheet
1D reconstructions. The volumetric change over 10–8 ka in the ICE-6G c and GLAC-1D
reconstructions are on average 0.34 m per 100 years and 0.50 m per 100 years respectively,
and indicative of a continual decrease in volume over the time period. The evolution of the
ice volume in the ’standard ’ simulation is indicative of the ablation and dynamic export
of ice being balanced by accumulation for the first 1000 model years, during which the
simulated LIS volume above flotation decreases by approximately 7%.
Figure 3.6: Evolution of ice sheet volume in metres of sea level rise equivalent (dashed
line) and freshwater flux (FWF) equivalent in Sverdrups (solid lines). The volumetric
SLR equivalent of the ice sheet is calculated from the volume above flotation, and the
FWF from the total volumetric change between model years. The volume and FWF in the
’standard’ simulation are shown in blue, and for the ’control’ simulation in black. The
black and magenta markers show the volume in metres of equivalent SLR in the ICE-6G c
(VM5a; Peltier et al., 2015), and the GLAC-1D (Tarasov et al., 2012) reconstructions.
The total volumetric change in the ’standard ’ simulation converted into FWF (solid
blue line in Figure 3.6), shows a period of accelerated melt from model year 1321 onwards,
with the melting defined as accelerated in the simulation over periods when the FWF
value is higher than 0.05 Sv (the value used for the background meltwater flux in Chapter
2). The FWF reaches its peak value of 0.106 Sv during a 200 -year period of acceleration
from model year 1637 onwards, and corresponds to the separation of the Labrador and
Keewatin ice domes. The simulated separation of the ice domes occurs at a similar time
to what we used in our scenarios in Chapter 2, in which the peak FWF was released at a
time corresponding to approximately 8.25 ka. This is close to the timing that freshening
signals from North Atlantic sediment cores suggest that the largest release of meltwater
from the LIS would have taken place (˜8.49 ka or ˜8.29 ka, Ellison et al., 2006; ˜8.38
ka, Kleiven et al., 2008). The timing and duration of the modelled saddle collapse in
’standard ’ are thus similar to some of our scenarios in Matero et al. (2017). However, the
total SLR equivalent of the released FWF in ’standard ’ over the 200 -year period is 1.57 m,
which is approximately 46% of the 3.39 m attributed to the saddle collapse period in the
4.24m 200yr scenario in Matero et al. (2017, ; Chapter 2). The simulated volumetric ice
loss is however close to the rate of volumetric change in GLAC-1D 3.3 m of SLR equivalent
over 8.5 to 8.0 ka (Figure 3.6).
The major changes during the first 1000 model years in ’standard ’ are a ˜37 % decrease
in the ice extent from 6.08·106 km2 to 3.86·106 km2, and a reorganisation of the ice mass
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resulting in thickening of the ice sheet at the ice saddle and Labrador ice dome, and a
thinning of the Keewatin ice dome (Figure 3.7f–j). It is also interesting to note that by
model year 1000 (corresponding to 9 ka), the modelled ice sheet in ’standard ’ adjusts itself
to resemble the GLAC-1D reconstruction more than the ICE-6G c in terms of volumetric
evolution (Figure 3.6), shape and extent (Figure 3.7), despite the simulation initially being
set up based on the ICE-6G c reconstruction. This is likely due to the climatic influence
on ice sheet evolution and the dynamical aspects of the BISICLES and GLAC-1D models,
suggesting that these are important components for accurate representation of palaeo ice
sheets.
One feature that stands out to be different between the simulated ice sheet (Figure
3.7h) and the ICE-6G c reconstruction (Figure 3.7c) by model year 1000 (9 ka) is the
thickness of ice over central Hudson Bay, which is the ice saddle connecting the Labrador
and Keewatin ice domes. The GIA-based reconstruction indicates that the ice sheet would
have deglaciated ’inside out’, with the central part being free of ice before the surrounding
regions. This pattern of deglaciation is not reproduced in any of the BISICLES simulations
or the GLAC-1D reconstruction (Figure 3.7m). The difference in the volumetric change
between the simulated ice sheet and the ICE-6G c reconstruction (Figure 3.6) is largely
a result of differences in reconstructed and modelled ice thickness over the Labrador and
Foxe ice domes. These differences are clearest between year 8 ka in the reconstruction
(Figure 3.7e) and model year 2000 (Figure 3.7j), with the modelled ice thickness having a
maximum of 2188 metres at the Labrador dome and just over 1200 metres for ICE-6G c.
3.5.2 Impact of varying the mesh resolution
This subsection describes the results of increasing and decreasing the level of refinement of
the adaptive mesh. Simulation ’AMR 0 ’ had 0 levels of refinement (10 × 10 km resolution,
Ω0), ’standard ’ had 1 level of refinement (up to 5 × 5 km resolution, Ω1) and ’AMR 2 ’
had 2 levels of refinement (up to 2.5 × 2.5 km resolution, Ω2). Running the current setup
with 3 levels of refinement proved infeasible computationally, as run speeds decreased
dramatically from ˜50 model years per hour (2 levels of refinement) to 1 model year per
day (3 levels of refinement), and thus this part of the sensitivity study was limited to 2
levels of refinement.
Increasing the level of refinement of the AMR from Ω0 to Ω2 does not have nearly
as big an impact on the long-term rates of change in volume (Figure 3.8a), as has been
reported in a study of the West Antarctic Ice Sheet using BISICLES (Cornford et al.,
2016), for example. Cornford et al. (2016) used a base resolution of 8 km, and increasing
the refinement to 4 km or 2 km grid size resulted in distinct rates of change (see Figure 2
in Cornford et al., 2016), highlighting the necessity for using high resolution for simulating
marine ice sheets. Based on these initial simulations it seems that such high resolution is
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Figure 3.7: Ice sheet thickness evolution in the ICE-6G c (VM5a; Peltier et al., 2015) reconstruction in panels (a)–(e), the ’standard’ simulation in
panels (f)–(j) and the GLAC-1D reconstruction (Tarasov et al., 2012) in panels (k)–(o). The ice thickness in each series is plotted in 500 year intervals.
The coastlines plotted in panels f–j are based on the “ETOPO 10 ka” topography described in section 3.4.1.
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not as critical between these levels of refinement for the LIS deglaciation (Fig. 3.8). These
results do not however preclude the potential for differing patterns of deglaciation with
further refinement (and alternate boundary conditions). A closer look between model
years 1550 and 1995 (Figure 3.8b) shows that increasing the level of refinement from Ω1
to Ω2 results in the peak FWF occurring 19 years earlier, and decreasing the level of
refinement from Ω1 to Ω0 results in the peak FWF occurring 4 years later. The durations
and peak values in the discharge are similar between the three simulations, at 0.107, 0.107
and 0.106 Sv for ’AMR 0 ’, ’standard ’ and ’AMR 2 ’ respectively (Figure 3.8b). The timing
of the peak FWF in these simulations differs mainly between model years 1550 and 1890
(Figure 3.8b), which coincides with the deglaciation of the part of the ice sheet connecting
the Keewatin and Labrador domes over Hudson Bay (the saddle collapse).
Figure 3.8: (a) Effect of refinement in the model resolution on volume. The line and
marker definitions are similar to Figure 3.6. The ’standard’ simulation time series is
shown in blue (standard, Ω1), a simulation with no refinement in cyan (AMR 0, Ω0), and
a simulation with two levels of refinement shown in black (AMR 2, Ω2). A close-up of the
period between 8.45 and 8.05 ka is shown in (b).
As shown in Figure 3.9, at model year 1700 the ice flow on both sides of the ice saddle
is faster in the ’AMR 2 ’ simulation compared to the ’standard ’, and the grounding line on
the northeastern side has retreated approximately 41 km further towards the centre of the
ice saddle. After model year 1890 the rate of change returns to similar values between the
simulations, suggesting that the high resolution is more important for the more dynamical
periods of the LIS deglaciation (such as the saddle collapse). This is in contrast with
periods of deglaciation mainly driven by surface ablation.
Increasing the model resolution results in a faster retreat of the grounding line and has
an impact on the timing of the peak FWF, with the differences in timing diverging with
increasing levels of refinement. The resolution of the mesh is thus an important parameter
to investigate in terms of understanding the saddle collapse. Higher level of refinement
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could further alter the deglaciation pattern of the ice saddle and ice streams.
Figure 3.9: Magnitude of the vertically integrated ice velocity at model year 1700. (a)
shows the velocity over the whole domain in the ’standard’ simulation. A zoomed-in view
of the velocities at the ice saddle is shown in (b) for the ’standard’, and in (c) for the
’AMR 2’ simulations. The grounding line is shown in black.
3.5.3 Impact of varying the basal traction coefficient
The basal traction coefficient C in the ’standard ’ simulation is defined as shown in Figure
3.5e, and the C -values for different regions are set to 50 Pa m-1 a for the sediment-
covered regions, and to 80 Pa m-1 a for the regions with submerged bedrock at the mouth
of Hudson Strait. The C -values for the bedrock regions are defined as 400 Pa m-1 a at
sea level (z=0 m), and increase with the elevation of the bed at a rate of 150 per 500
Pa m-1 a. In the ’btrc 4x ’ simulation the C -values and rate of change with elevation of
the bed are quadrupled from the ’standard ’ values (and multiplied by 6 in the ’btrc 6x ’
simulation). The resulting C -ranges in the three simulations are 0–939 Pa m-1 a, 0–3756
Pa m-1 a and 0–5634 Pa m-1 a for ’standard ’, ’btrc 4x ’ and ’btrc 6x ’ respectively. The
effect of halving the basal traction coefficient values from ’standard ’ was also tested. This
effectively makes the ice sheet base very slippery and causes the model to crash after 15
years due to extreme ice velocity acceleration that becomes unsolvable.
Increasing the basal traction between the simulations results in a near-uniform deceler-
ation of the ice flow shortly after initialisation (Figures 3.10a & 3.10b), which in turn slows
down the export of ice from the domes and the transport of ice towards the ice margins.
This, in combination with the high accumulation rates in the simulations, initially results
in glaciation instead of deglaciation for the ’btrc 4x ’ and ’btrc 6x ’ simulations (red and
black lines in Figure 3.11d). The peak freshwater flux in ’btrc 4x ’ also occurs 50 years
later (and 250 years later in ’btrc 6x ’) with smaller magnitudes and longer durations for
the elevated meltwater flux compared to the ’standard ’ simulation. Panels a–c in Figure
3.11 show the ice thickness at model year 1750 in each of the simulations, demonstrating
that increasing the basal traction coefficient value results in thicker and more extensive
ice domes.
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Figure 3.10: Magnitude of modelled integrated ice velocity. For the ’standard’ simulation
the velocities are shown for model year 100 (a) and 1000 (c). For ’btrc 6x’ panel (b)
shows the ice velocity at model year 100, and (d) at model year 1000. The coastlines are
shown by the thin red line.
The resulting ice velocities are, however, high in ’standard ’ compared to modern veloc-
ities for the Antarctic ice sheets (e.g. Rignot et al., 2011, 2008; Rignot and Kanagaratnam,
2006) and in Greenland (Rignot and Kanagaratnam, 2006). This is likely a result of the
basal traction coefficient values in ’standard ’ being smaller than those solved using inverse
methods for use with BISICLES for the modern WAIS (Cornford et al., 2015). These
earlier studies and the fact that the ice velocities in ’standard ’ are approaching the thresh-
old of unrealistic ice velocities, suggest that the basal traction coefficient values used in
these simulations could have been set to be too low to compensate for the high rates of
ice accumulation. Another reason for the high velocities could be high stress and strain
rates that result from the initial shape and surface slope gradients of the ice sheet being
at least initially too steep, having been initialised from the mainly GIA -based ICE-6G c
reconstruction.
Figure 3.10c shows integrated ice velocity magnitudes in the range of 102 m/a still at
model year 1000 at all three domes, which is more characteristic for contemporary outlet
glaciers in the Greenland Ice Sheet (Rignot and Kanagaratnam, 2006). Then again, the
LIS was experiencing rapid deglaciation at the time, and it is not infeasible that the ice
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Figure 3.11: Figures (a)–(c) show the modelled ice thickness and rate of change of thick-
ness (m/a) at model year 1750 in the three simulations. In ’btrc 4x’ the basal traction
coefficient field in ’standard’ is quadrupled, and in ’btrc 6x’ the field is multiplied by 6.
(d) shows the LIS volume and meltwater flux rates in the three simulations, with line and
marker definitions similar to Figure 3.6.
flow rates towards the periphery were higher than the present-day ice velocities. The
presence of meltwater during the melting season has been shown to accelerate ice flow
in the Greenland ice sheet (the “Zwally effect”; Zwally et al., 2002), and meltwater was
likely extremely abundant during the surface-melt driven retreat of the LIS (Carlson et al.,
2009a). For comparison, the background FWF used in Chapter 2 (and Matero et al., 2017)
to represent the melting of the LIS outside the saddle collapse period was ˜16 times the
freshwater flux of 0.003 Sv from the contemporary Greenland ice sheet (Shepherd and
Wingham, 2007), and this does not include the meltwater pulse from the Hudson Bay ice
saddle collapse.
3.5.4 Impact of varying the PDD factors
The PDD factors in the ’standard ’ simulation are set to αs = 0.0045 mm d
-1 ◦C-1 for snow
and to αi = 0.012 mm d
-1 ◦C-1 for ice. Simulation ’low PDD ’ has lower PDD factors of αs
= 0.003 mm d-1 ◦C-1 and αi = 0.008 mm d-1 ◦C-1, and for simulation ’high PDD ’ these
were set to αs = 0.006 mm d
-1 ◦C-1 and αi = 0.016 mm d-1 ◦C-1.
Since the other climatic parameters are the same between the simulations, the initial
impact of changing the PDD factors was expected to be fairly straightforward, with higher
values resulting in more pronounced melting, which Figure 3.12 also demonstrates. The
surface melt rates in simulations with higher PDD factors include two important positive
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Figure 3.12: The LIS volume in meters of SLR equivalent and meltwater flux rates in the
three simulations with different PDD factors. The lines and markers are defined similarly
to Figure 3.6.
feedbacks for individual locations. Firstly, quicker melting of the snow cover due to an
increase in αs has a compound effect on further accelerating the total surface melt once
the snow cover melts completely due to αi having a larger value than αs. Secondly, surface
melt leads to lowering of the surface which further accelerates the melting through local
increase in the surface air temperature in accordance with the SAT lapse rate Γ.
The higher PDD factors in ’high PDD ’ compared to the ’standard ’ result in the peak
freshwater flux and the saddle collapse occurring 225 years earlier (Figure 3.12), with a
lower magnitude (0.07 Sv and 0.11 Sv respectively, Figure 3.12). The separation of the
Keewatin and Labrador ice domes in ’low PDD ’ is delayed by over 275 years compared to
the ’standard ’ simulation, and Figure 3.13a shows the ice sheet at the end of the simulation.
Figure 3.13: Ice sheet at the time of the peak freshwater flux in the (a) ’low PDD’ sim-
ulation, (b) ’standard’ simulation, (c) ’high PDD’ simulation. The separation of the
Keewatin and Labrador domes in the ’standard’ and ’high PDD’ simulations is at a more
advanced stage at the time of peak freshwater flux compared to the ’low PDD’ simulation.
The freshwater flux in ’low PDD’ would likely have increased as the separation of the ice
domes would have continued if the simulation was run further than the 2000 model years.
The different PDD factors between the simulations cause distinctly different patterns
for the evolution of the ice volume above flotation in the simulations (Figure 3.12). Over
the first 1000 model years, the volume in meters of sea level rise equivalent increases by
˜8% in ’low PDD ’, decreases by ˜8% in ’standard ’ or decreases by 30% in the ’high PDD ’
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simulation, making the model setup highly sensitive to the value chosen for this parameter.
’high PDD ’ is the first of the simulations presented here that is approaching a rate of
volumetric change that is comparable to that of ICE-6G c, in which the LIS volume
decreases by an average of ˜0.33 metres of SLR equivalent every 100 years for the period
between 10 ka and 8 ka (0.28 m of SLR equivalent per 100 years in ’high PDD ’). In GLAC-
1D, the average volumetric loss over the 2000 year period is approximately 0.50 metres of
SLR equivalent per 100 years, which is 80% larger than the ice loss rate in ’high PDD ’. It is
worth noting that the two are not directly comparable due to the different initial ice sheet
geometries and ice volumes. The initial ice volume in ’high PDD ’ is approximately two
thirds of the volume in GLAC-1D at 10 ka, with the GLAC-1D ice sheet being thicker over
a comparable extent (Figures 3.7f & 3.7k). Both reconstructions indicate a more rapid
fractional loss over the period than the simulations presented here (Figure 3.12), whereas
in all three simulations the Labrador dome is a stable feature and a constant store of
freshwater by model year 2000 (˜3.71 m, 4.50 m and 4.58 m of SLR for ’high PDD ’,
’standard ’ and ’low PDD ’ respectively).
3.5.5 Impact of varying the sub-shelf melting rate
Three values for sub-ice shelf melting rate (Mss) were tested in order to evaluate the
sensitivity of the early-Holocene LIS deglaciation to this parameter: 5 m/a (’low ss melt ’),
15 m/a ’standard ’ and 45 m/a ’high ss melt ’. Representing the sub-shelf melt with a single
value over a 2000 -year period is a simplification, as it is a process varying both in time
and space even for individual ice shelves. An example of the spatial variability is a study
by Rignot and Steffen (2008), who found the sub-shelf melt rate under Petermann Glacier
in Northern Greenland to be highly channelised along the flowline, and undergo melt rates
between 0–25 m/a over the 2002–2005 period. Seasonal variability, and whether the ice
front at the marine terminus is an extensive ice shelf or a vertical calving front also has an
impact on submarine melt rates, indeed, individual tidewater glaciers have been estimated
to undergo periods of extremely high summer melt at 3.9 ± 0.8 m/d in Western Greenland
(Rignot et al., 2010) and up to 12 m/d at the Leconte Glacier in Alaska (Motyka et al.,
2003). A source of uncertainty in these simulations is treating the lacustrine front on the
southwestern side of the LIS, Lake Agassiz, with the same values for basal ice sheet melt.
The Lake Agassiz sub-shelf melt is currently difficult to constrain due to both the volume
and extent of the lake being uncertain over time (Leverington et al., 2002; Clarke et al.,
2004), and no studies having been published on the potential heat budget of the lake and
its interactions with the LIS.
The time series of change in volume between the two simulations with larger sub-shelf
melt values (’standard ’ and ’high ss melt ’) are similar until model year 1650, when larger
regions of the ice saddle connecting the Labrador and Keewatin domes thin sufficiently to
become afloat. Following this the deglaciation of the central Hudson Bay in ’high ss melt ’
becomes accelerated in comparison to ’standard ’, resulting in a peak meltwater flux of 0.124
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Figure 3.14: The LIS volume and meltwater flux rates in the three simulations with dif-
ferent values for melting rate under the floating ice shelves. The lines and markers are
defined similarly to Figure 3.6
.
Sv that occurs 24 years earlier than the peak freshwater flux of 0.107 Sv in ’standard ’.
The difference in timing of the peak meltwater discharge between the ’low ss melt ’ and
’standard ’ simulations is larger (101 years), but the values of peak discharge between
the two simulations are very similar. In addition to being delayed, the saddle collapse
meltwater pulse in ’low ss melt ’ has a longer duration.
For the majority of the 2000 -year simulation the rate of volumetric change of the
LIS is not sensitive to varying the sub-shelf melt, but the parameter becomes important
during the more dynamical part of the deglaciation once parts of the ice sheet over Hudson
Bay thin sufficiently to start to become afloat. The rate of meltwater flux in ’low ss melt ’
starts to deviate from that of the two simulations with higher sub-shelf melt rates after
model year ˜1280, which is likely due to the ice shelves in ’low ss melt ’ exerting a stronger
buttressing effect on the ice flow and export across the grounding lines at the marine
margins. An interesting piece of future work could be to study the importance of sub-
shelf melt rates together with increasing the model resolution to sub-kilometre grid cell
size, and to examine the changes in the Hudson Strait ice stream and movement of the
grounding line there.
3.5.6 Impact of varying the precipitation rates
The precipitation values for the ’standard ’ run were taken directly from the HadCM3
deglaciation snapshots (section 3.3.2). Any biases in the input precipitation can affect the
surface mass balance through anomalous accumulation of snow that transforms to ice, and
the smaller PDD factor of snow compared to that of ice resulting in excessive snow cover
slowing down surface melt. Figure 3.15 shows the evolution of the ice sheet thickness in
three simulations with different precipitation fields P(t,x,y). For ’precip 0.75 ’ the P field
in ’standard ’ is multiplied by 0.75 (25% reduction), and for ’precip half ’ the P field is
halved and other model parameters kept constant.
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Figure 3.15: Ice sheet thickness evolution in the three simulations with varying precipitation fields in 500 -year intervals. (a)–(e) ’standard’, (f)–(j)
’precip 0.75’ (P field in ’standard’ multiplied by 0.75), and (k)–(o) ’precip half ’(P field in ’standard’ halved)
.
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Scaling the input precipitation while keeping the temperature constant can be consid-
ered an unphysical approach as the two are interdependent, with precipitation increasing
with temperature (Trenberth and Shea, 2005; Harrison et al., 2015). However, one of
the objectives of this study being assessing the sensitivity of the model setup to individ-
ual parameters, this approach allows for better understanding the impact that the rates
of input precipitation exert on the ice sheet evolution. The input climatologies contain
significant uncertainty, partially due to being the product of a single GCM (HadCM3).
Indeed, the current generation of GCMs (Taylor et al., 2012) shows large regional variabil-
ity in climatic response in mid-Holocene settings (Harrison et al., 2015), and the GCMs
participating in the second phase of the Palaeoclimate Modelling Intercomparison Project
(PMIP2 Braconnot et al., 2007) indicated of a wet bias for eastern North America (Bra-
connot et al., 2012). Another reason for uncertainty in the precipitation stems from the
uncertainty in the ice sheet topography used in the GCM simulations (ICE-6G c), and
precipitation being negatively correlated with elevation (Bonacina et al., 1945). The LIS
in ICE-6G c and GLAC-1D reconstructions have distinctly different topographies at 10 ka
(Fig. 3.7), with the three domes and the ice saddle being considerably lower in ICE-6G c.
Figure 3.16: The LIS volume and meltwater flux rates in the three simulations with varying
precipitation fields. The lines and markers are defined similarly to Figure 3.6
.
As described in the previous subsections, the accumulation of ice results in the growth
of the Foxe and Labrador domes over the majority of the simulations. Decreasing the
input precipitation results in faster deglaciation of the southwestern parts of the ice sheet,
namely the Keewatin dome and the modern southern Hudson Bay region.
The importance of the precipitation field is highlighted by the time series describing
the volumetric changes of LIS over time (Figure 3.16). The modelled separation of the
Keewatin and Labrador domes and peak freshwater fluxes in simulations with smaller P
occur approximately 400 and 700 years earlier than in ’standard ’ for ’precip 0.75 ’ and
’precip half ’ respectively. The rate of change in the total volume of the ice sheet also
changes significantly as a result of decreasing the precipitation (dashed lines in Figure
3.16), as already by model year 1000 approximately 65% (42%) of the total initial volume
of ice has deglaciated in ’precip half ’ (’precip 0.75 ’), as opposed to approximately 15%
of volumetric loss in ’standard ’. Thus LIS is extremely sensitive to variations in the
precipitation field and the resulting changes in surface mass balance.
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3.6 Discussion
The simulated early-Holocene deglaciation of the LIS in ’standard ’ is in agreement with
the sequence of parts of the ice sheet becoming ice-free and their timing is mainly within
the reported error estimate of ˜500–800 years with the ice extent reconstruction of the
North American Ice Sheet (Dyke, 2004, Figure 3.7). The rate of overall LIS ice loss differs
from the GLAC-1D and ICE-6G c reconstructions for the 10–9 ka period (Figure 3.6),
but the simulated decrease in ice volume over the 9–8 ka period is close to the GLAC-1D
reconstruction. The area covered by the ’end’, at 8 ka, is within 20% between all three
with extents of 2.36·106 km2, 2.25·106 km2 and 2.01·106 km2 respectively for ICE-6G c,
GLAC-1D and the ’standard ’ simulation. The ice is thickest at 8 ka in ’standard ’, with
the majority of the difference arising from the simulated Labrador Dome ice volume (1.99
m, 2.63 m and 4.50 m of sea level rise equivalent respectively in ICE-6G c, GLAC-1D and
’standard ’). The Labrador Dome ice volume at ˜8.2 ka has recently been estimated at 3.6
± 0.4 m of eustatic SLR after (Ullman et al., 2016).
The volumetric change over the 10–8 ka period in the ’standard ’ simulation of (˜3.8 m
ka-1) is smaller than the eustatic SLR estimate for 11.4–8.2 ka based on sea level records
(˜15 m ka-1 Lambeck et al., 2014). Majority of the SLR in the early Holocene has been
attributed to LIS, with Antarctic contribution estimated at 0.25–0.3 m ka-1 (Briggs and
Tarasov, 2013). The simulated ice loss over the modelled period is also smaller than
the estimated volumetric change in GLAC-1D & ICE-6G c reconstructions (˜5 m ka-1
LIS contribution over 10–8 ka). The simulated ice volume in SLR equivalent at 8 ka is
however nearer the estimated Labrador Dome volume at ˜8.2 ka (Ullman et al., 2016) than
the ICE-6G c estimate, which together with the higher ice volume in GLAC-1D through
10–8 ka suggests that the initial ice volume in the simulations could be underestimated.
Alternative representations for the initial ice sheet with a higher volume should therefore
be included in Chapter 4.
A major feature that differs in the pattern of deglaciation between the ICE-6G c and
’standard ’ is the thickening of the three ice domes and the ice saddle over 10–9 ka in the
simulation, which results in a comparable ice volume by 9 ka (8.89 m SLR equivalent)
with GLAC-1D (9.24 m SLR equivalent), both significantly higher than the ICE-6G c
estimate (4.84 m SLR equivalent). Another pattern that is not present in ’standard ’ is
the opening of the Tyrell Sea at ˜9 ka in ICE-6G c (Figures 3.7c and 3.7h). Instead
of the unrealistic opening of a hole in the middle of the ice sheet, BISICLES simulates
accumulation and ice flow from the surrounding regions, resulting in thickening of the
part of the ice sheet covering the Hudson Bay. After 2000 model years at 8 ka (Figure
3.7j), the simulated ice sheet is more similar to the GLAC-1D reconstruction (Figure 3.7o)
than the ICE-6G c reconstruction (Figure 3.7e). This similarity likely results from both
the GLAC-1D reconstruction and the BISICLES simulations being based on dynamical
ice sheet modelling and driven by a climate forcing. These results suggest that having a
dynamical component with a climate forcing is important for reconstructing and modelling
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the LIS in order for the shape of the ice sheet to be physically consistent with ice dynamics.
The opening of the Hudson Bay by an ice saddle collapse is a feature of particular
interest due to its potential role as a major forcing for the 8.2 ka event (Matero et al.,
2017), and understanding the dynamical changes and resulting freshwater flux motivated
setting up this experiment. The modelled opening in ’standard ’ occurs at model year
1736, which corresponds to 8.26 ka, ˜100 years earlier than in GLAC-1D (8.2–8.1 ka),
and is coeval with ICE-6G c (between 8.5–8.0 ka; Figure 3.7d). These dates are based on
the opening of a completely ice-free corridor between the two domes. Exchange of water
masses between the Tyrell Sea and Lake Agassiz likely commenced earlier, as soon as the
ice saddle thinned sufficiently to reach flotation (˜500 m, assuming the modelled Hudson
Bay basal topography and water level was at sea level on both sides of the ice dam, or
”saddle”).
Table 3.2: Peak FWF duration, amplitude and timing (model years since the start of the
simulation) in each simulation. The peak is defined as ongoing when the amplitude is
greater than the background flux of 0.05 Sv (as defined in Section 3.5.1). The ’n/a’ for
simulations ’btrc 6x’ & ’low PDD’ indicates the peak and the saddle collapse not occurring
prior to the end of analyzed period of 2000 model years.
Parameter Duration Amplitude Timing Reference
’standard’ 690 0.11 1724 3.5.1
’AMR 0’ 726 0.11 1729 3.5.2
’AMR 2’ 690 0.11 1704 3.5.2
’btrc 4x’ 334 0.07 1798 3.5.3
’btrc 6x’ n/a n/a n/a 3.5.3
’low PDD’ n/a n/a n/a 3.5.4
’high PDD’ 301 0.07 1480 3.5.4
’low ss melt’ >705 0.11 1824 3.5.5
’high ss melt’ 693 0.13 1697 3.5.5
’precip 075’ 408 0.08 1418 3.5.6
’precip half’ 1198 0.09 778 3.5.6
The model setup is most sensitive to perturbations related to the surface mass balance
(Table 3.2), which highlights the importance of carefully defining the atmospheric bound-
ary conditions. Higher basal traction coefficients generally result in slower deglaciation
(Section 3.5.3) due to less transport of ice towards lower altitudes where melting is more
pronounced due to the temperature-elevation feedback, as well as less dynamical ice loss
at the marine and lacustrine margins. Higher PDD factors (Section 3.5.4) or alternatively
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less accumulation through lower precipitation (Section 3.5.6) result in a more negative
surface mass balance. Out of the studied parameters, the most significant differences in
terms of rate of volumetric loss thus arose from the PDD factors and varying the amount
of precipitation.
Note that the importance of each parameter cannot be directly compared in a quantifi-
able way, as the ranges used for the sensitivity analysis represent something different for
each parameter, and were choices based on earlier studies (see Section 3.5). For example,
changing the precipitation affects the whole domain, whereas varying the sub-shelf melt
rate only affects the floating part of the ice sheet. The sensitivity to different parameters
is thus unlikely to vary in a similar way as a response to halving or doubling a specific
model parameter, but their relative importance and interactions between the parameters
can be examined.
As a result of the SMB having such an important role in the simulations (see sections
3.5.4 and 3.5.6), under- or overestimating the precipitation or values for PDD-factors can
have a big impact on the modelled behaviour of the ice sheet. Accurately representing the
climate in general circulation models for time periods different from the present is chal-
lenging, and different GCMs project regionally heterogeneous patterns of precipitation and
temperature for both the future (Knutti et al., 2010) and different time periods during
the last deglaciation (e.g. Braconnot et al., 2012). For the mid-Holocene, the ensemble
averages of GCMs participating in the second phase of the Palaeoclimate Modelling In-
tercomparison Project (PMIP2; Braconnot et al., 2012) indicated a wet bias for eastern
North America compared to reconstructions (Figure 1 in Braconnot et al., 2012). While
the fact that the models indicate wetter than reconstructed conditions east of Hudson Bay
for the mid-Holocene does not imply that the same is true for the early Holocene, they do
suggest that the model representation of precipitation from a single GCM includes signifi-
cant uncertainty in the region. If the modelled precipitation rates are too high, this could
have a knock-on effect resulting in other model parameters such as basal traction and the
PDD factors having been tuned to compensate for an unrealistically high accumulation
rate.
The large proglacial Lake Agassiz and its interactions with the ice sheet and the climate
are another source of uncertainty for modelling the LIS deglaciation. The area and surface
temperatures of the lake are poorly constrained, and refining its representation in the
climate forcing would affect the availability of moisture for precipitation. Additionally,
the lake level is set to sea level in our model setup, whereas the lake could have been up
to 770 m above sea level prior to its final drawdown (Teller et al., 2002). The elevated
water body could have accelerated the ice melt at the southwest margin of the ice sheet
due to increased flotation subjecting a larger area of the ice sheet to sub-shelf melting.
The model does not however distinguish between freshwater and marine margins, and
freshwater calving is typically about an order of magnitude lower than for marine margins
in comparable settings (Benn et al., 2007b, and references therein). Finally, Lake Agassiz
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potentially acted as a source of heat at the ice-water interface, as the bed of Lake Agassiz
was sloped towards the ice sheet and the density maximum of freshwater is above the
freezing point (as opposed to seawater). Significant absorption of shortwave radiation to
the lake could thus have resulted in transport of heat towards the base of the ice sheet
through a flow of the warmest and densest water masses, and could have acted as an
additional driver of retreat of the lacustrine ice front.
3.7 Conclusions
This is the first application of the BISICLES ice sheet model (Cornford et al., 2013) in the
new palaeo setting of North American Ice Sheet deglaciation, and is an effort combining
data from multiple sources. The input datasets have their inherent uncertainties, as does
the geological evidence used for evaluating the performance of the model setup. As a result
of the sensitivity study, an ”optimum” setup with ranges for key model parameters for
early-Holocene LIS deglaciation experiments is established. The importance of accurately
representing the LIS ice dynamics during the 10–8 ka period is highlighted by the ice flow
in the simulations being highly sensitive to tuning the basal traction coefficient (Section
3.5.3), and the alternate representations of this parameter in the simulations result in the
timing of the opening of the Hudson Bay differing by 50–250 years. Accurately representing
the model parameters influencing the surface mass balance of the ice sheet (PDD factors
and ice topography) and input climatologies (surface air temperature and precipitation)
is challenging due to lack of constraining data, but crucial for the model setup due to
the deglaciation being largely driven by negative surface mass balance (e.g. Carlson et al.,
2009a).
The agreement of the pattern of deglaciation between simulations and the recon-
structed extent (Dyke, 2004) suggests that the model setup can be a useful tool for
evaluating the evolution of the early-Holocene Laurentide Ice Sheet with unprecedented
model resolution and representation of the ice dynamics. Recent ice sheet reconstructions
(Tarasov et al., 2012; Peltier et al., 2015) provide possible deglacial histories for the demise
of the Laurentide Ice Sheet, but not in detail required for evaluating the meltwater flux
resulting from a particular feature of interest, the ice saddle collapse over Hudson Bay
(Gregoire et al., 2012). The meltwater pulse from this saddle collapse has been hypothe-
sised as having been the primary forcing of the 8.2 ka cooling event (Matero et al., 2017),
and these initial simulations reproduce the collapse with a realistic timing between 8.5–8.0
ka (Dyke, 2004; Ullman et al., 2016).
3.8 Appendix A - Testing a ’hybrid’ climate forcing
As an alternative to using the HadCM3 equilibrium type snapshots as described in Section
3.3.2, I experimented with implementing a modified (’hybrid’) climate forcing in which the
surface air temperatures are backfilled for each grid cell depending on the type of surface
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underneath. The motivation for this was to try updating the representation of the surface
climate from the downscaled 0.5×0.5 degree climate forcing (Section 3.3.2) based on the
ice mask and the land-ocean mask after having projected the equilibrium type snapshots
to the Lambert Azimuthal Equal Area projection of the model setup.
Figure 3.17: (a) shows the summer (average over June,July and August) temperature at
the 10 ka equilibrium type snapshot from the HadCM3 output (section 3.3.2). (b) shows
the ”land”-influenced temperature representation in which the ocean and ice grid cells
are masked out, and the masked regions are backfilled using a bicubic spline interpolation
method for the whole domain. (c) shows a hybrid temperature representation for which the
surface air temperature data for each grid cell is backfilled after having been interpolated
for respective surfaces (ice sheet, land and ocean) similarly to how the ’land-influenced’
map in the middle panel is generated. The transition from refined to unrefined coastlines in
panel c (e.g. eastern half of Greenland) shows the edge of the ice sheet model domain. The
panels are excerpts from the global domain in the climate forcing, and the backfilling was
done only for the ice sheet model domain centred on Hudson Bay. Temperatures shown in
degrees Kelvin.
To accomplish this, everything but grid cells with either ice, land or ocean grid cells
in the equilibrium type snapshots were first masked out, and then the masked regions in
the whole domain were filled using bicubic spline interpolation. This resulted in three
types of surface air temperature representations (at 2 m height), with an example of the
’land-influenced’ summer surface air temperatures for the 10 ka snapshot shown in Fig.
3.17b. The hybrid surface air temperature maps in 500 year intervals were then created
by backfilling the temperature data for each grid cell based on the surface type, with an
example of the 10 ka summer hybrid temperatures shown in Fig. 3.17c.
A comparison of panels c and a in Fig. 3.17 shows the difference between the refined
’hybrid’ temperature representation and the original climate forcing, with the hybrid tem-
perature map showing strong temperature gradients at the edges of the ice sheet (par-
ticularly for summer temperatures, with differences up to ˜30 ◦C). The strong gradients
resulted in an unrealistically blocky deglaciation of the LIS, with the ice sheet in regions
outside the ice mask based on ICE-6G c melting rapidly. The rapid deglaciation of the ice
areas outside the ice mask also resulted in unrealistically steepening ice sheet edges, and
therefore I decided not to develop this approach further.
Chapter 4
Quantifying the Laurentide Ice
Sheet saddle collapse meltwater
pulse
4.1 Introduction
In Chapter 2 (and Matero et al., 2017) I argued that a meltwater pulse (MWP) from
the collapse of an ice saddle of the remnant Laurentide Ice Sheet (LIS) was the likely
major forcing of the 8.2 ka event (Barber et al., 1999). The freshwater input to the North
Atlantic weakened the Atlantic Meridional Overturning Circulation (AMOC), reducing
the meridional heat transport, and resulting in a widespread cooling in the Northern
Hemisphere that produced a good fit to a range of palaeoclimate data (Thomas et al., 2007;
Kobashi et al., 2007; Morrill et al., 2013a). The hypothesis was based on an earlier ice
sheet modelling study by Gregoire et al. (2012), who demonstrated that the saddle collapse
produced a centennial-scale MWP as the Hudson Bay deglaciated, using the GLIMMER
community ice sheet model (GLIMMER-CISM, henceforth referred to as GLIMMER;
Rutt et al., 2009). The saddle collapse MWP in their simulation reached a peak of 0.2
Sverdrups, and raised the sea level by approximately 2.5 m over the central 200 years.
The LIS deglaciation in the early Holocene was primarily a surface-melt driven process
(Carlson et al., 2008; Gregoire et al., 2012), and Gregoire et al. (2012) showed that the
triggering of the saddle collapse and the MWP can be explained by simple surface mass-
balance (SMB) processes. They however highlighted that dynamical glaciological processes
that were not present in their model setup could have influenced the timing and duration
of the saddle collapse. The lack of representation of dynamical and marine processes in
their model setup could also be the reason that their simulated deglaciation pattern differs
from glaciological reconstructions (Dyke, 2004; Tarasov et al., 2012; Peltier et al., 2015,
; see Fig. 3.7 and Fig. 1.5). The discrepancy could also be the result of accumulation
of bias over the long simulation period, having been initialised from 21 ka. At 9.4 ka
the difference is most prominent for the part of the LIS over the Hudson Strait between
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the Foxe and Labrador domes (denoted with F–B and Q–L respectively in Fig. 4.1),
where in the GLIMMER simulation there is a thick (˜2 km) extensive ice cover over the
Hudson Strait, an area that is ice-free at the corresponding time (9.5 ka) in both most
recent reconstructions of the LIS deglaciation, the GLAC-1D (Tarasov et al., 2012) and
ICE-6G c (VM5a) (Peltier et al., 2015, ; from here on referred to as ICE-6G c).
Figure 4.1: Panels j-l from Figure 5 in Margold et al. (2018) showing the LIS evolution
from a recent reconstruction of ice sheet geometry and ice stream drainage network during
the 11.5–8 ka period. The locations of ice streams active at the time specified in the top
left corner of each panel are shown in blue and numbered in black, those that ”switched
off” over the preceding 1000 years are shown in grey and those that ”switched on” are
shown in dark blue with numbers in red. See Table 1 in Margold et al. (2018) for more
information on individual ice streams.
Marine ice sheets are expanses of grounded ice that are in contact with a bed that is
largely below sea level (e.g. Van der Veen, 1985). Part or all of the ice edge of a marine
ice sheet is connected with floating ice shelves across a boundary known as the grounding
line. The ice shelves in turn end in calving fronts that form the outer boundary of a ma-
rine ice sheet (Benn et al., 2007b). Marine ice sheets that are grounded on an upsloping
bed towards the sea (such as Hudson Strait) can be unstable (Katz and Worster, 2010).
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Processes leading to marine ice sheet instability have been shown to have driven rapid
thinning (Shepherd et al., 2001; Wingham et al., 2009) and retreat of the grounding line
(Rignot, 1998; Shepherd et al., 2004) of the modern Pine Island Glacier in the Amund-
sen Sea region of the West Antarctic Ice Sheet. While the majority of the LIS was not
marine-terminating in the early Holocene (Dyke, 2004), several ice streams with marine
termini were active at different times over the deglaciation and a large ice stream was
active near the western Hudson Strait until the deglaciation of the ice cover over Hudson
Bay (Margold et al., 2015; Stokes et al., 2016). The rapid rate of retreat of the modern
Pine Island Glacier (> 1 km a-1 between 1996–2007; Rignot, 2008) highlights the im-
portance of representing marine processes in modelling studies of ice sheets with marine
influence. Adequately representing marine processes in centennial to millennial -length
simulations of continental-scale ice sheets has previously been a challenge for modelling
studies due to the high resolution required (and as a result, high computational cost) for
adequately resolving the grounding line migration (Favier et al., 2014; Cornford et al.,
2016). Recent developments in ice sheet modelling, mainly the usage of block-structured
adaptive mesh allows for significant improvement in computational efficiency while still
keeping the resolution sufficiently high at the grounding line for representing the marine
influence (Cornford et al., 2013).
This study aims to define the constraints on the temporal evolution of the saddle
collapse MWP using the BISICLES ice sheet model (Cornford et al., 2013). The model
setup is based on Chapter 3, with three initial representations of the 10 ka LIS extent and
thickness. The key model parameters identified in Chapter 3 (basal traction, Positive-
Degree-Day factors and sub-shelf melt) are varied between a total of 30 simulations. The
ensemble members that are consistent with the reconstructed constraints on the ice extent
and pattern of deglaciation in (Dyke, 2004; Margold et al., 2018) are used for evaluating
the timing, magnitude and duration of the meltwater flux from the deglaciating ice sheet.
The modelled LIS evolution and the MWP are compared with the GLAC-1D (Tarasov
et al., 2012) and ICE-6G c (Peltier et al., 2015) reconstructions, a reconstruction of the
LIS margin retreat (Dyke, 2004, with recent refinements as published by Margold et al.,
2018), geological evidence of LIS ice streams (Margold et al., 2015; Stokes et al., 2016),
surface freshening occurrences from subpolar North Atlantic (Ellison et al., 2006), marine
proxy evidence of glacial events (Jennings et al., 2015) and surface exposure ages that
date the Labrador ice dome retreat (Ullman et al., 2016). This data-model comparison is
done in order to assess if the simulated early-Holocene evolution of LIS that results in the
MWP is in agreement with available geological evidence.
4.2 Methods
In this study, the temporal evolution of the Laurentide Ice Sheet over the 10–7.5 ka period
is modelled using the BISICLES ice sheet model (described in detail in section 3.2 and by
Cornford et al., 2013). The advantages of using BISICLES over models chosen for previous
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LIS deglaciation modelling studies are outlined here. BISICLES uses a block-structured
finite volume discretion with adaptive mesh refinement (AMR), which allows for applying
fine resolution in areas of fast-flowing ice, and a coarse resolution in less dynamic regions.
The dynamical equations in the model fall into type ’L1L2’ of hybrid ice sheet modelling
approaches (Hindmarsh, 2004). In this approach, the longitudinal stresses are treated as
depth-independent, and are included in the computation of stresses driving the ice flow
(Schoof and Hindmarsh, 2010), whereas in the commonly used Shallow Ice Approximation
(SIA), these stresses are neglected. The ’L1L2’ approach includes elements from the SIA
and Shallow-Shelf Approximation (SSA), which is a more appropriate approximation for
modelling fast-flowing ice streams and floating ice than SIA (Bueler and Brown, 2009).
SIA has been used in previous ice sheet modelling studies that included the early-Holocene
deglaciation of LIS (Marshall et al., 2002; Tarasov et al., 2012; Gregoire et al., 2012), and
the ’L1L2’ -approach allows for an improvement over the SIA in the representation of
parts of the ice sheet that include marine interactions and ice streams on slippery beds.
The modelling approach for the surface mass balance (SMB) is based on the model
setup developed in Chapter 3, and uses a Positive-Degree-Day (PDD) model for climate
input through the use of the GLINT SMB module (Rutt et al., 2009). The climatologies
used as input for the PDD model are based on output from equilibrium time slice simula-
tions (in 500 year intervals) over the last deglaciation (21 to 0 ka), which have also been
used for climate input in studies by Morris et al. (2018) and Swindles et al. (2018). The
simulations were run using the HadCM3 General Circulation Model (GCM)(Valdes et al.,
2017).
4.2.1 Model setup
Initialisation of the model domain and basal topography are described briefly in here and
in detail in section 3.4.1. The model domain at its coarsest level Ω0 consists of a grid of
384 × 384 rectangular cells (10 × 10 km horizontal resolution). The grid is centred on
the Hudson Bay, and uses the Lambert Azimuthal Equal Area (LAEA) projection with a
point of origin at 45◦ N, 95◦ W and false easting and northing of 1648.38 km and 202.32
km respectively. The bedrock elevation b(x,y) is produced using a rectangular bivariate
spline interpolation method to combine a high-resolution (1 arc-minute) basal topography
relief model for the present day (Amante and Eakins, 2009) and the difference between the
10 ka and present-day basal topographies in the ICE-6G c reconstruction (see Fig. 3.3).
As mentioned in section 3.4.1, the transient isostatic rebound of the crust in response
to changes in surface load is not included in the simulations. it is possible to represent the
rebound using the model, but including this process would have made running the ensemble
of simulations infeasible for completion of this study in the time available. This became
apparent during initial testing of including the feature in this setup, as the inclusion slowed
the model run speed down by up to 90% (with Ω1 = 5 km). Including the crustal rebound
would have resulted in the base of the ice sheet being elevated to ˜5 × 100–2 m higher
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altitudes over the model period (based on the difference between 10 and 8 ka time slices in
the ICE-6G c reconstruction). This would likely have locally slowed down the deglaciation
due to colder surface air temperatures due to the temperature lapse rate (estimated at
5 ◦C km-1 for North American Ice Sheet at Last Glacial Maximum; Abe-Ouchi et al.,
2007). The uplift could also have resulted in minor alteration in patterns of ice flow due
to changing topographic gradients due to relative vertical motion of adjacent grid cells.
As a key feature of the temporal evolution of the domain with likely influences on the ice
sheet evolution, the crustal rebound should be included for further development of the
model setup.
Initial ice sheets
Figure 4.2: Initial ice sheet thicknesses in the study. The ’ xx’ -notation refers to all
simulations initialised from the respective configuration. (a) ICE-6G xx, for which the ice
thickness is based on the 10 ka time slice of the ICE-6G c (VM5a) reconstruction by Peltier
et al. (2015). (b) GLAC1D xx, which is based on the GLAC-1D ice sheet reconstruction
at 10 ka (Tarasov et al., 2012). (c) SPUNUP xx, which is taken from a 1200 yearlong
spin up simulation based on ’standard’ in Chapter 3.
As suggested in Section 3.7, two additional LIS topographies with higher initial ice
volumes are included as starting points for the simulations. The configuration shown in
Fig. 4.2a is the same that was used for all the simulations in Chapter 3, and is based on the
10 ka time slice of the ICE-6G c reconstruction (Peltier et al., 2015). The thickness data
in the reconstruction is first interpolated to higher resolution (1◦ to 1 arc-minute) using a
rectangular bivariate spline interpolation method, and then resampled to the model grid
using a nearest neighbour interpolation method.
The configuration in Fig. 4.2b is based on the GLAC-1D ice sheet reconstruction
(Tarasov et al., 2012), with the notable differences between the two LIS topographies
being that the GLAC-1D ice sheet at 10 ka is less extensive overall and has thicker ice
at the domes and over Hudson Bay than the ICE-6G c ice sheet (Fig. 4.2). The total
10 ka volume in GLAC-1D is 15% higher than the 10 ka ICE-6G c ice volume (the total
ice volume is equivalent to 14.6 and 12.5 metres of sea level rise respectively). The same
interpolation and resampling method that was applied for the ICE-6G c ice sheet is used
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for transforming the GLAC-1D topography to the model grid from its native 0.25◦ × 0.25◦
lat-lon resolution.
The third configuration (Fig. 4.2c) was initialised from a spun up ice sheet combining
information from both aforementioned reconstructions. The 10 ka ICE-6G c ice sheet
topography was spun up with a constant 10 ka climate (Section 3.5) for 1200 years, by
when the volume of the ice sheet had reached the total volumetric sea level rise equivalent
of the 10 ka time slice of the GLAC-1D reconstruction. The following model parameter
choices were made for the spinup based on the results from Chapter 3: (i) The ’low PDD’
(section 3.5.4) -values of 0.003 and 0.008 mm (d ◦C)-1 for the PDD factors for snow and
ice respectively to promote growth of ice during the spinup. (ii) A sub-shelf melt rate of
2.5 ma-1 was chosen after initial testing as an appropriate value for allowing ice growth in
the Hudson Strait to approach the 10 ka state of the ice shelf in GLAC-1D reconstruction
by the end of the spinup. (iii) A modified basal traction coefficient (C ) map, that is
otherwise similar to the one in ’standard ’ in Chapter 3 (Section 3.4.3), but the coefficient
is quadrupled for bedrock areas outside the Labrador Dome area. This modification was
carried out to limit the export of ice from the Keewatin and Foxe ice domes during the
spinup, with an aim to promote ice accumulation in these regions and thus attain an ice
sheet with distinct ice domes like in the GLAC-1D and ICE-6 c reconstructions. The
resulting ice sheet is an alternative representation of the LIS topography, spun up to be
consistent with the model setup, input climatologies and the model dynamics.
The precipitation fields for the spinup and all simulations in this chapter are scaled to
75% of the input climatologies (Section 3.3.2) to limit the amount of ice accumulation over
the Labrador and Foxe ice domes over the model period. The amount of input precipitation
is a major factor controlling the evolution of the ice sheet, and the precipitation from a
single GCM includes significant regional uncertainty (Taylor et al., 2012). Scaling the input
precipitation without changing the surface air temperature climatologies can be considered
an unphysical approach as the two are interdependent, and precipitation has been shown to
increase with temperature (Trenberth and Shea, 2005; Harrison et al., 2015). GCMs that
participated in the second phase of the Palaeoclimate Modelling Intercomparison Project
have however previously been shown to have had a wet bias for eastern North America in
palaeo simulations (Braconnot et al., 2012), highlighting the regional uncertainty of the
input field. The approach of tuning the precipitation to better match the reconstructed
evolution than the original input was chosen due to the inherent uncertainty and limited
qualitative constraints for palaeo precipitation from the domain for the early Holocene
(Morrill et al., 2013a). This choice has the potential of biasing the simulated LIS evolution
towards a lower total FWF due to lower accumulation.
The initialisation of ice temperature T(x,y,z) differs from the procedure described in
section 3.4.2. The temperatures for this study are initialised from the same 9 ka time slice
of the GLIMMER simulation by Gregoire et al. (2012, henceforth the simulation is referred
to as G12) that was used in Chapter 3. However, as opposed to setting the ice temperature
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at 0 ◦C for regions where the GLIMMER simulation is ice-free and the initial ice sheets
for this study have ice, the temperatures are initialised using a nearest-neighbour method
after having been interpolated to the model domain and resolution using the rectangular
bivariate spline interpolation method.
4.2.2 Experiment design
Table 4.1: Model parameter combinations in the simulations. The set of 10 simulations
below are run for each initialisation of the ice sheet, with {init} referring to each and
labelled as ”ice6g”, ”glac1d” or ”spunup” in the text (the initial topographies are described
in section 4.2.1). αs and αi are the Positive-Degree-Day factors (Section 3.3.1) for snow
and ice respectively (in mm d-1 ◦C-1).
Experiment Basal traction Sub-shelf melt αs αi
{init} hC 2.5m lowPDD ’high C’ 2.5 m/a 4.5 12
{init} hC 2.5m highPDD ’high C’ 2.5 m/a 9 16
{init} hC 15m lowPDD ’high C’ 15 m/a 4.5 12
{init} hC 15m highPDD ’high C’ 15 m/a 9 16
{init} hC 2.5m midPDD ’high C’ 2.5 m/a 6 15
{init} sC 2.5m lowPDD ’standard’ 2.5 m/a 4.5 12
{init} sC 2.5m highPDD ’standard’ 2.5 m/a 9 16
{init} sC 15m lowPDD ’standard’ 15 m/a 4.5 12
{init} sC 15m highPDD ’standard’ 15 m/a 9 16
{init} sC 2.5m midPDD ’standard’ 2.5 m/a 6 15
A set of ten simulations is initialised from each initial ice thickness representation, with
combinations of the following model parameters identified as important for influencing the
early-Holocene LIS evolution in Chapter 3: basal traction coefficient (C, Section 3.4.3),
Positive-Degree-Day factors (PDD; Section 3.3.1) and sub-shelf melt (Mss; Section 3.4.4).
Two values were initially chosen for each of the three parameters, resulting in 8 permuta-
tions of parameter combinations, and the ’midPDD ’ simulations (Table 4.1) were added
to the ensemble to include a third SMB representation between the two initially chosen
values. The parameters controlling the climate forcing were identified as having a strong
influence on the simulated ice sheet in Chapter 3, which has also been shown previously
for the North American Ice Sheet (NAIS) (e.g. Charbit et al., 2013). For this study the
input climatologies are fixed and only the model parameters are varied.
For the PDD factors, ranges of αs = 0.0045−0.009 and αi = 0.012−0.016 mm (d ◦C)-1
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for snow and ice respectively were chosen, with the upper end based on a recent study
of the deglaciation of the NAIS (Bauer and Ganopolski, 2017). The authors identified
the higher PDD factors as necessary for realistically simulating the glacial termination of
LIS using the Earth System Model of Intermediate Complexity CLIMBER-2 (Petoukhov
et al., 2000). The spatial resolution of their model setup was however coarse (7 × 18
lon-lat grid cells for the atmospheric component and 1.5◦ × 0.75◦ for the ice sheet, Bauer
and Ganopolski, 2017) compared to the BISICLES kilometre-scale grid, and the high
PDD factors were potentially compensating for under-represented dynamical ice loss due
to the coarse resolution and SIA in their setup. As demonstrated in Chapter 3, using
the empirically determined PDD values for contemporary Greenland of αs = 0.003 and
αi = 0.008 mm (d
◦C)-1 (Huybrechts and de Wolde, 1999; Marshall et al., 2002) in our
model setup results in growth of the simulated LIS of deglaciation. The lower end for the
PDD values was chosen to be halfway between these and the values suggested by Bauer
and Ganopolski (2017).
The domain is divided into three types of sediment coverage based on the geologic map
of North America (Reed et al., 2005): bedrock, sediment-covered and submerged bedrock
at the mouth of Hudson Bay (Figure 3.4). The values for the basal traction coefficient
(C ) for each type are based on modern-day simulations of the West Antarctic Ice Sheet
using BISICLES (Cornford et al., 2015), for which the C values were inversed based on
ice surface velocities (see appendix B1 in Cornford et al., 2015 for detailed description of
the method). The basal traction coefficient is set to 50 Pa m-1 a and 80 Pa m-1 a for
the sediment-covered regions and the submerged bedrock respectively. The influence of
topographic troughs and basal topography on ice streaming (Paterson, 2016; Winsborrow
et al., 2010) is incorporated in the C values as a function of bedrock elevation (equation
3.4), with C = 400 Pa m-1 a at sea level and an increment of 0.3 Pa m-2 a. The first basal
traction setup (simulations with ’sC ’ in the name) is thus identical to that of ’standard ’
in Chapter 3. For the second setup (’hC ’) the C values are quadrupled for bedrock
areas outside of the Labrador Dome region to promote dynamical ice loss at the Labrador
Dome, which deglaciated more slowly in the simulations in Chapter 3 than indicated by
the GLAC-1D and ICE-6G c reconstructions. The range of 2.5–15 ma-1 was chosen for
the sub-shelf melt because it is similar to the melt rates of ice shelves at the periphery of
the present-day Antarctic Ice Sheet (with the majority of melting occurring at rates of <
10 m a-1 Rignot et al., 2013).
4.2.3 Data used in model-data comparison
Reconstructed changes in the volume and extent of the Laurentide Ice Sheet from ICE-
6G c and GLAC-1D are used for comparing the modelled LIS changes over the 10–7.5 ka
period (discussed in Section 1.4.3). The dataset of minimum-limiting 14C dates for ice
margin histories that was used for both reconstructions (Dyke, 2004) is however limited in
number of data points for the period of the final LIS deglaciation, and as a result the retreat
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history includes both temporal and spatial uncertainty (Ullman et al., 2016). An additional
chronology is used for comparing the modelled deglaciation of the domain following the
Hudson Bay saddle collapse (Ullman et al., 2016). This dataset provides constraints on the
evolution of the Labrador Dome based on high-resolution regional climate modelling and
10Be surface exposure ages of glacial erratic boulders along three transects from Quebec
and Labrador. Both the radiocarbon dates in the reconstruction by Dyke (2004, mostly
minimum-limiting ages) and the 10Be surface exposure ages by Ullman et al. (2016) contain
centennial-scale uncertainty (up to ˜800–1200 years), which limits the constraints that can
be derived based on the data.
Proxy evidence from marine sediment cores can provide temporally more accurate
constraints (with age ranges of ˜100–350 years for the 10–7.5 ka period) on the timing
of glacial events and surface freshening occurrences from the Labrador Shelf and Sea
(Jennings et al., 2015) and the Gardar Drift (Ellison et al., 2006). Jennings et al. (2015)
identified 7 distinct periods of increased deposition of detrital carbonate between 12–8 ka
in the MD99-2236 sediment core recovered from the Cartwright Saddle (54◦ 37.00 N, 56◦
10.57 W), 5 of which they dated between 10–8 ka. The detrital carbonate peaks (DCPs)
coincided with increased deposition of ice-rafted debris and temporarily lighter oxygen
isotope composition of foraminifers, and Jennings et al. (2015) argued that the DCPs are
indicators of periods of glacial discharge. Ellison et al. (2006) analysed the abundance and
chemical composition of foraminifers further away from the Hudson Strait at Gardar Drift
(57◦ 26.87 N, 27◦ 54.47 W), and identified two distinct periods of surface freshening and
cooling dated at ˜8.49 and ˜8.29 ka. The surface freshening occurrences were coeval with
inferred slowdown of deepwater flow at the measurement site from 8.49 ka onwards, and
Ellison et al. (2006) suggested that these were likely linked to enhanced meltwater input
to the Atlantic Ocean. These freshening occurrences and inferred glacial discharge events
are compared with timings of elevated meltwater flux in the simulations.
Reconstructed LIS ice stream activity (Margold et al., 2015; Stokes et al., 2016) and an
updated palaeogeographic reconstruction of the LIS retreat (Figure 4.1) combining data
from Margold et al. (2015) with the reconstruction by Dyke (2004), are used for evaluating
the locations of the simulated ice streams. Margold et al. (2015) used previously published
evidence, satellite imagery, bathymetric data and digital elevation models for mapping the
LIS bed, and concluded that a total of 12 LIS ice streams were active at 10 ka or activated
within the next 1000 years. The geomorphological evidence used for inferring the timing
of ice stream activity was not dated directly in the study by Margold et al. (2015), but
instead the timing was dependent on the ice margin chronology by Dyke (2004). The
ice streams were thus ’active’ when the ice margin was estimated to be retreating over
the locations with geomorphological evidence of ice streams. As a result the temporal
estimates of the ice stream activity share the inherent uncertainty in timing of the Dyke
(2004) ice margin histories.
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4.3 Results
4.3.1 Selection of simulations for further analysis
As highlighted by Marshall et al. (2002), ice extent inferred from geological controls pro-
vides the primary means for evaluating model results of the NAIS deglaciation. Hence,
to address the objective of producing quantitative estimates for the LIS saddle collapse
MWP, the simulations that are consistent with reconstructed constraints on the extent
(Dyke, 2004; Margold et al., 2018) are first identified. Two criteria are chosen for accept-
ing simulations for further analysis: (1) the Hudson Bay region deglaciates prior to the
Keewatin and Labrador Domes, and (2) the Hudson Bay ice saddle collapse deglaciates
(i.e. an ice-free corridor opens between the Hudson Strait and Lake Agassiz) between
model years 1000–2000 (corresponding to 9–8 ka). The simulations in which the evolution
of the ice sheet is consistent with the two above criteria are deemed ’Not Ruled Out Yet’
(NROY), and are regarded as conditionally accepted, contingent on further constraints.
As a result of this selection process, 19 simulations were ruled out for not meeting
either or both of the criteria above. Twelve of the ruled out simulations were all of
the ’highPDD ’ -simulations (Table 4.1), with PDD factors of αs = 9 and αi = 16 mm
d-1 ◦C-1, due to the Keewatin Dome deglaciating prior to the Hudson Bay region. This
suggests that the higher end of the chosen PDD range based on the study by Bauer
and Ganopolski (2017) was too high for the 10–8 ka period for my model setup. The
following six simulations were also ruled out due to the Keewatin Dome deglaciating
prior to the Hudson Bay ice saddle (and not meeting criterion 1): both ice6g xx simu-
lations with the midPDD PDD factors, ice6g sC 2.5m lowPDD, ice6g sC 15m lowPDD,
glac1d sC 2.5m midPDD and spunup sC 2.5m midPDD. The last simulation to be ruled
out based on the mismatch with the reconstructed extent was glac1d sC 2.5m lowPDD,
which was ruled out due to the saddle collapse not occurring prior to model year 2000
(corresponding to 8 ka). 11 simulations are thus conditionally accepted for further analy-
sis, with 2,4 and 5 of them having been initialised from the ’ice6g’, ’glac1d’ and ’spunup’
topographies respectively (Fig. 4.2).
4.3.2 Initial adjustment period
Ice sheet simulations are sensitive to the initial state, which makes evaluating the initial
representation of the ice sheet important (Vaughan and Arthern, 2007; Gillet-Chaulet
et al., 2012). Observations of the current state of contemporary ice sheets are the primary
source of information for this evaluation for present-day ice sheets, whereas the evaluation
of palaeo ice sheet simulations is more challenging due to the lack of observational data.
The LIS representation in this study is initialised based on data from multiple sources,
and as a result the ice sheet is expected to undergo an adjustment period, during which
the simulated ice sheet aligns itself with the model setup and the climate forcing. To limit
the adjustment period affecting the model estimates of the saddle collapse meltwater flux,
4.3. Results 83
Figure 4.3: Changes in the (a) Laurentide Ice Sheet volume (in metres of sea level rise
equivalent) and (b) area of the ice sheet in all the simulations and the two reconstructions.
Results from GLAC1D xx simulations shown in red lines, ICE6G xx simulations shown in
black lines and SPUNUP xx simulations are shown in blue lines.The ’ xx’ -notation refers
to all simulations initialised from the respective ice sheet (Fig. 4.2). The dashed lines
have the same colouring, and show areas and volumes in simulations that have been ruled
out of further analysis (basis for ruling out simulations is explained in section 4.3.1). Re-
constructed values are shown with red markers for the GLAC-1D reconstruction (Tarasov
et al., 2012) and with black markers for the ICE-6G c (VM5a)reconstruction (Peltier et al.,
2015).
the simulations are started from 10 ka, approximately 1500 years prior to the estimated
timing of the saddle collapse of ˜8.49 ka (Ellison et al., 2006). The ice sheet undergoes
an adjustment period of at least ˜200 years in all of the simulations initialised with ice
topographies based on the reconstructions (simulations ICE6G xx and GLAC1D xx ; Fig.
4.3; the ’ xx’ notation refers to all simulations initialised from the respective initial topog-
raphy). The duration of the adjustment period is arbitrarily defined as parts of the ice
sheet will be adjusting to features defined in the initial setup throughout the simulation.
The length of 200 years for the adjustment is based on slowdown of the retreat of lateral
boundaries and large-scale stabilisation of the ice margins by around this time. Features
that are common during this adjustment period are deglaciation of floating ice regions
on the southern and western sides of the ice sheet and floating ice region north of the
Keewatin ice dome. The loss of ice is driven by the specified sub-shelf melt rate (either
2.5 m/a or 15 m/a), calving at the marine interfaces and intensifying climate forcing driv-
ing negative surface mass balance in regions outside the 9.5 ka ICE-6G c ice mask in the
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climate forcing.
As a result of the adjustment period the ice extent at model year 200 is between
68–71% and 69–76% of the initial extent respectively in the GLAC1D xx and ICE6G xx
simulations. The fractional change in extent over the first 200 years in the SPUNUP xx
simulations is less pronounced, with 94–100% of the LIS extent remaining at model year
200, suggesting that the majority of the initial loss in extent in at least the GLAC1D xx
simulations is due to the adjustment (with both subsets having been initialised from simi-
lar ice volumes). The volumetric changes over the adjustment period are less pronounced
than the changes in extent (Figure 4.3a). The LIS volume at model year 200 is between
89–97% and 79–92% of the initial volume in the GLAC1D xx and ICE6G xx simulations
respectively (and between 91–96% in the NROY simulations initialised from both recon-
structions). The volumetric loss over time is the main LIS feature of interest when inves-
tigating the meltwater pulse from the Hudson Bay saddle collapse. With the volumetric
change over the adjustment period being small (between 4–9% in the NROY simulations
initialised from the ICE-6G c and GLAC-1D initial topographies), the adjustment period
is unlikely to have a dominating impact on the volumetric evolution of the saddle collapse
MWP.
4.3.3 Modelled changes in Laurentide Ice Sheet volume and area
LIS volume over time is less well constrained than the extent of the ice sheet due to lack of
direct geological evidence for the volume. Far-field sea level rise records give an estimate
of the total freshwater flux into the oceans from the deglaciating ice bodies globally, and
indicate of a rise of ˜15 m ka-1 between 11.4 and 8.2 ka (Lambeck et al., 2014). In this
time period, the Laurentide Ice Sheet was the largest contributor to the SLR (Peltier,
2004; Ullman et al., 2016). The initial volumes in the ensemble of simulations are based
on the ICE-6G c and GLAC-1D reconstructions (Fig. 4.4a; the SPUNUP xx simulations
are initialised from the GLAC-1D volume), and are equal to 12.5 and 14.6 metres of
SLR respectively. The deglaciation rate is similar in both reconstructions for 10–8 ka,
approximately equivalent to 5 m ka-1 of SLR. It is worth noting that these numbers are
the total volume converted into SLR, whereas only the fraction above flotation would have
contributed to the sea level rise. The volumetric sea level rise equivalent resulting from
the deglaciation of the simulated ice sheets is approximately 9.6 and 11.8 metres by the
end of the simulations respectively for ICE-6G c and GLAC-1D when estimated based on
the volume of the ice sheet above flotation.
Over 10–9 ka the mean of the NROY simulations indicate a ˜2.8 m ka-1 slower ice
loss than the reconstructions, and for the latter half, the mean deglaciation rate in the
ensemble is ˜0.9 m ka-1 faster than the relatively stable deglaciation rate of ˜5 m ka-1 in the
reconstructions (Fig. 4.4a). For the 10–9 ka period, the SLR equivalent of the volumetric
ice loss in the NROY simulations is between 1.0–3.1 m ka-1, with a mean of 2.2 m ka-1, and
for the 9–8 ka period the simulated LIS deglaciates at a mean rate of 5.9 m ka-1 (with a
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Figure 4.4: Changes in the (a) Laurentide Ice Sheet volume (in metres of sea level rise
equivalent) and (b) area of the ice sheet in the Not Ruled Out Yet (NROY) simulations
and the two reconstructions. The mean of the 9 NROY simulations initialised from the
GLAC-1D 10 ka ice volume (glac1d xx and spunup xx simulations) shown in blue and the 2
-standard deviation range shown in grey lines. The two NROY simulations initialised from
the ICE-6G c 10 ka topography are shown in black. Reconstructed values are shown in red
markers for the GLAC-1D reconstruction (Tarasov et al., 2012) and in black markers for
the ICE-6G c (VM5a) reconstruction (Peltier et al., 2015).
range of 4.3–7.0 m ka-1 between the NROY ensemble members). The range of deglaciation
rates in the ensemble covers both slower and faster rates than in the ICE-6G c and GLAC-
1D reconstructions, and the deglaciation accelerates over the latter half concurrent with
the saddle collapse. The separation of the ice domes is similar between the 11 NROY
simulations in terms of sequence of the events, but there is centennial difference between
the simulations in the timing of the saddle collapse and related ice loss. The changes in
volume in the NROY simulations over 10–9 ka show a more quiescent period, whereas
the mean rate of change over 9–8 ka describes the more dynamical period of deglaciation
which includes the Hudson Bay saddle collapse. This is in contrast with the more static
rate of deglaciation of ˜5 m ka-1 in the ICE-6G c reconstruction, and an acceleration in
ice loss from 8.5 ka onwards in the GLAC-1D reconstruction (Figure 4.4a).
The differing representations of the deglaciation could be a result of the model in
this study better representing the dynamical behaviour of LIS than either of the recon-
structions. The dynamical latter part of the demise of the LIS is in line with a recent
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reconstruction of the ice margin extent by Margold et al. (2018), who suggested that the
LIS ice streams towards the end of the deglaciation were reacting to localised ice-dynamical
forcing and that the whole ice sheet underwent rapid changes in the ice sheet geometry
(Figure 4.1). As the margin of the ice sheet retreated towards the Hudson Bay, the fraction
of the ice sheet subject to interactions with the large water body of Lake Agassiz on the
south west side increased, and the ice streams and surges into the lake have been suggested
to have been important for LIS ice streams in the early Holocene (Margold et al., 2018).
The dynamical ice loss could also have been sped up through processes identified for ice
sheets with marine margins on a retrograde slope under a strengthening climate forcing
(Schoof, 2007; Durand et al., 2009). A potential caveat for these interpretations is however
that in the model setup all interactions with water bodies are treated marine instead of
Lake Agassiz being represented as a freshwater body (as discussed in section 3.6).
Figure 4.5: Ice extent averaged over the Not Ruled Out Yet (NROY) ensemble members.
A fraction of 1 indicates grid points where all ensemble members have ice, and areas with
ice in none shown in 0. The ice extent in the ICE-6G c (VM5a) reconstruction is shown
in red, and the coastlines in grey. The times shown in the panels correspond to model
years in 500 year intervals, starting from year 0.
As shown in Figure 4.5, the NROY simulations are in reasonable agreement with the
extent in Dyke (2004), the reconstruction that the extent in both ICE-6G c and GLAC-1D
are based on (with ICE-6G c extent shown in red in Fig. 4.5). The simulated ice extent is
consistently smaller than in both reconstructions as shown in Figures 4.4b and 4.5, but the
sequence of deglaciation is in agreement apart from the inside-out deglaciation at central
Hudson Bay in the ICE-6G c deglaciation at 8.5 ka, in which the central part of the ice
sheet deglaciates prior to the edges (Fig. 4.5d). The deglaciation in all simulations is more
rapid over the last 500 model years than indicated for the respective 8.0–7.5 ka period by
the ICE-6G c reconstruction (Fig. 4.4), and is a result of the Labrador Dome deglaciating
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faster than in the ICE-6G c and GLAC-1D reconstructions and geological evidence (Ull-
man et al., 2016; Margold et al., 2018). One potential reason for the deglaciation of the
Labrador Dome happening too fast is that there is no glacial isostatic adjustment (GIA)
of the bedrock in the simulations presented here. Due to the absence of elastic rebound of
the crust in the simulations, the base of the ice sheet is approximately ˜331 m depressed
by 8 ka (with the estimate based on the topography difference between 10 ka and 8 ka time
slices in the ICE-6G c reconstructions). The lack of GIA thus likely has a compounded
effect of accelerating the deglaciation over the simulation duration because the lower el-
evation of the ice sheet makes the surface mass balance more negative due to warmer
surface air temperatures (Scha¨fer et al., 2015). The temperature difference between 300
metres of elevation would result in 1.5 ◦C difference in surface air temperature through
the chosen lapse rate of 5 ◦C km-1 (based on Abe-Ouchi et al., 2007). To fully assess the
impact of the lack of GIA over the period, further work should include simulations with
the isostasy model turned on in the model setup. Another contributing factor for the sim-
ulated Labrador Dome melt being faster than reconstructed is that meltwater discharge
to the Labrador Sea after the opening of the Hudson Bay may have had a cooling effect
on the Labrador Dome through its impact on climate (Ullman et al., 2016; Matero et al.,
2017), which would have helped sustain the dome. Elevated freshwater fluxes representing
the saddle collapse were not included in the GCM simulations that the climate forcing is
based on, and their inclusion could have sustained the Labrador Dome longer through up
to ˜1.5 ◦C colder surface climate locally (Morrill et al., 2014; Matero et al., 2017).
4.3.4 Comparison with geological constraints
In addition to the LIS extent on land being constrained with surface exposure ages (Dyke,
2004, and references therein), marine sediment records provide information on the deglacia-
tion of LIS in the early Holocene including: The temporal evolution of freshwater input to
the ocean from LIS and the catchment area (Carlson et al., 2009b; Jennings et al., 2015),
ice extent in the Hudson Strait (Jennings et al., 1998, 2015) and surface ocean freshening
signals (Ellison et al., 2006).
Jennings et al. (2015) used detrital carbonate, ice-rafted debris, δ18O and sediment
colour data from the sediment core MD99-2236 (see section 4.2.3), identified 5 DCPs over
the 10–8 ka period, and associated them with glacial events in the Hudson Strait or Hudson
Bay regions. One of these events, coined the Noble Inlet advance (˜9.7–9.1 ka Stravers
et al., 1992; Jennings et al., 1998; Manley and Miller, 2001; Jennings et al., 2015), allows
for evaluating the feasibility of the chosen sub-shelf melt rates (Ms) in the simulations.
During this period, the Labrador Dome advanced north across the eastern Hudson Strait
that was previously ice-free. There is no significant ice readvance after initial melting in
the Hudson Strait in simulations with the high Ms=15 ma
-1, but in all five of the NROY
simulations with the lower Ms = 2.5 ma
-1, the eastern basin of Hudson Strait is either ice-
covered from model year 0 to up to ˜1700 (in SPUNUP xx and ice6g hC 2.5m lowPDD),
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or from model year 500 to up to 1600 (in GLAC1D xx ) after a northward readvance of
the ice cover. The readvance in GLAC1D xx simulations happens at a similar timing as
has been interpreted from the data (Jennings et al., 2015), but instead of being driven
by a climatic forcing, the modelled readvance occurs after the ice velocities adjust to
the model parameters governing ice flow (Section 3.2.1), and is thus a result of technical
implementation of the model setup.
The period that the eastern Hudson Strait is ice-covered is longer in the simulations
(between 800–1800 years) than reconstructed (˜600 years Jennings et al., 2015), and there
is also inconsistency in the simulated timing of the readvance. The regional cooling of the
sea surface induced by both freshwater fluxes from LIS (e.g. Wagner et al., 2013; Matero
et al., 2017) and the resulting slowdown of the Atlantic Meridional Overturning Circulation
(AMOC) likely induced both spatial and temporal variability in the sub-shelf melt rates.
As such, representing the sub-shelf melt rates with a single value over the 2000 -year period
is unlikely to be representative of the interaction of the LIS with the Hudson Strait and
Labrador Sea. The well-documented Noble Inlet readvance in the eastern Hudson Strait
over the 9.7–9.1 ka (Stravers et al., 1992; Manley and Miller, 2001; Jennings et al., 2015)
is an example of a glacial event that is not reproduced by our model setup with fixed Ms.
A possible step forward for better representing the influence of the oceanic melting would
be to incorporate estimates of time-varying Ms based on sea-surface temperatures from
GCM studies with meltwater inputs from LIS (such as presented in Chapter 2).
Two major sea surface freshening signals between 9–8 ka have been interpreted from
the Neogloboquadrina Pachyderma (sinistral coiling) record from a deep-sea sediment core
MD99-2251 from the subpolar North Atlantic (57◦ 25.87’ N, 27◦ 54.47’ W; Ellison et al.,
2006), and they have been dated at ˜8.49 and ˜8.29 ka. The timing of these two freshening
occurrences correspond with the timing of DCP6 and DCP7 in the record from Jennings
et al. (2015), which the authors attributed to the early opening of the Tyrell Sea (8.53 ±
0.06 ka) and the final Lake Agassiz drainage (8.15 ± 0.10 ka) respectively. The meltwater
flux in the NROY simulations (Fig. 4.4) has one clear peak resulting from the saddle
collapse at ˜8.3–8.1 ka, which agrees with data on the estimated timing of the Lake
drainage (Barber et al., 1999; Jennings et al., 2015) and Hudson Bay becoming ice-free
(Dyke, 2004; Ullman et al., 2016). None of the simulations, however, show the northeastern
Hudson Bay opening at ˜8.53 ka, but instead the region becomes ice-free as part of the
saddle collapse. Potential reasons for this mismatch in the deglaciation sequence are that
the marine interactions on the Hudson Strait side are not adequately resolved at the 5×5
km resolution (Durand et al., 2009; Cornford et al., 2013, as discussed in Section 3.5.5), or
that the reconstructed extent is inaccurate, being based on limited number of data points
with centennial-scale uncertainty in their dating (Dyke, 2004).
Another potential reason for the too slow opening of the Tyrell Sea in comparison with
the retreat on the Lake Agassiz side is that the version of the model does not distinguish
between freshwater bodies and the ocean. As discussed in the previous chapter, the
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evolution of the southwestern face of the ice sheet in contact with Lake Agassiz includes
considerable uncertainty due to the limited constraints on the area and volume of the
lake prior to its discharge (Leverington et al., 2002; Teller et al., 2002). In addition,
freshwater calving rates are typically an order of magnitude slower than marine calving
rates (Benn et al., 2007b), and approaching the deglaciation of Hudson Bay the area had
a perennial ice cover that transitioned to seasonally open water (Ullman et al., 2016). In
regional climate modelling simulations by Ullman et al. (2016) the change from perennial
to seasonal ice cover had the effect of increasing the summer surface air temperatures (June
through October) by more than 2 ◦C and also altered the atmospheric circulation patterns
through lower surface pressure. The altered atmospheric circulation together with warmer
surface air temperatures in their simulations resulted in anomalous heat transport from the
Hudson Bay to the surrounding LIS, resulting in the annual surface mass balance becoming
more negative by 37% (Ullman et al., 2016). This interdependence of the climate and the
ice sheet through feedbacks highlights the complexity of accurately representing the LIS
deglaciation, as this warming pattern would operate in opposite to the regional cooling
effect of the LIS meltwater entering the North Atlantic. More thorough representation
of the lacustrine and marine processes and using higher resolution for the adaptive mesh
of BISICLES would allow for better evaluating the contribution of lacustrine and marine
processes to the rates of LIS retreat on both sides of the ice saddle, and also a more holistic
understanding when combined with implementing the climate feedbacks discussed above.
4.3.5 Dynamical ice loss and ice streams
The dynamical ice loss through calving and export of ice towards the low-altitude periphery
of the LIS are key components of the LIS deglaciation. The early-Holocene LIS deglaciation
was mainly driven by negative surface mass balance (Carlson et al., 2008; Gregoire et al.,
2015), but the retreating ice sheet produced several large ice streams that were an integral
part of the ice sheet collapse (Fig. 4.6a; Margold et al., 2018). Topography exerts a strong
control on the location of all ice streams in the NROY simulations, and they primarily
operate near the edges of the ice sheet and on areas with low basal friction coefficient
C (Fig. 4.6). A prime example of the control of the basal traction is the prevalence of
consistent ice streaming at the edges of Labrador Dome as opposed to comparatively less
active edges of the Keewatin and Foxe Domes, as well as the dynamically active ice sheet
over the Hudson Bay. Both of these features are traceable back to the basal traction
having been defined lower for these regions than for the Keewatin and Foxe domes in the
simulations. Indeed, the ice streaming around the Labrador Dome is much more prevalent
than indicated for in the reconstructions of ice streams (Fig. 4.6a & d), and is likely
overestimated. The bedrock under Labrador Dome was defined softer than the other
bedrock areas to compensate for the high accumulation rates over the dome, and based
on Fig. 4.6 it seems that the compensation was potentially excessive and a contributing
factor for the Labrador Dome deglaciating faster than indicated by the Labrador Dome
90 Chapter 4. Quantifying the Laurentide Ice Sheet saddle collapse meltwater pulse
Figure 4.6: Reconstruction of LIS ice stream activity at ˜10.1 ka (a) and ˜8.9 ka (d),
which both are from Fig. 5 in Margold et al. (2018). The ice streams that were active at
the respective times are shown in light blue, ice streams that ”switched off” are shown in
grey, and those that became active in the following millennia are shown in dark blue and
numbered in red. Panels b, c, d and f show streaming regions of the simulated ice sheet
averaged over the Not Ruled Out Yet ensemble members in 500 year intervals, with the
ice flow defined as streaming when the vertically integrated ice velocity exceeds 100 m/a.
Fraction of 1 shows regions where all simulations indicate of ice streaming, and 0 where
there are no active ice streams in the simulations.
surface exposure ages (Ullman et al., 2016, Figure 4.6f).
The pattern of dynamical activity is also more diffuse at the Lake Agassiz side of the
ice sheet than the well-defined ice streams indicated by the reconstructions (Fig. 4.5a
& d). The southwestern part of the ice sheet becomes dynamically more active as an
enlarging fraction of the ice sheet becomes afloat and the ice sheet recedes over the softer
sediments that the base of the Hudson Bay primarily comprises of. This is in line with
contemporary ice shelves typically flowing faster than grounded ice (e.g. Rignot et al.,
2011). The dynamism of the southwestern edge of LIS between 9–8.5 ka (Fig. 4.6c &
e) is potentially overestimated, but all of the flow would not necessarily have left any
geomorphological evidence due to the ice flow being detached from the base and the softer
sediments more prone to being reworked by the lacustrine influence of Lake Agassiz after
the ice sheet receded further towards central Hudson Bay.
As shown in a 10.1 ka snapshot of the reconstruction of LIS ice stream activity by
Margold et al. (2018, Fig. 4.6a), 12 ice streams were active at the time or switched on in
the following 1000 years. The timing and duration of the ice streams in the reconstruction
is based on the edge of the ice sheet being located at the site of the geomorphological
evidence, and hence is limited by the uncertainty of up to ˜1200 years as reported by Dyke
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(2004). Due to the differences between the timing of the recession of the ice extent between
the NROY ensemble members and the reconstructed extent, this comparison is limited to
comparing the locations of ice streams instead of evaluating whether the timings are in
agreement. Here I compare the locations of the six largest inferred ice streams (Margold
et al., 2018) and locations of dynamically active regions in the NROY ensemble members.
There is also simulated dynamical ice loss over the locations of the smaller ice streams
in the reconstruction, but they are indistinguishable between short-lived ice streams and
dynamical ice loss at the edge of the receding ice sheet. The numbering of the following
ice streams refers to Fig. 4.6a: the Dubawnt ice stream (6), the Remnant Dubawnt ice
stream corridor (174), the Hayes Lobe (179), James Bay ice stream (33), Ungawa Bay ice
stream (16) and the Hudson Strait ice stream (24). The Ungawa Bay and Hudson Strait
ice streams (numbered 1 and 2 respectively in Fig. 4.6b) are both consistent features in
the NROY simulations until the LIS retreats from the region in question. Contrary to
the estimated timing of activation of the Ungawa Bay ice stream (1) post 10 ka (Margold
et al., 2015), the ice stream is active onwards from the starting point of the simulations
due to the initial ice sheet margin in the NROY simulations being less extensive than in
the reconstruction by Dyke (2004).
There are no clear analogue ice streams for the two Dubawnt Lake ice streams (6 &
174 in Fig. 4.5a) in the NROY simulations, but there is dynamical activity in the region
as the remnant Keewatin Dome deglaciates centred over the Dubawnt Lake (Fig. 4.6e &
f). There is, however, a ˜150 year period of accelerated ice flow approximately 850 km
to the northeast of the inferred location of ice stream 6 as the Keewatin and Foxe domes
separate in a minor saddle collapse -like pattern around and post 8 ka (numbered 5 in Fig.
4.6f). Margold et al. (2015) noted that after the Laurentide ice sheet retreated towards
its interior, several ice streams were activated in areas with no correspondence to the
underlying substrate or topography. Instead, the authors suggested that the ice streams
could have been facilitated by subglacial build-up of pressurised meltwater, which could
be a contributing factor for the mismatch in location between the simulations presented
here and the reconstructions, as the subglacial meltwater is not yet a feature implemented
in BISICLES. The lack of representation of subglacial meltwater in the model could also
be partially responsible for the wide dynamical ice regions instead of individual narrow
ice streams.
Two other ice streams activate on the southwestern side of LIS at model years ˜50
and ˜250 (numbered 3 and 4 respectively in Fig. 4.6b). The former ice stream overlaps
the James Bay ice stream location (33; Margold et al., 2015, 2018), and the location of
the other ice stream is approximately 300 km northeast of ice stream 179 in Fig. 4.6a.
These ice streams extend further toward the interior of the ice sheet as LIS deglaciation
continues, and eventually the regions of high integrated ice velocities merge around model
year 1500 as the southwestern part of the LIS over Hudson Bay destabilises, leading to
the saddle collapse. The ice streams in the reconstructions (Margold et al., 2015; Stokes
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et al., 2016; Margold et al., 2018) indicate of more localised streams than the simulated
large-scale dynamical activity in the region. However, as mentioned previously, this region
was in contact with the large proglacial Lake Agassiz at the time (Clarke et al., 2004), and
dynamical behaviour of floating ice over soft marine sediments would likely have resulted
in less geomorphological imprints than ice streams grounded to the bed.
Figure 4.7: Panel (a) is adapted from Clarke et al. (2004), and shows ice margins, prospec-
tive drainage routings and geomorphologic constraints for outburst floods from Lake Agas-
siz. The ice margins for 7.8 kyr BP 14C (˜8.55 ka, long-dashed lines) and 7.7 kyr 14C BP
(˜8.45 ka, dot-dashed lines) are from Dyke (2004). Panel (b) is the same as Fig. 4.7e,
and shows the fraction of the Not Ruled Out Yet ensemble members with integrated ice
velocities over 100 m/a for each grid point at model year 1500 (corresponding to 8.5 ka).
The dynamically active region around 8.5 ka numbered 6 in Fig. 4.7b overlaps with
locations of arcuate scours in the sediments that have been dated for similar timing (the
7700 14C age in Fig. 4.7a corresponds to 8.45 ka; Clarke et al., 2004). These high-
energy geomorphologic features have been suggested as having resulted from the drainage
of Lake Agassiz into the Tyrell Sea (Clarke et al., 2004), and that the arcuate shapes
were a result of large icebergs pivoting around a keel stuck in the sediments. The NROY
ensemble members however suggest of an alternate explanation for the origin of these
indicators of high-energy activity in the region, and that the scours could instead have
been a result of high dynamical activity of the overlaying part of the ice sheet leading
to the deglaciation of the ice saddle, possibly from a northward receding grounding line.
The chronology of deglaciation between the NROY ensemble members differs from the ice
extent reconstruction in Dyke (2004; Fig. 4.7a), and suggests that the dynamically active
region resulting in the scours was isolated from the Hudson Strait around 8.5 ka by the
remnant ice saddle, as opposed to the scours having originated in open water as the extent
reconstruction suggests.
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4.3.6 Evolution of LIS meltwater flux and relevance for the 8.2 ka event
Figure 4.8: Total volumetric change of the ice sheet converted to meltwater flux in the Not
Ruled Out Yet (NROY) ensemble members. Simulations with the ’high C’ basal traction
map and the ’low PDD’ Positive-Degree-Day (PDD) factors plotted in solid lines, simula-
tions with the ’standard’ basal traction map and ’low PDD’ PDD factors plotted in dashed
lines, and simulations with ’high C’ basal traction map and ’mid PDD’ PDD factors are
plotted in dotted lines.
Two periods of accelerated ice sheet melt are apparent in all of the NROY simulations
(Fig. 4.8). The first period coincides with the deglaciation of the ice saddle over Hudson
Bay and the latter is produced as a result of the deglaciation of the Labrador Dome.
The Labrador Dome volume after the separation of the Keewatin and Labrador Domes is
between 3.34–4.46 m of SLR equivalent in the simulations, which is similar to the estimated
Labrador Dome volume of 3.6 ± 0.4 m after the opening of the Hudson Bay (Ullman et al.,
2016). The final deglaciation of the dome, however, happens in a short time period (300–
500 years, see Section 4.3.3) centred around ˜7.7 ka, whereas 10Be surface exposure ages
date the final Labrador Dome demise approximately 1000 years later at 6.7 ± 0.4 ka
(Ullman et al., 2016). In a hypothetical scenario in which the meltwater flux from the
deglaciation of the Labrador Dome (˜3.6 m of volumetric SLR equivalent) is spread evenly
over the 1500 years, it results in a freshwater flux of 0.027 Sv and thus would contribute
to a background melting signal instead of a pronounced MWP as in Fig. 4.8. The latter
meltwater pulse is thus likely unrealistic in its magnitude and duration due to being too
short compared to the ˜1500 yearlong deglaciation based on the surface exposure ages.
The rest of this section focusses on the first acceleration of LIS melt (˜8.3–8.0 ka in the
simulations) resulting from the saddle collapse.
A centennial-scale MWP with a peak melt rate of 0.10–0.14 Sv around 8.3–8.0 ka is
released from the ice sheet in the NROY simulations that were initialised from the 10 ka
GLAC-1D volume (GLAC-1D xx and SPUNUP xx simulations). In the simulations ini-
tialised from the ICE-6G c ice volume, the peak FWF resulting from the saddle collapse
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only reaches ˜0.07 Sv, which is comparable to the reconstructed long-term discharge of
0.05 Sv from the deglaciating LIS (Licciardi et al., 1999). The lower magnitude of the
saddle collapse MWP in the ICE-6G xx simulations is explained by both the lower initial
total volume of the ice sheet (black markers in Fig. 4.3a) and the ice saddle over Hud-
son Bay being significantly less voluminous (with <1000 m average thickness) than the
GLAC-1D xx and SPUNUP xx simulations (with average thicknesses of ˜1750 and 1600
m respectively, Figures 4.3b and 4.3c). Since the MWP in simulations started from the
smaller 10 ka volume is limited in magnitude, the GLAC1D xx and SPUNUP xx simula-
tions are the focus of the rest of this section.
I define the saddle collapse to commence when the ice thickness loss rate accelerates to
2.5 ma-1 across a continuous area between the northern and southern side of the saddle,
and to cease when FWF reaches its minimum prior to the onset of the Labrador Dome melt
(Fig. 4.8). Defining the thresholds this way is a subjective choice, but no set metrics exist
for how to quantify the saddle collapse. This melt rate was chosen because it represents a
threshold in the simulations; when it is crossed, the melt rate quickly accelerates further.
When defined this way, the saddle collapse results in a MWP of SLR equivalent of 2.15–2.85
m over a duration of 222–386 years in the GLAC1D xx simulations. For the SPUNUP xx
simulations the meltwater released is equivalent to 2.57–3.42 m of SLR over 288–416 a,
and the meltwater production rate varies between 7.4–9.8 m ka-1 of SLR equivalent in the
NROY simulations. It is worth noting that these meltwater fluxes and those in Fig. 4.8
are not equivalent to a freshwater flux into the oceans, but instead part of the meltwater
was one of the main sources for the growth of Lake Agassiz prior to its discharge in one
or several floods around 8.2 ka (Teller et al., 2002; Clarke et al., 2004). The Laurentide
Ice Sheet thus acted as a physical barrier for part of the meltwater prior to the ice saddle
collapse causing a breach of this ice dam. This damming effect would likely have resulted in
a diminished FWF to Labrador Sea leading to the breakup of the breach, and a temporary
increase in the FWF following the breach. Due to the method of estimating the FWF
described above, the magnitude or duration of this slowdown and surge are not included
in the fluxes.
4.4 Discussion and conclusion
A set of ice sheet model simulations with different initial configurations of the Laurentide
Ice Sheet was run to evaluate constraints of a meltwater pulse produced by the deglacia-
tion of an ice saddle over Hudson Bay. The centennial-scale input of freshwater into the
Labrador Sea from this saddle collapse has been suggested to have played an integral
role in causing the most pronounced climatic perturbation of the Holocene, the 8.2 ka
event (Gregoire et al., 2012). Albeit the highlighted importance of this part of the LIS
deglaciation, the magnitude and duration of the saddle collapse meltwater pulse is yet
to be robustly constrained by the history of ice sheet evolution. This set of simulations
suggests that the LIS released a large volume of freshwater (2.15–3.42 metres of SLR
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equivalent) over a duration of 222–416 years as the Hudson Bay ice saddle collapsed, with
the peak discharge between 8.3–8.0 ka. The total amount of freshwater released in the
simulated saddle collapse is thus similar to the 2.47 m of SLR equivalent attributed to
the saddle collapse in the scenarios that best reproduced the 8.2 ka climate anomalies in
the HadCM3 GCM study in Chapter 2 (the 4.24m xxxyr simulations, but spread over a
longer duration than the 100–200 years that resulted in best agreement with geological
records. The total SLR equivalent of 4.24 m in the Chapter 2 simulations is a combination
of the contribution of the saddle collapse equivalent to 2.47 m, and the background flux
of 0.05 Sv raising the sea level for an additional 1.77 m over the 400 -year period). The
meltwater production rates in the BISICLES simulations (0.74–0.98 meters per century
over the MWP duration) are thus 70–92% of the freshwater flux used in scenarios that
best matched the geological records in Chapter 2 (with 1.06 meters per century on average
over the 400 years in the 4.24m xxxyr simulations).
A potential reason for the mismatch in FWF duration and magnitude between the
BISICLES MWP and the Chapter 2 scenarios is that the AMOC and associated heat
transport in HadCM3 are not sensitive enough to this type of meltwater forcing as sug-
gested by Valdes (2011), and that the freshwater forcing required to sufficiently disturb
the climate system in Chapter 2 was excessive. An alternative reason could be that there
is yet model setup refinement to be done for quantifying the meltwater flux in the BISI-
CLES simulations presented here. A third possibility is that there could yet be another
important forcing for the event such as the discharge from Lake Agassiz influencing the
temporal evolution of the freshwater flux into the ocean. The temporal evolution of the
meltwater pulse simulated here does not consider a more complex history of the freshwater
flux from LIS to Labrador Sea due to ice sheet damming, which would cause a fraction
of the ice melt to build up behind the dam as part of Lake Agassiz. The volume of the
freshwater stored in Lake Agassiz prior to its drainage has been estimated at 0.22–0.96
metres of SLR equivalent (Leverington et al., 2002; To¨rnqvist and Hijma, 2012). If this
estimate would have been released in a single flood with a duration of 5 years, it would
have increased the meltwater flux to the oceans by ˜0.47–2.07 Sv and thus increase the to-
tal amount of freshwater released during the ice saddle collapse by up to 8–45% compared
to the 2.15–2.85 metres of SLR equivalent in the NROY ensemble members. Thus while
the results from Chapter 2 indicate that lake discharge by itself would not have caused
a lasting climatic perturbation, there is the possibility that the lake release had a role in
contributing to the total volume and temporary magnitude of the meltwater pulse.
The Hudson Bay ice saddle has destabilised by 8.5 ka in the simulations, with most
of the saddle undergoing dynamical movement with velocities over 100 m/a in Fig. 4.7b,
and this dynamical period leading to the saddle collapse corresponds to the timing of the
most pronounced changes inferred from the marine records (Ellison et al., 2006; Jennings
et al., 2015). These dynamical changes during the saddle collapse also offer an alternative
explanation for the origin of the arcuate scours in the central Hudson Bay dated at ˜8.45
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ka (Fig. 4.7 Clarke et al., 2004), and that instead of originating in open water the scours
could have formed during the saddle collapse. The timing of the peak in the simulated
saddle collapse MWP (8.3–8.0 ka) is similar with the latter surface freshening occurrence
identified from the Gardar Drift at ˜8.29 ka (Ellison et al., 2006) and the DCP7 associated
with the Lake Agassiz discharge at 8.15 ± 0.10 ka (Jennings et al., 2015). The rate of
meltwater production in the NROY simulations accelerates and exceeds the value of 0.05
Sv estimated for the long-term discharge from the Laurentide Ice Sheet (Licciardi et al.,
1999) at 8.7–8.6 ka (Fig. 4.8), with the timing preceding the onset of the inferred AMOC
slowdown between ˜8.49–8.06 ka (Ellison et al., 2006) and DCP6 in Jennings et al. (2015).
The MWP produced by BISICLES can be compared with a previous ice sheet mod-
elling simulation encompassing the early Holocene, in which the MWP was first quantified
(Gregoire et al., 2012), who simulated a longer and larger elevated meltwater flux from
the deglaciating LIS of 5.5 metres of SLR over 500 years. The MWP magnitude over the
central 200 y in their simulation was equivalent to 2.5 m of SLR, which is comparable to
the BISICLES results in the total meltwater SLR equivalent. The pattern of deglaciation
in the simulation by Gregoire et al. (2012) however differs from the reconstructed extent
of the early-Holocene LIS (Dyke, 2004) in that the final ice saddle to deglaciate in their
simulation is situated over the Hudson Strait, whereas the reconstructions (Dyke, 2004;
Tarasov et al., 2012; Peltier et al., 2015) indicate that the ice saddle over Hudson Bay was
the last connection between the surrounding ice domes to deglaciate (Fig. 4.5d). Overall,
the ensemble presented here better agrees with the deglaciation pattern as reconstructed
by Dyke (2004) than the previous study. BISICLES is also more appropriate for exam-
ining the dynamical ice loss than either of the cited reconstructions, with the ICE-6G c
not being based on a model with ice dynamics (Peltier et al., 2015), and the GLAC-1D
reconstruction having a comparatively poor resolution (1.0◦ × 0.5◦ lon-lat) and utilising
the shallow-ice approximation (Tarasov et al., 2012).
A major reason for the pattern of LIS deglaciation in the NROY simulations being
in reasonable agreement with the reconstructed extent (Fig. 4.5) is that the initial to-
pographies are based on the volumes and topographies from the 10 ka time slices of the
GLAC-1D and ICE-6G c reconstructions. The uncertainty in the margin dates used in the
reconstructions is however given at ±500–800 years for the majority of the Last Deglacia-
tion (Dyke, 2004; Tarasov et al., 2012), and thus the initial topographies in BISICLES
simulations have the same uncertainty. The model setup has been pre-conditioned to re-
sult in a deglaciation pattern that resembles the reconstructions through model parameter
choices, and the ice mask in the climate forcing used for the surface mass balance model
is based on the ICE-6G c reconstruction. This differs from the methodology of Gregoire
et al. (2012), who started the simulation from 21 ka from a spun-up ice sheet, and their
ice sheet is thus less influenced by the ICE-5G reconstruction (Peltier, 2004) that was
used for updating the orography, land-sea mask, bathymetry and ice mask to account for
changes in sea level and ice sheet extent. The approach of pre-conditioning the BISICLES
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simulations towards the GLAC-1D and ICE-6G c was chosen as it allows for evaluating
the meltwater pulse from the deglaciating LIS in accordance with the most up to date
knowledge available for the deglaciation (the GLAC-1D and ICE-6G c reconstructions).
There are however differences in the volume and extent over time between the NROY
ensemble members and the reconstructions (Fig. 4.4), with the simulated volumes being
consistently higher than in the respective reconstruction, and the simulated extent being
consistently lower than the reconstructed extent. The 2-sigma range given for the 10 ka
volume of the GLAC-1D reconstruction is ˜3.5 m, and the mean of the volumes in the
NROY simulations is just above the 2-sigma range for 9.5-9.0 ka, and within the range be-
tween 9.0–8.0 ka. The main constraint of importance here is that the deglaciation matches
the reconstructions in the sequence of areas becoming ice-free, as both the extents and the
volumes in the GLAC-1D and ICE-6G c reconstructions contain considerable uncertainty.
There are surface elevation differences of up to 1000 metres at places at 9 ka between the
ICE-6G c and GLAC-1D reconstructions, and the exposure dates used for reconstructing
the extent have age ranges of up to ˜800 years (Dyke, 2004).
While the NROY ensemble members provide an estimate for the plausible rates of
the saddle collapse meltwater pulse based on simulations that follow the deglaciation
pattern in the ICE-6G c and GLAC-1D reconstructions, there is scope for development
of this model setup. The climate forcing for example could include uncertainties such as
regional biases for both the precipitation and the surface air temperature, being based
on the output from equilibrium time slice simulations from one GCM (e.g. Braconnot
et al., 2012). Increasing the level of refinement of the adaptive mesh could also affect the
dynamical ice loss at the marine and lacustrine margins, as sub-kilometre resolution has
been shown to be required to accurately simulate the changes in the West Antarctic Ice
Sheet with BISICLES (Cornford et al., 2015). Increasing the resolution with the current
version of the model setup was not feasible, as majority of the ice sheet is refined to the
highest allowed resolution of the mesh during the highly dynamic adjustment period. This
made running the ensemble in the time available for completion of this thesis impossible
at higher resolution of the adaptive mesh. Additionally, including the isostatic rebound of
the crust and climatic impact of freshwater fluxes to the Labrador Sea through modifying
the climate forcing are potential developments of the model setup that could be applied
in further studies.
In conclusion, the NROY simulations using the BISICLES model setup produce a dy-
namically feasible meltwater pulse, that can provide useful information of the hypothesised
primary forcing of the 8.2 ka event (Chapter 2). The NROY ensemble members provide an
estimate for the meltwater pulse released from the collapse of the Hudson Bay ice saddle
that is consistent with the reconstructed LIS extent apart from the deglaciation of the
Labrador Dome post 8.0 ka (Fig. 4.5 Dyke, 2004; Peltier et al., 2015). The timing of the
saddle collapse meltwater pulse at ˜8.3–8.0 ka matches the evidence of freshwater pertur-
bations at the Labrador Sea (Jennings et al., 2015) and North Atlantic (Ellison et al.,
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2006). The NROY simulations suggest that the meltwater pulse from the saddle collapse
released 2.15–3.42 m of SLR equivalent over a duration of 222–416 years.
Chapter 5
Discussion and Conclusion
The aim of this thesis was to evaluate the dynamical evolution and climatic impact of
the Laurentide Ice Sheet saddle collapse, and to establish whether or not the released
meltwater had a major role as a forcing of the 8.2 ka cooling event.
The aim and research questions that were set out in Chapter 1 were based on the
identified limitations of our current knowledge on the 8.2 ka cooling event presented in
Section 1.2. The 8.2 ka event has been suggested to be a particularly useful event for
assessing the skill of climate models for reproducing past AMOC changes, and thus can
allow for better understanding its sensitivity to freshwater perturbations (Schmidt and
LeGrande, 2005). The pre-requisites for the most useful case studies, as set forward by
(Schmidt and LeGrande, 2005), are having a plausible candidate for a forcing, widespread
data of the event, rates of change relevant to modern AMOC changes, and the initial back-
ground state of the climate needs to be close to that of the present day. The 8.2 ka event
seems to have it all, as well as widespread evidence for the event (Morrill et al., 2013a).
The long-held view for the forcing of the event was that the discharge of proglacial Lake
Agassiz into the North Atlantic in a single flood over 0.5–5 years would have perturbed
the AMOC and resulted in the cooling event (Barber et al., 1999). Climate modelling
studies have not however been able to reproduce the event in its full duration when using
the lake discharge as a forcing (LeGrande and Schmidt, 2008; Tindall and Valdes, 2011;
Morrill et al., 2013b), and recent studies have highlighted the need for an additional or
alternative forcing.
The melting Laurentide Ice Sheet (LIS) has been shown to have released a centennial-
scale meltwater pulse to the North Atlantic Ocean as an ice saddle connecting the ice
domes surrounding the Hudson Bay deglaciated in the early Holocene (Gregoire et al.,
2012). It has been established that long-term discharge of meltwater from the ice sheet
could have contributed to forcing the 8.2 ka event through altering the patterns, strength
and attendant heat transport of the AMOC and atmospheric circulation, and Gregoire
et al. (2012) suggested that the meltwater pulse could have had an important role in
forcing the event. The role of the ice-saddle collapse meltwater pulse as the primary
forcing for the event has not previously been evaluated in climate modelling studies, and
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the temporal evolution of the meltwater pulse resulting from the saddle collapse is poorly
constrained.
The purpose of each of the three research chapters in this thesis (Chapters 2-4 ) was to
each address one of the Research Questions (Table 1.1; reproduced below as Table 5.1).
This required building upon the existing knowledge of the deglaciation of the Laurentide
Ice Sheet and coeval changes in the Earth System to design a set of studies using the
HadCM3 General Circulation Model and the BISICLES Ice Sheet Model.
5.1 Answering the Research Questions - Summary of results
The findings of each research chapter are summarised in this section. The conclusions
drawn provide answers to the Research Questions outlined in Table 5.1.
Table 5.1: Thesis Research Questions. Reproduced from Table 1.1, Chapter 1.
Research Questions and chapters that address them.
RQ1: Could a meltwater pulse resulting from the Laurentide Ice Sheet saddle collapse
have been a major forcing of the 8.2 ka event? (Chapter 2)
RQ2: What are the main model parameters controlling the rates of early-Holocene
deglaciation of the Laurentide Ice Sheet? (Chapter 3)
RQ3: What are the estimated timing, duration and amount of freshwater released by
the Hudson Bay saddle collapse based on a higher-order ice sheet model setup?
(Chapter 4)
5.1.1 RQ1: Could a meltwater pulse resulting from the Laurentide Ice
Sheet saddle collapse have been a major forcing of the 8.2 ka event?
(Chapter 2)
The HadCM3 simulations suggest that a centennial-scale freshwater forcing to the Labrador
Sea results in a climatic perturbation that better agrees with temperature proxy records
(Morrill et al., 2013a) than a short-lived (0.5–5 yr) forcing from the lake discharge would
have produced (Clarke et al., 2004). This is in line with previous findings of Wagner
et al. (2013) and Morrill et al. (2014), who showed that a long-term (100 years in their
simulations) elevated freshwater flux is required in combination with the lake discharge
to sustain the climatic impact and slowdown of the Atlantic Meridional Overturning Cir-
culation (AMOC), as the changes have been interpreted from temperature proxy records
(Morrill et al., 2013a) and AMOC flow (Ellison et al., 2006; Kleiven et al., 2008). These
earlier studies did not however evaluate the climatic impact of the accelerated meltwater
flux from LIS without including representations of the lake discharge, whereas the sim-
ulations in Chapter 2 suggest that the saddle collapse meltwater pulse (MWP) was the
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primary forcing of the 8.2 ka event, and that the lake discharge had a minor impact on
the climate that was potentially indistinguishable from climate variability.
Figure 5.1: [Reproduced from Fig. 2.1]. Time series of (a) the surface air temperature over
central Greenland (69–76◦ N, 36–43◦ W) in the 4.24m 100yr, 4.24m 200yr and Lake 2yr
simulations; (solid lines are 10-yr running means, red, dark blue and yellow respectively)
and one year running mean of the 4.24m 100yr (red dashed line), compared to the GRIP
temperature reconstruction from ice core δ18O (Thomas et al., 2007) (light blue); (b) the
10 yr running mean maximum strength of the Atlantic Meridional Overturning Circulation
(AMOC) in the 4.24m 100yr (red), 4.24m 200yr (dark blue), control (black) and Lake 2yr
(yellow); c the freshwater forcing flux in the model experiments (same colours as b).
The subset of the 5 freshwater scenarios presented in the chapter all produce a fresh-
ening of the North Atlantic, leading to a shoaling of the mixed layer depth and diminished
deepwater formation north of 60◦ N. The resulting climate change in the 100 and 200-
yr long meltwater pulse simulations with the largest MWP magnitude (4.24m 100yr and
4.24m 200yr; respectively) best agrees with the duration and magnitude of the 8.2 ka
event signal in a comprehensive compilation of surface temperature proxy data for the
event (Morrill et al., 2013a). The agreement is particularly good between the simulated
surface air temperatures in the 4.24m 100yr simulation and the Greenland temperature re-
construction from the GRIP and GISP2 ice cores (Fig. 5.1a; Thomas et al., 2007; Kobashi
et al., 2007), which provide some of the most accurate constraints on the amplitude and
duration of the event. This presents one of the key findings of the study, and shows that
a 100-year long meltwater pulse, that is consistent with dynamical ice sheet simulations
(Gregoire et al., 2012), is capable of producing a climate signal in the HadCM3 climate
model that matches the Greenland record through time without the need for additional
forcings such as the lake release. This latter point is particularly important since climate
modelling studies with realistic forcing scenarios of the lake flood have not been able to
produce an 8.2 ka event like signal in the studies by LeGrande and Schmidt (2008); Tindall
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and Valdes (2011); Morrill et al. (2013b), especially in terms of the duration of the event.
The simulated mean temperature change in the 4.24m 100yr simulation is also in good
agreement with the terrestrial proxy records of temperature from Europe (Morrill et al.,
2013a), with most of the Northern Hemisphere undergoing a 0.5–1.5 ◦C cooling, which is
within the uncertainty range of available palaeoclimate data indicating a mean cooling of
1–1.6 ◦C over the European continent during the event.
The maximum strength of the AMOC in the 4.24m 100yr and 4.24m 200yr simula-
tions is subdued (outside the 1σ variability range of the control simulation) for ˜150 years
(Figure 5.1b), and is coeval with a ˜100–200 year minimum in the interpreted flow speed
at a location of a modern major branch of Atlantic Deepwater flow (Ellison et al., 2006).
Comparing the simulated changes in the AMOC strength with data is more challenging
than comparing temperature changes due to a lack of robust quantified estimates. This
similarity between the simulated response in the two simulations, however supports the
suggestion by (Wagner et al., 2013), that the total volume of the freshwater forcing has a
stronger influence on ocean circulation than its duration. The sensitivity of the AMOC to
freshwater perturbations and resulting climatic anomalies varies between General Circula-
tion Models (GCMs)(Stouffer et al., 2006), and our understanding of the 8.2 ka event would
further benefit from a multi-model comparison study using the saddle collapse meltwater
pulse as a forcing.
Regarding answering RQ1, we argue that the 8.2 ka event was primarily caused by
a centennial meltwater pulse from the collapse of the Hudson Bay ice saddle in North
America. This is based on good agreement with the simulated climate signals and data,
and supported by the findings of previous studies (Carlson et al., 2008, 2009a; Gregoire
et al., 2012; Wagner et al., 2013). Our simulations indicate that the climatic impact of
the Lake Agassiz flood was small and short compared to centennial-scale meltwater fluxes
to the Labrador Sea (Figure 5.1b & c), which is consistent with earlier GCM studies
(LeGrande and Schmidt, 2008; Tindall and Valdes, 2011; Wagner et al., 2013).
The temporal evolution of the freshwater flux resulting from the melting ice sheet
was however likely more complex than the linearly increasing and decreasing forcing used
in the scenarios in Chapter 2, and the magnitude & duration of the elevated meltwater
flux is poorly constrained by geological records. The 8.2 ka event has been suggested
as a potentially ideal test case for GCM sensitivity benchmarking purposes (Schmidt
and LeGrande, 2005), and constraining the temporal evolution of the saddle collapse
meltwater pulse would allow for a step forward for designing these benchmarking studies.
Reconstructions of the LIS extent (Dyke, 2004) and evolution (Tarasov et al., 2012; Peltier
et al., 2015) provide outlines of the deglaciation leading to the saddle collapse. This outline
and the knowledge on the temporal evolution of melt from the saddle collapse can be
refined through ice sheet modelling efforts of the LIS deglaciation with an ice sheet model
such as BISICLES (Cornford et al., 2013), that allows for including potentially important
dynamical processes (Gregoire et al., 2012) in unprecedented detail and resolution.
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5.1.2 RQ2: What are the main model parameters controlling the rates of
early-Holocene deglaciation of the Laurentide Ice Sheet? (Chapter
3)
As outlined in the introduction, addressing RQ2 was divided into the following objectives:
(i) Development of a model setup for the early-Holocene LIS deglaciation, and (ii) iden-
tification of key model parameters controlling the modelled deglaciation and evaluating
their sensitivity.
This chapter describes the development of a model setup to allow for evaluating the
rate, timing and magnitude of the Hudson Bay saddle collapse, the part of the study
undertaken in Chapter 4. To provide a starting point for the simulations, it was first
necessary to generate all the boundary conditions for the LIS, and evaluate the sensitivity
of the modelled LIS and saddle collapse to model parameters in order to understand what
controls the simulated evolution of the ice sheet. No studies have been published previously
that have used the BISICLES ice sheet model (Cornford et al., 2013) for the LIS or in any
palaeo setting.
The simulated changes in the distribution of ice and ice sheet volume are driven by dy-
namical reorganisation through ice flow, iceberg calving and accumulation/ablation at the
surface. A large part of the work that went into developing the model setup for simulating
the early-Holocene LIS deglaciation consisted of initial testing of different combinations of
largely interdependent boundary conditions and model parameters. Dynamical reorgani-
sation and export of ice to the calving fronts through ice streams is a feature that needed
careful evaluation due to lack of observational data of ice velocities and the importance
of the dynamical ice loss for the evolution of the ice sheet and the saddle collapse. Basal
traction is a key model parameter controlling ice flow in the model setup, and the model
setup representation is based on basal traction coefficient values developed using inverse
methods for BISICLES simulations of contemporary West Antarctic Ice Sheet (Cornford
et al., 2015). This approach assumes that the contemporary velocities are relevant for the
deglaciating LIS and that the basal traction coefficient values are applicable for a different
geographical setting, glacial bed, climate setting and time. This highlighted that several
assumptions are needed to establish an appropriate model setup.
The results suggested that the initial volume in the simulations based on the 10 ka time
slice of the ICE-6G c (VM5a) reconstruction (Peltier et al., 2015, ; henceforth referred to
ICE-6G c) is too low, and that a range of initial topographies with larger volumes could
improve future simulations. The rate of volumetric loss in the ’standard ’ simulation over
2000 model years was ˜3.8 m ka-1 of sea level rise (SLR) equivalent, which is less than
80% of the rate in both the ICE-6G c and the mean for GLAC-1D (Tarasov et al., 2012)
(˜5 m ka-1 of SLR equivalent).
The surface accumulation/ablation and related model parameters are key drivers of
the simulated deglaciation for the whole model period. Out of the chosen ranges for each
parameter, varying both the Positive-Degree-Day (PDD) factors and the precipitation had
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the most pronounced impact on the volumetric ice loss. Varying the sub-shelf melt was
particularly influential for the timing of the saddle collapse, and ranges of both the PDD
factors and sub-shelf melt should be included in Chapter 4. Increasing the resolution of the
adaptive mesh was comparably less influential for the temporal evolution of the meltwater
flux released from the saddle collapse. While further refinement of the mesh to sub-
kilometre resolution could alter the meltwater flux more, a single level of (finest resolution
of σ1 = 5 km) is suggested for Chapter 4 simulations due to the high computational cost of
increasing the resolution with this model setup and the time available for the completion
of this thesis.
Regarding addressing the set objectives and RQ2: The simulated deglaciation shows
reasonable agreement with the reconstructed extent over time (Dyke, 2004, as used in both
the ICE-6G c and GLAC-1D reconstructions), in that the deglaciation of parts of the ice
sheet (domes and ice saddle) follows the Dyke (2004) reconstruction, and the simulated
opening of the Hudson Bay (at 8.26 ka) occurs with a similar timing with both the GLAC-
1D (8.2–8.1 ka) and ICE-6G c (8.5–8.0 ka) reconstructions. Part of the reason for the level
of agreement with the reconstructions (GLAC-1D and ICE-6G c, as presented in Section
3.1) is that the input has been tuned towards delivering a similar pattern of deglaciation
of the ice domes and ice saddle. This agreement with GLAC-1D and ICE-6G c however
gives confidence that the new model setup is appropriate for examining the early-Holocene
LIS deglaciation and the saddle collapse MWP in accordance with these reconstructions.
5.1.3 RQ3: What are the estimated timing, duration and amount of
freshwater released by the Hudson Bay saddle collapse based on
a higher-order ice sheet model setup? (Chapter 4)
Having established the early Holocene Hudson Bay ice saddle collapse as a credible cause
for the 8.2 ka event (Chapter 2) and developing an appropriate setup for the latest gener-
ation of ice sheet model (specifically, BISICLES) to simulate the LIS evolution over this
event (Chapter 3), the next challenge was to use the model to try to better constrain the
timing, duration and amount of freshwater released by the ice saddle collapse. This is the
aim of RQ3, which can be divided into the following two objectives: (i) To use the BISI-
CLES model setup developed in Chapter 3 for simulating the saddle collapse meltwater
pulse. (ii) To evaluate the model setup through comparison with the most recent ice sheet
reconstructions and available robust geological evidence.
The experiment to evaluate the MWP consists of 30 simulations. The ranges for the
10 permutations of model parameters were chosen based on the sensitivity analysis in
Chapter 3, and all combinations are run for three initial ice sheet topographies (Section
4.2.2). The reconstructed LIS extent (Dyke, 2004; Margold et al., 2018) provides the
primary means for evaluating the model simulations, and was used as a basis for ruling
out inconsistent ensemble members. As a result of this process, 19 of the 30 simulations
were ruled out, and the remaining ensemble members are referred to as Not Ruled Out
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Yet (NROY) simulations. The NROY simulations are thus in reasonable agreement with
the reconstructed pattern of deglaciation by definition, but the simulated LIS area is
consistently smaller (˜68–79%) between model years 500–2000 (corresponding to 9.5–8.0
ka) than the LIS area in two recent LIS reconstructions (GLAC-1D and ICE-6G c). Two
subsets of the simulations are initialised from the 10 ka ice topographies of the above
reconstructions (ICE6G xx & GLAC1D xx, ’xx’ refers to all simulations initialised from
the respective reconstruction), but the extent in these simulations decreases to 69–76% and
68–71% respectively over an initial adjustment period of ˜200 years. The initial change
in extent is driven by deglaciating floating ice (through calving and sub-shelf melt) and
comparatively rapid melting of the thin ice areas outside of the main LIS body (and the
9.5 ka ICE-6G c ice mask used in the climate forcing). The simulated LIS is less extensive
but is in reasonable agreement with the simulated pattern of deglaciation, as shown in
Figure 5.2.
Figure 5.2: [Reproduced from Fig. 4.5]. Ice extent averaged over the Not Ruled Out Yet
(NROY) ensemble members. A fraction of 1 indicates grid points where all ensemble
members have ice, and areas with ice in none shown in 0. The ice extent in the ICE-6G c
(VM5a) reconstruction is shown in red, and the coastlines in grey. The times shown in
the panels correspond to model years in 500 year intervals, starting from year 0.
The volumetric evolution of LIS is harder to constrain robustly than the extent due
to lack of geological evidence of the past volume. This is one of the motivations for the
modelling work, and simulations with good fit to the reconstructed extent can potentially
provide information on volume and thickness distributions that are dynamically consistent.
Only two of the NROY simulations being initialised from the ICE-6G c 10 ka ice sheet
with a smaller volume, as opposed to 4 and 5 respectively from the 10 ka GLAC-1D and
’SPUNUP’ topographies with comparatively higher volumes, suggests that the ice volume
in ICE-6G c is unrealistically low (similarly to Chapter 3).
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The central part of the simulated LIS over Hudson Bay becomes increasingly dynamic
between model years 1000–2000 in the NROY simulations, with locations of streaming ice
in the model encompassing the locations of proxy evidence for ice streams. This is in line
with a recent reconstruction of ice margin extent and ice streams by Margold et al. (2015);
Stokes et al. (2016); Margold et al. (2018), who suggested that the LIS underwent rapid
changes in its geometry towards the end of the deglaciation. Proxy evidence from marine
sediment cores also supports the notion that the melt rate of LIS was not static, and in
particular there were periods of increased freshwater flux to the North Atlantic through
Labrador Sea around 8.49 and 8.29 ka (Ellison et al., 2006; Jennings et al., 2015).
Figure 5.3: [Reproduced from Fig. 4.8]. Total volumetric change of the ice sheet converted
to meltwater flux in the Not Ruled Out Yet (NROY) ensemble members. Simulations with
the ’high C’ basal traction map and the ’low PDD’ Positive-Degree-Day (PDD) factors
plotted in solid lines, simulations with the ’standard’ basal traction map and ’low PDD’
PDD factors plotted in dashed lines, and simulations with ’high C’ basal traction map and
’mid PDD’ PDD factors are plotted in dotted lines.
Answering RQ3, i.e. estimating the temporal evolution of the MWP using a model
setup focussing on the Hudson Bay saddle collapse was a main goal set for the experiment.
The NROY simulations initialised from the higher initial volume (the GLAC1D xx and
SPUNUP xx subsets) suggest that the LIS released a volumetric equivalent of 2.15–2.85
metres of SLR over 222–386 years as Hudson Bay deglaciated (Fig. 5.3). The volumetric
equivalent of the simulated MWP is smaller than the magnitude of 5.5 m of SLR equiv-
alent over the central 500 years in the earlier simulation by Gregoire et al. (2012) that
motivated this study. The smaller MWP in the NROY simulations than in Gregoire et al.
(2012) is explained by the simulated LIS volume being smaller (12.5–15 m and ˜18 m of
SLR equivalent respectively), and the LIS deglaciating more rapidly in the simulation by
Gregoire et al. (2012), with the peak melting prior to 8.5 ka. The peak meltwater fluxes
in the simulations are released between 8.3–8.0 ka, which is coeval with the latter surface
freshening occurrence at the Gardar Drift (57◦ 25.87N, 25◦ 54.47W), and corresponds with
the timing of a glacial discharge event identified by Jennings et al., (2015; ”DCP7”) from
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the Labrador Shelf (54◦ 37.00N, 56◦ 10.57W).
The NROY simulations thus produce a MWP that is in reasonable agreement with
the deglaciation pattern in the reconstructions by Dyke (2004); Tarasov et al. (2012);
Peltier et al. (2015) and the current knowledge of timings of deglacial discharge from the
LIS (Ellison et al., 2006; Jennings et al., 2015). The magnitude of the MWP produced
by the simulated saddle collapse is smaller than in the HadCM3 -simulation that best
reproduced the climatic signals linked to the 8.2 ka event in Chapter 2 (4.24m 100yr), in
which the combined freshwater flux resulting from the saddle collapse and the background
flux was equivalent to 4.24 m over 400 years. There is still scope for development of
the BISICLES model setup (see Section 5.3.1), and at present the simulations provide an
alternative representation of the early-Holocene deglaciation and MWP that are based on
the GLAC-1D and ICE-6G c reconstructions and available geological constraints.
5.2 Synthesis of the climate and ice sheet modelling studies
and implications for the 8.2 ka event
Figure 5.4: Comparison of the freshwater fluxes from Chapters 2 & 4 scaled to similar
axes. Panel a is reproduced from Fig. 2.1c., and shows the freshwater input over time in
the 4.24m 100yr, 4.24m 200yr, lake 2yr and Control simulations in Chapter 2. Panel b is
reproduced from Fig. 4.8, and shows the total volumetric change of the ice sheet converted
to a meltwater flux in the Not Yet Ruled Out (NROY) simulations in Chapter 4.
The HadCM3 modelling study presented in Chapter 2 was run before the ice sheet
modelling work to first test the hypothesis of the freshwater released from the saddle
collapse having had the potential of being a major forcing of the 8.2 ka event (RQ1). The
results indicated that the FWF could have been the sole forcing of the event, and this
motivated the further research on refining the knowledge of the freshwater released as the
Hudson Bay area deglaciated through the development and application of the BISICLES
model setup (Chapters 3 & 4). An alternate approach that was considered was to first
build the BISICLES model setup and evaluate the saddle collapse FWF, and then use this
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refined knowledge on the meltwater flux as an input for a similar HadCM3 study as in
Chapter 2. The first approach was chosen over the latter as it allowed for evaluating the
relevance of the saddle collapse for the 8.2 ka event as the first research question.
The magnitude of the idealised saddle collapse MWP used in Chapter 2 scenarios is
shown in Fig. 5.4a, and the volumetric change of the ice sheet in the NROY simulations
in Chapter 4 is shown in Fig. 5.4b. The results from Chapter 4 suggest that based on the
recent LIS reconstructions (Tarasov et al., 2012; Peltier et al., 2015) the meltwater pulse
scenarios in Chapter 2 that best matched the temperature proxy data (Fig. 5.4a) likely had
an unrealistically large peak magnitude. The BISICLES simulations suggest of a smaller
magnitude for the peak FWF in the range of 0.10–0.14 Sv, as opposed to up to 0.61 Sv
used in Chapter 2. They also indicate the saddle collapse and the resulting MWP having
happened over a longer duration of 222–386 years (or up to 800 years depending on how
the saddle collapse is defined), as opposed to 100–200 years that best matched the proxy
records of temperature in Chapter 2 (Morrill et al., 2013a). However, the overall volume
of the meltwater released as part of the saddle collapse in the BISICLES simulations is
comparable to the volume of meltwater input to Labrador Sea in Chapter 2.
It would be an interesting line of future work to use the comparatively smaller range
of FWF based on the NROY simulations in Chapter 4 as input for a similar GCM study
that was done in Chapter 2. The sea level rise equivalent of the meltwater produced by
the melting ice sheet over the saddle collapse was 2.15–3.42 m, which is roughly similar to
the 2.5 m of freshwater attributed to the saddle collapse in the 4.24m xxxyr simulations
in Chapter 2 (with the remaining 1.74 m of SLR equivalent having been attributed to
the background flux). Spreading the saddle collapse freshwater over 222–386 years in a
HadCM3 study of the 8.2 ka event akin to Chapter 2, with otherwise similar boundary
conditions, would likely result in a less pronounced ’8.2 ka event’ at the proxy locations
(based on the difference between simulations 4.24m 300yr, 4.24m 200yr and 4.24m 100yr
in Table 2.2). The MWP released from the ice sheet in the NROY simulations being
longer (and smaller in peak magnitude) than the FWF necessary to perturb the AMOC in
HadCM3 for reproducing the 8.2 ka event in Chapter 2 seemingly supports the idea that
some GCMs could have been built to be too stable to reproduce abrupt AMOC changes
(Valdes, 2011).
It should be noted that the model setup developed in Chapter 3 and used in Chapter
4 would benefit from further development as discussed in sections 4.4 and 5.3.1, and
the results should be treated as preliminary rather than conclusive. Direct comparisons
between the freshwater fluxes in Chapter 2 and 4 (Fig. 5.4) should also be treated with
care, as the climate forcings in Chapter 2 and Chapter 4 are not identical even though they
are originally based on the same simulations by Singarayer et al. (2011); Singarayer and
Valdes (2010). A major difference between the two modelling setups is that the climate
in Chapter 2 had been spun to equilibrium and was thus in a more static state prior to
the freshwater forcing, whereas the forcing in Chapters 3 & 4 is transient to specifically
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avoid biasing the modelled ice sheet towards a specific state (or its collapse towards a
specific timing). The climate state in Chapter 2 was developed to allow for evaluating the
climatic impact of the saddle collapse meltwater entering the Labrador Sea in a model
setup representing the climatic conditions at the timing of the 8.2 ka event separate from
other ongoing changes in the climate. Another difference is that the input dataset in
Chapters 3 & 4 is based on a version updated according to the boundary conditions
consistent with the Palaeoclimate Model Intercomparison Project Phase 4 protocol for
the last deglaciation (version 1; Ivanovic et al., 2016), and downscaled a resolution of 0.5
× 0.5 degrees.
Albeit potentially exaggerated in magnitude and short in duration, the idealised fresh-
water forcing scenarios in Chapter 2 are able to reproduce the temporal evolution of the
surface air temperatures in Greenland including the central colder interval (Thomas et al.,
2007; Kobashi et al., 2007) for the first time. No previous study has achieved it, yet here
it was done without climate model or forcing tuning. In light of previous studies (Carlson
et al., 2008, 2009a; Gregoire et al., 2012; Wagner et al., 2013) and results from Chapter
2, we argued in Chapter 2 that the 8.2 ka event was caused by a centennial meltwater
pulse from the collapse of an ice saddle over Hudson Bay. This is consistent with earlier
general circulation modelling (GCM) studies in that the climatic impact of outburst of the
proglacial Lake Agassiz and Ojibway is small and short compared to the impact of longer
and larger meltwater fluxes from the deglaciating LIS (e.g. LeGrande and Schmidt, 2008;
Wagner et al., 2013).
As put forward by Schmidt and LeGrande (2005), the 8.2 ka event is a good test of
model sensitivity to e.g. freshwater forcings, but only if the forcing is well constrained (one
of the prerequisites highlighted by Schmidt and LeGrande, 2005). While this work has
refined the knowledge of the meltwater pulse having been the likely primary forcing and
provides estimates for its magnitude, duration and timing, there is still scope for refinement
and development of the both modelling approaches as discussed in the following section.
5.3 Recommendations for future work
There are two key ice sheet modelling areas to take this work forward in order to improve
our knowledge on the 8.2 ka event based on the findings and identified limitations of these
experiments. The first one includes technical improvements to the BISICLES modelling
setup in order to further refine the temporal evolution of the saddle collapse (as discussed
in the following subsection). The second area is a continuation of the first and Chapter 4,
and would be to produce refined representations of the freshwater flux resulting from the
saddle collapse.
A third important avenue for future research would be to use the refined constraints
to design an experiment with multiple latest GCMs to test the sensitivity of the models to
the saddle collapse meltwater pulse. Additionally, simulations using fully coupled Earth
System Models (ESMs) with interactive ice sheets and routing of meltwater fluxes could
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in the future allow for including two-way transfer of important processes between the
changing ice sheet and the atmosphere & ocean model components. In their current state
of development the high computational cost however limits the usability of ESMs for the
millennial simulation length required for a sufficiently long spin-up for palaeo. These areas
identified for development are explained in more detail in the following subsections.
5.3.1 Developing the BISICLES model setup
Several ways to develop the BISICLES model setup have already been highlighted in
chapters 3 & 4, and are summarised here. Possible improvements that can develop with
time are faster computational facilities and more geological data becoming available for
better constraining the model parameters and the LIS extent over time.
Given more computational resources and without time limitations, simulations could
be run with increased level of refinement and including the module for representing the
Glacial Isostatic Adjustment (GIA) in BISICLES. An interesting feature to evaluate would
be whether increasing the level of refinement would result in acceleration of recedence of
grounding line with increased grid resolution, which could result in earlier destabilisation
of the Hudson Bay ice saddle, in turn leading to a saddle collapse with a shorter duration.
The bed under the ice sheet is currently fixed over time, but the post-glacial rebound
would result in the ice sheet being at locally higher elevations, which could slow down the
melting through the temperature-elevation feedback and a larger fraction of the LIS being
over the equilibrium line altitude. The local uplift could also result in stabilisation of the
marine and lacustrine ice margins through local uplift near the grounding line and have a
minor effect on the surface gradients due to uneven uplift rates between adjacent cells.
Together with the effect of the GIA, including the meltwater flux and the abrupt cooling
of the 8.2 ka event into the modelling study could have a temporary prolonging effect on
the simulated existence of the Labrador Dome, whereas in the current iteration the dome
deglaciates earlier 700–1000 years earlier than its reconstructed demise at approximately
6.7 ka (Ullman et al., 2016). An alternative approach would be to start from further
back in time, for example from the Last Glacial Maximum, to allow for an even longer
spinup period and alignment of the model to the climate forcing and dynamics. The
approach of initialising the LIS from the 10 ka time slices of the ICE-6G c and GLAC-
1D reconstructions used in this thesis, however, has the advantage of allowing for better
evaluating the temporal evolution of the saddle collapse meltwater pulse in accordance
with the two reconstructions.
The interactions of the LIS with Lake Agassiz are another source of uncertainty regard-
ing the evolution of the ice sheet. This is largely due to the size of the lake being poorly
constrained prior to its discharge. The lake level in the simulations is at sea level, whereas
shoreline reconstructions suggest it could have been up to 770 metres above sea level prior
to its discharge (Teller et al., 2002). If better constraints on the volume and timing of the
lake flood were available, including an elevated freshwater body on the southwest side of
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the ice sheet could allow for better representing the lacustrine interactions of LIS over its
deglaciation. The short-lived (0.5–5 years) lake discharge could have temporarily increased
the freshwater flux to the Labrador Sea through Hudson Strait by up to ˜1.25 Sv (Clarke
et al., 2004). The climatic impact of the lake release alone was shown in Chapter 2 to be
minor compared to the centennial freshwater flux from the ice sheet, and this temporary
increase in the magnitude would likely also only result in a minor perturbation.
5.3.2 Developing a climate model intercomparison study of the 8.2 ka
event
Simulations in Chapter 2 were carried out with a single GCM (HadCM3; Valdes et al.,
2017), and as such should be treated with some caution. Evaluation of general circulation
model performance against palaeo data has shown that while GCMs generally reproduce
the direction and magnitude of large-scale changes, they exhibit a variety of responses (and
typically underestimate) the magnitude of changes on the regional scale (Braconnot et al.,
2012). Valdes (2011) also argued that the GCMs have been built to be too stable based
on some GCMs requiring up to 10 times stronger than reconstructed external nudging
to reproduce past abrupt climate changes. A more holistic understanding of the climatic
impact of the saddle collapse and the 8.2 ka event could thus be developed through a study
approach using the latest GCMs forced by scenarios based on the temporal evolution of
the meltwater pulse as evaluated in Chapter 4 with further refinement as outlined in the
previous subsection.
The results of Chapter 2 allowed for isolating the climatic impact of the saddle collapse
MWP and suggested that it was the major forcing for the 8.2 ka event. The impact
of changes in ice sheet topography and extent on climate is not currently included in
the HadCM3 simulations presented in Chapter 2, whereas changes in the LIS have been
shown to have had an impact on the circulation patterns in the atmosphere and North
Atlantic gyres (Gregoire et al., 2018). Changes in local orography have also been shown
to affect patterns of geographical distribution of precipitation (Kageyama and Valdes,
2000). The ice mask and topography are based on the ICE-6G c reconstruction, which
has unphysical characteristics such as the deglaciation pattern of the central Hudson Bay
prior to the exterior, due to being mainly based on GIA instead of ice dynamics. The ice
mask in the HadCM3 simulations is thus different from what Chapter 4 and the GLAC-
1D reconstruction indicate. Updating the ice mask in the climate modelling simulations
in accordance to an evolving LIS topography with better represented ice dynamics (from
either GLAC-1D or Chapter 4) could provide an improvement of the ice-sheet -climate
interactions.
The scenario that best reproduced the climatic impact of the 8.2 ka event in Chapter
2, as it has been interpreted from geological evidence (Morrill et al., 2013a), included a
100-year long freshwater forcing. The NROY ensemble members in Chapter 4 however
indicate that the meltwater flux from the LIS was elevated over the estimated background
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flux from LIS (0.05 Sv; Licciardi et al., 1999) for up to ˜800 years with a lower peak
meltwater FWF equivalent of 0.10–0.14 Sv. The more gradual increase in Chapter 4
would likely result in less pronounced climatic changes in magnitude than the scenarios
used in Chapter 2. It is thus possible that the HadCM3 is too stable for reproducing the
abrupt climatic change of the 8.2 ka event with a more gradual freshwater forcing such
as indicated by the ice sheet modelling study in Chapter 4. However as discussed in the
previous subsection, more work is required to further constrain the freshwater flux from
the saddle collapse in order to allow for its use as the forcing for a model intercomparison
study.
It has not been ruled out that the longer elevated FWF as presented in Chapter 4
would result in gradually slowing down the Atlantic Meridional Overturning Circulation
and attendant heat transport over centuries in HadCM3 even more than in Chapter 2, as
the background flux used outside the saddle collapse period (0.05 Sv) in Chapter 2 was also
included in the ’control ’ simulation. To improve our understanding of the GCM AMOC
sensitivity, the climatic impact of the saddle collapse MWP should be tested through the
use of latest GCMs and freshwater flux estimates that have been further refined with
BISICLES.
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