Consider an independent site percolation model on Z d , with parameter p ∈ (0, 1), where all long range connections in the axes directions are allowed. In this work we show that given any parameter p, there exists and integer K(p) such that all binary sequences (words) ξ ∈ {0, 1} N can be seen simultaneously, almost surely, even if all connections whose length is bigger than K(p) are suppressed. We also show some results concerning the question how K(p) should scale with p when p goes to zero. Related results are also obtained for the question of whether or not almost all words are seen.
Introduction and Notation
The problem of percolation of words was introduced in [2] and is formulated as follows. Let G = (V, E) be a graph with a countably infinite vertex set V. Consider site percolation on G; to each site v ∈ V we associate a Bernoulli random variable X(v), which takes the values 1 and 0 with probability p and 1 − p respectively. This can be done considering the probability space (Ω, F , P p ), where Ω = {0, 1} V , F is the σ-algebra generated by the cylinder sets in Ω and P p = v∈V µ(v) is the product of Bernoulli measures with parameter p, in which the configurations {X(v), v ∈ V} takes place. We denote a typical element of Ω by ω and sometimes we write X(ω, v) instead of X(v) to indicate that X(v) depends on the configuration. When X(v) = 1 (X(v) = 0) we say that v is "occupied" (v is "vacant", respectively). A path γ on G is a sequence v 1 , v 2 , . . . of vertices in V, such that v i = v j , ∀ i = j and v i+1 is a nearest neighbor of v i , for all i; that is the edge v i , v i+1 belongs to E.
Let Ξ = {0, 1}
N . A semi-infinite binary sequence ξ = (ξ 1 , ξ 2 , . . . ) ∈ Ξ will be called a word. Given a word ξ ∈ {0, 1} N , a vertex v ∈ V and a configuration ω ∈ Ω, we say that the word ξ is seen in the configuration ø from the vertex v if there is a self avoiding path v = v 0 , v 1 , v 2 . . . such that X(v i ) = ξ i , ∀i = 1, 2, . . . . Note that the state of v is irrelevant. For fixed ø ∈ Ω and v ∈ V, we will consider the random sets S v (ø) = {ξ ∈ Ξ; ξ is seen in ø from v} and S ∞ (ø) = ∪ v∈V S v (ø). An interesting problem is to describe in which circumstances the events {ø ∈ Ω; S ∞ (ø) = Ξ} and {ø ∈ Ω; ∃v ∈ V with S v (ø) = Ξ} occur almost surely. Whenever either one of these occur, we say that all words are seen.
From a different perspective, if one suppose that the sequence of digits in the word ξ is a sequence of independent Bernoulli random variables with parameter α, i.e. each word ξ take its values in the probability space (Ξ, A, µ α ), where A is the σ-algebra generated by the cylinder sets in Ξ, and µ α = n∈N µ(n) is the product of Bernoulli measures with parameter α, another questions arise, namely whether the event {ω ∈ Ω; µ α (S ∞ (ω)) = 1} occurs almost surely. Whenever this occurs, we say that almost all words are seen or that the random word percolates.
In general, the problem of seeing all words is significantly harder than the one of seeing almost all words. For instance, it is known that for d ≥ 3 and p = 1/2, almost all words are seen on Z d with nearest neighbours whereas, in [2] , it is shown that it is possible to see all words on Z d , a.s. for d ≥ 10, but for d < 10 this question remains open (see Theorem 1 and Open Question 2 in [2] ). One should remark that, in general, seeing almost all words does not imply that all word are seen. For instance, Theorem 5 of [2] gives an example of a tree where we can see µ 1 2 -almost all words but not all words are seen, P 1 2 −a.s.
In [6] , it is shown that µ α -almost all words are seen (with α ∈ (0, 1)) on the triangular lattice, P 1 2 − a.s. (remember that in the triangular lattice p c = 1 2 , so it is not possible to see all words). In [7] , it is proved that on the closed packed graph of
) all words are seen P p − a.s.
In the present paper we are concerned with the graph
and where all long-range edges parallel to the coordinate axes are allowed, that is
The graph G K can be seen as a truncation of a non-locally finite graph G = (V, E), where
. . , d} such that
that is, G K can be obtained from G by erasing all bonds whose length is larger than K.
In a previous paper by one of us (see [8] ), it is shown that for all p ∈ (0, 1) there exists a positive integer K = K(p) such that, on the graph G K ,
Moreover, (1.1) implies that for the same K(p) it is possible to see µ α -almost all words (with α ∈ (0, 1)) on G K , but (1.1) does not imply that it is possible to see all words.
Concerning related questions, we would like to single out the paper [3] , where similar questions are considered,
One of the results proved therein is that when K = 2, not all words are seen
In Section 2 we prove that there is a constant K(p) such that, with positive probability, all words are seen on G K from a given vertex and state some results on the scaling of the constant K(p) as p ց 0. In Section 3 we state a result on the scaling of the constant K(p) for which µ α -almost all words are seen on G K . In Section 4, we make some final remarks concerning the scaling behaviour for ordinary percolation and state some conjectures and open questions.
All words can be seen
This first result generalizes that of [8] , showing that all words are seen on G K for sufficiently large K.
Proof. For any given n ∈ N and x = (x 1 , . . . ,
be a hypercubic box of side n. We observe that for any n ∈ N, the set of boxes
Consider a renormalized lattice, isomorphic to Z d , whose sites are the boxes { L x (n); x ∈ Z d }. Given a configuration ø ∈ Ω, we declare each box as "good", in the configuration ø, if all lines have at least one occupied site and one vacant site. To be precise, the box L x (n) will be "good" if, for all i ∈ {1, . . . , d} and for all finite sequence (l j ) j with l j ∈ {1, . . . , n} and j ∈ {1, . . . , d} − {i} there exists z, w ∈ L(i, (l j ) j ) such that X(ø, z) = 1 and X(ø, w) = 0, where
are the lines of L x (n).
Consider the events
It is clear that all events of the collection {A x (n); x ∈ Z d } are independent and have the same probability. A rough estimate for a lower bound of this probability gives
is the ordinary independent nearest neighbour site percolation threshold for Z d . Then the origin of the renormalized lattice will percolate with strictly positive probability, that is, there is an infinite path (Λ x0 
, and x 0 = (0, . . . , 0). From now on, we fix some configuration ø ∈ Ω for which this infinite path (Λ x0 (N ), Λ x1 (N ), Λ x2 (N ), . . . ) of renormalized "good" sites occurs.
Given any word ξ = (ξ 1 , ξ 2 , · · · ) ∈ Ξ, we can see its digits along some path γ = v 0 = 0, v 1 , v 2 . . . starting from the origin of the original lattice in the following way.
Define v 0 as being the origin, we will define the others vertices inductively. Given the vertex v k−1 ∈ L x k−1 (N ), let i k ∈ {1, . . . , d} be the unique integer such that
Choose one of these vertices and call it by v k . Observe that v k−1 and v k belong to the same line and
Then by construction, on this fixed configuration ø, we have
The last statement of the theorem follows by observing that the event ∪ v∈V {ω ∈ Ω; S v (ω) = Ξ on G K } is translation invariant, so its probability must be 0 or 1.
A natural question one could ask is about the magnitude of K(p). The truncation constant K(p) has its minimum at p = 1 2 (when d = 2, the constant K( 1 2 ) could be taken as 11) and increases to infinity as p approaches 0 or 1. One problem of relevance is to determine how K(p) scales as p goes to zero. Without loss of generality (by symmetry) we consider only the situation where p ∈ (0, 1 2 ]. Related problems on other models have been extensively studied, for example, in [1] , the authors determine the right finite size scaling as p goes to zero for the critical threshold 2D Bootstrap Percolation. This is the setup of the next theorem and lemmas.
Proof. By translation invariance, it is enough to prove that there exists some p * > 0, such that for large l and for all p ∈ (0, p * ),
We say that there is a seed at vertex v ∈ Z d , if X(v) = 1 and X(u) = 0, ∀u with v − u 1 = 1. We call the vertex v the center of the seed. Observe that P p {there is a seed located at v} = (1 − p) 2d p and the events {there is a seed located at v 1 } and {there is a seed located at v 2 } are independent if v 1 − v 2 1 ≥ 3.
) and some small p * , such that
Fixed this large l and p ∈ (0, p * ), define n = ⌊ 
and v j = 0, ∀j = i} is the center of some seed, that is if ∃v ∈ T x0 with X(v) = 1 and X(u) = 0, ∀u with v − u 1 = 1. Otherwise, we say that R x0 = 0. Observe that
and if R x0 = 1 define z(x 0 ) as the center of some seed belonging to T x0 .
Otherwise, let x i be the first vertex in the fixed order belonging to ∂ e (D i
We say that R xi = 1, if at least one of the n vertices of the set T xi = L xi ∩ {z(y i ) + jē xi−yi ; j ∈ Z} is the center of some seed, that is if ∃v ∈ T xi with X(v) = 1 and X(u) = 0, ∀u with v − u 1 = 1. Here, e l denotes the unit vector of Z d in the l-th direction. Otherwise, we say that R xi = 0. Observe that
and if R xi = 1 define z(x i ) as some center of seed belonging to T xi . Due our choice of l, p and n, the process (R x , x ∈ Z d ) dominates an i.i.d. {0 − 1} valued process with parameter large than p c (Z d ).
Comparison with ordinary site percolation shows that (see Lemma 1 in [4] ) P p (#(∪ i∈N D i ) = ∞) > 0 and by construction, on the event (#(∪ i∈N D i ) = ∞), all words ξ ∈ Ξ can be seen along some self-avoiding path 0, v 1 , v 2 , . . . with v i belonging to some seed ∀i, as we will now show. Then, (2.5) is proved with
When the event {#(∪ i∈N D i ) = ∞} occurs, it is possible to take a sequence of adjacent boxes L xi 0 , L xi 1 , L xi 2 , . . . , with x i0 = x 0 = 0, such that R(x ij ) = 1, ∀j and z(x ij ) − z(x ij−1 ) = mē l for some m ∈ Z * and l ∈ {1, . . . , d}. That is, seeds in adjacent boxes have their centers belonging to the same line. To simplify the notation, let us denote x ij by w j .
Given any word ξ ∈ Ξ, define l 1 = min{i; ξ i = 1} and l j = min{i > l j−1 ; 
Then, by construction, the finite word (ξ 1 , . . . , ξ l k+1 ) is seen along the path 0, v 1 , . . . , v l k+1 . Define I(k + 1) as the index such that v l k+1 = z(w I(k+1) ) (observe that I(k + 1) = I(k) + 1 if l k+1 = l k + 1 and
Thus, we define the path 0, v 1 , v 2 , . . . , in such way that X(v i ) = ξ i , ∀i. This finishes the proof of the lemma.
Proof. For the subcritical behavior, with a standard argument we show that for l < (2d) −1 the word1 = (1, 1, ...) does not percolate. Let σ K m be the number of self-avoiding paths of length m starting from the origin on the graph G K , and let M K m be the number of such paths which are occupied. It is clear that, if we see the word1 from the origin, then there are occupied paths of all lengths starting from the origin. This implies that, ∀ m ∈ N,
This last inequality follows from the fact that, in order to have a self-avoiding path, each new step has at most 2dK choices. Therefore,
is increasing in l and must be 0 or 1 by translation invariance. Therefore, this theorem follows by Lemmas 1 and 2.
Observe that in Lemma 1 we made a more involved construction than in Theorem 1. The reason is that the right scale for K(p) is different if we consider the event percolation of good boxes, like is shown in the next theorem.
Proof. For i ∈ {1, . . . , d} define the events C i 0 (n) = {ø ∈ Ω : ∀(l j ) j with l j ∈ {1, . . . , n} and j ∈ {1, . . . , d} − {i}
By definition of A 0 (n) and B 0 (n), we have that
For all i ∈ {1, . . . , d}, C i 0 (n) are increasing events, so by the FKG inequality and rotational invariance we have that
Thus, using (2.12) and (2.13) it is enough to prove (2.11) replacing the event A 0 (n) by C 1 0 (n).
Observe that
Remarks:
i) All results of this section remain valid if we consider any finite alphabet instead of the binary alphabet, that is Ξ = {0, 1, . . . , n − 1} N .
ii) The statement of Theorem 2 remains the same replacing the event ∪ v∈V {ω ∈ Ω;
Nevertheless, in both cases, the constant l 0 should be different.
Percolation of random words
Now we consider the same kind of scaling question, but concerning the probability
i.e., the probability that almost all words are seen on G K from one vertex.
We aim at proving an analogue of Theorem 2. Observe that when α = 0 we have ordinary percolation of 0's, and so the constant K can be taken equal to 1. When α = 1 the right scale of K(p) is the same as in Theorem 2 (see Corollary 1 in the final remarks). We are not yat able to determine the right scale, actually, we don't even know if the scale itself changes (as the next theorem might suggest) or if only the constant l 0 would change, but we can give an lower bound.
Theorem 4. Given 0 < α < 1, we have that for all ǫ > 0 and K(p) <
Proof. Given ǫ > 0 and N 0 ∈ N, consider the following subset of words
We claim that µ α (A all ξ, there exists, µ α − a.s., some n 0 (ξ) ∈ N such that,
This implies that µ α (A ǫ ∞ ) = 1.
On the set A ε N0 , we have
for all n ≥ N 0 .
Given any ξ ∈ Ξ, we will denote ξ (n) = (ξ 1 , . . . , ξ n ). Then, for any n ≥ N 0 , we have
where the union is over all self avoiding paths on G K of size n having the origin as it starting point. Hence for all n ≥ N 0 ,
Using (3.1), we have that for all n ≥ N 0
Thus, taking K < (2dp α−ε ) −1 and observing that (1 − p) α+ε−1 < 2 for sufficiently small p, we have 4dKp α−ε (1 − p) 1−α−ε < 1, and so
Now, we claim that
and observe that {Z N0 } N0≥1 is a decreasing sequence. This implies that
It remains to show that
This implies that
As µ α (A ǫ ∞ ) = 1, we conclude that
or equivalently P p {ω ∈ Ω; ∃v ∈ V with µ α (S v (ω)) = 1) on G K } = 0.
Final Remarks
As a straightfoward corollary of Lemmas 1 and 2, we obtain the precise scaling behavior of the truncation constant K(p) as p goes to zero for ordinary percolation. In [5] , it is shown that lim d→∞ 2dp c (Z d ) = 1. Therefore this constant l 0 must be such that This would not, however, answer completely the precise scaling behaviour of the event above. Indeed, one could expect the following:
Conjecture There is a l 0 ∈ (0, ∞) such that, if K(p) = ⌊ l p α ⌋, the following limit holds lim p→0 P p (∪ v∈V {ω ∈ Ω; µ α (S v (ω)) = 1) on G K }) = 0, if l < l 0 1, if l > l 0 .
Of course, the first conjecture is implied by the latter. Related to the conjectures above, one could ask the following:
Question Is the threshold scaling for the event {ω ∈ Ω; µ α (S ∞ (ω)) = 1 on G K }, the same as for the event {ω ∈ Ω; ∃v ∈ V with µ α (S v (ω)) = 1) on G K } or is it strictly smaller?
