Abstract-We characterize time and power allocations to optimize the sum-throughput of a Wireless Powered Communication Network (WPCN) with Non-Orthogonal Multiple Access (NOMA). In our setup, an Energy Rich (ER) source broadcasts wireless energy to several devices, which use it to simultaneously transmit data to an Access Point (AP) on the uplink. Differently from most prior works, in this paper we consider a generic scenario, in which the ER and AP do not coincide, i.e., are two separate entities. We study two NOMA decoding schemes, namely Low Complexity Decoding (LCD) and Successive Interference Cancellation Decoding (SICD). For each scheme, we formulate a sum-throughput optimization problem over a finite horizon. Despite the complexity of the LCD optimization problem, due to its non-convexity, we recast it into a series of geometric programs. On the other hand, we establish the convexity of the SICD optimization problem and propose an algorithm to find its optimal solution. Our numerical results demonstrate the importance of using successive interference cancellation in WPCNs with NOMA, and show how the energy should be distributed as a function of the system parameters.
I. INTRODUCTION
In the past few years, there has been rapidly growing interest in developing new strategies and technologies for prolonging the lifetime of mobile devices. Among a variety of technologies, Energy Transfer (ET) has recently emerged as a promising solution. Although ET can be considered as a new resource for the mobile nodes, it also adds a layer of complexity to the system design and optimization. The goal of this paper is to study a particular application of ET, and derive the optimal strategies to maximize the network throughput.
The concept of energy transfer has been analyzed in different fields. For example, in the energy cooperation paradigm [1] - [3] , different devices transfer energy among themselves to equalize the energy level of the network and improve the overall performance. In addition, with the Simultaneous Wireless Information and Power Transfer (SWIPT) schemes, it became possible to send a signal carrying both information and energy simultaneously [4] - [7] . SWIPT was first studied from an information-theoretic perspective in [4] , [5] . The fundamental trade-off between simultaneously transmitting information and harvesting energy is studied for narrowband noisy channels in [4] and for frequency-selective channels in [5] . Afterwards, from a communication-theoretic perspective, [6] characterized the fundamental trade-off between transmitting energy and transmitting information over a point-to-point noisy link. Since modern energy harvesting circuits are unable to harvest energy and decode information simultaneously, [7] proposed two practical receiver designs, namely, time switching and power splitting. Under the time switching setting, the receiving antenna periodically switches between energy reception and information decoding phases. Instead, for the power splitting scheme, the received signal is split into two streams with different power levels; one is sent to the energy harvesting circuitry and the other to the information decoder.
Wireless Powered Communication Networks (WPCNs), a newly emerging type of wireless networks, has recently attracted considerable attention in the literature [8] - [14] . In a WPCN, the devices first harvest wireless energy from a dedicated Energy Rich (ER) source, and then use it to uplink data to the Access Point (AP). [8] assumed that ER and AP coincide and characterized the optimal time allocations to achieve the maximum sum-throughput and the max-min throughput. Although in a large body of the literature the ER and AP coincide, in this paper we consider them as separate entities to accommodate a more general setting. [9] exploited a data-cooperation technique to address the doubly near-far phenomenon that leads to unfair rate allocation among different users, as observed in [8] . However, this technique is suitable only for a smaller set of scenarios in which the terminal devices are closely placed. Moreover, it leads to a higher computational complexity to derive the scheduling policy. [10] studied a WPCN with heterogeneous nodes (nodes with and without RF energy harvesting capabilities) and showed how the presence of non-harvesting nodes can be utilized to enhance the network performance, compared to pure WPCNs [8] . Unlike prior slotoriented optimization frameworks [8] - [10] , in which all the harvested energy is used in the same slot in which it is harvested, [11] focused on long-term optimization. Although this incurs higher computational overhead, it also significantly improves the throughput of the network while maintaining fairness. Several papers investigated solutions in contrast to the limited harvested energy in WPCNs by introducing new paradigms [12] - [14] . [12] extended the long-term maximization of the half-duplex case [11] to a full-duplex scenario, in which the ER and AP coincide and are able to broadcast wireless energy signals over the downlink and receive data signals over the uplink simultaneously. It was shown that the throughput region of the full-duplex scenario is notably larger than that of the half-duplex case [11] . [13] generalized conventional TDMA wireless networks (no energy harvesting) to a new type of wireless networks named generalized-WPCNs (g-WPCNs), where nodes are assumed to be equipped with RF energy harvesting circuitries along with energy supplies. It was shown that both conventional TDMA wireless networks and WPCNs with only RF energy harvesting nodes provide lower bounds on the performance of g-WPCNs in terms of maximum sum-throughput and max-min throughput. Although most of the literature has focused on orthogonal multiple access schemes (typically TDMA) for the uplink phase [8] - [13] , the authors in [14] introduced NOMA in WPCNs to enhance the power-bandwidth efficiency. Indeed, it was shown that NOMA improves spectral efficiency [15] with respect to orthogonal multiple access schemes. To work properly, NOMA calls for tuning the transmit power of the devices, so as to exploit interference cancellation techniques at the receiver side. However, [14] focused on optimizing the time allocations to maximize the sum-throughput of the slot-oriented case (all the harvested energy in a slot is also consumed in the same slot). This approach, in turn, leads to sub-optimal polices since: 1) it does not optimize the transmit powers and 2) it does not take into account the global performance over a larger time horizon. Therefore, unlike [14] , in this paper we jointly optimize time and power allocations to maximize the sum-throughput over a finite horizon of T slots. In our schemes, simultaneous transmissions can still be successful if the received signal power is sufficiently high, thus no fine synchronization is required.
Our contributions can be summarized as follows. We propose Low Complexity Decoding and Successive Interference Cancellation Decoding, two schemes that aim at optimizing the sum-throughput of a WPCN with and without interference cancellation. Since LCD leads to a non-convex problem, we solve a sub-problem via casting it as a series of geometric programs. On the contrary, we formally establish the convexity of the sum throughput maximization problem with SICD and propose an algorithm to find the optimal transmission durations and powers. Our numerical results show the superiority of the interference cancellation scheme over the simpler LCD.
Notation and Structure. Subscripts " i,t " denote the i-th node in the t-th time slot. Boldface letters are used to indicate all the elements of a quantity (e.g.,
. With "∀i" and "∀t", we summarize i = 1, . . . , K and t = 1, . . . , T , respectively.
The paper is organized as follows. Section II presents the system model. Sections III and IV present the LCD and SICD schemes, respectively. The numerical results are shown in Section V. Finally, Section VI concludes the paper.
II. SYSTEM MODEL
We study a WPCN composed of one AP, one ER source and K users. The energy rich node is equipped with a stable energy supply and transfers wireless energy to the K users in the network. User U i , i = 1, . . . , K, receives the energy transferred by ER and uses the accumulated energy to send uplink data messages to AP. There are no other energy sources (neither environmental nor man-made) in the network.
ER and all users are equipped with a single antenna each, operate over the same frequency band and the radios are halfduplex. Time is slotted and, without loss of generality, we assume that the slot duration is normalized to one. Every slot t = 1, . . . , T is divided in two phases. In the first τ 0,t seconds, ER broadcasts wireless energy on the downlink to recharge the batteries of the devices. In the remaining 1 − τ 0,t seconds, all users transmit data to the AP independently and simultaneously.
The positions of the users are known a priori, and thus their average channel gains are pre-estimated and known (in Section V we will further discuss the channel models). The downlink channel power gain from ER to U i and the uplink channel power gain from U i to AP, during time slot t, are denoted by h i,t and g i,t , respectively. Hence, the harvested energy by U i in the downlink phase is
(1) where η i denotes the efficiency of the energy harvesting circuitry, 1 and P B is the average transmit power by ER within τ 0,t .
III. LOW COMPLEXITY DECODING SCHEME
In this section, we present the Low Complexity Decoding (LCD) scheme, in which the AP uses single-user decoders to detect the users' signals without performing interference cancellation. In particular, each user may interfere with all the others. Hence, we can express the average Signal-toInterference-plus-Noise Ratio (SINR) at the AP for U i in time slot t as
where E i,t denotes the amount of consumed energy by U i in time slot t and σ 2 denotes the noise power at the AP. According to Shannon's formula, and with the Gaussian approximation for interference, the achievable throughput of U i , in time slot t, is given by
(3) Our objective is to characterize the maximum achievable sum-throughput over a finite horizon of T time slots subject to energy causality constraints and practical decoding constraints. The energy causality constraints guarantee that, in slot t, only the energy harvested in slots ≤ t can be used. For the i-th user, it can be expressed as follows
Without interference cancellation techniques (which will be discussed in Section IV), the SINR x i,t may turn out to be very low. If it falls under a pre-specified threshold value S th i , 1 η i depends on the efficiency of the harvesting antenna, the impedance matching circuit and the voltage multipliers. For example, we will use η i = 0.49 according to the specifications of the commercial product P2110 [16] .
we assume that decoding is not possible, i.e., we impose the following constraint
Using the previous expressions, we can now formulate the sum-throughput maximization problem as
subject to
Eqs. (2), (4), (5), ∀i, ∀t,
where τ 0 , E and x are vectors whose elements are the harvesting time durations, the energy consumed by each user and the average SINR at AP for each user over the finite horizon of T slots, respectively. Note that variable x i,t can be substituted using (2) and removed from the problem. The objective function of P LCD is not convex, thus P LCD is a non-convex optimization problem. However, if τ 0 is given, P LCD can be transformed into a series of separate Geometric Programs (GPs). Indeed, thanks to the monotonicity property of the log function, for a fixed τ 0 , an equivalent optimization problem to P LCD can be written as follows
(7e) It can be verified that constraints (7b)-(7d) are expressed in the standard form for a Geometric Program (GP). On the other hand, the objective function of P LCD (τ 0 ) is a ratio between two posynomial functions, thus P LCD (τ 0 ) is a nonconvex complementary GP [17] , [18] . Since directly solving complementary GPs is NP-hard, we introduce an approximate approach, which allows us to solve P LCD (τ 0 ) iteratively using standard GPs solvers. We will show that the approximate solution satisfies the Karush-Kuhn-Tucker (KKT) conditions of P LCD (τ 0 ) and thus is guaranteed to be a local optimal solution for P LCD (τ 0 ).
A. Approximate Solution of P LCD (τ 0 )
We approximate the denominator of (7a), namely f (x), with a monomial functionf (x). In this case, the new approximate optimization problem becomes a standard GP that can be solved iteratively using standard techniques [19] . In particular, iff (x) satisfies the following three conditions [20] , then the solution of the series of approximate optimization problems converges to a point satisfying the KKT conditions of the original problem P LCD (τ 0 ):
3) ∇f (x) = ∇f (x), (8c) wherex is the solution of the approximate GP in the previous iteration. Now, we introduce the approximate objective function that satisfies the conditions given in (8) . In particular, we choosẽ
Equation (8b) yields
Moreover, from (8c), we have
Finally, by substituting c and y i,t intof (x), we can write the condition in (8a) as
.
(12) We note that the previous inequality should hold for every x. This is achieved if the following condition holds ∀i, ∀t,
which is equivalent to
By taking the derivatives of G(x i,t ) over x i,t , we obtain
From (15) and (16), it follows that G(x i,t ) is a convex downward function for x i,t ≥ 0 and its maximum is attained at x i,t =x i,t , with G(x i,t ) = 0. Therefore, G(x i,t ) ≤ 0 for x i,t ≥ 0 is satisfied and Condition (8a) holds. Thus, since (8b)-(8c) hold by constructions, all the conditions are satisfied and the solution of the approximate problem is a KKT point of P LCD (τ 0 ).
We now present the steps of Algorithm 1. Starting with an initialx, we can obtain c and y i,t from (10) and (11), respectively. With these values, we solve the approximate geometric program. The obtained solution can be used to get new values of c and y i,t . The procedure is repeated until the sum-throughput converges to a predetermined accuracy. Solve the approximate P LCD (τ 0 )
5:
Update c and y i,t using (10) and (11), respectively 6: until sum-throughput converges We finally note that τ 0 is given in P LCD (τ 0 ), and finding its optimal value (i.e., solving the original problem P LCD ) is beyond the scope of this paper.
IV. SUCCESSIVE INTERFERENCE CANCELLATION
DECODING SCHEME
In the scheme described in Section III, each user suffers interference, at the AP, from all other users in the network. Although this significantly reduces the decoding complexity, it leads to sharp degradation in the achievable maximum sumthroughput. Nevertheless, it is possible to use more sophisticated decoding techniques to partially solve the problem and further enhance the performance of the system. In particular, in this section we introduce a Successive Interference Cancellation Decoding (SICD) scheme and characterize the associated maximum sum-throughput.
With SICD, when the signal received by the AP for one user is decoded, it can be removed from the interference term of the other users, leading to better SINRs. In this paper, we adopt a fixed order decoding strategy and, without loss of generality, we follow the order of the indices (i.e., user U i suffers interference from all other users with indices i + 1, . . . , K). Hence, the signal of U K is decoded without any interference. Part of our future work includes the study of dynamic decoding strategies, so as to prioritize the users according to their channels and improve the fairness.
The SINR of U i in time slot t, after interference cancellation, can be expressed as
where we imposed b a (·) = 0 if a > b. The achievable throughput for U i can be expressed as in (3) using (17) . Hence, it can be shown that the achievable sum-throughput, in time slot t, is given by
The previous expression is significantly different from (6a) due to the absence of the interference term from the denominator of the fraction inside the log function, and will allow us to formulate a convex optimization problem, unlike in Section III. We now present the analogous of P LCD when SICD is taken into account:
Eqs. (4), (5), (17), ∀i, ∀t, [19, Section 3.2.6] ). Note that, using t = 1 − τ (t) 0 , the sumthroughput R (t) sum is the perspective function of the concave
Theorem 1. P SICD is a convex optimization problem. Proof: We first recall that if f (x) is concave, then also its perspective function g(x, t) = tf (x/t) is concave (see
0 , E (τ 0 , E) . In addition, all constraints of P SICD are affine in (τ 0 , E) and the proof is complete.
Based on Theorem 1, P SICD is a convex optimization problem, and hence can be solved using standard convex optimization tools. The Lagrangian of P SICD is given by
where λ i,t and μ i,t are the dual variables associated with constraints (4) and (5), respectively. Hence, the dual function, denoted by G (λ, μ), is obtained by solving the following optimization problem
Consequently, the dual problem will be: min
G (λ, μ). We now propose an algorithm to solve it.
Theorem 2. Given λ and μ, the optimal time and energy allocations of D SICD are given by
where χ{·} is the indicator function and (·)
, where f (z) and b (t) are given, respectively, by
Proof: It can be easily shown that there exist τ 0 and E that strictly satisfy all the constraints of D SICD . Hence, according to Slater's condition [19] , strong duality holds for this problem; therefore, the KKT conditions given below are necessary and sufficient for global optimality:
for every i and t, where a i,t and b (t) are given by (24) and (26), respectively. By defining the variable
, where f (z t ) is given in (25). It can be easily shown that f (z t ) is a monotonically increasing function of z t ≥ 0, where f (0) = 0. Therefore, there exists a unique solution z t that satisfies f (z t ) = b (t) and, hence, τ 0,t can be expressed as in (22) . Finally, using (28), we obtain E i,t as in (23), which concludes the proof.
We now summarize how to solve P SICD using Algorithm 2. For a fixed λ and μ, we derive the optimal time and energy allocations using Theorem 2 through applying the alternating optimization procedure 2 over the time slots. Afterwards, we update λ and μ using the sub-gradient method with the subgradient of G(λ, μ) given by [ν i,n ψ i,t ], where
then we use the updated dual variables to obtain the optimal time and energy allocations from Theorem 2 again and so on until the stopping criteria of the sub-gradient method are met. Hence, the last updated dual variables will be the optimal solution of the dual problem, and the corresponding time and energy allocations, given by Theorem 2, will be the optimal solution of P SICD . Update τ 0 and E using (22) and (23) 6:
until τ 0 and E converge 7: Update λ and μ using the sub-gradient method 8: until λ and μ converge 9: Set τ 0 = τ 0 and E = E V. NUMERICAL RESULTS We define d ER−AP as the distance between ER and AP, the users are uniformly placed in a circle around ER at a distance 2 Applying the alternating optimization procedure is guaranteed to converge to the global optimum since the Lagrangian of P SICD is a concave function of τ 0 and E and a smooth function in both τ 0 and E. d Ui−ER , and d Ui−AP is the distance between U i and AP (see Figure 1 ). For the uplink transmission, the noise power is −155 dBm/Hz, the bandwidth is 1 MHz and the path loss model is g i,t = 10
Ui−AP . For the downlink we used the parameters of the P2110 device [16] , and in particular a fixed transmission power P B = 3 W, a central frequency of 915 MHz, a receiver antenna gain G r = 6 dB, an efficiency η i = 0.49 and Friis' formula for the downlink channel power gain derived with d i,ER = 5 m. Note that, as mentioned before, the slot duration is normalized to one.
First, in Figure 2 , we compare P LCD (τ 0 ) and P SICD in terms of average throughput per user. The geometric programs were solved using CVX, a package for specifying and solving convex programs [21] . Due to the numerical complexity of finding the optimal solution of P LCD , we use its simplified version P LCD (τ 0 ) (defined in (7)). In this case, we do not explicitly optimize τ 0 , but we derive it from the solution of P SICD . Indeed, even if we managed to solve its simpler version P LCD (τ 0 ), finding the optimal τ 0 for P LCD would still be an open problem and is part of our future work. In Figure 2 , it can be seen that P LCD (τ 0 ) has a solution only for very low values of the decodability threshold. Also, note that the greater the number of users, the sooner P LCD (τ 0 ) becomes infeasible. Instead, the throughput of P SICD is not influenced by S th i , since, with SICD, the average SINR of every user is always greater than 0 dB.
In Figure 3 , we change the number of users in the system and derive the average throughput per user of P LCD (τ 0 ) and P SICD as a function of the distance d ER−AP . When only one user is considered, P LCD (τ 0 ) and P SICD coincide, whereas for K > 1 the scheme with interference cancellation always obtains better performance. It is worth noting that when the number of slots T is large (T = 30), the solution of P LCD (τ 0 ) closely approaches the solution of P SICD . However, when T = 1, the two schemes differ significantly. In practice, it can be verified that, since no minimum decodability threshold is imposed in this case, P LCD (τ 0 ) degenerates to a pure TDMA scheme in which only one user at a time accesses the channel. This is not the case for SICD, in which all users transmit in every slot. Also, it can be seen that the greater K, the lower the average throughput per user. However, by multiplying every curve by the corresponding K, it can be verified that the sumthroughput increases with the number of users. For example, at d ER−AP = 100 m, P SICD would obtain a sum-throughput of 3 Mbps and 6.4 Mbps for K = 1 and K = 20, respectively. P SICD ≡ P LCD (τ 0 ), K=1, T=30 P LCD (τ 0 ), K=5, T=30 P LCD (τ 0 ), K=20, T=30 P LCD (τ 0 ), K=5, T=1 P LCD (τ 0 ), K=20, T=1 P SICD , K=5, T=30 P SICD , K=20, T=30 Figure 3 : Average throughput per user (log-scale) of P SICD vs. distance between ER and AP when S th i = 0. The curves of P SICD for T = 1 are not shown because they almost coincide with the case P SICD and T = 30. This happens thanks to the broadcast nature of the energy transfer from ER. Indeed, until a certain physical threshold is reached, increasing the users corresponds to increasing the energy used in the network and thus the amount of data sent (provided that the SINR decodability constraints are met). This effect can also be seen in Figure 4 , where we plot the transferred energy over the downlink of P SICD vs. the number of users, K. The total transferred energy is an increasing function K, because more terminals are able to receive the broadcast signal, and of the distance d ER−AP . Indeed, since in our scenario the users are located close to ER, the larger the distance between ER and AP, the stronger the path loss in uplink, thus more energy is required to compensate it.
VI. CONCLUSION
We studied a wireless powered communication network with non-orthogonal multiple channel access. In our model, one energy rich source transfers energy to a group of nodes which utilize the received energy over the uplink to transmit to an access point. With the goal of maximizing the sumthroughput of the system, we proposed and solved two different decoding schemes for the data uplink phase, with and without successive interference cancellation at the receiver side. In particular, we jointly optimized the time and power allocations over a finite horizon. Our numerical results showed the great improvement in the achievable maximum sum-throughput, when employing successive interference cancellation schemes. They also demonstrated the impact of increasing the number of users, and the distance between the access point and the energy rich source, on the network performance.
Part of the future work includes the study of online approaches to the sum-throughput problem, sub-optimal methods to find the downlink durations in the sum-throughput maximization problem with LCD and the comparison with classic orthogonal MAC schemes.
