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ABSTRAK 
 
Analisis regresi logistik merupakan analisis yang digunakan untuk mengetahui 
hubungan antara variabel respon yang bersifat kategori dengan satu atau lebih variabel 
prediktor dengan asumsi bahwa respon tidak dipengaruhi lokasi geografis (data spasial). Salah 
satu metode analisis spasial adalah model Geographically Weighted Logistic Regression 
(GWLR). Model GWLR adalah bentuk lokal dari regresi logistik dimana lokasi geografis 
diperhatikan dan diasumsikan berdistribusi bernoulli. Pendugaan parameter model GWLR 
menggunakan metode maximum likelihood estimation (MLE) membutuhkan matriks pembobot 
yang dibentuk menggunakan suatu fungsi pembobot. Salah satunya adalah fungsi pembobot 
fixed kernel yang terdiri dari fixed gaussian kernel dan fixed bisquare kernel, karena keduanya 
melibatkan unsur jarak antar lokasi amatan yang nilainya kontinu. Penelitian ini bertujuan 
untuk mendapatkan model GWLR pada data kemiskinan tahun 2013. Berdasarkan hasil 
pemodelan GWLR, diperoleh bahwa indikator yang mempengaruhi data kemiskinan 
kabupaten/kota di provinsi Sulawesi Selatan tahun 2013 adalah persentase penduduk dengan 
luas lantai ≤ 8 m dan persentase rumah tangga yang menggunakan jamban sendiri/bersama. 
Model dengan fungsi pembobot fixed gaussian kernel dan fixed bisquare kernel dapat 
digunakan dalam pemodelan GWLR pada data kemiskian tingkat kabupaten/kota tahun 2013 
karena perbedaan nilai AIC tidak berbeda secara signifikan. 
 
Kata Kunci: Regresi Logistik, GWLR, MLE, Fungsi Pembobot Fixed Gaussian dan Fixed 
Bisquare Kernel. 
 
1. PENDAHULUAN 
Analisis regresi adalah suatu metode statistik yang digunakan untuk menentukan 
hubungan atau pengaruh antara satu variabel terhadap variabel yang lain, yaitu antara variabel 
respon terhadap variabel prediktor. Variabel respon yang bersifat kategori dianalisis 
menggunakan analisis regresi logistik. Fotheringham dan Charlthon dalam Rosa (2015) 
mengatakan segala sesuatu saling berhubungan satu dengan yang lainnya, tetapi sesuatu yang 
lebih dekat akan lebih berpengaruh daripada sesuatu yang jauh. Hubungan tersebut dinamakan 
efek spasial.  Analisis dengan regresi logistik kurang tepat apabila diterapkan pada data yang 
dipengaruhi lokasi secara geografis atau biasa disebut dengan data spasial, karena  analisis 
regresi logistik mengabaikan pengaruh dari lokasi tersebut. Pengaruh spasial tidak boleh 
diabaikan karena akan mengurangi kebaikan model. Oleh karena itu dikembangkan sebuah 
metode analisis yang dipengaruhi oleh faktor geografis.  
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Fotheringham dkk. (2000) mengembangkan sebuah metode untuk menganalisis data 
spasial dengan memperhatikan faktor geografis yang kemudian diberi nama geographically 
weighted regression (GWR). Pada analisis regresi dengan variabel respon bersifat kategori, 
Atkinson dkk. (2003) menuliskan bahwa GWR dikembangkan untuk memprediksi atau 
menduga model dari kumpulan data yang memiliki variabel respon biner melalui model 
logistik. Teknik ini disebut geographically weighted logistic regression (GWLR) 
(Fotheringham dkk. 2000). Penaksir parameter model GWLR diperoleh dengan menggunakan 
metode maximum likelihood estimation (MLE) yaitu dengan memberikan pembobot (weight) 
yang berbeda pada setiap lokasi. Matriks pembobot dapat dibentuk menggunakan suatu fungsi 
pembobot dimana fungsi tersebut tergantung pada ukuran berketetanggaan (neighbourhood 
size) atau biasa disebut bandwidth (Desriwendi, 2015).  
Metode GWLR telah banyak dilakukan di Indonesia, salah satunya metode ini dapat 
diaplikasikan untuk menyelidiki variabel-variabel yang berpengaruh terhadap nilai Head Count 
Index (HCI). Penelitian HCI pernah dilakukan oleh Dwinata (2012) dengan GWLR untuk 
memodelkan kemiskinan di provinsi jawa timur dengan menggunakan fungsi pembobot 
bisquare kernel. HCI adalah salah satu masalah yang mendasar yang masih belum teratasi. 
Tercatat bahwa nilai HCI provinsi Sulawesi Selatan sebesar 10.34%, apabila lebih dari atau 
sama dengan 10.34% dapat dikatakan kabupaten/kota berstatus miskin dan berstatus tidak 
miskin jika nilai HCI kurang dari 10.34%. (Bps, 2013). Berdasarkan hal diatas maka akan 
melihat kategori presentasi jumlah penduduk miskin berdasarkan nilai HCI tingkat 
kabupaten/kota di provinsi Sulawesi Selatan tahun 2013 yang bertujuan untuk Mendapatkan 
model GWLR dan indikator apa saja yang berpengaruh secara signifikan pada data kemiskinan 
dengan pembobot fixed  kernel, serta memilih pembobot yang sesuai untuk model GWLR. 
 
 
2. TINJAUAN PUSTAKA 
2.1. Pengujian Heterogenitas Spasial 
Pengujian heterogenitas spasial menggunakan uji breusch-pagan. Heterogenitas spasial 
dapat disebabkan oleh kondisi unit-unit spasial dalam satu wilayah penelitian yang pada 
dasarnya tidak homogen. Anselin (1998) mengatakan bahwa hipotesis yang mendasari 
pengujian heterogenitas spasial menggunakan uji breusch-pagan adalah: 
H0 :    
 =    
 = …=   
 =   . 
H1 : minimal terdapat satu   
  ≠     . 
Statistik uji breusch-pagan (BP) adalah: 
         =
 
 
   (   )     ~    ( )                                            (1) 
dengan unsur-unsur dari vektor   adalah: 
     =  
  
 
   
  − 1                                                              (2) 
2.2. Model Regresi Logistik 
Regresi logistik merupakan salah satu metode yang dapat digunakan untuk mencari 
hubungan variabel respon yang bersifat dikotomus (berskala nominal atau ordinal dengan dua 
kategori) atau polikotomus (mempunyai skala nominal atau ordinal dengan lebih dari dua 
kategori) dengan satu atau lebih variabel prediktor yang bersifat kontinu atau kategorik 
(Agresti, 2002). Hasil observasi variabel acak y mempunyai 2 kategori yaitu 0 dan 1, sehingga 
mengikuti distribusi Bernoulli dengan distribusi peluang (Agresti, 2002): 
 (  =  )=     (1 −   )     ;      = 0 ,1. 
dengan jika y = 0 maka PY = 0 )  1   dan jika y = 1 maka PY = 1 )=   . 
Secara umum fungsi logit distribusi peluang yang digunakan adalah fungsi logistik 
(Hosmer, 2000). 
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 ( ) =  
   ( )
     ( )
.                                                           (3)                                                                                      
 ( ) disebut dengan model logit. 
 
2.3. Model Geographically Weighted Logistic Regression  
Model Geographically Weighted Logistik Regression adalah suatu metode non 
parametrik pada regresi yang mempertimbangkan faktor spasial. Dalam model GWLR, 
variabel respon y diprediksi dengan variabel independen yang masing-masing koefisien 
regresinya bergantung pada lokasi dimana data tersebut diamati. Model matematis GWLR 
dijelaskan sebagai berikut: 
 (  )=
      (  ,  )   ∑   (  ,  )   
 
      
        (  ,  )   ∑   (  ,  )   
 
    
 
                                     (4) 
bentuk logit untuk GWLR adalah: 
 (  ) =    (  ,  )+ ∑   (  ,  )   
 
     .                                  (5) 
Pendugaan parameter dalam model GWLR adalah menggunakan metode MLE. 
Persamaan likelihood yang terbentuk adalah: 
     =    (  ,  )  =     1 +  exp    
 
    
(  ,  )    
   
 
    
   
            
 
    
       (  ,  )
 
    
 .                                                            (6) 
Pada analisis spasial, pendugaan parameter dilakukan dengan menambahkan pembobot lokasi 
dalam persamaan log likelihood. Persamaan log likelihood diturunkan terhadap   (    ), 
kemudian hasil yang diperoleh disama dengankan nol agar mendapat nilai   yang dapat 
memaksimuman  ∗. Selanjutnya karena hasil turunan pertama fungsi log-likelihood terhadap 
masing masing parameter tidak dapat diselesaikan secara analitik, maka digunakan metode 
iterative newton raphson. Penduga parameter model GWLR berdasarkan metode iterative 
newton raphson menggunakan persamaan berikut: 
  (   )(    ) =  
( )(  ,  )−  
      ( )(  ,  )  
( )   ( )(  ,  )              (7) 
Dimana g merupakan turunan pertama dari fungsi log likelihood dan    (  ( )(    )) adalah 
matriks hessian dengan elemen elemennya adalah: 
ℎ  ∗ =
      ∗  (  ,  ) 
    (  ,  )   ∗(  ,  )
.                                                     (8) 
Pengujian parameter digunakan untuk mengetahui parameter yang berpengaruh 
signifikan terhadap model. Pengujian pertama adalah pengujian kesamaan model yaitu 
sebagai berikut: 
H0   :   (  ,  )=    ; = 1,2,… ,   (tidak ada pengaruh faktor geografis pada model). 
H1 : Paling sedikit ada satu   (  ,  ) yang berpengaruh dengan lokasi (  ,  ) 
  (  ,  ) ≠     (ada pengaruh faktor geografis pada model) (Anggarini, 2012). 
Pada model GWLR dilakukan pengujian hipotesis yaitu, uji parameter serentak dan parsial 
satu-satu. Hipotesis uji serentak adalah sebagai berikut: 
H0 :   (  ,  ) =   (  ,  ) = … =    (  ,  ) = 0. 
H1 : Paling tidak terdapat satu  (  ,  ) ≠  0 ;  = 1,2,… , . 
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Statistik uji yang digunakan adalah:  
     (    )  =  − 2 ln 
 (  )
 (  )
 .                                               (9) 
     (    )  disebut likelihood ratio test dengan  (  ) adalah nilai log likelihood tanpa variabel 
prediktor sedangkan  ( ) adalah nilai log likelihood dengan variabel prediktor. Kriteria 
penolakan H0 adalah apabila     c ( , ), dimana v adalah derajat bebas trace (S) yaitu jumlah 
parameter yang efektif dalam model dan   adalah besarnya taraf nyata. 
Hipotetis uji parsial satu-satu adalah sebagai berikut: 
H0 :   (  ,  ) = 0 untuk j = 1,2, …, p dan i =1,2, …, n. 
H1 :   (  ,  ) ≠  0. 
Statistik uji: 
  =  
   (    )
       (    ) 
.                                                       (10) 
Kriteria pengujiannya adalah: 
   | |=  
    ≤   
 
 
 
 
,          
>  
 
 
 
 
,        
 
Jika    ditolak maka dapat disimpulkan bahwa parameter   (  ,  ) berpengaruh terhadap 
model GWLR (Rakhmasanti, 2013). 
2.4. Penentuan bandwidth 
Salah satu metode untuk menentukan  bandwidth  optimum adalah validasi silang atau 
cross validation (CV). Bandwidth optimum adalah bandwidth yang menghasilkan nilai CV 
minimum, pada penelitian ini digunakan metode CV dituliskan dengan persamaan sebagai 
berikut: 
  (ℎ) = ∑ (   −   (ℎ))
  
                                                (11) 
2.5. Pemilihan Pembobot 
Pembobot digunakan untuk memberikan penekanan yang berbeda untuk observasi yang 
berbeda dalam menghasilkan penduga parameter. Sebelum pembobot ditentukan harus 
dihitung dahulu     yang merupakan jarak lokasi (  ,  ) dengan lokasi    ,    menggunakan 
jarak Euclidean  yaitu (Chasco dkk. 2007): 
    =        −     
 
+     −    
 
                                         (12) 
Salah satu penentu model GWLR adalah pemilihan fungsi pembobot. Pada penelitian ini fungsi 
pembobot spasial fixed kernel terdiri dari  fixed Gaussian kernel dan fixed bisquare kernel. 
Kedua fungsi ini secara matematis dinyatakan sebagai berikut (Chasco dkk. dalam Rosa, 2015): 
a. Fixed Gaussian Kernel 
     =     −  
   
 
 
 
 .                                               (13) 
b. Fixed bisquare kernel  
     =  
 1 −  
   
ℎ
 
 
 
 
,          ≤ ℎ
0                ,       
.                                      (14) 
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Persamaan 13 dan 14 adalah beberapa contoh fungsi pembobot fixed kernel. Fungsi pembobot 
ini memungkinkan bandwith optimal bernilai konstan atau sama. Fixed kernel digunakan 
karena titik-titik pada data tersebar secara beraturan di wilayah penelitian. 
2.6. Pemilihan Pembobot Pada Model GWLR 
Salah satu model yang paling populer untuk memilih model adalah Akaike Information 
Criterion (AIC). AIC merupakan metode yang paling umum yang dapat digunakan dalam 
banyak bidang (Wagenmakers dan Farrel dalam Rakhmasanti, 2013): 
    = 2      ( )+       (2 )+   +   ( )                            (15) 
2.7. Moran’s I 
Moran’s I merupakan sebuah uji statistik yang bertujuan untuk mengukur korelasi antar 
lokasi pada satu variabel. Rumus untuk moran’s I sebagai berikut (Dewi, 2015): 
  =
∑ (    )̅∑           ̅
 
    
 
    
∑ (    )̅
 
    
                                          (16) 
atau dalam bentuk matriks dapat ditulis: 
  =
(    )
   (    )
(    ) (    )
                                                   (17) 
2.8. Pengujian Multikolinearitas 
Salah satu cara untuk mendeteksi adanya multikolinieritas dalam data adalah dengan 
melihat nilai Varian Inflation Factor (VIF). Apabila nilai VIF > 10, maka dapat dikatakan 
bahwa terdapat multikolinearitas. Persamaan dari VIF dituliskan sebagai berikut (Kutner dkk. 
2005): 
     =
 
    
                                                     (18) 
  
  adalah koefisien determinasi antara    dengan peubah prediktor yang lain. Rumus  
koefisien determinasi adalah (Searle dalam rakhmasanti, 2012): 
    =
 ∑ (    )         
 
∑ (    )
  ∑ (     )
                                              (19) 
Berdasarkan persamaan (19), maka rumus untuk koefisien determinasi antara    dengan 
peubah prediktor yang lain adalah: 
  
  =
 ∑               
 
  
  
 
∑         
 
∑ (     
 
  )
 
                                            (20) 
 
3. METODOLOGI PENELITIAN 
Data yang akan digunakan adalah data sekunder yang diperoleh dari Data dan Informasi 
Kemiskinan Kabupaten/Kota Tahun 2013 dan SUSENAS tahun 2013 yang bersumber dari 
Badan Pusat Statistik (BPS). Dalam penelitian ini digunakan data letak astronomi yang 
meliputi letak lintang dan letak bujur tiap kabupaten/kota di Sulawesi Selatan sebagai faktor 
pembobot geografis. Lokasi penelitian terdiri dari 24 kabupaten/kota di Provinsi Sulawesi 
Selatan. Peubah respon bersifat kategori yaitu dengan mengelompokkan kabupaten/kota 
menjadi miskin atau tidak miskin, pengelompokan ini berdasarkan pada nilai Head Count Index 
(HCI) Provinsi Sulawesi Selatan sebesar 10.34%. Suatu kabupaten/kota berstatus miskin jika 
nilai HCI lebih dari atau sama dengan 10.34% dan berstatus tidak miskin jika nilai HCI kurang 
dari 10.34% diperoleh dari http://www.sulsel.bps.go.id/kemiskinan. 
Tahap analisis yang dilakukan dalam penelitian ini adalah sebagai berikut: 
a) Pengujian asumsi non-multikolinieritas. 
b) Menduga parameter model regresi logistik dengan menggunakan MLE. 
c) Pengujian pengaruh spasial dengan menggunakan uji breucsh-pagan (BP). 
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d) Menghitung jarak Euclidean  antar titik lokasi pengamatan berdasarkan posisi geografis 
(garis bujur dan lintang). 
e) Menentukan bandwidth (h) optimum untuk semua lokasi pengamatan dengan 
menggunakan CV. 
f) Menghitung matriks pembobot dengan memasukkan jarak euclidean dan h optimum serta 
untuk fungsi pembobot fixed gaussian kernel dan fixed bisquare kernel.  
g) Menguji dependensi spasial dengan menggunakan uji Morans I dengan bantuan software 
SAS.IML 9.2. 
h) Menduga parameter model GWLR dengan menggunakan MLE dan bantuan software 
GWR 4. 
i) Pengujian parameter model GWLR serta melakukan uji serentak dan uji parsial satu-satu 
parameter untuk setiap lokasi. 
j) Mendapatkan model GWLR terbaik berdasarkan pembobot fixed gaussian kernel dan fixed 
bisquare kernel dari nilai AIC. 
Penelitian ini menggunakan bantuan software R.3.1.1, SAS.IML 9.2, GWR 4. 
4. HASIL DAN PEMBAHASAN 
Pengujian asumsi non multikolinieritas menghasilkan keputusan bahwa nilai VIF untuk 
masing-masing peubah prediktor bernilai di bawah 10. Sehingga dapat disimpulkan bahwa 
tidak terdapa multikolinearitas pada data dan dapat dilanjutkan ke pemodelan. Pengujian 
heterogenitas spasial menghasilkan keputusan bahwa terdapat keragaman spasial pada masing-
masing data, sehingga data dapat dimodelkan menggunakan model GWLR. Pengujian 
dependensi spasial menggunakan uji moran’s I menghasilkan keputusan bahwa tidak terdapat 
dependensi spasial, sehingga dapat dilanjutkan pada pada pemodelan GWLR. 
Perhitungan jarak euclidean dan matriks pembobot dilakukan dengan bantuan Ms. Excel 
2013, sedangkan perhitungan bandwidth pada setiap lokasi dilakukan dengan bantuan software 
R 3.1.1. Pendugaan parameter model dilakukan dengan bantuan software GWR 4. Pendugaan 
serta pengujian parameter pada model GWLR dilakukan pada data kemiskinan tingkat 
kabupaten/kota. Hasil pengujian parameter untuk fungsi pembobot fixed gaussian kernel 
adalah sebagai berikut: 
Tabel 1. Pengujian Parameter   model GWLR dengan pembobot Fixed Gaussian kernel 
variabel parameter Koefisien            .   Pengaruh 
(1) (2) (3) (4) (5) (6) 
       0.009359 1.738281  
1.645 
Signifikan 
       -0.004172 -0.530249 Tidak signifikan 
       -0.022990 -2.815687 Signifikan 
       0.040988 1.419634 Tidak signifikan 
Berdasarkan tabel 1., model GWLR yang terbentuk adalah: 
 (  ) =
exp(− 0.259276+ 0.009359   − 0.022990  )
1 + exp(− 0.259276+ 0.009359   − 0.022990  )
 
Berdasarkan pada Tabel 1., variabel    (Persentase penduduk dengan luas lantai ≤ 8 m) dan 
   (persentase rumah tangga yang menggunakan jamban sendri/bersama), memiliki nilai | |>
  .  , maka hasil kriteria uji adalah tolak    yang berarti variabel tersebut berpengaruh secara 
signifikan terhadap variabel   (HCI tingkat kabupaten/kota tahun 2013).  
Hasil pengujian parameter untuk fungsi pembobot fixed bisquare kernel adalah sebagai 
berikut: 
Tabel 2. Pengujian Parameter   model GWLR dengan pembobot Fixed Bisquare Kernel 
Variabel Parameter Koefisien            .   Pengaruh 
(1) (2) (3) (4) (5) (6) 
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       0.010526 1.902389  
1.645 
Signifikan 
       -0.003707 -0.466647 Tidak signifikan 
       -0.025025 -3.032333 Signifikan 
       0.037626 1.267223 Tidak signifikan 
Berdasarkan tabel 2., model GWLR yang terbentuk adalah: 
 (  )=
exp(0.016756+ 0.010526   − 0.025025  )
1 + exp(0.016756+ 0.010526   − 0.025025  )
 
Berdasarkan pada Tabel 2, variabel     (Persentase penduduk dengan luas lantai ≤ 8 m), dan 
   (Persentase rumah tangga yang menggunakan jamban sendri/bersama) memiliki nilai | |>
  .  , maka hasil kriteria uji adalah tolak    yang berarti variabel tersebut berpengaruh secara 
signifikan terhadap variabel    (HCI tingkat kabupaten/kota tahun 2013). 
Pemilihan pembobot pada model GWLR dilakukan dengan melihat nilai AIC dari 
setiap pembobot. Berdasarkan penelitian ini, nilai AIC untuk kedua pembobot tersebut tidak 
berbeda secara signifikan pada model GWLR. Sehingga kedua pembobot tersebut dapat 
digunakan dalam pemodelan GWLR pada data kemiskinan kabupaten/kota di Provinsi 
Sulawesi Selatan tahun 2013. 
 
5. KESIMPULAN 
5.1. Kesimpulan  
Berdasarkan hasil dan pembahasan yang telah dilakukan, maka dapat disimpulkan sebgai 
berikut: 
1. Model GWLR kota Makassar dengan fungsi pembobot fixed gaussian kernel yaitu: 
 (  )=
   (  .        .          .        )
     (  .        .          .        )
  
berdasarkan model GWLR dapat diketahui bahwa indikator yang signifikan 
mempengaruhi nilai HCI tingkat kemiskinan kota Makassar adalah variabel persentase 
penduduk dengan luas lantai ≤ 8 m (  )dan persentase rumah tangga yang menggunakan 
jamban sendri/bersama tahun 2013 (  ).  
Model GWLR kota Makassar dengan fungsi pembobot fixed bisquare kernel yaitu: 
 (  )=
   ( .        .          .        )
     ( .        .          .        )
  
berdasarkan model GWLR dapat diketahui bahwa indikator yang signifikan 
mempengaruhi nilai HCI tingkat kemiskinan kota Makassar adalah variabel Persentase 
penduduk dengan luas lantai ≤ 8 m tahun 2013 (  ) dan Persentase rumah tangga yang 
menggunakan jamban sendri/bersama tahun 2013 (  ).  
 
2. Pemodelan GWLR menggunakan fungsi pembobot fixed bisquare kernel dengan fungsi 
pembobot fixed Gaussian kernel memberikan nilai AIC tidak berbeda secara. Sehingga 
kedua fungsi pembobot tersebut dapat digunakan dalam pemodelan GWLR pada nilai HCI 
tingkat kabupaten/kota tahun 2013. 
 
5.2. Saran  
Saran yang dapat diberikan berdasarkan hasil penelitian adalah dilakukan pengkajian 
lebih lanjut mengenai pembobot selain Fixed Gaussian Kernel dan pembobot Fixed Bisquare 
Kernel agar dapat dilakukan pemodelan GWOLR, GWLR semiparametrik dengan pembobot 
seperti adaptive dan tricube pada data spasial. 
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