Abstract-This paper addresses the formation control problem for fleets of autonomous underwater vehicles (AUVs). The solution is based on the virtual leader approach, with the main goal of designing a control system to cope with the inter-vehicle communication problems, especially significant in underwater environments. The use of kinematic relations allows the linearization of the AUV dynamics maintaining its turning capacities. The control strategy consists of a feedback H 2 /H ∞ controller in combination with a feedforward controller, which makes it possible to deal with delays and packets dropouts while ensuring a good formation control performance.
serious constraints like low bit rates, delays and packet dropouts [19] . Notwithstanding, the algorithms and control techniques proposed in the aforementioned works do not take into account these technical problems. This fact may result in controllers suffering from severe limitations when operating in underwater environments, which may even lead to unstable behaviors.
In this brief, the formation control problem is addressed using the virtual leader approach, where a suitable intervehicle distance is established for any predetermined leader-follower pair. This way, the formation operates by having multiple followers which may at the same time serve as leaders of others vehicles. Only one vehicle, the fleet leader, navigates without following other member of the fleet. This approach is valid for fleets with any kind of configuration. This brief is motivated by a case study of the European Project FeedNetBack [19] , which intends to use a fleet of AUVs to locate underwater contamination sources using gradient climbing techniques.
As regards the agents dynamics, a variety of models have been proposed in the literature, including the single integrator [17] , [18] , the double integrator or Newtonian particle model [20] , [21] and linear models in state space representation [22] . This brief uses the unicycle model, a nonlinear system inspired by wheel motion which has been extensively used in this context [2] , [8] [9] [10] , [18] , [23] . The unicycle is suitable for modeling some kinds of AUVs, as for instance the autonomous underwater gliders, for which the movement in the Z -axis can be decoupled from the motion in the XY plane, see [3] .
The main contributions are as follows. 1) By using kinematic relations and Taylor expansions, the unicycle model is linearized maintaining the formation turning capacities, thereby allowing the fleet to navigate towards the target by tracking a common reference course.
2) The resulting model makes it possible to design controllers that guarantee robustness against exogenous disturbances and communication problems. In more specific terms, the use of a suboptimal H 2 /H ∞ controller for networked systems is proposed, following the ideas presented in [24] . A feedforward controlled is used in conjunction with the suboptimal controller to reduce the effect of the disturbances produced by changes in the fleet reference course. The formation control performance is exhaustively tested by means of a battery of simulations.
This brief is organized as follows. Section II describes the system, focusing on the AUV model transformation. Considerations regarding imperfect communication channels are presented in Section II-C. Section III introduces the control strategy proposed in this brief. The results of the simulations are shown in Section IV. Lastly, some conclusions and final remarks are given in Section V.
Notation.
1) r l : position vector referred to frame "l", with components x l and y l ; 2) θ : heading angle; 3)ȧ(t): time derivative of a(t); 4)ȧ| i (t): time derivative of a(t) with respect to the reference frame "i"; 5) a ∧ b: cross product between vectors a and b; 6) i l , j l , k l : unitary vectors in the directions X, Y and Z of the reference frame "l";
II. SYSTEM DESCRIPTION Firstly, this section presents the AUV nonlinear model, which is subsequently linearized through the application of kinematic equations. Secondly, the dynamics of a leaderfollower pair is studied in detail. Lastly, the model is extended in order to take communication problems in underwater environments into account.
A. Modeling the AUVs Dynamics
The 2D motion of the AUV is described using a perturbed version of the unicycle model
where x 1 (t), y 1 (t), and θ 21 (t) are, respectively, the AUV coordinates and heading angle with respect to frame "1"; and the control inputs F(t) and T (t) are the linear and angular velocities. ω x (t), ω y (t) ∈ L 2 model additive perturbations that may arise, for instance, from unknown current disturbances. The unicycle is a nonholonomic system for which posture stabilization cannot be achieved through time-invariant, smooth controllers. Nevertheless, as regards controllability about a trajectory, this system can be locally stabilized by linear feedback controllers (see [25] ). This brief studies the formation control of a fleet of AUVs following slow-varying changes in the reference course. To take into account the possible curvature of the path, different reference frames are used: an inertial frame ("1"), a rotating frame ("0") aligned along the fleet reference course θ r (t), and local frames attached to the body of the submarines ("2") (see Fig. 1 ). A common reference course θ r (t) for all the fleet members is provided by a low-level decision algorithm. The formation is supposed to navigate at a nominal velocity v n .
According to the kinematic equations, it is possible to obtain the following equation relating velocities with respect to the inertial and the rotating reference frames: where r (t) and v(t) are the position and velocity vectors in the XY plane, and ϕ 01 (t) and v 01 (t) are, respectively, the angular and linear velocity of the rotating frame "0" with respect to frame "1". Note that v 01 (t) ≡ 0, as the coordinate system "0" only rotates with respect to the inertial one. The AUVs are moving in the 2D plane XY , so the cross product is given by
The first term in the right-hand side of (4) corresponds to the velocity of the AUVs with respect to the frame oriented according to the reference course of the fleet
The following relation holds for the heading angles:
Equations (5)- (6) are nonlinear. However, since the controller will be designed in such a way that only small deviations with respect to the references occur (F ≈ v n , θ 20 ≈ 0), a Taylor expansion can be exploited to linearize (5)- (6):
where H (t) = F(t)−v n is the increment of the linear velocity with respect to the nominal navigation velocity v n . Using the approximation above and (4) and (8), the dynamics of an AUV with respect to the inertial frame can be rewritten as
In the following section, heading angles and coordinates are always expressed with respect to the inertial frame "1", so the corresponding subscripts can be omitted.
B. Dynamics of a Leader-Follower Pair
As mentioned above, the formation control strategy proposed in this brief is based on the virtual leader approach. Focusing on a given leader-follower pair, let us denote the leader as l and the follower as f . The follower seeks to maintain a suitable position with respect to its leader. The references in the 2D space XY are given by the constant vector
The structure of the position error equations for a given leader-follower pair is given by
Taking into account the AUV model (11)- (13), the dynamics of the error in the inertial frame can be written as follows: (14) where the control input μ f (t), the exogenous disturbance vector ω(t), and the disturbances d c (t) and d l (t) are given by
.
Both signals d c (t) and d l (t)
can be viewed as external disturbances affecting the error dynamics: d c (t) depends on the rate of change of the reference course and the fleet configuration ( r l f ); d l (t) are disturbances that appear when the leader modifies its course or velocity. Variable matrix A(t) and constant matrices B, B ω , B l are given by
The control system will consist of feedback and feedforward controllers to be designed in Section III 
C. Imperfect Communication Channel
In order to compute the feedback control actions, each AUV in the fleet needs information from its leader and must send information to its followers. This communication between the fleet members has to be performed by transmitting packets at discrete instants. For the sake of simplicity and homogeneity, it is assumed that the transmission period h is the same for all the AUVs.
The packets sent between leaders and followers may be affected by delays and/or dropouts. Focusing on a given pair, let t k s kh (k ∈ N) denote the sampling instant in which packet k is sent by the leader, and {k} the set of sent packets. Due to channel unreliability, only a subset of packets arrives to the follower, as some of them may be lost. Let {k 1 } denote the sequence of received packets, as shown in Fig. 2 . The relation between the discrete time instants k and each element k 1 will be expressed as k j (k 1 ). Moreover, let us define t
as the sampling times when received packets were sent. Lastly, let d(k 1 ) be the time delay corresponding to the packet transmitted at t k 1 s . Under this paradigm, continuous control inputs cannot be implemented, as the leader's states are not available for the followers at every time instant t. For the feedback control, we propose a piecewise constant control signal which is updated whenever a new leader states measurement is received.
Using the input delay approach [26] , the effects of sampling, delays, and dropouts can be grouped into a unique virtual delay. For any given follower, let us define t ∈ [t k 1 , t k 1 +1 ) as the time interval between two consecutive packets received from its leader, where t k 1 is the time instant when the leader state at t k 1 s reaches the follower (see Fig. 3 ). Note that t k 1 
The virtual delay τ (t) is defined as the time difference between the current time instant t and the instant in which the last packet received by the follower was sent
The state feedback control law can now be written as Finally, the error dynamics is given bẏ
The following assumption characterizes the network conditions with respect to induced delays and packet dropouts. It imposes fairly standard and realistic constraints in underwater mediums [19] and sampled data systems [27] .
2) the maximum number of consecutive packet dropouts from a leader AUV to each of its followers is bounded by n p . That is,
The following proposition gives the numerical bounds of the virtual delay τ (t) as a function of the parameters defined above.
Proposition 1: Suppose that Assumption 1 holds. Then, there exists a constant
Finally, the following assumption related to synchronization issues is required.
Assumption 2: The AUVs have their clocks synchronized. 1 Moreover, every packet sent through the network is labeled with the time instant when it was sent, in such a way that the actual delay can be measured when the packet is received.
To compute the control, each AUV needs information from two different sources. Information from its leader
, that might be affected by delays and/or dropouts; and local information (x f (t), y f (t), θ f (t)), that is stored in the memory of the AUVs for enough time. To calculate a suitable control signal, the AUVs need to compute an error vector at a unique time instant. To do so, each AUV employs its stored states
. Assumption 2 is required to do this.
III. CONTROL OF A FLEET OF AUVS
This section addresses the control design problem. As previously mentioned, the control scheme follows a virtual leader approach, in which each AUV has to maintain a prescribed position with respect to its virtual leader. The fleet can be thought of as a tree of leader-follower relations, see Fig. 4 .
The purpose of this section is to design controllers such that any leader-follower pair is stabilized. The proposed solution comprises two main parts: a feedforward controller to compensate for measurable disturbances due to the change of the reference course; and an H 2 /H ∞ feedback control unit to make the solution robust against communication problems.
A. Feedforward Control
Feedforward control has proved its effectiveness in systems affected by measurable disturbances by anticipating their effects. In the issue at hand, the application of feedforward compensation is not straightforward. First, according to the structure of matrix B in (16), the control input cannot directly eliminate all measurable disturbances. In addition, the dynamics of the error is affected by time-varying delays that are, in practice, unpredictable.
To cope with the unforeseeable nature of the time delays, the design of the feedforward controller will assume that the communications are affected by the average delay, that is,
. Section IV will show that despite this simplification, the use of feedforward control still improves the formation control performance.
The dynamics of the error for a leader-follower pair affected by the average delay is given bẏ
Taking into account the structure of matrix B, it is easy to see that only the first and third components of the disturbance (affecting components X and respectively) can be directly canceled by feedforward. To achieve this, let
where T F F2 f (t) will be defined later on this section. Using these control signals, the error dynamics iṡ
According to the structure of matrices A and B, and provided thatθ r (t) ≈ 0, it can be seen that X-dynamics and control action H f (t) are decoupled from Y -dynamics and control action T f (t). Moreover, feedback controllers can be designed without introducing coupling in these dynamics. The rest of the section presents a method to compensate for d * c (t) using the control T F F2 f
(t).
Considering only the second Y and third components of the error vector, the dynamics is given by 2
where e l f (t) i denotes the i th component of e l f (t). The feedback control action can be written as 3 where k 1 , k 2 are the feedback gains to be designed. Hence
Now, using the Laplace transform
where L (·) denotes the Laplace transform. After some mathematical manipulation, it is easy to see that
Using this equation in the dynamics of the second component, it yields
The feedforward compensator T F F2 f
(s) will be designed as
Therefore, it yields
The influence of the disturbance L θ r (t)x l f on E l f (s) 3 is then given by
Thus, through (20) and (21), the controller K F F2 f (s) can be designed to reduce the effects of disturbances in control performance. According to AUVs dynamics, the only way to correct an error in direction Y is by temporarily varying the heading angle. Therefore, there is always a trade-off when designing K F F2 f (s). The higher the level of disturbance compensation achieved in E l f (s) 2 , the greater the influence of the same disturbance on E l f (s) 3 .
B. Integral Action to Compensate for Leader Disturbances
In the error equations (16), the disturbance d l (t) is due to deviations of the fleet leader with respect to the reference navigation values. If the leader modifies its velocity or orientation, persistent disturbances would appear, implying a steady-state error. Therefore, it may be interesting to provide the AUVs with a mechanism to reject constant disturbances so that the formation is preserved. One possible solution is to include integral actions in the controller. Let us define an augmented error vector including additional terms
The dynamics of this error is described by the following equation:
and the augmented disturbance vector is defined byω(t) = ω(t) + d l (t). If the feedback controller is designed to stabilize system (22) , the fleet followers will be able to reject persistent leader-induced disturbances.
C. Mixed H 2 /H ∞ Feedback Control
Consider the linear system (22) . The disturbance vector ω(t) ∈ L 2 [t 0 , ∞) may include the effect of exogenous disturbances, changes of the reference course, and the effect of imperfect disturbance compensation carried out by the feedforward controller.
The feedback controller is defined by
where 0 < τ(t) < τ M . The controlled output is defined as
where C, D are constant matrices of appropriate dimensions. Definition 1: Consider the tracking error described by (22) . Given:
1) A desired level of disturbance attenuation γ ;
with Q, R > 0; the suboptimal H 2 /H ∞ control design consists in finding a stabilizing linear controller K so that:
1) The closed-loop system is asymptotically stable with ω(t) ≡ 0; 2) The controller minimizes the upper bound of the cost function J withω(t) ≡ 0; 3) Under the assumption of zero initial condition, the controlled output
The controller synthesis is carried out by following a similar method to the one presented in [24] . The stability is proved by means of the Lyapunov-Krasovskii theory [28] . In particular, the following well known LKF is used 4
with positive definite P, W, Z . The first term (involving P) is the classical quadratic term for a Lyapunov function. The other terms (involving W, Z ) let us consider information concerning the delay bounds and its variability.
The following theorem, derived from Theorem 1 in [24] , provides a solution to the controller synthesis problem. Theorem 1. Given scalars τ M , γ, > 0 and weighting matrices Q and R, if matrices X,W ,Z > 0 and any matrices Y,Ñ i ,S i , (i = 1, 2) of appropriate dimensions solve the optimization problem min α subject to (26) for the two vertices of the polytope τ (t) defined by (17), then the mixed suboptimal H 2 /H ∞ controller for the system (22) is given by K = Y X −1 . 4 Subscript of the error vector z l f has been removed to simplify the notation.
Proof: The proof follows the same steps as those in Theorem 1 [24] and hence, it is omitted in this brief. The difference lies in the choice of the LKF and in the fact that the minimum delay was different to zero in that paper.
Notice that (26) , shown at the bottom of the page, is not a linear matrix inequality. However, the cone complementary algorithm in [29] allows one to carry out the controller design by means of an iterative algorithm of guaranteed convergence.
D. Robustifying the Controller Against Model Uncertainties
From (22), it is easy to see that matrix A(t) is timevariant and depends onθ r (t). However, Theorem 1 can only be applied consideringθ r (t) ≈ 0, in such a way that A(t) ≈ A. When the changes in the reference course are taken into account, matrix A(t) can be broken down as A(t)
A + A(t). By restricting |θ r (t)| ≤ , it holds that
In such cases, it is possible to use a well-known method that extends the LMI conditions in Theorem 1 in order to deal with this sort of uncertainties. The whole procedure is omitted here due to space limitations. The interested reader can find an application in [30] .
IV. RESULTS AND SIMULATIONS
In the following simulations, the formation consists of four AUVs uniformly distributed around a circle whose radius is 5 m. The simulations will show a maneuver in which the fleet, initially navigating towards the East, is asked to turn 90 • to the North. The nominal velocity is v n = 1.6 m/s. As for inter-AUV communication, the sampling period is h = 0.3 s and the delays and dropouts are limited so that τ M = 0.6 s.
For the first set of simulations, the feedforward controller and the integral action are not used, allowing us to study the performance of the H 2 /H ∞ part. It is worth mentioning that all the controllers are designed off-line and the resulting control laws can be implemented in AUVs with low computational capacities. The leader of the fleet (marked with in Fig. 5 ) navigates at the nominal velocity v n and follows the reference θ r using the same feedback gain designed for the other members of the fleet. Fig. 5 shows the trajectory of the fleet when it turns towards the North. The black arrows represent the reference course θ r at three different time instants. Please note that the formation is maintained despite the changes of the course.
The same simulation was performed to compare the H 2 /H ∞ and a classical linear-quadratic regulator (LQR) controller. The weighting matrices for the cost function are set in both cases as: Q = diag(1.5, 1, 100) and R = diag(5, 10). The position errors are depicted in Fig. 6 for a particular leader-follower pair. Although both controllers achieve the tracking error stabilization, it can be seen that the H 2 /H ∞ controller clearly outperforms the classic LQR controller, as it has been designed to mitigate inter-AUV communication problems. These effects degrade control performance at around 35 s of the simulation, when there are a number of consecutive packet dropouts. This degradation is almost negligible for the H 2 /H ∞ controller. However, the tracking performance with the LQR controller is far from desirable as it is not able to compensate for communication problems. Fig. 7 shows a pair of simulations in which the proposed controller is tuned to trade off between performance and control effort. Choosing adequate weighting matrices makes it possible to improve tracking performance, but at the cost of more aggressive control inputs, which implies higher fuel consumption.
The disturbance attenuation capacity was tested in the following experiment. The dynamics of one follower was perturbed with a step-like signal maintained for a period of 2 s ω x = ω y = 0.1, starting at around t = 50 s. The controller was synthesized with weighting matrices Q = diag(1.5, 1, 100) and R = diag(50, 100), an attenuation factor of γ = 2, and selecting the controlled output as y T (t) = [e l f (t) 1 e l f (t) 2 ] T in such a way that the controller seeks to attenuate the effect of the disturbances in the tracking error. As Fig. 8 shows, a fast disturbance rejection is achieved.
Lastly, a final simulation was performed to demonstrate the benefits of the feedforward compensator. Following the method outlined in Section III-A, the controller is designed to mitigate the disturbances d c (t) in the X and dynamics. Transfer function K F F2 f (s) has been chosen to minimize the steady-state gain of both functions E l f (s) 2 and E l f (s) 3 . As in Errors in the course direction using feedback (solid line) and feedback+feedforward (dashed line).
the previous experiment, Fig. 9 depicts the error of a leaderfollower pair. Now, the disturbance caused by the change in the course direction is more effectively rejected, thereby reducing the tracking error.
V. CONCLUSION
In this brief, a new solution was developed for the formation control of an AUV fleet affected by communication problems. It was shown that linear controllers can be used to control such formations using a virtual leader configuration when the changes in the fleet reference course are slow enough. The control system uses the results of a previous work of the same authors to develop network-based controllers. Furthermore, this technique was enhanced by a feedforward compensator to improve the response of the fleet against changes in the formation. The performance of the proposed strategy has been tested by simulation.
