INTRODUCTION
The study of modular forms on congruence groups was initiated by Hecke and Petersson in the 1930s and, at least when the weight k is an integer exceeding 1, is quite well understood. In particular, formulas for the dimensions of the spaces of modular forms and cusp forms on the congruence groups
and
are known [5, 6] (see Propositions 12 and 15 below). The structure of these spaces of cusp forms was clarified by the work of Atkin and Lehner [1] , who exhibited their orthogonal decomposition with respect to the Petersson inner product into spaces of cuspidal newforms. Until now, however, the dimensions of the spaces of newforms could only be calculated recursively (in terms of the corresponding dimensions for divisors of the level N) and thus were rather poorly understood in general.
In this paper we present closed formulas for the dimensions of the spaces of weight-k cuspidal newforms on Γ 0 (N) and Γ 1 (N), for all integers k ≥ 2. The formulas consist of linear combinations of multiplicative functions of N, with coefficients depending on k; in particular, they have the same level of simplicity as the formulas for the dimensions of the full spaces of cusp forms on these modular groups. As an application of the new formulas, we derive simple upper and lower bounds for the dimensions of these spaces of newforms for all k ≥ 2. We also calculate all positive integers N for which the dimension of the space of newforms of weight 2 on Γ 0 (N) is at most 100, and we prove the validity of certain inequalities and identities for these dimensions observed empirically by Bennett. Finally, the question of the dimensions of these spaces on average over N does not seem to have been raised even for the full spaces of cusp forms. We calculate the average orders both of the dimensions of the spaces of weight-k cusp forms on Γ 0 (N) and Γ 1 (N) and of the dimensions of the subspaces of newforms. In addition, we establish analogues of all these results for the numbers of nonisomorphic automorphic representations associated with these spaces of modular forms.
We now set some notation with which to describe our results. Let S k (Γ 0 (N)) denote the space of cusp forms on Γ 0 (N) of weight k and S 1991 Mathematics Subject Classification. 11F11 (11F25). 1 and S + k (Γ 0 (N)), respectively. Our formula for g + 0 (N, k) involves several multiplicative functions that we shall define shortly. Recall that a function f , not identically zero, is multiplicative if f (mn) = f (m) f (n) whenever m and n are relatively prime. It follows that f (1) = 1 and that f is completely determined by its values on prime powers. Some common examples of multiplicative functions that will be useful to us are Euler's totient function φ(n) and the Möbius function µ(n); also ω(n), the number of distinct prime factors of n, and τ(n), the number of positive divisors of n; and finally the delta function at 1, δ(n) = 1, if n = 1, 0, otherwise.
Our first theorem shows that g 
The formula given in Theorem 1 provides a method of computing g + 0 (N, k) that is much faster than the recursive formula (16) below. In Section 5 we show how to use such a computation to determine the complete list of positive integers N such that g + 0 (N, 2) is at most 100. Previously, exhaustive lists of those N for which g + 0 (N, 2) = j had been given [4] only for j = 0, 1, 2, 3. We also gather evidence supporting the assertion that every nonnegative integer is a value of the function g + 0 (N, 2), but we refute this assertion for g 0 (N, 2) itself-the first omitted value is 150.
Moreover, the formula in Theorem 1 is much more amenable to analysis of the behavior of the function g + 0 (N, k). For example, the coefficients of the last four multiplicative functions ν + ∞ , ν
, and µ in this formula are all bounded functions of k. Therefore we can immediately conclude that when N is fixed, the dimension g + 0 (N, k) grows roughly linearly with k; more precisely,
. Two further concrete examples of the usefulness of the explicit formula in Theorem 1 are provided by the following two results. These theorems establish the validity of certain identities and inequalities proposed by Bennett (personal communication) on the basis of numerical observations. 
Theorem 2. For all positive integers N, we have g
The method of proof of Theorem 1 can also be used to establish a similar formula for the number of nonisomorphic automorphic representations associated with S k (Γ 0 (N)), which we denote by g * 0 (N, k). (See the proof of Theorem 4 in Section 2 for a more precise definition of the number in question.) Our next theorem shows that g * 0 (N, k) can also be expressed as a linear combination of multiplicative functions of N.
Theorem 4.
For any even integer k ≥ 2 and any integer N ≥ 1, we have 
−3
N ) could also be represented by the nonprincipal characters χ −4 and χ −3 modulo 4 and 3, respectively. Gekeler used a proof by induction on the number of prime factors of N, which yielded a formula more complicated than, but equivalent to, the formula in Corollary 5. The corollary follows immediately from Theorem 4 by noting that δ(
p ) for every prime p. The situation is exactly the same for modular forms on Γ 1 (N): although the dimensions of spaces of cusp forms on Γ 1 (N) are well-understood, the dimensions of the corresponding spaces of newforms are more mysterious. Let S k (Γ 1 (N)) denote the space of cusp forms on Γ 1 (N) of weight k and S N) ), respectively. Also let g * 1 (N, k) denote the number of nonisomorphic automorphic representations associated with S k (Γ 1 (N) ). The method of proof of Theorems 1 and 4 can also be used to establish formulas for g + 1 (N, k) and g * 1 (N, k) for any integer k ≥ 2 (not necessarily even). Since the expressions that result are slightly more complicated than the above expressions for g + 0 (N, k) and g * 0 (N, k), we defer the statements of the formulas to Theorems 13 and 14 in Section 3. The complications arise because the most natural formula for g 1 (N, k) holds only for N ≥ 5; the presence of elliptic points and irregular cusps corresponding to Γ 1 (N) for 1 ≤ N ≤ 4 causes g 1 (N, k) to be somewhat different for these small values of N. Unfortunately, the behavior of g N, k) . The explicit nature of the formulas in these theorems allows us to determine both the precise average orders and sharp asymptotic upper and lower bounds for these counting functions as well. The minimal and maximal orders of these functions are given in the next two theorems. Recall that γ = lim x→∞ ∑ n≤x 1 n − log x ≈ 0.577216 is Euler's constant.
Theorem 6.
Uniformly for all even integers k ≥ 2 and all integers N ≥ 1, we have:
Moreover, if N is not a perfect square, then the lower bound can be improved to
The product defining A + 0 in equation (2) is an infinite product over all prime numbers p. The upper bounds in Theorem 6 imply in particular that both g * 0 (N, k) and g + 0 (N, k) are bounded above by a constant multiple of kN, in contrast to the size of g 0 (N, k) itself which can be as large as a constant multiple of kN log log N. Theorem 6 is stronger and more general than [4, Proposition B.1], which appeared as this manuscript was being prepared.
Theorem 7.
Uniformly for all integers k ≥ 2 and all integers N ≥ 1, we have:
(c)
To judge the quality of these error terms, recall that both 2 ω(N) and τ(N) are O(N ε ) for any fixed ε > 0. Although Theorems 6(a) and 7(a) are easy consequences of the wellknown formulas for g 0 (N, k) and g 1 (N, k), the bounds contained therein do not seem to have been recorded in the literature. We remark that all of the bounds given in Theorems 6 and 7 are best possible; the proofs of these theorems in Section 6 are easily modified to produce sequences of values of N asymptotically attaining the indicated upper and lower bounds.
We turn now to the question of the average orders of these various functions. Recall that a function f (n) is said to have average order
meaning that the quotient of the two sides approaches 1 as x tends to infinity. It turns out that the average orders of the counting functions associated with Γ 0 (N) are explicit constant multiples of N.
The average orders of the counting functions associated with Γ 1 (N) depend on the special value ζ(3) = ∑ ∞ n=1 n −3 of the Riemann zeta-function.
Another natural quantity to consider is the relative number of newforms with the spaces of cusp forms on S k (Γ 0 (N)) and S k (Γ 1 (N)). To measure this proportion, define
and similarly for ρ 1 (N, k). We are able to establish asymptotically sharp lower bounds for ρ 0 (N, k) and ρ 1 (N, k), as well as determine their average orders.
Theorem 10.
Note that
≈ 0.206418; we deduce from the lower bound in Theorem 10(b) that when N is large enough with respect to k, it always the case that at least 20% of the weight-k cusp forms on Γ 1 (N) are newforms.
In Section 2, we prove the main formulas for g + 0 (N, k) and g * 0 (N, k) given in Theorems 1 and 4. Subsequently, we investigate the analogous functions for modular forms on Γ 1 (N) in Section 3, culminating in the statements and proofs of Theorems 13 and 14. Sections 4 and 5 are devoted to the explicit inequalities in Theorems 2 and 3 and to computational resuts concerning g + 0 (N, 2) and g 0 (N, 2). We finish by establishing the asymptotic inequalities of Theorems 6, 7, and 10 in Section 6 and the average-order results of Theorems 8, 9, and 11 in Section 7. 6 
NOTATION AND PROOF OF THEOREMS 1 AND 4
The dimensions of the spaces of weight-k cusp forms on Γ 0 (N) are well-known for positive even integers k. The following proposition gives a formula for these dimensions, phrased in the way that is most convenient for our purposes.
Proposition 12. For any even integer k ≥ 2 and any integer N ≥ 1, we have 
Definition 12C. ν 2 is the multiplicative function satisfying:
• ν 2 (2) = 1 and ν 2 (2 α ) = 0 for α ≥ 2;
Definition 12D. ν 3 is the multiplicative function satisfying:
Proof of Proposition 12. The facts invoked in this proof can be found in many sources; we follow the exposition in Miyake [5] . For now we assume that N ≥ 2. We begin by remarking that the multiplicative function ν ∞ (N) denotes the number of (inequivalent) cusps of Γ 0 (N) and that the multiplicative functions ν j (N) denote the numbers of (inequivalent) elliptic points of Γ 0 (N) of order j. Formulas for these numbers are given in [5, Theorem 4.2.7] in the form
Here again the symbol ( a p ) is Kronecker's extension of the Legendre symbol. It is easily verified that the formulas for ν 2 and ν 3 in equation (8) are equivalent to the formulas in Definitions 12C and 12D. It is also easily verified that since α ≥ 1,
and so the formula in equation (7) is the same as the formula in Definition 12B.
Next, if we let g N denote the genus of the (compactified) quotient of the upper halfplane by Γ 0 (N), then we have the formula [5, Theorem 4.2.11]
where µ N is the index of Γ 0 (N) in SL 2 (Z), and G denotes the quotient of the group G by its center. According to [5, Theorem 4.2.5] ,
as defined in Definition 12A. Now the dimension g 0 (N, k) of the space of weight-k cusp forms on Γ 0 (N) can be calculated from this information by the Riemann-Roch theorem. From [5, Theorem 2.5.2] we see that g 0 (N, 2) = g N and
for every even integer k ≥ 4. Only the terms j = 2, 3 are present in the sum due to [5, Lemma 4.2.6], and so the equation for g 0 (N, k) becomes
Combining this with the formula (9) and collecting the multiples of ν ∞ (N), ν 2 (N), and ν 3 (N) yields 
As shown by Atkin and Lehner [1] , we may write
(in fact, summands corresponding to distinct divisors d are orthogonal with respect to the Petersson inner product). In particular, the dimensions of these spaces satisfy
This equation can be written more simply using the Dirichlet convolution
Recall that the set of arithmetic functions f : N → C forms a ring under the usual addition of functions and the Dirichlet convolution as the multiplication operation, with the function δ defined in equation (1) as the multiplicative identity. In fact, the set of multiplicative functions forms a multiplicative subgroup-the Dirichlet convolution of two multiplicative functions f , g is again multiplicative. Indeed, the values of f * g on prime powers can be computed easily from the values of f and g on prime powers using the identity
which is a special case of equation (13). We also remark that the characteristic property of the Möbius µ function, often phrased as the Möbius inversion formula, is that it is the inverse (under Dirichlet convolution) of the function 1(n) that takes the value 1 at all positive integers:
Now in this notation, equation (12) says simply that g 0 = g + 0 * τ for every fixed k. Define λ to be the inverse (under Dirichlet convolution) of τ. Since τ = 1 * 1, we see that λ = µ * µ. Equivalently, λ is the multiplicative function satisfying
as can be seen by applying the formula (14) with f = g = µ. It follows that g
However, since g
is a linear combination of multiplicative functions of N (with coefficients depending on k), it is more natural to take the convolution of λ with the righthand side of the formula given in Proposition 12. We obtain
We immediately note that 1 * λ = 1 * µ * µ = µ. Furthermore, the functions ν ∞ * λ, ν 2 * λ, and ν 3 * λ are all multiplicative; by using the formula (14) we see that they are equal to the functions ν + ∞ , ν + 2 , and ν + 3 defined in Definitions 1B-1D. Finally, it can be verified using (14) that 
then the dimension of S * k (Γ 0 (N)) can be interpreted as the number of nonisomorphic automorphic representations associated with S k (Γ 0 (N)), which we have denoted by g * 0 (N, k). From here, the proof is very similar to the proof of Theorem 1. The dimensions of these spaces satisfy
in other words, g * 0 is simply the convolution g + 0 * 1 for every fixed k. We saw in the proof of Theorem 1 that g + 0 = g 0 * λ for every fixed k, and hence
Again, since g + 0 (N, k) is a linear combination of multiplicative functions of N (with coefficients depending on k), it is natural to use Proposition 12 to write
We immediately note that 1 * µ = δ. Furthermore, the functions ν ∞ * µ, ν 2 * µ, and ν 3 * µ are all multiplicative; by using the formula (14) we see that they are equal to the functions ν + ∞ , ν + 2 , and ν + 3 defined in Definitions 4B-4D. Finally, using (14) we verify that
where s * 0 is defined in Definition 4A; therefore the multiplicative function Ns 0 (N) * µ(N) is equal to Ns * 0 (N). This establishes the theorem. 
p 4 , and s
Definition 13B. u + is the multiplicative function satisfying u
+ (p) = 2p − 4, u + (p 2 ) = 3p 2 − 8p + 6, and u + (p α ) = p α−4 (p − 1) 3 ((α + 1)p − α + 3) for α ≥ 3.
Definition 13C. The functions b i (k) are defined as follows:
There are many equivalent ways to write the formulas defining the functions b i (k). Our choices were motivated by the desire to make the sizes of the functions b i (k) as k grows immediately apparent, knowing that the functions c 2 (k) and c 3 (k) are bounded in absolute value by 
As in the previous section, our starting point is a formula for g 1 (n, k), the dimension of the space S k (Γ 1 (N) ) of weight-k modular forms on Γ 1 (N).
Proposition 15. For any integer k ≥ 2 and any integer N ≥ 1, we have 
Proof. As in the proof of Proposition 12, our main task is simply to gather together the known facts about Γ 1 (N). For now we assume that N ≥ 5. In this case, by [5, Theorem 4.2.9], we know both that Γ 1 (N) has no elliptic elements and that the number of (inequivalent) cusps of Γ 1 (N) is given by the formula
Thus this expression for the number of cusps is nothing other than 
according to Definition 15A. The formula (9) then becomes
4 + 1. Using [5, Theorem 2.5.2] again, we discover that g 1 (N, 2) = g N and that for even k ≥ 4,
in analogy with equation (10). We may combine these two facts into the single equation
in agreement with the assertion of the proposition (note that the sum in equation (18) is zero when N ≥ 5). An appeal to [5, Theorem 2.5.3] shows that this equation holds when k ≥ 3 is odd as well. This establishes the proposition when N ≥ 5. Unfortunately, the groups Γ 1 (N) for 1 ≤ N ≤ 4 are exceptional, and the general formula just derived does not give the correct answer. When 1 ≤ N ≤ 4 we have Γ 1 (N) ∼ = Γ 0 (N), and so the true values of g 1 (N, k) for these small N are equal to the values g 1 (N, k) when k ≥ 2 is even. Calculating these values explicitly from Proposition 12, we have , we see that the above formulas for g 1 (3, k) and g 1 (4, k) are also correct when k ≥ 3 is odd. In other words, the formulas
The formula (19) gives the false values
, and and g 1 (4, k) , respectively. One can check that
using the definition 13C of the functions b i (k). Therefore we can write
which is equivalent to the assertion of the proposition for all N ≥ 1 and k ≥ 2.
We may now prove Theorems 13 and 14.
Proof of Theorems 13 and 14.
We proceed as in the proofs of Theorems 1 and 4. Again we have the Atkin-Lehner decomposition
Calculating the dimensions of both sides yields
This implies that g
Using the formula for g 1 (N, k) given in Proposition 15, this becomes
We immediately note that the expression δ(N/i) * λ(N) equals simply λ(N/i) in the case where i divides N. Furthermore, the function u * λ is multiplicative; by using the formula (14) we see that it is equal to the function u + defined in Definition 13B. Finally, it can be verified using (14) that 
whose dimension can be interpreted as the number of nonisomorphic automorphic representations associated with S k (Γ 1 (N) ). We omit the details, as by now the method has been amply illustrated.
EXPLICIT BOUNDS
We begin this section by using the formula in Theorem 1 to extract some explicit bounds on the function g + 0 (N, 2), culminating in a proof of Theorem 2. In the following lemmas, we prove that Theorem 2 holds for certain conveniently chosen classes of integers N, after which we combine the results of these lemmas with a modest finite calculation to prove the theorem.
Lemma 16. For every prime p, we have g
+ 0 (p, 2) ≤ p+1
, with equality if and only if p ≡ 11 (mod 12).
Proof. We directly verify the claim for p = 2 and p = 3, so that we may assume p ≥ 5. From Theorem 1 applied with k = 2, we have
This establishes the corollary and in fact more, namely that g + 0 (p) − p/12 is a constant depending only on the residue class of p (mod 12).
Lemma 17. We have Ns
Proof. Since all terms in these four inequalities are multiplicative functions, the asserted inequalities can be checked on prime powers directly from the definitions 1A-1D of the functions s 
Lemma 19. Suppose that N is a composite number with at most two distinct prime factors. Then g
which is the same as
Dividing both sides by 12 and invoking Corollary 18 establishes the lemma. 
since ω(N) ≥ 3. Dividing both sides by 12 and invoking Corollary 18 establishes the lemma. N, k) . Proof of Theorem 3. Let N ≥ 3 be an odd squarefree integer, and let α ≥ 4 be an integer. Then from Theorem 1,
and N ≥ 3 is squarefree. Also, from Definition 1A,
We conclude that g 
By the bounds given in Lemma 17 and the definitions 1E-1F of c 2 (k) and c 3 (k),
Since φ(N) = ∏ p|N (p − 1) and 2 ω(N) = ∏ p|N 2, we have 2 ω(N) ≤ φ(N) with equality if and only if N = 3. We verify by hand that g
, which takes care of the case N = 3. When N > 3, we have
which establishes the last claim of the theorem.
CALCULATIONS OF VALUES OF
Using the formula given in Theorem 1, we can derive explicit inequalities for the function g + 0 (N, 2). We can thus determine the precise preimage of any fixed value of g + 0 (N, 2) by combining these inequalities with finite computations. We remark that Halberstadt and Kraus [4] independently employed similar methods in their calculations of the set of integers for which g
We begin by stating a few lemmas giving simple but explicit inequalities for the multiplicative functions that concern us. We remind the reader of the definition (2) of the constant A It can be verified that the right-hand side is an increasing function of N for N > 9,000 and takes a value exceeding 100 when N = 132,000. This establishes the theorem in the case where N is not a perfect square. Suppose now that N = M 2 is a perfect square, where M ≥ 1. Then the formula in Theorem 1, applied with k = 2, implies
Lemma 23. We have Ns
Applying Lemmas 17 and 23 gives
using the elementary facts that φ(M 2 ) = Mφ(M) and ω(M 2 ) = ω(M). We found that for every integer 0 ≤ k ≤ 100 there are at least 13 solutions to the equation g + 0 (N, 2) = k, and there are only 13 solutions for k = 86. The largest number of solutions for k in this range is 68, attained by k = 96.
As N ranges from 1 to 132,000, the values taken by g + 0 (N, 2) include every nonnegative integer up to and including 4,361. In total, we found 9,566 of the integers less than 10,000 among the values of g The proof of Theorem 7 is very similar, and we omit the details except to mention that Lemma 31 plays a role in simplifying the error terms. As for Theorem 10, we can investigate the size of ρ 0 (N, k) (for example) using the information discovered in the proof of Theorem 6. We saw that 
AVERAGE ORDERS
In this final section we prove Theorems 8, 9, and 11. As it happens, the multiplicative functions under consideration are all in a class of multiplicative functions whose average orders can be calculated rather easily. The following proposition is representative of the average-order theorems for multiplicative functions in the literature; we include a proof for the sake of completeness.
