Abstract-This work investigates the possibility of performing matched about to the channel spread, that is to durations on synchronization in a reduced complexity Energy Detection re-the order of tens of nanoseconds [3]. The successive fine ceiver. A Among the possible schemes, at the receiver two approaches are commonly used: the coherent and the non-coherent ones. The first perform correlation of the incoming signal using Fig. 1 . Typical Energy Detection receiver an internally generated template. Rake-receiver structures are typically employed but unfortunately, despite their high accu-(LNA), the squaring unit (()2), the Integrate-and-Dump unit racies, they are not suited for low-power applications. ond ones, aimed at the simplification of the receiver structure, The UWB signal is first amplified, squared and integrated do not perform any channel estimation and typically permit for a certain duration; successively, the computed energy is low-power consumptions. Among these kinds of receivers, the converted into digital domain to allow synchronization and Energy Detection ones offer the lowest power consumption demodulation. A typical modulation scheme for these systems and complexity. 
hronpaper in a sithe Energy Detecton coar mances are possible by employing a searchback algorithm. Due synchronization in a simplified Energy Detection receiver to the low complexity of the receiver scheme, the synchronization employing a 1-bit comparator together with a search-back algorithm requires a long locking time. algorithm. This work is organised as follows: Section II Index Terms-UWB, Energy Detection, Syncronization, Low-presents the algorithm and defines the related mathematical Complexity models. The operation of the algorithm is explained in a simplified case in which the received pulse is a Dirac delta I. INTRODUCTION and finally the required modifications in the case of realistic UWB pulses are presented. Section III validates the models Ultra-VideBand (UWB) is different from conventional nar-of the first section and presents synchronization results with rowband and wideband wireless technologies. The transmis-idealized and realistic pulses. Finally, conclusions are drawn sion relies on short duration pulses (on the order of one in section IV. nanosecond) and the signal power spectral densities are order of magnitudes lower than in other wireless systems. The II. PROBLEM STATEMENT combination of these two features results in the possibility of The common Energy Detection receiver front-ends are low-power consumption and in the requirement of fine time domain processing of the received pulses. The time domain computation of the received signal is fundamental both for Antenna demodulation and for determining synchronization lock-point at the receiver. 2 
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A/D Among the possible schemes, at the receiver two approaches are commonly used: the coherent and the non-coherent ones. The first perform correlation of the incoming signal using Fig. 1 . Typical Energy Detection receiver an internally generated template. Rake-receiver structures are typically employed but unfortunately, despite their high accu-(LNA), the squaring unit (()2), the Integrate-and-Dump unit racies, they are not suited for low-power applications. ond ones, aimed at the simplification of the receiver structure, The UWB signal is first amplified, squared and integrated do not perform any channel estimation and typically permit for a certain duration; successively, the computed energy is low-power consumptions. Among these kinds of receivers, the converted into digital domain to allow synchronization and Energy Detection ones offer the lowest power consumption demodulation. A typical modulation scheme for these systems and complexity. is 2-PPM (Bi-phase Pulse-Position-Modulation). It consists of Coarse synchronization algorithms for Energy Detection the placement of the pulses in the first or in the second half of a receivers make use of simple approaches to approximately Pulse-Repetition-nterval (PRI). The Energy Detection receiver compute the pulses Time-Of-Arrival (TOA). The most com-demodulates data first by integrating each of the two halves of mon ones refer to the use of sliding integration windows the PRI, and then by comparing the A/D converted energies to detect the time instant which corresponds to the maxi-numerically. The received signal is circa a sum of two terms: The first The synchronization algorithm consists of two consecutive accounts for the squared UWB input signal and the other one is a stochastic process due to AWGN. In previous works (see where DE-is the i-h element at the j-h iteration. We also [5] 
( 
After the integration of UWB pulses and noise, the Energy where DEj is defined as D{R(i)}. It is easy to show that the that no noise is present at the receiver input, vector ADE probability of having 0 or 1 in a specified position i, is given assumes a shape as shown in figure 4 . The output given by by the expressions the "Differential Energy Detector" is non-zero only in the case that the Delta falls within the integration domain of El. In the The general expression is given by,
Generally it is not possible to determine whether the detec-L=1 i#Am tion probability is larger or smaller than in case of p(t) = d(t)
In the simplified case that, given the lock point i and supposing because it depends on energies E(m [5] . The collection of Energies in ADE can be thus processed This expression represents the real "Detection Probability" by starting from the corresponding index i which identifies only for high Signal-o-Noise Ratios because it is assumed maxc{ADE} and then searching back by comparing the values that ADEj reaches the value of PG after PG iterations. At of ADE in adjacent indexes. These algorithms are based on high processing gains on the order of 10 and for a sufficiently three parameters: The false alarm probability, the number of high energy E, the Detection Probability is maximised as will adjacent noise samples and the searchback window length [5] be shown further. Whether a high x is chosen, the quantity that have to be set according to the channel characteristics. is mitigated by processing gain PG, since E4 GID d(t)ni(t)dt -O as work, the algorithm is applied starting from the maximum PG -~+oo, where Dn is the integration domain, energy computed in ADE and then searches back with an appropriate window whose length is set a priori. It continues pulses two cases are considered: In the first a maximum until all the samples within the window bounds are all under detection algorithm as in equation 13 has been employed. the threshold. When this condition holds, the position of lock In the second a searchback algorithm has been used. For point is stored. If the search rolls back to the first values in the second case simulations, the search-back window length ADE, the window is decreased accordingly until it reaches is 3 for tstep = lOns and 6 for tstep = 5ns, and the width of 1 sample and the position of lock point will be threshold has been set to maxc{ADE}-1 in all cases. Even stored as 0. Searchback algorithms proposed in [5] are based though the definition of False Alarm Probability differs from on finer resolutions (the integration duration is ideally 1 ns) [5] this choice implies automatically that a missing detection and on non-overlapping integration windows while here the probability is set. For the sampled Dirac delta pulses, only the synchronization accuracies are higher and integration windows maximum detection algorithm has been simulated. are superposed. Notwithstanding this, due to the multipath In all simulations the equivalent noise bandwidth is 10 GHz the energy steps computed during the first phase of this and a delay uniformly distributed in [0, PRI] has been insynchronization algorithm present similar properties to data cluded in all simulations. The UWB pulses are obtained collected by using non-overlapping integration windows. The through the 802.15.4a Line-Of-Sight (LOS) channel model use of these algorithms is worthy of consideration because CM1 and CM3 (Residential and Office Line-of-Sight) [6] they help tackle spurious peaks in ADE caused by noise. and the Matlab simulation environment combine the pulses in order to take into account the Inter-Symbol-nterference of III. SIMULATIONS the preamble sequence. The integration time TI is 30ns in all A first model verification has been obtained through Matlab cases as specified in [7] . The synchronization error has been simulations aimed at calculating the Detection Probability. lOO00s with For PG =8 the detection probability does not reach 1. This different synchronization accuracies, tstep = 5ins and tstep = is due to the term (1 -2~)-) which, given PG, decreases iOns, respectively. For a Dirac Delta the MAE converges and as N increases. At higher PG, i.e. 12, the curves reach quickly does not increase at high SNR. This is due to the expression the maximum probability as M increases because the second of Pd: As shown in figure 6 the Detection Probability tends term in brackets tends to zero.
to a constant value and, considering that MAE is proportional The algorithm performance has been tested with Mean-to Pd, it presents an asymptotic trend. On the other hand, Absolute-Error (MAE) simulations in which the synchro-for the UWB pulses we notice an MER increase for high nization process has been averaged on 100 realizations. At SNR. This is due mainly to the signal shape. In presence of each iteration, the waveform realization has been uniformly UWB signals, supposing infinite SNR, vector ADE includes randomized. In the case of the Dirac delta, the simulation multiple incremental values because the channel sputters the consisted only of repeating the algorithm 100 times. The signal energy and forms local groups of multipaths. It follows algorithm has been tested with different synchronization steps, that it is possible to detect multiple rising energy steps E(i gies are "sliced" coarsely: For both the CM1 and CM3 the IV. CONCLUSIONS searchback algorithm leads to about the same performance This paper has investigated the possibility to perform coarse because energies E(i) in vector ADE do not differ from synchronization in a simplified Energy Detection receiver each other. On the other hand, for the maximum detection employing a "Differential Energy Detector". Through a first algorithm the results are quite different because the maximum mathematical discussion, the synchronization algorithm has energy variations of CM1 are different from CM3. While been defined and its operation in the case of an ideal Dirac for CMl, the maximum E(i) is quite far from the first path Delta signal and in the case of realistic UWB pulses has arrival time, for CM3 it is shown that the maximum E(i) is been presented. Preliminary discussions and results obtained near the first-path arrival time. At high SNR the accuracies by Matlab simulations show that is possible to perform decrease because multiple maximums are detected in vector synchronization both for the two kinds of pulses provided ADE. In the case of tsymch =5ns the effects summarized that for the UWB waveforms energies are computed with a above are deemphasized because energies are sliced finely. The search-back algorithm. Due to the extremely low-complexity search-back algorithm gives better results because the obtained of the receiver, that is the 1-bit-olnly information available ADE better approximates the energies obtained with the for calculations, the drawback of this scheme is the long typical resolution employed for TOA estimation. In summary, synchronization time required for capturing pulse energies. the synchronization accuracies are better for CM3 because energies E(i) are distributed in a favourable condition for thelimited for signal to noise ratios smaller than 40 dB. 
