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Abstract
We establish a new criterion for the dynamical stability of black holes in D ≥ 4
spacetime dimensions in general relativity with respect to axisymmetric perturba-
tions: Dynamical stability is equivalent to the positivity of the canonical energy,
E , on a subspace, T , of linearized solutions that have vanishing linearized ADM
mass, momentum, and angular momentum at infinity and satisfy certain gauge
conditions at the horizon. This is shown by proving that—apart from pure gauge
perturbations and perturbations towards other stationary black holes—E is non-
degenerate on T and that, for axisymmetric perturbations, E has positive flux
properties at both infinity and the horizon. We further show that E is related
to the second order variations of mass, angular momentum, and horizon area by
E = δ2M −∑A ΩAδ2JA − κ8π δ2A, thereby establishing a close connection between
dynamical stability and thermodynamic stability. Thermodynamic instability of
a family of black holes need not imply dynamical instability because the pertur-
bations towards other members of the family will not, in general, have vanishing
linearized ADM mass and/or angular momentum. However, we prove that for any
black brane corresponding to a thermodynamically unstable black hole, sufficiently
long wavelength perturbations can be found with E < 0 and vanishing linearized
ADM quantities. Thus, all black branes corresponding to thermodynmically un-
stable black holes are dynamically unstable, as conjectured by Gubser and Mitra.
We also prove that positivity of E on T is equivalent to the satisfaction of a “local
Penrose inequality,” thus showing that satisfaction of this local Penrose inequality
is necessary and sufficient for dynamical stability. Although we restrict our consid-
erations in this paper to vacuum general relativity, most of the results of this paper
are derived using general Lagrangian and Hamiltonian methods and therefore can
be straightforwardly generalized to allow for the presence of matter fields and/or to
the case of an arbitrary diffeomorphism covariant gravitational action.
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1 Introduction
It is of considerable interest to determine the linear stability of black holes inD-dimensional
general relativity. It is also of interest to determine the linear stability of the correspond-
ing black branes in (D + p)-dimensions, i.e., spacetimes M × Tp with metric of the form
ds˜2D+p = ds
2
D +
p∑
i=1
dz2i . (1)
where ds2D is a black hole metric. One can analyze this issue by writing out the linearized
Einstein equation off of the black hole or black brane background spacetime. One way
of establishing linear stability is to find a suitable positive definite conserved norm for
perturbations. Linear instability can be established by finding a solution for which some
gauge independent quantity has unbounded growth in time. However, even in the very
simplest cases—such as the Schwarzschild black hole [33, 40] and the Schwarzschild black
string [16]—it is highly nontrivial to carry out the decoupling of equations and the fixing
of gauge needed to determine stability or instability directly from the equations of motion.
It is particularly difficult to analyze stability when the background is stationary but not
static. In the case of a Kerr black hole in 4-dimensions, the Teukolsky formalism [38]
reduces the coupled system of linear perturbation equations to a single equation for a
gauge invariant, complex variable, but there is no known formalism of comparable power
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to decouple the equations in other cases, including the higher dimensional Myers-Perry
analogs of Kerr; see [8, 9, 7] and references therein. Thus, it would be extremely useful
to have a stability criterion for black holes and black branes that does not require one to
perform a complete analysis of the linearized perturbation equations.
For the case of black branes, a simple criterion for stability was proposed in [18, 19],
based on the analogy between laws of black hole mechanics and the laws of thermody-
namics. We now describe their criterion. Let us assume for simplicity that we are given
a stationary, asymptotically flat black hole solution with compact event horizon cross
section, in vacuum general relativity (no matter fields) in D spacetime dimensions. By
the rigidity theorem [21, 27], we may assume that our solution is not only stationary and
asymptotically flat, but has additional commuting rotational Killing fields ψa1 , . . . , ψ
a
N ,
with associated angular momenta J1, . . . , JN , where N ≤ ⌊D−12 ⌋. Suppose now that we do
not just have one such solution, but—as usually happens—a family of solutions parame-
terized by the mass M , and the angular momenta1 J1, . . . , JN , such as the Myers-Perry
family [29]. As usual, we identify the entropy as S = 1
4
A, where A = A(M,J1, . . . , JN) is
the area of the horizon. Consider the Hessian matrix of S,
HessS =
(
∂2S
∂M2
∂2S
∂JA∂M
∂2S
∂M∂JB
∂2S
∂JA∂JB
)
. (2)
Then by analogy with the thermodynamical properties of ordinary laboratory type sys-
tems, the signs of the eigenvalues of HessS might be expected to be related to the stability
of the system: For normal laboratory-type systems we expect the system to be unsta-
ble if the Hessian has a positive eigenvalue, which would correspond to a negative heat
capacity. Therefore, one might expect that negativity of the Hessian, eq. (2), would
be a necessary condition for black hole stability. However, this is clearly false: For ex-
ample, the 4-dimensional Schwarzschild black hole has negative heat capacity, since its
area is A = 16πM2, so ∂2S/∂M2 > 0. However, despite its negative heat capacity, the
Schwarzschild black hole is well known to be linearly stable. Thus, for black holes, ther-
modynamic stability with respect to perturbations to other stationary black holes cannot
be necessary for dynamical stability. Nevertheless, there is no obvious counterexample
to the possibility that thermodynamic stability could be necessary for black brane sta-
bility, since, in particular, the Schwarzschild black string is known to be unstable [16].
Therefore, suppose we exclude consideration of black holes and restrict attention to black
brane spacetimes of the form (1), where the zi coordinates are periodically identified with
length l, so that horizon cross-sections are compact and have a well defined area. The
Gubser-Mitra conjecture states that any such black brane spacetime is unstable for suf-
ficiently large l if the Hessian matrix (of the original D-dimensional black hole family)
has a positive eigenvalue. In this paper, we will show that this conjecture follows as a
consequence of a more fundamental dynamical stability criterion that we shall establish.
Another simple possible stability criterion that is applicable to black holes is the “local
Penrose inequality,” discussed recently in [10]. We reformulate this criterion as follows:
Suppose, as above, we have a family of stationary, axisymmetric black hole spacetimes
with mass M and angular momenta J1, . . . , JN . Since surface gravity cannot be nega-
tive, it follows immediately from the first law of black hole mechanics that the horizon
1In the presence of matter fields, there may be additional conserved charges.
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area, A¯, must be a non-decreasing function of M at fixed J1, . . . , JN . Let gab(λ) be an
arbitrary smooth one-parameter family of axisymmetric metrics with gab(0) being equal
to a member of this family with non-zero surface gravity. Let B denote the bifurcation
surface of the Killing horizon of gab(0). Let A(λ) denote the area of the apparent horizon
of gab(λ) on an initial slice passing through B. As will be shown in subsection 2.1 be-
low, to first order in λ the event horizon coincides with the apparent horizon. To second
order in λ, the event horizon need not coincide with the apparent horizon—assuming
cosmic censorship, it cannot lie inside the apparent horizon but it may lie outside of it.
Nevertheless, to second order, the only contribution to the difference between the area,
A, of the event horizon and A arises from the (second order) displacement of the event
horizon relative to the apparent horizon in the background metric gab(0). However, in the
background metric, B is an extremal surface2. It follows that to second order, we have
A(λ) = A(λ). Now, let g¯ab(λ) be the one parameter family of metrics in the black hole
family such that M¯(λ), J¯1(λ), . . . , J¯N(λ) agrees with the corresponding ADM mass and
angular momenta M(λ), J1(λ), . . . , JN(λ) of gab(λ). Then, by the first law of black hole
mechanics together with the fact that the bifurcation surface of gab(0) has vanishing ex-
trinsic curvature, we automatically have (dA/dλ)|λ=0 = (dA¯/dλ)|λ=0. However, suppose
that δ2A ≡ (d2A/dλ2)|λ=0 > δ2A¯ ≡ (d2A¯/dλ2)|λ=0. Then, since horizon area is nonde-
creasing with time (assuming the validity of cosmic censorship), M is non-increasing with
time (by positivity of Bondi flux), and JA is conserved (by axisymmetry), we obtain a
contradiction with the possibility that gab(λ) could “settle down” at late times to a black
hole solution in the original family. This strongly suggests that satisfaction of the “local
Penrose inequality”
δ2A ≤ δ2A¯ (3)
should be a necessary condition for stability of any black hole member of a family. This
argument does not suggest that satisfaction of the local Penrose inequality should be
sufficient for stability with respect to axisymmetric perturbations, but evidence in favor
of this conjecture has been presented in [10]. In this paper, we will prove that our more
fundamental stability criterion implies that satisfaction of the local Penrose inequality is
necessary and sufficient for black hole stability with respect to axisymmetric perturba-
tions.
We now describe our main results. We consider stationary, asymptotically flat black
holes in D ≥ 4 spacetime dimensions in vacuum general relativity. In section 5, we will
also consider the corresponding black branes in D + p dimensions. By the rigidity theo-
rem [21, 27], the event horizon of the black hole must be a Killing horizon, and, if rotating,
the spacetime must be axisymmetric (possibly with respect to multiple rotational planes
if D ≥ 5). We restrict consideration to the case where the surface gravity, κ, of the event
horizon is non-vanishing. In the case of a nonrotating black hole, our results apply to
arbitrary, smooth, asymptotically flat solutions of the linearized field equations, but for a
rotating stationary, axisymmetric black hole, some of our results apply only to perturba-
tions that preserve axisymmetry in the rotational planes that have nonvanishing angular
velocity, ΩA, of the horizon. For perturbations of the black hole, we define a quantity
E—called the canonical energy—which is quadratic in the perturbation and given by an
integral over a Cauchy surface, Σ, for the exterior region. (Thus, Σ extends from spatial
2This follows from the fact that both its outgoing and ingoing expansion vanish.
4
infinity to the bifurcation surface, B, of the black hole.) We will establish the following
properties of E : (1) Without loss of generality, certain gauge conditions can be imposed
near the horizon of the black hole that, in particular, ensure that the location of the true
event horizon does not change to first order. When restricted to axisymmetric perturba-
tions with vanishing linearized linear momenta, δPi = 0, and vanishing linearized change
of horizon area, δA = 0, the quantity E is invariant under axisymmetric gauge transfor-
mations that satisfy these conditions at the horizon and approach arbitrary asymptotic
symmetries at infinity. (2) E is conserved in the sense that it takes the same value if
evaluated on another Cauchy surface Σ′ extending from spatial infinity to B. (3) For ax-
isymmetric perturbations E is related to the second order variations of mass, M , horizon
area, A, and angular momentum, JA by
3
E = δ2M − κ
8π
δ2A−
∑
A
ΩA δ
2JA . (4)
(4) A Hilbert space V can be defined whose elements are square integrable initial data
that (weakly) satisfy the linearized constraints, satisfy our horizon gauge conditions and,
in addition, at spatial infinity have vanishing linearized ADM mass, linear momentum,
and angular momentum with respect to the rotational Killing fields of the background
spacetime. There is a dense domain, T , of smooth elements of V on which E can be
defined as a quadratic form. E is symmetric on T × T and is degenerate precisely on the
perturbations that are “perturbations toward stationary black holes.” Thus, if we define
a new space T ′ by modding out by perturbations toward stationary black holes (which,
of course, includes all pure gauge perturbations), E is non-degenerate. Consequently, on
this space, either (a) E is positive definite or (b) there is a Ψ ∈ T ′ such that E(Ψ,Ψ) < 0.
(5) Consider a foliation by Cauchy surfaces, Σ(t) for the exterior region such that each
Σ(t) is composed of a hypersurface, S (t), that extends from a cross-section C(t) of future
null infinity4 I + to a cross-section B(t) of the black hole horizon H +, together with the
portions of future null infinity and the future horizon that lie to the past of C(t) and
B(t) respectively. For perturbations that preserve axisymmetry in the rotational planes
that have nonvanishing angular velocity, ΩA, of the horizon, the canonical energy on Σ(t)
(drawn as the broken red line in the figure) can be expressed as the sum of a manifestly
non-negative contribution from I + (equal to the Bondi energy flux), a manifestly non-
negative contribution from H + (given by an integral involving the square of the linearized
shear), and a term E(t) which differs from the canonical energy evaluated on S (t) only
by boundary contributions from C(t) and B(t). Furthermore, the boundary contribution
from C(t) vanishes if the Bondi news vanishes on C(t) and the boundary contribution
from B(t) vanishes if the perturbed shear of the horizon vanishes on B(t).
3Although δ2M , δ2A, and δ2JA individually depend upon the second order metric perturbation, it
follows from the first law of black hole mechanics that the combination appearing on the right side of (4)
is independent of the choice of second order metric perturbation.
4In order to make use of the machinery of null infinity, we must restrict consideration to even di-
mensional spacetimes, since I does not exist in odd dimensions [23]. We do not believe that this is an
essential restriction, i.e., we believe that our results on the positivity of flux at infinity will also hold in
odd dimensions.
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A stability criterion for black holes and black branes with respect to axisymmetric
perturbations can now be formulated as follows: Suppose that E is positive definite on T ′
(case (a) of point (4) above). Since E is conserved, we obtain a positive definite conserved
norm on T ′. Since T ′ excludes from T only those perturbations that are towards station-
ary black holes—and stationary perturbations are automatically stable—this establishes
stability of perturbations in T , at least in the sense of establishing the nonexistence of
“growing modes”. Furthermore, if the black hole or black brane whose stability is being
investigated is a member of a family5 of stationary black holes/branes containing arbi-
trary variations of M,J1, . . . , JN , then a general perturbation can be written as the sum
of a perturbation in T and a perturbation to another member of the family, thereby
establishing stability for general perturbations.
On the other hand, suppose E fails to be positive definite on T ′ and hence, according
to point (4) above, there exists a perturbation in T ′ for which E < 0 (case (b)). We obtain
a contradiction with the stability of the black hole or black brane by the following type
of argument used previously in [11, 12, 13, 14]: By property (5), the quantity E(t) is non-
increasing with time, and, since E = E on Σ, for this perturbation we have E(t) ≤ E < 0.
If the black hole/brane were stable, then the Bondi flux at I + and the perturbed shear at
H + should go to zero at late times for this perturbation. Hence, E(t) should approach the
canonical energy evaluated on S (t). However, we have just seen that the canonical energy
is bounded away from zero on S (t) at late times. Consequently, the perturbation cannot
be approaching a solution that is a perturbation towards a stationary black hole since
the linearized mass, linear momentum, and angular momentum must remain zero6 and E
vanishes for perturbations towards a stationary black hole with vanishing linearized mass,
linear momentum, and angular momentum. On the other hand, as already stated, any
stable perturbation should become “non-radiating” at late times. However, this should be
impossible, since non-stationary, non-radiating linearized perturbations should not exist.
Our argument for stability in case (a) is a genuine proof that perturbations remain
bounded in a suitable norm, although it does not establish pointwise boundedness and
5If the black hole or black brane in question is not a member of a general family, one would have to
separately establish the existence of a stable perturbation for given variations of M,J1, . . . , JN .
6Mass and momentum can be radiated at quadratic order; angular momentum cannot be radiated at
all for axisymmetric spacetimes.
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does not establish decay7. On the other hand, our argument for instability in case (b) has
a status closer to that of a plausibility argument than a complete and rigorous proof. At
the end of subsection 4.2 below, we shall indicate some possible strategies for improving
upon these results.
At a conceptual level, our above criterion for black hole and black brane stability is
remarkably simple: Evaluate the canonical energy E of initial data for perturbations that
(i) satisfy the constraints, (ii) have vanishing linearized ADM mass, momentum, and an-
gular momentum at spatial infinity, and (iii) satisfy our gauge conditions at the horizon.
If E ≥ 0 for all such perturbations, then the black hole/brane is stable; if not, then it is
unstable. Thus, E provides a “variational principle” for black hole and black brane stabil-
ity, and one can test for stability by plugging in “trial initial data” into the formula for E .
Of course, the trial initial data must be chosen so as to satisfy the linearized constraints,
so this variational principle cannot be used as readily as unconstrained variational prin-
ciples8. Nevertheless, the use of our variational principle—even if it requires solving the
constraints—represents an enormous simplification over performing a complete analysis
of the dynamical behavior of solutions to the full set of perturbation equations.
If we have a family of black holes or black branes parameterized byM,J1, . . . , JN , then
we shall show at the beginning of section 5 that positivity of the right side of (4) for all
second order variations within this family is equivalent to the negative definiteness of the
Hessian (2). Thus, thermodynamic stability of the family as defined above by the Hessian
criterion is equivalent to positivity of E for perturbations within the family. However,
our criterion for dynamical stability is positivity of E for the case of perturbations with
vanishing linearized ADM mass, momentum, and angular momentum at spatial infinity,
and this excludes all perturbations within the family. Thus, for a family of black holes, the
thermodynamic stability of the family provides absolutely no information about dynamical
stability. In particular, this explains why the Schwarzschild black hole can be dynamically
stable despite the fact that it is thermodynamically unstable: The thermodynamically
unstable perturbations of Schwarzschild have a nonvanishing linearized ADM mass and
thus do not “count” for the analysis of dynamical stability. However, the situation is
very different for a family of black branes. If the corresponding family of black holes is
thermodynamically unstable—i.e., if we can find a perturbation to another member of
the black hole family that makes E < 0—then we shall show in section 5 that one can
find a sufficiently long wavelength perturbation of the black brane for which E < 0 but
the linearized ADM mass, momentum, and angular momentum vanish. Consequently, the
thermodynamic instability of the corresponding family of black holes implies dynamical
instability of the black branes, as conjectured by Gubser and Mitra9.
In this paper, we will restrict attention to black holes (and black branes) in vacuum
general relativity. However, one of the strengths of our approach is that it is based
upon the Lagrangian formulation of general relativity and, hence, can be applied to non-
vacuum general relativity as well as other diffeomorphism covariant theories of gravity. In
7In the stable case, the arguments of the previous paragraph strongly suggest that perturbations in
T must decay to solutions that are perturbations towards stationary black holes.
8For the case of spherically symmetric perturbations of static, spherically symmetric spacetimes with
appropriate matter fields, the linearized constraints can be solved. In that case, our variational principle
(when generalized to include matter) would reduce to the unconstrained variational principle given in [35].
9Another argument in favor of the Gubser Mitra conjecture based on a “Wick rotation”, applicable
to certain static black branes, has previously been given by [31].
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particular, the notion of canonical energy can be readily generalized to these cases, and it
appears likely that analogs of properties (1)-(4) above will hold. Furthermore, property
(5) should hold in non-vacuum general relativity with matter satisfying appropriate energy
conditions, whereas the satisfaction of property (5) in other theories of gravity should be
intimately related to the positivity of energy flux at infinity and the satisfaction of the
second law of black hole mechanics in these theories. Thus, it is likely that most of our
stability analysis can be applied to much more general cases. However, we shall defer to a
subsequent publication the analysis of black hole and black brane stability in non-vacuum
general relativity and other theories of gravity.
Finally, we should emphasize that, as stated above, for rotating black holes our stabil-
ity analysis is restricted to perturbations that are axisymmetric in the planes in which ΩA
is nonvanishing. This restriction appears to be essential since, for rotating black holes,
one should easily be able to find non-axisymmetric perturbations for which E < 0 and for
which the flux of canonical energy through H + (or I + if one instead uses the horizon
Killing field to define E) is negative. These properties should preclude the possibility of
making either a stability or an instability argument of the type described above.
In the next section, we impose our horizon gauge conditions, define canonical en-
ergy, and establish many of its properties. In section 3 we prove our results on the
flux of canonical energy at infinity and through the horizon. Our stability/instability
arguments—including the construction of the Hilbert space V and the domain, T , of
E—are given in section 4. In section 5, we present a proof that the thermodynamic in-
stability of a family of black hole implies the existence of a long wavelength perturbation
of the corresponding black branes with negative E that has vanishing linearized ADM
mass, momentum, and angular momentum. This implies instability of the black brane,
as conjectured by Gubser and Mitra. In section 6, we shall show that for a family of
black holes, satisfaction of the local Penrose inequality (3) is equivalent to positivity of E
on perturbations with vanishing linearized ADM mass, momentum, and angular momen-
tum, and, consequently, for black holes, the satisfaction of the local Penrose inequality is
equivalent to linear stability.
2 Canonical Energy
2.1 Gauge choice near the horizon
In this section, we consider one-parameter families of metrics gab(λ) (not necessarily sta-
tionary) in D ≥ 4 dimensions, that solve the field equations Gab(λ) = 0, are jointly
smooth in the parameter λ ∈ R and spacetime point, and which, for λ = 0, reduce to a
stationary, asymptotically flat black hole spacetime gab = gab(0), with bifurcate Killing
horizon H , bifurcation surface B ⊂ H , and surface gravity κ > 0. We also will consider
corresponding families of black brane spacetimes, but the extension of our considerations
to black brane spacetimes is straightforward, so we will restrict attention to black holes
until section 5.
We shall require gab(λ) to be asymptotically flat in the sense that there exist asymp-
totically Minkowskian coordinates xµ such that gµν(λ) differs from ηµν by O(ρ
−(D−3)) as
ρ→∞—where ρ = (x21+ · · ·+x2D−1)
1
2—and Nth derivatives of gµν(λ) are O(ρ
−(D−3+N)).
In D = 4, we also require the Regge-Teitelboim parity conditions (see appendix A of [32])
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to hold. In section 3, we will, in addition, impose asymptotic flatness conditions on the
metric at I +.
We shall now impose certain gauge conditions on the metric near the horizon that will
be used in the remainder of this paper. These conditions involve no loss of generality. Let
H denote the black hole event horizon for the metric gab(λ = 0), and H
± = H ∩I±(I ∓)
the future and past component. When λ > 0, the surface lying at the same coordinate
location as H + need not coincide with the actual event horizon of gab(λ)—indeed, there
may not even be an event horizon when λ > 0. It will be very useful to require that our
coordinates be chosen so that, when there is a horizon for λ > 0, the surface lying at
the same coordinate location as H + (we could equally choose H −) continues to coincide
with the actual event horizon, at least to first order in λ. Since the event horizon is a
global concept and cannot easily be located exactly in any spacetime with λ > 0, this
might appear to be a hopelessly difficult task. However, as we shall see, the event horizon
can be easily located to first order in λ, and the desired gauge condition can be imposed
as follows:
First, by using Gaussian null coordinates, we can ensure that for all λ, the surface
located at the same coordinates as H + is a null surface. Specifically, we may assume
without loss of generality, that, near H +, each metric in our family can be written in the
form
gab(λ) = 2 ∇(au [∇b)r − r2 α(λ) ∇b)u− r βb)(λ)] + µab(λ) (5)
where r, u are functions defined in a neighborhood of H + that are independent of λ. The
location of H + for any value of λ is given by r = 0, and on H +, u is an affine parameter
for any metric in our family10. The tensor fields βa, µab are orthogonal, for all λ, to the
normal bundle of the (D − 2)-dimensional surfaces B(u, r), which are the joint level sets
of u, r. That is, if
na =
(
∂
∂u
)a
, la =
(
∂
∂r
)a
, (6)
then we have µabn
a = µabl
a = βan
a = βal
a = 0. For all λ, the integral curves of la are
null geodesics with affine parameter r. For more details on Gaussian null coordinates, see
e.g. [21]. We assume that u is chosen such that B ≡ B(0, 0) is the bifurcation surface
of the original metric gab(0). The location of the past horizon at λ = 0 is then given by
u = 0. The above form of the metric near H + is merely a choice of gauge, which we will
impose for the rest of this paper. It does not use any information coming from Einstein’s
equation, nor any symmetry assumptions.
Although the above gauge choice requires H + to be a null surface for all λ, it does
not impose the desired condition that H + coincide with the actual (future) event horizon
to first order in λ. To impose this condition, we note that the future event horizon is
uniquely characterized as being the outermost outgoing null surface with compact cross-
sections whose expansion ϑ vanishes asymptotically at late times. However, the linearized
Raychaudhuri equation implies that, to first order in λ, the expansion must be constant
along the horizon. Thus, the perturbed expansion δϑ must vanish on the horizon at all
times, and, thus, must vanish on any cross-section. Since the requirement that H + is
null has already be imposed, we can ensure that H + coincides with the event horizon to
10Note that in [21], u was chosen to be a Killing parameter rather than an affine parameter, resulting
in some differences in the metric form in the case of a non-degenerate horizon.
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first order in λ by simply imposing the requirement that its perturbed expansion vanishes
on any one cross-section, such as B. Thus, our desired additional gauge condition is [36]
δϑ|B = 0 . (7)
We now wish to argue that this condition can always be imposed. Let φs be the 1-
parameter family of diffeomorphisms generated by the vector field Xa = (1/
√
2) fla,
where f is some smooth function. Let Bs = φs[B] be the deformed surface, and let ϑ(s)
be the expansion [of the unperturbed metric gab = gab(0)] of Bs in the outward going
future null directions ka, normalized by kala = 1. The vacuum Einstein equations allow
one to show that the following equation holds on B [1, 15]:
d
ds
ϑ(0) = −DaDaf + βaDaf + 1
2
[
R(µ)− 1
2
βaβa +D
aβa − 1
2
(Lnµab)Lnµ
ab
]
f
=: C(f) , (8)
where R(µ) is the curvature scalar of µab, and Da is the derivative operator of µab. Since
the background spacetime is stationary, we have Lnµab = 0 on H
+. As discussed in [1],
although C is clearly not self-adjoint, it admits a strictly positive principal eigenfunction
ψ. As argued in [1, 15], we must have λ1 ≥ 0—otherwise there would be trapped surfaces
in the exterior, which is not possible. We now show that λ1 is strictly positive, λ1 > 0.
(For another argument leading to the same conclusion in the more general context of “non-
evolving horizons”, see Prop. 3 of [26].) To do so, we use the fact that in the background
metric, B is the bifurcation surface of a bifurcate Killing horizon with horizon Killing
field Ka. We claim first that in our Gaussian null coordinates, Ka takes the remarkably
simple form
Ka = κ
[
u
(
∂
∂u
)a
− r
(
∂
∂r
)a]
, (9)
where κ is the surface gravity of the black hole. To prove this, we note that the standard
relation between the affine parameter u on H + and the flow parameter of the Killing
field Ka on H + implies that on H + (i.e., when r = 0) we have Ka = κu∂/∂u. It
follows that on H +, flow under Ka by parameter α maps u to u exp(κα) and na to
na exp(κα). Since la on H + is uniquely determined up to scale by orthogonality to (du)a,
it follows that flow under Ka maps la to la exp(−κα) on H +. Since flow under Ka maps
null geodesics to null geodesics, it follows that flow under Ka by parameter α acts the
Gaussian null coordinates as follows throughout the domain of validity of the coordinates:
u→ u exp(κα), r → r exp(−κα), and xA → xA, where xA denotes the remaining Gaussian
null coordinates. The infinitesimal form of this transformation is just (9), as we desired
to show.
Now consider the above 1-parameter family of surfaces Bs with f = ψ. For s1, s2 >
0, the surface Bs2 is obtained from the surface Bs1 by Killing transport with Killing
parameter 1
κ
log(s2/s1). Furthermore, k˜
a = (1/r) ka is Lie-transported by Ka. It follows
immediately that the expansion ϑ˜(s) with respect to k˜a is independent of s. From this,
it follows that the expansion ϑ(s) with respect to ka is given by ϑ(s) = sϑ(1), where ϑ(1)
denotes the expansion of the surface B1. But we have
d
ds
ϑ(0) = λ1ψ. Consequently, if
λ1 = 0, we would have ϑ(1) = 0, i.e. B1 would be a MOTS lying outside the black hole,
which is impossible. This establishes that λ1 > 0.
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Thus, we have shown that the stability operator C on B, defined by (8), has a strictly
positive principal eigenvalue. But the principal eigenvalue of the adjoint C∗ is equal to
that of C (see lemma 4.1 of [1]), so C∗ cannot have a kernel. This implies that we can
uniquely solve the equation C(f) = j for any smooth j. Solving this equation with
j = −δϑ|B, we find that the 1-parameter family of metrics φ∗λgab(λ) will have ϑ|B = 0
to (zeroth and-) first order in λ. Thus, we have proven that for any metric perturbation
γab =
d
dλ
gab(0), we can apply a first order gauge transformation γab → γab +LXgab of the
form Xa = (1/
√
2) fla that imposes eq. (7).
We are still free, without destroying our previous gauge choices, to apply a 1-parameter
family of diffeomorphisms φs leaving r, u invariant. Such a diffeomorphism is locally (near
H +) uniquely determined by its action on the bifurcation surface B, and at the linearized
level corresponds to a gauge vector field ξa tangent to B satisfying Lξr = 0 = Lξu. It is
possible to use this freedom to impose the additional gauge condition
µabδµab|B = const. , (10)
or, equivalently,
δǫ|B = δA
A
ǫ|B (11)
where ǫ denotes the background volume form on B and δA denotes the perturbed area of
B. To prove this, we note that δµab changes under a linear gauge transformation of the
kind we just described by 2D(aξa), where Da denotes the derivative operator on B. Thus,
to impose the desired gauge, we must solve 2Daξa = −µabδµab + const. The necessary
and sufficient condition for obtaining a solution to this equation is that the right side
integrates to zero over B, which can be achieved by an appropriate choice of the constant.
It is easily seen that (10) is equivalent to (11).
We summarize our gauge choices in the following lemma:
Lemma 1. Let (M , gab) a stationary black hole spacetime satisfying the vacuum Einstein
equations, and let gab(λ) a 1-parameter family of solutions perturbing gab = gab(0). Then
near H + ⊂ M , the metric can be brought into the form (5) with δϑ|B = 0 (and, hence,
the perturbed expansion vanishes on all of H +). Furthermore, the gauge condition (11)
can be imposed at B.
Remark: The gauge freedom that remains on a perturbation γab after the imposition of
the gauge conditions of lemma 1 is γab → γab +LXgab where Xa is a smooth vector field
that is an asymptotic symmetry near infinity, is tangent to H +, satisfies LnX
a|H + = fna
with na∇af = 0, and satisfies (µab∇aXb)|B = 0.
Finally, the black hole background metric gab(0) is stationary, with Killing field t
a. By
the rigidity theorem, we know that ta can be decomposed as
ta = Ka −
N∑
A=1
ΩAψA
a , (12)
where, for λ = 0, Ka is a Killing field normal to H , ψaA are Killing fields with closed
orbits, and ΩA are constants called the “angular velocities of the horizon”. On the future
horizon, we have from (9)
Ka|H + = κ u
(
∂
∂u
)a
. (13)
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In our analysis, we will later restrict attention to the axisymmetric case, although we do
not make any such restriction now. More precisely, we will assume later that for each A
appearing in the sum in (12), there is a corresponding Killing field ψaA(λ) of gab(λ) for
λ > 0. Without loss of generality, we may assume that ψaA(λ) = ψ
a
A, i.e., it is compatible
with the gauge choices we have made above to additionally require that our gauge is
chosen so that the ψaA do not vary with λ. For λ > 0, gab(λ) is not, in general, stationary,
so there are no corresponding Killing fields ta(λ) or Ka(λ). Nevertheless, it will be useful
to consider the λ-independent vector fields ta and Ka in the spacetime (M , gab(λ)), and
we will do so in the next subsection. However, we caution the reader that, in the event
that gab(λ) is a stationary black hole, with Killing fields t
a(λ) and Ka(λ), we may not
assume that ta(λ) = ta or Ka(λ) = Ka. Indeed, if gab(λ) is a stationary black hole with
surface gravity or horizon angular velocities differing from that of gab(0), it would be
manifestly inconsistent with eqs.(12) and (13) for ta(λ) = ta and Ka(λ) = Ka. Thus, we
will have to exercise care at the end of section 2.3 when identifying perturbations toward
stationary black holes, since we cannot assume that these perturbations are manifestly
stationary in our gauge.
2.2 First variation formulas
In this subsection, we will develop the machinery needed to define the canonical energy
and establish its properties.
The Lagrangian for vacuum general relativity is
La1...aD =
1
16π
R ǫa1...aD , (14)
where R is the Ricci scalar and ǫa1...aD is the positively oriented
11 volume form of a D-
dimensional spacetime with metric gab. We will consider the variations of L and other
quantities under smooth, one-parameter variations of the metric gab(λ), and, occasionally,
under two-parameter variations gab(λ1, λ2). We will write
δgab =
d
dλ
gab|λ=0 , δL = ddλL|λ=0 , δ2L = d
2
dλ2
L|λ=0 etc. (15)
for the derivative(s) at λ = 0. In cases where our variational formulas hold for all λ, we
will use the notation “d/dλ” rather than “δ.”
The variation of L can be written as
d
dλ
L(g) = E(g) · d
dλ
g + dθ(g; d
dλ
g), (16)
where E = 0 are the field equations12 and θ corresponds to the boundary term that would
arise if the variation were performed under an integral sign, namely
θa1...ad−1 =
1
16π
vcǫca1...ad−1 , (17)
11We choose orientations in this paper is as follows: The orientation of M is defined by declar-
ing the Gaussian null coordinates (r, u, x1, . . . , xD−1) to be right-handed. The orientation of Σ is de-
fined by declaring (r, x1, . . . , xD−1) to be left-handed, and the orientation of B is defined by declaring
(x1, . . . , xD−1) to be right-handed.
12More precisely, Eabc1...cD = − 116pi ǫc1...cD
(
Rab − 12Rgab
)
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where
va = gacgbd(∇d ddλgbc −∇c ddλgbd). (18)
The symplectic current (D − 1)-form ω is defined as
ω(g; ∂
∂λ1
g, ∂
∂λ2
g) = ∂
∂λ1
θ(g; ∂
∂λ2
g)− ∂
∂λ2
θ(g; ∂
∂λ1
g). (19)
Thus, ω depends on the unperturbed metric and a pair of perturbations ( ∂
∂λ1
g, ∂
∂λ2
g), and
it is antisymmetric in ( ∂
∂λ1
g, ∂
∂λ2
g). If both perturbations satisfy the linearized equations
of motion, then it follows by taking a second, antisymmetrized variation of (16) that ω is
closed,
dω = 0 . (20)
Concretely, ω(g; γ1, γ2) is given by
ωa1...aD−1 =
1
16π
wcǫca1...aD−1, (21)
where
wa = P abcdef(γ2 bc∇dγ1 ef − γ1 bc∇dγ2 ef) (22)
and
P abcdef = gaegfbgcd − 1
2
gadgbegfc − 1
2
gabgcdgef − 1
2
gbcgaegfd +
1
2
gbcgadgef . (23)
The symplectic form WΣ(g; γ1, γ2) is obtained by integrating ω over a Cauchy surface
Σ,
WΣ(g; γ1, γ2) ≡
∫
Σ
ω(g; γ1, γ2) . (24)
In the case mostly considered in this paper—where gab = gab(0) is a stationary black
hole with bifurcate Killing horizon (see the previous subsection)—we take Σ to be a
Cauchy surface for the exterior region, i.e., a spacelike slice that goes from the black hole
bifurcation surface B to spatial infinity. For D > 4 this integral manifestly converges for
our asymptotic conditions on the metric near spatial infinity (see the second paragraph
of the previous subsection). For D = 4, the Regge-Teitelboim parity conditions assure
convergence. If (γ1, γ2) both satisfy the linearized field equations around a solution gab
to Einstein’s equations, then then it follows from dω = 0 and our asymptotic conditions
near spatial infinity that
WΣ′(g; γ1, γ2) = WΣ(g; γ1, γ2) (25)
where Σ′ is another Cauchy surface extending from B to spatial infinity.
We can bring the symplectic form into a more recognizable form by performing a space-
time split of the spacetime metric into the canonically conjugate variables (hab, p
ab), where
hab is the induced metric on Σ and
pab = h
1
2 (Kab − habK) , (26)
with Kab the extrinsic curvature of Σ. Our asymptotic conditions near spatial infinity
imply that13
hab = δab +O(ρ
−(D−3)) , pab = O(ρ−(D−2)) , (27)
13Here it is assumed that Σ approaches a surface of constant x0 in our asymptotically Minkowskian
coordinates.
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with the N -th spatial derivatives of hab and p
ab falling off faster by a factor of ρ−N . Note
that we have followed the standard practice of incorporating the volume element of Σ
into the definition of pab, as is necessary in order that (hab, p
ab) be canonically conjugate.
Thus, pab is a density of weight 1
2
. Our integrals below involving pab will be taken with
respect to a fixed, nondynamical (e.g., coordinate) volume element e0 on Σ, such that the
volume element νaǫab1...bD−1 (where ν
a is the future directed unit normal to Σ) associated
with hab, is equal to h
1
2 (e0)b1...bD−1 . A perturbation δgab satisfying the linearized Einstein
equations corresponds to a pair (δhab, δp
ab) satisfying the linearized constraints and the
linearized Hamiltonian equations of motion. In terms of (δhab, δp
ab) the symplectic form
as defined by eq. (24) is simply14
WΣ(g; δ1g, δ2g) = − 1
16π
∫
Σ
(δ1habδ2p
ab − δ2habδ1pab) . (28)
Here, and in the following, we omit the reference volume form e0.
For an arbitrary vector field Xa, the associated Noether current JX is defined by
JX(g) = θ(g;LXg)− iXL(g) (29)
where iX denotes contraction of X
a into the first index of a differential form such as
La1...aD . A simple calculation [24] shows that the first variation of JX satisfies
d
dλ
JX = −iX(E · ddλg) + ω(g; ddλg,LXg) + d[iXθ(g, ddλg)] , (30)
where, in this formula, it has not been assumed that gab satisfies the field equations nor
that dgab/dλ satisfies the linearized field equations. Furthermore, it can be shown [25]
that JX can be written in the form
JX = CX + dQX , (31)
where CX ≡ CaXa are the constraints of the theory [35] and QX is the Noether charge.
In the case of general relativity in vacuum, eq. (14), we have
(CX)a1...aD−1 =
1
8π
XaGa
bǫba1...aD−1 (32)
and
(QX)a1...aD−2 = −
1
16π
∇bXcǫbca1...aD−2 . (33)
Combining eqs. (30) and (31), we obtain
ω(g; d
dλ
g,LXg) = iX(E(g) · ddλg) + ddλCX(g) + d
[
d
dλ
QX(g)− iXθ(g; ddλg)
]
(34)
It should be emphasized that eq. (34) is an identity that holds for arbitrary Xa and gab(λ).
We now impose the condition that our one-parameter family gab(λ) is composed of
asymptotically flat solutions to Einstein’s equation, so E = Ca = 0. We also require that
14The pullback of (21) to a spacelike hypersurface was computed in eq. (4.14) of [2]. There is an
additional “boundary term” present in their expression for WΣ, which is easily seen to vanish on account
of our boundary conditions at B and our asymptotic conditions at infinity.
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Xa be an asymptotic symmetry near infinity, i.e., we require LXgab to satisfy the same
asymptotic conditions at infinity as δgab, so that X
a suitably approaches a Killing field of
the Minkowskian background as ρ→∞. Integrating eq. (34) over a compact region, K,
of Σ, extending from B to a surface, S, in the asymptotic region, we obtain, for all λ∫
K
ω(g; d
dλ
g,LXg) =
∫
S
[ d
dλ
QX(g)− iXθ(g; ddλg)]−
∫
B
[ d
dλ
QX(g)− iXθ(g; ddλg)] . (35)
Taking the limit as S →∞, we obtain
WΣ(g;
d
dλ
g,LXg) =
∫
∞
[ d
dλ
QX(g)− iXθ(g; ddλg)]−
∫
B
[ d
dλ
QX(g)− iXθ(g; ddλg)] , (36)
where
∫
∞
[ d
dλ
QX(g)− iXθ(g; ddλg)] ≡ limS→∞
∫
S
[ d
dλ
QX(g)− iXθ(g; ddλg)]. For D > 4 or for
the case where X is an asymptotic translation in D = 4, this limit exists independently
of how S approaches infinity because the integral defining WΣ(g;
d
dλ
g,LXg) converges
absolutely by virtue of our assumed asymptotic conditions. For asymptotic boosts and
rotations in D = 4, the limit must be taken where S approaches a two-sphere asymptoti-
cally.
The formula
d
dλ
HX =
∫
∞
[ d
dλ
QX(g)− iXθ(g; ddλg)] , (37)
can be shown to define [39] a conserved quantity HX . If X
a → (∂/∂t)a, then HX is
equal to the ADM-mass M ; if Xa → (∂/∂xi)a (asymptotic translation), then −HX is
equal15 to the linear ADM-momentum Pi; if X
a → xi(∂/∂xj)a − xj(∂/∂xi)a (asymptotic
rotation), then −HX is equal to the ADM-angular momentum J[ij] in the ij-plane16; if
Xa → t(∂/∂xi)a + xi(∂/∂t)a (asymptotic boost), then HX is equal to the ADM-center of
mass, Ci. Together, the
1
2
D(D + 1) quantities (M,P,J,C) will be referred to as “ADM
conserved quantities” associated with the spacetime (M , gab).
Now consider the case Xa = Ka, where Ka is the horizon Killing field of gab(0). Then
Ka takes the coordinate form (13) at the horizon for all λ. In particular, Ka|B = 0 and,
thus, iKθ = 0 on B. On the other hand, using (5), we obtain∫
B
QK(g(λ)) =
κ
8π
A(λ) (38)
where A(λ) is the area of B in the metric gab(λ). Thus, we obtain∫
B
[ d
dλ
QK(g)− iKθ(g; ddλg)] =
κ
8π
dA
dλ
, (39)
which holds for the metric gab ≡ gab(λ). By eqs. (12) and (37), we have∫
∞
[ d
dλ
QK(g)− iKθ(g; ddλg)] =
d
dλ
M −
∑
A
ΩA
d
dλ
JA . (40)
15The map X → HX is a linear functional and thus is a “covector”. To get the D-dimensional energy-
momentum vector, we have to “raise the index” with the Minkowskian metric. This accounts for the
relative minus sign between M as compared with Pi and J[ij] in their definitions in terms of HX .
16The notation JA used above refers to N distinguished mutually orthogonal 2-planes defined by the
N rotational Killing fields ψaA.
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Combining eqs.(36), (39), and (40), we obtain
WΣ
(
g;
d
dλ
g,LKg
)
=
d
dλ
M −
∑
A
ΩA
d
dλ
JA − κ
8π
d
dλ
A . (41)
This equation holds for all λ, with κ and ΩA fixed constants, equal, respectively, to the
surface gravity and angular velocities of the stationary black hole metric gab(0). Since K
a
is a Killing field of gab(0), when λ = 0 we have LKg = 0 and eq. (41) reduces to the first
law of black hole mechanics
0 = δM −
∑
A
ΩAδJA − κ
8π
δA , (42)
where we remind the reader that our use of the notation ”δ” here (rather than ”d/dλ”)
indicates that this equation holds only at λ = 0.
Finally, we consider the gauge dependence of WΣ. It is clear that WΣ(g; δ1g, δ2g)
will be gauge invariant if and only if WΣ(g; δg,Lξg) = 0 for all allowed δgab and ξ
a. It
follows immediately from integrating (34) over Σ (with E = 0) that if δgab satisfies the
linearized constraints, then WΣ(g; δg,Lξg) = 0 for all ξ
a of compact support17 away from
B. Thus, for solutions, WΣ(g; δ1g, δ2g) is gauge invariant for gauge transformations of
compact support. However, if ξa is a smooth vector field such that Lξgab satisfies our
asymptotic conditions at infinity (i.e., ξa is an asymptotic symmetry at infinity) and our
boundary conditions at B, then WΣ(g; δg,Lξg) need not vanish for all δg that satisfy
our asymptotic conditions at infinity and our boundary conditions at B. The following
lemma characterizes the extent to which WΣ is gauge invariant. This lemma will play a
critical role in our analysis.
Lemma 2. Let δgab be a solution to the linearized Einstein equations around our sta-
tionary black hole background gab satisfying our asymptotic flatness conditions and our
gauge conditions (7) and (11) at B. Suppose in addition that δA = 0 (so that, by
(11), we have δǫ|B = 0) and that δHX = 0 for some asymptotic symmetry Xa. Then
WΣ(g; δg,Lξg) = 0 for all smooth ξ
a such that (i) ξa|B is tangent to the generators of
H and (ii) ξa approaches a multiple of Xa as ρ→∞. Conversely, if δgab is smooth and
asymptotically flat and if WΣ(g; δg,Lξg) = 0 for all such ξ
a, then δgab is a solution to the
linearized Einstein equation with δϑ|B = δǫ|B = 0 at B and with δHX = 0.
A proof of this lemma is given in appendix A.
2.3 Second variations and canonical energy
Returning to eq. (41), we write out the λ-dependence explicitly as
WΣ
(
g(λ);
d
dλ
g(λ),LKg(λ)
)
=
d
dλ
M(λ)−
∑
A
ΩA
d
dλ
JA(λ)− κ
8π
d
dλ
A(λ) , (43)
17Conversely, if WΣ(g; δg,Lξg) = 0 for all ξ
a of compact support away from B, then δgab satisfies the
linearized constraints. These facts, which are manifestations of the familiar statement that in general
relativity “the constraints generate gauge transformations,” will be exploited heavily in subsection 4.1
below.
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where it should be emphasized that κ and ΩA do not depend on λ. We now take a λ-
derivative of this equation, and then set λ = 0. Using the fact that LKgab(0) = 0, we
get
WΣ (g; γ,LKγ) =
d2
dλ2
M(λ)
∣∣∣∣
λ=0
−
∑
A
ΩA
d2
dλ2
JA(λ)
∣∣∣∣
λ=0
− κ
8π
d2
dλ2
A(λ)
∣∣∣∣
λ=0
, (44)
where γab = dgab/dλ|λ=0 = δgab(0) is the first order perturbation of the black hole space-
time. Writing Ka = ta +
∑
A ΩA ψA
a, the left side may be written as
WΣ (g; γ,LKγ) = E +
∑
A
ΩA WΣ (g; γ,LψAγ) , (45)
where we have defined the canonical energy by
E ≡WΣ (g; γ,Ltγ) . (46)
Since ta is a Killing field of the background, Lt commutes with the linearized Einstein
operator, so Ltγab satisfies the linearized field equations whenever γab does. Ltγab also
satisfies our asymptotic conditions at infinity (with faster fall-off) and our boundary
conditions at B. Hence, it follows from the conservation of symplectic product that E is
conserved for all solutions γab in the sense that it takes the same value if evaluated on
another Cauchy surface Σ′ extending from B to spatial infinity. We may rewrite (44) as
E = −
∑
A
ΩA WΣ (g; γ,LψAγ) + δ
2M −
∑
A
ΩA δ
2JA − κ
8π
δ2A , (47)
where we have written δ2M = d2M/dλ2|λ=0, etc. Note that E and WΣ (g; γ,LψAγ)
depend only upon γab = δgab, whereas δ
2M , δ2JA, and δ
2A depend upon the second order
perturbation δ2gab = d
2gab/dλ
2|λ=0. However, the difference between two second order
perturbations will be a homogeneous solution of the first order perturbation equations,
so its net contribution to (47) will vanish by the first law of black hole mechanics (42).
We summarize our main result thus far as follows:
Proposition 1. (Second variation formula): Let (M , gab(λ)) be a one-parameter family
of smooth, asymptotically flat vacuum solutions such that gab(0) is a stationary black hole
spacetime with bifurcate Killing horizon. Suppose that the gauge condition (5) has been
imposed near the horizon H +. Then the canonical energy (46) of γab satisfies (47), where
ΩA and κ are the angular velocities and surface gravity of the horizon of the background
solution gab(0).
It is useful to view the canonical energy as a bilinear form on perturbations, defined
by
E(γ1, γ2) ≡ WΣ (g; γ1,Ltγ2) , (48)
so that the canonical energy originally defined by (46) is given by E = E(γ, γ). Although
it is not manifest from its definition, it is easily seen that E(γ1, γ2) is symmetric in (γ1, γ2):
Proposition 2. Let γ1 and γ2 be smooth, asymptotically flat solutions to the linearized
field equations on the stationary black hole background gab(0). Then, we have
E(γ1, γ2) = E(γ2, γ1) . (49)
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Proof: Since the background metric g is stationary, it follows immediately from the anti-
symmetry of the symplectic current ω that
ω(g; γ1,Ltγ2)− ω(g; γ2,Ltγ1) = Ltω(g; γ1, γ2) . (50)
Now we use the standard identity LX = iX d+d iX for the Lie-derivative acting on forms,
together with the fact that dω = 0 when γ1 and γ2 are linearized solutions. Integrating
over Σ, we obtain
E(γ1, γ2)− E(γ2, γ1) =
∫
∞
itω(g; γ1, γ2)−
∫
B
itω(g; γ1, γ2) . (51)
However, the contribution from infinity vanishes on account of our asymptotic condi-
tions, whereas the contribution from B vanishes because ta is tangent to B. Thus, E is
symmetric.
In our analysis of the next sections, we will be concerned with the positivity properties
of E as well as fluxes of E through the horizon and at null infinity. Unfortunately, for a
rotating black hole, the term
∑
A ΩAWΣ (g; γ,LψAγ) will spoil any positivity properties
of E . Furthermore, the fact that, for the case of a rotating black hole, ta is spacelike at the
horizon will preclude the possibility of having a positive flux of canonical energy through
the horizon18. Fortunately, both difficulties can be resolved by restricting consideration
to axisymmetric perturbations
LψAγ = 0 , (52)
and we shall impose this restriction later in our analysis. For axisymmetric perturbations,
(47) reduces to
E = δ2M −
∑
A
ΩA δ
2JA − κ
8π
δ2A . (53)
An important property of axisymmetric perturbations is given by the following propo-
sition:
Proposition 3. The canonical energy is gauge invariant with respect to gauge trans-
formations that preserve the gauge conditions of subsection 2.1 when restricted to the
space of axisymmetric perturbations that satisfy the linearized field equations and have
vanishing linearized ADM linear momenta, δPi = 0, and vanishing change of area, δA = 0.
Proof: The gauge transformations that preserve the gauge conditions of subsection 2.1
and axisymmetry are γab → γab +LXgab where Xa satisfies the conditions in the remark
below lemma 1 of subsection 2.1 and, in addition, satisfies LψAX
a = 0 everywhere. Since,
by Proposition 2, E(γ1, γ2) is symmetric in (γ1, γ2), gauge invariance will be proven if we
can show that
E(γ,LXg) =WΣ(γ,LtLXg) = 0 (54)
18We could have defined a canonical energy EK with respect to the horizon Killing field Ka instead of
ta, in which case the term
∑
A ΩAWΣ (g; γ,LψAγ) would not have appeared in the expression for EK and
the flux through the horizon would be positive. However, in the absence of axisymmetry, the spacelike
character of Ka near infinity for a rotating black hole will similarly spoil the positivity properties of EK
and preclude the possibility of its having a positive flux through null infinity
18
for all solutions γab for which δPi = 0 and δA = 0. However, we have
LtLXgab = (LtLX −LXLt)gab = L[t,X]gab , (55)
since Ltgab = 0. Since X
a is an asymptotic symmetry, [t, X ]a is an asymptotic spatial
translation. Furthermore, since ta = Ka −∑ΩAψaA and [ψA, X ]a = LψAXa = 0, it
follows that [t, X ]a|B is normal to H + at B. The proposition now follows immediately
from lemma 2 applied to ξa = [t, X ]a.
In our later arguments below we will need to consider perturbations towards other
stationary black holes. We now explain the subtleties involved in this notion and give a
precise definition of it. It might appear to be obvious from its definition (46) that E must
vanish for stationary perturbations. However, this is not the case because, as already
indicated at the end of subsection 2.1, we cannot assume that the stationary Killing field
ta(λ) of the varied spacetime coincides with ta. Indeed, the example of the one-parameter
family of Schwarzschild metrics of mass M = M0 + αλ in 4-dimensions illustrates that
the canonical energy need not vanish for perturbations to other stationary black holes.
For this family, we have δ2M = 0, but A(λ) = 16π(M0 + αλ)
2, so δ2A = 32πα2. Thus,
by (53), we have (using κ = 1/4M0)
E = −α2/M0 < 0 (56)
To see why this result is compatible with (46) and to find the appropriate conditions
to express the notion that a perturbation γab represents a perturbation towards another
stationary black hole, let gab(λ) be a one-parameter family of stationary black holes, with
stationary Killing field ta(λ), horizon Killing field Ka(λ), and axial Killing fields ψA
a(λ)
associated with a nonvanishing angular velocity of the horizon. As already stated at the
end of subsection 2.1, it is compatible with our other gauge conditions to assume that
the axial Killing fields ψA
a(λ) are independent of λ, so that ψA
a(λ) = ψA
a. We may also
assume that near infinity, we have ta(λ) = ta. However, since Ka takes the form (13) on
H +, we must have Ka(λ) 6= Ka near H + if the surface gravity, κ(λ), of gab(λ) differs
from κ. Nevertheless, we may assume that κKa(λ) = κ(λ)Ka near H +. If we make this
choice, then, near H + we have
ta(λ) =
κ(λ)
κ
Ka −
∑
A
ΩA(λ)ψA
a , (57)
so ta(λ) must differ from ta near H + if there is any change in the surface gravity or
angular velocities of the horizon.
Thus, if gab(λ) is a one parameter family of stationary black holes, then we can choose
a gauge compatible with our previous choices such that ψA
a(λ) = ψA
a, ta(λ) = ta near
infinity, and ta(λ) is given by (57) near H +. The perturbation γab = dgab/dλ|λ=0 must
therefore satisfy LψAγab = 0 for all ψA
a appearing in (57) and
Ltγab +Lδtgab = 0 (58)
where, near infinity, we have δta = 0 whereas near H +, we have
δta = c ta +
∑
A
bA ψA
a (59)
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where c and bA are constants. Thus, near H
+, δta is of the form of a Killing field of the
background metric19.
Thus, rather than having to vanish, we see that Ltγab must take the form LY gab
where Y a vanishes near infinity and is a linear combination of Killing fields (59) near H +.
Equivalently, writing Za = Y a − cta −∑A bAψAa and noting that LY gab = LZgab, we
see that a perturbation towards a stationary black hole can be put in a gauge compatible
with our gauge conditions such that
Ltγab = LZgab , (60)
where Za vanishes near H + and near infinity takes the form
Za = c ta +
∑
A
bA ψA
a , (61)
and where, furthermore, LψAγab = 0 for all ψA
a appearing in (12) and/or (61). In a
general gauge satisfying our gauge conditions, we have
Ltγab = Lξgab +LtLXgab , (62)
where Xa satisfies the conditions of the remark below lemma 1. Thus, taking account of
(55) and the remarks below that equation, we have have motivated the following definition:
Definition 2.1. A smooth, asymptotically flat, axisymmetric solution γab of the linearized
field equations is said to be a perturbation towards a stationary black hole if
Ltγab = Lξgab . (63)
where ξa|B is normal to H + and near infinity takes the form
ξa = c ta +
∑
A
bA ψA
a +
∑
i
ai
(
∂
∂xi
)a
. (64)
Note that although the linearization of any one-parameter family of stationary black
holes must satisfy definition 2.1, our definition does not require that there actually exist
a one-parameter family gab(λ) of stationary black holes corresponding to γab. In any
case, the key point about perturbations towards a stationary black hole is that they are
stationary and thus are benign with regard to linear stability of the background black
hole. An important property of perturbations towards a stationary black holes is the
following:
Proposition 4. Let γ1 be a perturbation for which δM = δJA = δPi = 0 (and hence,
by the first law of black hole mechanics δA = 0), and let γ2 be a perturbation towards a
stationary black hole. Then E(γ1, γ2) = 0.
19The sum on the right side of (59) is allowed to include rotational Killing fields ψA
a of the background
that may not have appeared in (12) because ΩA(λ = 0) = 0.
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Proof: We have
E(γ1, γ2) = WΣ(g; γ1,Ltγ2) = WΣ(g; γ1,Lξg) = 0 , (65)
where the second equality merely substitutes the definition of a perturbations towards a
stationary black hole and the last equality is an immediate consequence of lemma 2.
In subsection 4.1 below, we will considerably strengthen this result by showing that,
when considered as a quadratic form on a suitable space of smooth, axisymmetric solutions
to the linearized field equations for which δM = δJA = δPi = 0, the canonical energy
E will be degenerate precisely on the perturbations towards stationary black holes. This
will play a key role in our stability arguments.
2.4 Evaluation of canonical energy
In the previous section, we obtained a simple formula for E in terms of second order
variations of mass, angular momentum, and area. However, in order to use this formula
to evaluate E , we must calculate second order perturbation d2gab/dλ2|λ=0, even though
E really only depends on the first order perturbation γab = dgab/dλ|λ=0. It is useful to
have a formula for E that expresses it directly in terms of γab, and/or the initial data,
(δhab, δp
ab), for γab. Such a formula can be obtained from the original definition (48),
E(γ1, γ2) =WΣ(g; γ1,Ltγ2) = − 1
16π
∫
Σ
(δ1hab Ltδ2p
ab − δ1pab Ltδ2hab) , (66)
by substituting the explicit expressions (21) and (22). However, to put the right side
in a more useful form, we will follow a different strategy and return to the fundamental
identity (34), using the fact that the variation is being taken about a solution, so E = 0.
We obtain at λ = 0
ω(g; δg,LXg) = δCX(g) + d [δQX − iXθ(g; δg)] . (67)
The constraints CX = X
aCa are given by eq. (32) above. In terms of the variables
(hab, p
ab), the constraints take the form20
Ca =
(
Caν
a
Cbha
b
)
:=
1
16π
h
1
2
(−R(h) + h−1pabpab − 1D−2h−1p2
−2Db(h− 12pab)
)
= 0 , (68)
where νa denotes the future-directed unit normal to Σ. The first line of this equation
corresponds to the Hamiltonian constraint and the second line corresponds to the mo-
mentum constraint. The linearized constraints δCa may be viewed as the result of acting
on (δhab, δp
ab) by a linear operator, L,
δCa = L
(
δhab
δpab
)
(69)
20Here and below, we omit writing the factor of the non-dynamical coordinate (D − 1)-form e0 on Σ
in the expression for Ca [see the discussion below (27)].
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where L is explicitly given by
16πL
(
δhab
δpab
)
=


h
1
2 (DaDaδhc
c −DaDbδhab +Rab(h)δhab)+
h−
1
2 (−δhccpabpab + 2pabδpab + 2pacpbaδhbc+
1
D−2
pccp
d
dδh
a
a − 2D−2paaδpbb − 2D−2δhabpabpcc)
−2h 12Db(h− 12 δpab) +Daδhcbpcb − 2Dcδhabpbc

 . (70)
Since L is a differential operator that maps the pair (δhab, δpab) consisting of a symmetric
tensor, δhab, and a symmetric tensor density, δp
ab, on Σ into a pair (N˜ , N˜a) consisting of
a scalar density and dual vector density on Σ, its adjoint differential operator, L∗, maps a
pair (N,Na) consisting of a scalar and vector field on Σ into a pair (δh˜ab, δp˜ab) consisting
of a symmetric tensor density and symmetric tensor on Σ. In other words, L,L∗ are maps
L : C∞(Σ, (T ∗Σ)∨2)⊕ C∞(Σ, (TΣ)∨2 ⊗ Λ 12 )→ C∞(Σ,Λ 12 )⊕ C∞(Σ, T ∗Σ⊗ Λ 12 )
L∗ : C∞(Σ,R)⊕ C∞(Σ, TΣ)→ C∞(Σ, (TΣ)∨2 ⊗ Λ 12 )⊕ C∞(Σ, (T ∗Σ)∨2)
(71)
where Λ
1
2 is the line bundle of densities of weight 1
2
, and ∨ is the symmetric tensor product.
L∗ is uniquely determined as a differential operator by the requirement that for all smooth
(δhab, δp
ab) of compact support on Σ \B and all smooth (N,Na), we have〈
L∗
(
N
Na
) ∣∣∣∣
(
δhab
δpab
)〉
=
〈(
N
Na
)∣∣∣∣ L
(
δhab
δpab
)〉
. (72)
Here, the angle brackets denote the natural L2-type inner product on the appropriate
tensor/tensor density pairs, e.g.〈(
N
Na
) ∣∣∣∣
(
N˜
N˜a
)〉
=
∫
Σ
(NN˜ +NaN˜a) . (73)
One can straightforwardly calculate that L∗ is given by
16πL∗
(
N
Na
)
=


h
1
2 (−DcDcNhab +DaDbN +Rab(h)N)+
h−
1
2 (−habpcdpcdN + 2p(acpb)cN + 1D−2habpccpddN
− 2
D−2
pabpccN − pabDcN c + 2DcN (apb)c)
h−
1
2 (2pabN − 2D−2habpccN) + 2D(aNb)

 (74)
Comparing (72) with the integral of (67) over Σ with (δh, δp) of compact support on
Σ \B, we see that
WΣ(g; δg,LXg) =
〈
L∗(X)
∣∣∣∣
(
δh
δp
)〉
. (75)
Here by L∗(X), we mean L∗(N,Na), where
Xa = Nνa +Na (76)
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is the usual decomposition of a vector into its lapse and shift. Since neither side of (75)
contains derivatives of (δh, δp), we can solve for LXg, obtaining
LX
(
h
p
)
= 16π σL∗(X) , σ ≡
(
0 hachbd
−hachbd 0
)
(77)
which corresponds to the usual ADM evolution equations. Note that—in view of (77)—
(75) continues to hold even when (δh, δp) is not of compact support on Σ \ B, provided
only that the integrals defining the left and right sides converge. Note also that when
(δh, δp) is not of compact support on Σ \B, integration of (67) over Σ yields at λ = 0〈
L∗(X)
∣∣∣∣
(
δh
δp
)〉
=
〈
X
∣∣∣∣ L
(
δh
δp
)〉
+
∫
∞
[δQX(g)− iXθ(g; δg)]
−
∫
B
[δQX(g)− iXθ(g; δg)] (78)
To derive the desired formula for E(γ1, γ2), we now consider a two-parameter family of
metrics gab(λ1, λ2) = gab + λ1γ1 ab + λ2γ2 ab, where gab is the background metric and γ1 ab
and γ2 ab solve the linearized equations. Although gab(λ1, λ2) is not a solution, it does
satisfy the field equations to first order in both λ1 and λ2. We find that the corrections
to (75) away from λ1 = λ2 = 0 are of the form
WΣ
(
g(λ1, λ2);
∂
∂λ1
g(0, λ2),LXg(λ1, λ2)
)
=
〈
L∗(X)
∣∣∣∣
( ∂
∂λ1
h
∂
∂λ1
p
)〉
+O(λ1) +O(λ
2
2) . (79)
Taking the derivative of this equation with respect to λ2, setting λ1 = λ2 = 0, and then
also setting Xa = ta, we obtain
E(γ1, γ2) =WΣ (g; γ1,Ltγ2) =
〈
∂
∂λ2
L∗(t)
∣∣∣∣
( ∂
∂λ1
h
∂
∂λ1
p
)〉 ∣∣∣∣
λ1=λ2=0
. (80)
The right side of this equation can be computed by taking the variation of the right side
of (74), although we shall not explicitly write out the resulting formula here. Note that
although δta = 0, it is not compatible with the gauge conditions we have already imposed
near the horizon to require δνa = 0, so variations of the lapse and shift must be taken
into account in the calculation of ∂
∂λ2
L∗(t)|λ1=λ2=0.
An alternative formula for E can be derived by noting that, to the desired accuracy,
one may substitute (78) on the right side of (79). Taking the derivative of the resulting
equation with respect to λ2, and again setting λ1 = λ2 = 0 as well as X = t, we obtain
E(γ1, γ2) =
〈
t
∣∣∣∣ ∂∂λ2L
( ∂
∂λ1
h
∂
∂λ1
p
)〉 ∣∣∣∣∣
λ1=λ2=0
+
(∫
∞
−
∫
B
)(
∂2
∂λ1∂λ2
Qt − it ∂∂λ2θ(g; ∂∂λ1 g)
)
.
(81)
It is easily seen that the boundary contribution from infinity vanishes. Furthermore, the
pullback to B of it
∂
∂λ2
θ(g; ∂
∂λ1
g) vanishes for λ1 = λ2 = 0, since t
a is tangent to B. Thus,
we obtain
E(γ1, γ2) =
〈
t
∣∣∣∣ ∂∂λ2L
( ∂
∂λ1
h
∂
∂λ1
p
)〉
−
∫
B
∂2
∂λ1∂λ2
Qt , (82)
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where evaluation at λ1 = λ2 = 0 is understood again. On the other hand, we have〈
t
∣∣∣∣ ∂∂λ2L
( ∂
∂λ1
h
∂
∂λ1
p
)〉 ∣∣∣∣∣
λ1=λ2=0
=
∂2
∂λ1∂λ2
∫
Σ
taCa(g + λ1δ1g + λ2δ2g)
∣∣∣∣∣
λ1=λ2=0
. (83)
Since taCa = − 18πGabνatb h
1
2 the right side may be computed by taking second order
variations of the Einstein tensor. This gives
E = E(γ, γ) = − 1
8π
∫
Σ
h
1
2
d2
dλ2
Gab(g + λγ) ν
atb
∣∣∣∣
λ=0
−
∫
B
d2
dλ2
Qt(g + λγ)
∣∣∣∣
λ=0
. (84)
Explicit evaluation of the two terms on the right side (see [20] for the first term, and
use (9), (12), (33), (5) for the second term) gives:
E = 1
8π
∫
Σ
h
1
2
(
γcd∇a∇bγcd − 2γcd∇c∇(aγb)d + 1
2
(∇aγcd)∇bγcd + 2(∇dγcb)∇[dγc]a
+∇d(γdc∇cγab)− 1
2
(∇cγ)∇cγab − 2(∇dγcd − 1
2
∇cγ)∇(aγb)c − 1
2
gab(trace)
)
νatb ,
− κ
16π
∫
B
µ
1
2 δµabδµ
ab , (85)
where δµab is, as before, equal to the pullback of γab to B, where “trace” denotes the trace
of the preceding terms, and where use has been made of the gauge conditions at B in the
computation of the boundary term. For later use, we also quote the lengthy expression
for E in terms of the variables (δhab, δpab) and the lapse and shift (N,Na) of ta, which
can be obtained by taking a second variation of (68):
E = 1
16π
∫
Σ
N
(
h
1
2
{
1
2
Rab(h)δhc
cδhab − 2 Rac(h)δhabδhbc − 1
2
δhacDaDcδhd
d −
1
2
δhacDbDbδhac + δh
acDbDaδhcb − 3
2
Da(δh
bcDaδhbc)− 3
2
Da(δh
abDbδhc
c) +
1
2
Da(δhd
dDaδhc
c) + 2 Da(δh
a
cDbδh
cb) +Da(δh
b
cDbδh
ac)− 1
2
Da(δhc
cDbδhab)
}
+
h−
1
2
{
2 δpabδp
ab +
1
2
pabp
ab(δha
a)2 − pabδpabδhcc − 3 pabpbcδhddδhac −
2
D − 2 (δpa
a)2 +
3
D − 2 pc
cδpb
bδha
a +
3
D − 2 pd
dpabδhc
cδhab + 8 p
c
bδhacδp
ab +
pcdp
cdδhabδh
ab + 2 pabpdcδhacδhbd − 1
D − 2 (pc
c)2δhabδh
ab − 1
2(D − 2) (pb
b)2(δha
a)2 −
4
D − 2 pc
cδpabδhab − 2
D − 2 (p
abδhab)
2 − 4
D − 2 pabδpc
cδhab
})
−
1
16π
∫
Σ
Na
(
− 2 δpbcDaδhbc + 4 δpcbDbδhac + 2 δhacDbδpcb −
2 pcbδhadDbδhc
d + pcbδhadD
dδhcb
)
+
κ
16π
∫
B
µ
1
2
(
δµabδµ
ab − 1
2
δµa
aδµb
b
)
. (86)
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3 Flux of canonical energy at infinity and the horizon
As shown in the previous section, canonical energy E(γ) is conserved for all solutions γab
of the linearized Einstein equation in the sense that it is independent of the choice of
Cauchy surface Σ extending from spatial infinity to B. However, if we evaluate E on a
slice S (t) that extends from a cross-section, C(t), of future null infinity I +, (rather than
from spatial infinity) to a cross section, B(t), of the future horizon, H +, (rather than to
B)
E(γ,S (t)) ≡WS (t)(γ,Ltγ) =
∫
S (t)
ω(g; γ,Ltγ) , (87)
then, of course, in general we will find that E(γ,S (t)) 6= E(γ). In this section we study
the time evolution of E(γ,S (t)) as we march the slice S (t) forward in t. We will show
that, up to boundary terms, E(γ,S (t)) decreases with t.
In order to be able to make use of the machinery of null infinity, we will restrict
consideration in this section to even dimensional spacetimes—I does not exist for odd
dimensional spacetimes [23]. However, we do not believe that this is an essential restric-
tion, i.e., we believe that our results hold in odd dimensions, with a suitable notion of
asymptotic flatness for that case, see e.g. [37].
We work in the “Bondi gauge” for the background metric gab, so the unphysical back-
ground metric g˜ab = Ω
2gab near I
+ takes the form
g˜ab = 2∇˜(aΩ∇˜b)u˜+ µ˜ab +O(Ω) (88)
with u˜ a future directed affine parameter on the null geodesic generators of I +. On I +
we have (∂/∂u˜)a = g˜ab∇˜bΩ ≡ n˜a, and µ˜ab is the unit round metric on the SD−2 cross-
sections of I +, with µ˜abn˜
a = 0 = µ˜ab(∂/∂Ω)
a. The asymptotically timelike Killing field
ta can be extended continuously to a vector field t˜a on I + which is proportional to n˜a,
where we consequently have
t˜a = (t˜c∇˜cu˜) n˜a , (89)
with t˜c∇˜cu˜ > 0 and constant on I . If the initial data for γab on Σ are of compact
support21, then it has been shown in [22] that there exists a gauge22 near future null
infinity in which γab is asymptotically flat at future null-infinity I
+ in the sense that
γ˜ab := Ω
−(D−6)/2γab (90)
is smooth on I +, and that γ˜abg˜
ab = O(Ω), γ˜abn˜
a = O(Ω).
It is also assumed throughout this section that γab is axisymmetric with respect to all
of the axial Killing fields appearing in (12)
LψAγab = 0 for all A = 1, . . . , N . (91)
This restriction is essential because although we will obtain positivity of flux results at
I + for canonical energy, we will obtain positivity of flux results at H + for the analogous
21 Below, we will consider perturbations whose initial data are in a space T . Elements in this space
may not have compact support, but it is shown in lemma 5 of Appendix C that the initial data of compact
support are dense in this space.
22In D = 4, this is the Geroch-Xanthopoulos gauge, whereas in evenD > 4, it is the transverse-traceless
gauge, see [22] for further details and other subtle differences between D = 4 and the rest.
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quantity defined by replacing ta by the horizon Killing field Ka. It is only in the presence
of axisymmetry (91) that these quantities are equal.
Let I12 denote the portion of future null-infinity bounded by cross-sections C(t1) and
C(t2), and let H12 the portion of the horizon bounded by the cross-sections B(t1) and
B(t2), see the following figure.
SD−2∞S (t1)
S (t2)
I12H12
BH = M \ J−(I +)
B
Clearly
S (t1) ∪H12 ∪I12 ∪S (t2) (92)
bounds a compact region of the conformally compactified spacetime. By conservation of
canonical energy, we have
E(γ,S (t2)) = E(γ,S (t1))−WI12(γ,Ltγ)−WH12(γ,Ltγ) . (93)
Thus, E(γ,S (t2)) differs from E(γ,S (t1)) by the “flux terms”WI12(γ,Ltγ) andWH12(γ,Ltγ),
corresponding, respectively, to the canonical energy radiated to null infinity and into the
black hole.
We now evaluate WI12(γ,Ltγ). Using a formula from [22] based on the Einstein
equations for the background and perturbations, we have
WI12(γ1, γ2) =
1
32π
∫
I12
(γ˜1 cdδ2N˜
cd − γ˜2 cdδ1N˜ cd) , (94)
where here and in the following, the natural integration measure on I + coming from g˜ab
is understood23, and where indices on tilde tensor fields are always raised and lowered
with g˜ab. The Bondi news tensor is defined by
24
N˜cd = µ˜
a
cµ˜
b
d Ω
−D−4
2
[
2
D − 2R˜ab −
1
(D − 1)(D − 2)R˜g˜ab
]
− 1
D − 2 µ˜cd(trace) (95)
23In local coordinates Ω, u, x1, . . . , xD−2 adapted to (88), this would be µ˜
1
2 dudx1 · · · dxD−2.
24The form of the second term depends in general on the the conformal factor chosen near I ; the
trace-type form is consistent with our gauge in which the cross sections of I are round spheres relative
to the unphysical metric.
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where “trace” denotes the contraction with g˜cd of the preceding terms. As shown in [22],
both Nab and δN˜ab =
d
dλ
N˜ab(0) are smooth at I in our gauge. In fact, eq. (56) from [22],
which uses the linearized Einstein equations, gives that, at I +,
δN˜ab = −Ln˜γ˜ab +D Ω−1n˜(aγ˜b)cn˜c − D − 2
2
Ω−1n˜cn˜cγ˜ab . (96)
From this, eq. (89), and using also n˜cn˜c = O(Ω
2) since u˜ is an affine parameter on scri,
we obtain
WI12(γ,Ltγ) =
1
16π
∫
I12
(t˜a∇˜au˜) δN˜cdδN˜ cd + C(t2)− C(t1) , (97)
where
C(t) := 1
32π
∫
C(t)
(t˜a∇˜au˜) γ˜cd(Ln˜γ˜cd) , (98)
and where the natural integration element on C(t) induced by µ˜ab is understood.
Next, we evaluate WH12(γ,Ltγ). The Raychaudhuri equation on H
+ yields
d
du
ϑ(λ) = − 1
D − 2 ϑ(λ)
2 − σab(λ)σab(λ)− Rab(λ)nanb , (99)
where, as before,
ϑ =
1
2
µabLnµab (100)
denotes the expansion of the generators of H +, whereas σab denotes their shear
1
2
Lnµab = σab +
1
D − 2µabϑ . (101)
Here, the quantities µab and n
a = (∂/∂u)a refer to the horizon metric; see (5). We take
a λ-derivative of this equation and evaluate at λ = 0. Then, since ϑ(0) = 0 = σab(0)
for the background metric gab(0), and since δRab = dRab/dλ(0) = 0 by the linearized
Einstein equations, we have dδϑ/du = 0. Since δϑ(0) = 0 on B by our choice of gauge
(see subsection 2.1), it follows that δϑ = 0 on the entire horizon, as we have previously
claimed. This implies that Ln(g
abγab) = 0. Using this fact, one can show that
WH12(γ,Ltγ) =
1
32π
∫
H12
(LKγ
cd
Lnγcd − γcdLnLKγcd) , (102)
where we have used the axisymmetry (91) of γab to replace Ltγcd by LKγcd, where K
a is
the Killing field (12) normal to the horizon. Using Ka = κuna, we obtain
WH12(γ,Ltγ) =
1
4π
∫
H12
(Ka∇au) δσcdδσcd + B(t2)− B(t1) (103)
where
B(t) ≡ 1
32π
∫
B(t)
(Ka∇au) γcd(Lnγcd) , (104)
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and where the natural integration element on B(t) induced by µab is understood. The
above calculations motivate the definition of a modified canonical energy E(γ,S (t)) given
by
E(γ,S (t)) := E(γ,S (t)) (105)
− 1
32π
∫
C(t)
(t˜a∇˜au˜) γ˜cd(Ln˜γ˜cd) − 1
32π
∫
B(t)
(Ka∇au) γcd(Lnγcd) .
Thus, the modified canonical energy E(γ,S (t)) differs from E(γ,S (t)) only by the above
boundary terms C(t) and B(t). Note that C(t) vanishes when the perturbed Bondi news,
δNab, vanishes. This is seen using eq. (96), the fact [22] that γ˜abn˜
a = O(Ω), and that
n˜an˜a = O(Ω
2), which in turn follows since u˜ is by construction an affine parameter in
I +. Also, B(t) vanishes when the perturbed shear, δσab, vanishes, since δσab = 12Lnγab
on H +, by (101), δϑ = 0 = ϑ on H +, and by expression eq. (149) for γab. In addition, B
vanishes at B since Ka|B = 0. Since the perturbed Bondi news vanishes as one approaches
spatial infinity25 it follows that E(γ,S (t))→ E(γ,Σ) as S (t)→ Σ.
The above results establish the following theorem:
Theorem 1. Let γab be an axisymmetric linearized perturbation that, in addition to the
properties assumed in the previous section, is asymptotically flat at future null infinity.
Then the modified canonical energy (105) has the property that, for t1 < t2
E(γ,S (t2))− E(γ,S (t1)) (106)
= − 1
16π
∫
I12
(t˜a∇˜au˜) δN˜cdδN˜ cd − 1
4π
∫
H12
(Ka∇au) δσcdδσcd ≤ 0 .
We remark that Habisohn [20] has considered, in D = 4 dimensions, the second order
Einstein tensor, and has derived a balance law for the flux through an infinitely extended
timelike tube approaching null infinity that is similar to that given above in (106), al-
though his balance law does not refer to the flux between fixed times t1 and t2 as above,
but to the total flux for all times.
4 Stability and instability
As seen is section 2, the canonical energy, E , can be viewed as a quadratic form defined
on the vector space of smooth, linearized solutions that satisfy our asymptotic conditions
at spatial infinity and our gauge conditions near the horizon (see subsection 2.1). If E
were positive definite on this vector space, it would provide a conserved norm that could
be used to argue for stability. On the other hand, if E < 0 for some perturbation, then
the flux results of the previous section show that the modified canonical energy E¯ on the
slice S (t) can only become more negative with time, which suggests instability. However,
there are a number of obvious difficulties with making such arguments. In particular:
• As already noted [see (56)], E is negative for the “change of mass” perturbation of
the Schwarzschild black hole, yet Schwarzschild is known to be linearly stable. Such
“trivial” perturbations must be eliminated from the analysis.
25 This is manifestly true because we consider perturbations having compact support on Σ; see foot-
note 21.
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• E will, in general, be degenerate on some perturbations, so, even if positive, it cannot
be expected to be positive definite. Thus, the degeneracies of E must be carefully
analyzed.
In order to properly analyze the degeneracies of E , it will be very useful to view E
as a densely defined quadratic form on a Hilbert space. In the next subsection, we will
introduce such a Hilbert space V—whose construction and properties may be of some
interest in their own right—and analyze the degeneracies of E . It should be noted that
the perturbations in V will have vanishing linearized ADM mass, linear momentum, and
angular momentum with respect to rotational Killing fields, δM = δPi = δJA = 0, so
they will automatically eliminate the “trivial” perturbations corresponding to variations
of the mass or angular momentum in a family of stationary black holes. We will then
make our stability/instability arguments in subsection 4.2.
4.1 The Hilbert space V and the degeneracies of E
We start26 with the real Hilbert space
K = L2(Σ, (T ∗Σ)∨2; h 12 e0)⊕ L2(Σ, (TΣ)∨2 ⊗ Λ 12 ; h− 12 e0)
of all square integrable linearized initial data, not necessarily satisfying the constraints.
Here Λ
1
2 is the line bundle over Σ of densities of weight one half. Thus, the first summand
denotes the Hilbert space of square integrable symmetric tensors on Σ, whereas the second
denotes the Hilbert space of square integrable symmetric tensor densities of weight 1
2
over
Σ. In other words, elements of K consist of pairs (δhab, δpab) with inner product〈(
δ1h
δ1p
) ∣∣∣∣
(
δ2h
δ2p
)〉
K
:=
∫
Σ
h
1
2 δ1habδ2h
ab + h−
1
2 δ1pabδ2p
ab . (107)
Note that for D = 4, 5, the requirement of square integrability will impose faster fall-off
conditions at infinity on δhab (but not δp
ab) than assumed in section 2 and will exclude
the possibility of having a nonvanishing δM , but for D ≥ 6, K will include all smooth
initial data satisfying the asymptotic conditions at spatial infinity stated at the beginning
of subsection 2.1. We may view the symplectic form (28) as a bounded linear map
S : K → K defined by27
16π WΣ(δ1g, δ2g) =
〈(
δ1h
δ1p
) ∣∣∣∣S
(
δ2h
δ2p
)〉
K
(108)
where
S ≡
(
0 −h− 12hachbd
h
1
2hachbd 0
)
. (109)
26Although we will restrict consideration to axisymmetric perturbations when we make our stability
arguments, the constructions of this subsection do not require axisymmetry, and we will not impose this
restriction until the end of this subsection.
27 Note that, in subsec. 2.4, the angles 〈 | 〉 as e.g. in (72) denote the dual pairing between tensors
and densities, whereas 〈 | 〉K is an inner product between objects of the same density. As a consequence,
the definition of L∗, defined relative to 〈 | 〉K, used from now on, differs from the earlier one in (74) by a
factor of diag(h−
1
2 , h
1
2 ). This also accounts for the difference between S and σ in (77).
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Note that S∗ = −S and S2 = −I, so, in particular, S is an orthogonal map, S∗S = I.
We would now like to pass to the subspace of K that satisfies the constraints and
satisfies our gauge conditions. At first sight, it might appear that this would be a difficult
task, given that generic elements of K are not even differentiable. However, the desired
subspace V can be defined straightforwardly as follows: Let
W := {LXgab ∈ K | Xa ∈ C∞, near infinity Xa coincides with a rotational Killing
field plus an asymptotic translation, Xa|B tangent to generators of H +}(110)
Here, by LXgab we mean the corresponding initial data ((LXg)h, (LXg)p). The space of
interest for us is the space V of initial data symplectically orthogonal to W:
V =W⊥S =
{
(δh, δp) ∈ K :
〈(
δh
δp
) ∣∣∣∣S
(
δh′
δp′
)〉
K
= 0 for all (δh′, δp′) ∈ W
}
. (111)
Thus, V is a closed subspace of K and, thus, is itself a Hilbert space. Note that since
S∗ = −S, we have V⊥S =W, where W denotes the closure of W.
In the following, we will need to work with tensor fields that are in the weighted
Sobolev spaces W kρ ≡W kρ (Σ). These spaces denote the weakly differentiable tensor fields
u on Σ such that ρn D(a1 . . .Dan)u ∈ L2 for all n ≤ k, where ρ > 0 is a smooth function
on Σ which interpolates between 1 in a neighborhood of B and (x21 + · · · + x2D−1)
1
2 in a
neighborhood of infinity. The weight factor ρn for the n-th derivative is inserted so as to
force weak derivatives to fall off faster by an appropriate power. The weighted Sobolev
norm for u ∈ W kρ is defined by
‖u‖W kρ :=
{
k∑
n=0
∫
Σ
h
1
2 ρ2n(D(a1 · · ·Dan)u)D(a1 · · ·Dan)u
} 1
2
. (112)
We will use the notation C∞0 (Σ) to denote tensor fields that are smooth and of compact
support on Σ \ B. We will use the notation C∞(Σ) to denote smooth tensor fields on Σ
that can be smoothly extended across B.
We denote by U the space
U =
⋂
k
(
W kρ (Σ)⊕W kρ (Σ)
)
(113)
Clearly, U is a subspace of K, and it follows from the Sobolev embedding theorems that
U ⊂ C∞(Σ)⊕ C∞(Σ).
The proof of property (3) of proposition 5 below will require the following lemma:
Lemma 3. Let Y = (N0, N
a
0 ) ∈ C∞0 ⊕ C∞0 . Then there exists a solution X in the space
∩k(ρ2W k+1ρ (Σ)⊕ ρW kρ (Σ)) ⊂ C∞(Σ)⊕ C∞(Σ) to the following boundary value problem:
LL∗(X) = Y in Σ, (114)
and X = (N,Na) satisfies
Na = Nηa , δϑ = δǫ = 0 on B = ∂Σ. (115)
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Here L and L∗ are given by (70) and (74) and δϑ, δǫ are the perturbed expansion/volume
element on B associated with the perturbation (δh, δp) = L∗(X), given by
δϑ|B = h− 12 (hab − ηaηb)
(
δpab − 1
2
δhc
cpab + 2pc(aδhb)
c +
1
2
h
1
2 Lηδhab
− 1
D − 2(−
1
2
phabδhc
c + pcdδhcdhab + pδhab + δpc
chab)
)∣∣∣
B
(116)
δǫ|B = 1
2
(hab − ηaηb)δhab
∣∣∣
B
, (117)
where ηa is the unit inward normal to B within Σ. Furthermore, if D ≥ 5, the solution
is unique, whereas for D = 4, the solution is also unique unless ta is tangent to the
generators of the horizon (i.e., the black hole is nonrotating), in which case the solution
is unique up to Xa → Xa + cta.
A proof of this lemma is given in appendix B.
The key properties of V are now summarized in the following proposition:
Proposition 5. 1. Let (δh, δp) ∈ V. Then (δh, δp) is a distributional solution to the
linearized constraints in the sense that〈
L∗(X)
∣∣∣∣
(
δh
δp
)〉
K
= 0 , (118)
for all Xa ∈ C∞0 .
2. If (δh, δp) is a smooth element of V, then δM = δJA = δPi = 0 and δǫ|B = δϑ|B =
0. Conversely, if (δh, δp) ∈ K is a smooth solution of the linearized constraints
satisfying δM = δJA = δPi = 0 and δǫ|B = δϑ|B = 0, then (δh, δp) ∈ V.
3. The space U ∩ V is dense in V, where U was defined by (113).
Proof: Property (1) is an immediate consequence of (75) together with the fact that for
any Xa ∈ C∞0 , we clearly have LXgab ∈ W. Property (2) is an immediate consequence28
of lemma 2.
Our strategy for proving property (3) is to define a bounded projection operator Π :
K → V which takes C∞0 ⊕C∞0 ⊂ L2⊕L2 ≡ K to elements in U∩V. Since C∞0 ⊕C∞0 is dense
in K, it will then follow that U ∩V is dense in V. We will produce the desired operator Π
in two steps. First we define an orthogonal projector Π0 : K → V0 onto a closed subspace
V0 ⊂ K ≡ L2⊕L2 containing V. The space V0 “imposes the constraints” and the “correct
boundary conditions” δǫ|B = δϑ|B = 0 at B, but does not impose δM = δJA = δPi = 0.
We will then compose Π0 with a finite co-rank projection operator Π1 that commutes with
Π0 to obtain the desired projection operator Π. Since orthogonal projectors and finite
co-rank projectors are bounded, Π is bounded.
Our prescription for the operator Π0 is as follows. Let (δh0, δp0) ∈ C∞0 ⊕ C∞0 . Then,
obviously, Y := L(δh0, δp0) is smooth and of compact support. Let X be the solution to
LL∗(X) = Y (119)
28Our asymptotic conditions at infinity are now that (δh, δp) ∈ K rather than the conditions that
follow from those stated in the second paragraph of subsection 2.1. It is easily verified that the proof of
lemma 2 continues to hold with our present asymptotic conditions.
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given by lemma 3 above. We define29
Π0
(
δh0
δp0
)
=
(
δh0
δp0
)
− L∗(X) . (120)
It follows immediately that Π0(δh0, δp0) ∈ U , that it satisfies the linearized constraints,
and that it satisfies δϑ|B = 0 = δǫ|B [cf. eqs. (116) and (117)]. Since we have
‖L∗(X)‖2K = 〈X|Y 〉 =
〈
X
∣∣∣∣ L
(
δh0
δp0
)〉
=〈
L∗(X)
∣∣∣∣
(
δh0
δp0
)〉
K
≤ ‖L∗(X)‖K
∥∥∥∥
(
δh0
δp0
)∥∥∥∥
K
(121)
(where eq. (164) of Appendix B was used in the first equality) it follows that Π0 is bounded
and, hence, its action can be extended to K. We now show that Π0 = Π∗0 and Π20 = Π0,
so Π0 is an orthogonal projection. To show that Π
∗
0 = Π0, we let Ψ0 := (δh0, δp0) and
Ψ′0 := (δh
′
0, δp
′
0) be smooth and of compact support. Then
〈Π0Ψ0|Ψ′0〉K = 〈Ψ0|Ψ′0〉K − 〈L∗(X)|Ψ0〉K
= 〈Ψ0|Ψ′0〉K − 〈X|Y ′〉K = 〈Ψ0|Ψ′0〉K − 〈L∗(X)|L∗(X ′)〉K (122)
where X,X ′, Y, Y ′ are defined as above and, in the last step, we again used (164). The
expression on the right is manifestly symmetric, thus proving the claim. Similarly, we
have
〈Π0Ψ0|Π0Ψ′0〉K = 〈Ψ0|Π0Ψ′0〉K − 〈L∗(X) |Π0Ψ′0〉K
= 〈Ψ0|Π0Ψ′0〉K (123)
thus showing that Π20 = Π0.
Let V0 denote the closure in K of the image of C∞0 ⊕C∞0 under Π0. We now show that
V ⊂ V0. Suppose that (δh, δp) ∈ V is orthogonal to Π0(C∞0 ⊕C∞0 ). Then inserting (120),
we see that
0 =
〈(
δh
δp
)∣∣∣∣
(
δh0
δp0
)〉
K
−
〈(
δh
δp
) ∣∣∣∣∣ L∗(X)
〉
K
. (124)
The second term vanishes, because X ∈ ρ2W 2ρ ⊕ ρW 1ρ , in which C∞0 (Σ) ⊕ C∞0 (Σ) are
dense. Then, from the boundary conditions of X (see lemma 3), X can be approximated
by Xn ∈ W such that L∗Xn → L∗X in L2 ⊕ L2. Hence, since (δh, δp) in W⊥S , it
follows that 〈(δh, δp)| L∗(X)〉K = 0. Thus, we see that 0 = 〈(δh, δp)|(δh0, δp0)〉K for any
compactly supported (δh0, δp0), which clearly means that (δh, δp) = 0. Thus, the closure
in K of Π0(C∞0 ⊕ C∞0 ) contains V.
On the other hand, since all elements (δh, δp) ∈ Π0(C∞0 ⊕ C∞0 ) are in U (and, hence,
are smooth), satisfy the linearized constraints, and satisfy δϑ|B = 0 = δǫ|B, it follows from
property (2) of this proposition that (δh, δp) ∈ V if and only if δM = δJA = δPi = 0.
Therefore, to obtain the desired projection map we need only compose Π0 with a finite
co-rank projector Π1 defined as follows: Let ξ
a
I , I = 1, . . . , k denote a finite collection of
29See footnote 27.
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smooth vector fields that vanish in a neighborhood of B and coincide, respectively, with ta,
ψA
a, and (∂/∂xi)a in a neighborhood of infinity. Let ΨI := (δIh, δIp), i = 1, . . . , k be an
(arbitrarily chosen) collection of perturbations in Π0(C
∞
0 ⊕C∞0 ) for which δHξI (ΨJ) = δIJ .
The desired projector Π1 is defined by
Π1
(
δh
δp
)
=
(
δh
δp
)
−
k∑
I=1
|ΨI〉
〈(
δh
δp
)∣∣∣∣∣L∗(ξI)
〉
K
(125)
and the desired projector Π onto V is then defined by Π = Π1Π0. By our arguments above,
the image of Π(C∞0 ⊕C∞0 ) under Π is contained in U and is dense in V thus proving that
U ∩ V is dense in V.
Remark 1: It is possible to strengthen property (3) using gluing techniques to show
that even (C∞0 (Σ)⊕C∞0 (Σ))∩V is dense in V, where by definition C∞0 (Σ)⊕C∞0 (Σ) ⊂ U
consists of all smooth initial data that vanishes in a neighborhood of spatial infinity. A
statement and proof of this strengthened result is given in Appendix C.
Remark 2: All elements of W are smooth solutions to the linearized constraints and
satisfy δM = δJA = δPi = 0 and δǫ|B = δϑ|B = 0. Thus, by property (2) of the above
Proposition, we have W ⊂ V and, hence, W ⊂ V. On the other hand, since W and V
are symplectic complements of each other in K, it follows immediately that an element
γ = (δh, δp) ∈ V is such that WΣ(g; γ′, γ) = 0 for all γ′ ∈ V if and only if γ ∈ W. Using
the inequality (163), it can be shown that smooth elements of W must lie in W. Thus,
for any γ ∈ U ∩ V, we have WΣ(g; γ′, γ) = 0 for all γ′ ∈ V if and only if γ ∈ W.
We now restrict consideration to axisymmetric perturbations, LψAγ = 0 (see (52)). We
can redefine the spaces K,W, and V with the word “axisymmetric” suitably inserted, and
all of the results of this subsection and their proofs continue to hold without modification.
In order not to make our notation more cumbersome than necessary, we shall continue to
use K, W, and V to denote the axisymmetric versions of these spaces. Thus, even when
not stated explicitly, axisymmetry should be understood in all statements below.
We now view the canonical energy E , defined in section 2, as a quadratic form on the
(axisymmetric) Hilbert space V, with dense domain T ≡ U ∩ V. We are interested in
finding all of the elements γ ∈ T on which E is degenerate, i.e., for which
E(γ′, γ) = 0 for all γ′ ∈ T (126)
Since E(γ′, γ) = WΣ(g; γ′,Ltγ), it follows immediately from Remark 2 above that E is
degenerate on γ ∈ T if and only if Ltγ ∈ W. But, in the presence of axisymmetry,
this is precisely the condition that γ is a perturbation towards a stationary black hole
(see Definition 2.1 at the end of subsection 2.3). Let T ′ denote the space of equivalence
classes of elements of T , where two elements are equivalent if and only if they differ
by a perturbation towards a stationary black hole. We have proven the following: The
canonical energy E is well defined, non-degenerate quadratic form on T ′ × T ′.
4.2 Stability and instability arguments
For axisymmetric perturbations of a stationary black hole, we have just shown that E is
well defined as a quadratic form on the space T ′ of smooth solutions satisfying our gauge
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conditions with δM = δJA = δPi = 0 modulo perturbations towards a stationary black
hole. Since E is non-degenerate on T ′, only the following two cases can occur:
• Case (a): E is positive semi-definite on T and hence is positive definite on T ′.
• Case (b): There exists γ ∈ T such that E(γ, γ) < 0.
We now analyze the behavior of perturbations in these two cases.
Case (a): E provides a positive definite conserved norm on T ′. This precludes existence
of “growing modes” in T ′. But elements of T can be expressed as the sum of a represen-
tative element of T ′ and a perturbation towards a stationary black hole. Since the latter
perturbations are manifestly stable, this shows stability for perturbations in T . However,
by Proposition 5, T is dense in V. Now, a general axisymmetric solution to the con-
straints in K can be written as a sum of an element of V and a finite linear combination of
representative “change of mass,” “change of angular momentum,” and “change of linear
momentum” perturbations. The desired “change of linear momentum” perturbations can
be chosen to be LYig where Yi is an asymptotic boost. These are manifestly stable. If the
black hole is part of a family parametrized30 by (M,JA), then the “change of mass” and
“change of angular momentum” perturbations can be chosen to be the perturbations to-
wards other members of this family. These are also manifestly stable. Thus, we conclude
that the black hole is stable to a dense set of axisymmetric perturbations in the subspace
of K comprised by solutions to the constraints.
Furthermore, the results of section 3 strongly suggest that for perturbations γ ∈ T , E
and E should decay to zero on the slices S (t) as t→∞, and thus, at late times, γ should
approach a perturbation towards a stationary black hole.
Case (b): Let γ ∈ T be such that E(γ, γ) < 0. We obtain a contradiction with the
possibility that γ approaches a perturbation, γ0, towards a stationary black hole on S (t)
as t → ∞ as follows. If γ approached a stationary solution, then the Bondi news and
the shear of the horizon should approach zero at asymptotically late times, in which case
as t → ∞ we should have E(γ,S (t)) → E(γ,S (t)) → E(γ0) = 0. However, this is a
contradiction because for all t we have E(γ,S (t)) ≤ E(γ,Σ) = E(γ,Σ) < 0.
Although this contradiction does not prove instability, the fact that |E(γ,S (t))| can
only increase with time suggests that the amplitude of the perturbation does not decrease
with time. But then the fluxes through the horizon H +, and null-infinity I +, should
also not decrease, causing |E(γ,S (t))| to increase further, etc. It therefore seems highly
plausible that E(γ,S (t)) → −∞ as t → ∞ and that the amplitude of the perturbation
grows without bound, as has been previously argued in a different context in [11, 12, 13,
14].
Thus, we conclude that in Case (a) the black hole is stable, whereas in Case (b), the
black hole is unstable. In other words, we have argued that the necessary and sufficient
condition for black hole stability is that the canonical energy E be positive semi-definite
on the space T = U ∩ V of smooth solutions with δM = δJA = δPi = 0 that satisfy our
horizon boundary conditions δϑ|B = δǫ|B = 0.
30Even if the black hole is not part of a family parameterized by (M,JA), it should be possible to show
existence of a basis of stable “change of mass” and “change of angular momentum” perturbations.
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We now briefly indicate some possible ways of improving the above arguments. To
prove stability in Case (a), we would like to establish boundedness of γ itself rather than
have boundedness/conservation of a norm on γ. However, this is clearly not possible
until we have imposed suitable gauge conditions on γ that uniquely fix its evolution.
Indeed, our present gauge conditions restrict γ only near infinity and near H +, so they
allow pure gauge perturbations for which γ becomes arbitrarily large. If suitable gauge
conditions are imposed on γ, then it is not implausible that E would provide a conserved
norm on γ ∈ T that would be equivalent to a Sobolev norm. The canonical energy of
the perturbation (Lt)
kγ would similarly provide a family of conserved norms on γ ∈ T
that plausibly would be equivalent to higher Sobolev norms. If so, boundedness of γ itself
would be proven.
It does not seem feasible to try to directly convert the above argument for instability
in Case (b) into a mathematically rigorous proof. However, it is possible that a proof
of instability in Case (b) [as well as stability in Case (a)] could be obtained along the
following lines. Again, to get started, it should be necessary to suitably fix a gauge so
as to obtain deterministic dynamics. Consider, first, the case of perturbations off of a
static black hole. On account of the time reflection symmetry of the background, E will
be invariant under time reflections, so the integral expression for E in terms of initial data
will not contain any “cross-terms” between δp and δh. Thus, E can be written as a sum of
a “kinetic energy” (quadratic in δp) and a “potential energy” (quadratic in δh). It is likely
that the kinetic energy is always positive-definite. For the case of spherically symmetric
perturbations (with matter fields) off of a static, spherically symmetric background, it was
shown in [35] that the kinetic energy could be used to define an inner product such that
the potential energy could be expressed as the expectation value of a self-adjoint operator
A that appears in the dynamical evolution equations. In this case, it can be seen directly
from the dynamical evolution equations that positivity of A is equivalent to stability.
However, since the kinetic energy is positive, positivity of A is equivalent to positivity
of E , thus rigorously establishing the equivalence of dynamical stability and positivity of
E . It is not inconceivable that similar results could be proven for perturbations of an
arbitrary static black hole, although, obviously, a number of technical details would have
to be sorted out. A similar strategy could also be applied to the stationary-axisymmetric
case—making use of the t−ψA reflection isometry to decompose initial data into its “time
symmetric” and “time antisymmetric” parts—but it would be less obvious in this case
that the “kinetic energy” would have to be positive.
5 Proof of the Gubser-Mitra conjecture
Up to this point, we have restricted our considerations to the stability of black holes. In
this section, we extend our considerations to black branes of the form (1). By making
the same type of dynamical instability argument as given in subsection 4.2 above, we will
show that if a family of black holes is thermodynamically unstable, then the corresponding
family of black branes must be dynamically unstable.
To begin, suppose we have a family of stationary, axisymmetric black holes, gab(M,JA),
in D ≥ 4 dimensions, that satisfy the asymptotic and gauge conditions of subsection 2.1.
Let ~ξ = (M0, J0A) denote the parameter values of a particular black hole in this family,
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and consider the one-parameter subfamily
gab(λ) := gab(~ξ + λ~v) , (127)
where ~v is an arbitrary vector in the parameter space (M,JA). It is obvious that for this
family, we have
d2M
dλ2
(0) =
d2JA
dλ2
(0) = 0 . (128)
Thus, by (53), for the perturbation determined by ~v we have
E = − κ
8π
d2A
dλ2
(0) (129)
On the other hand, we have
d2A
dλ2
(0) = HessA|~ξ(~v, ~v) , (130)
where HessA|~ξ denotes the Hessian of A [see eq.(2)] at parameter value ~ξ. Thus, we see
that one can find a perturbation to a black hole in the family that makes E negative if
and only if the Hessian HessA has a positive eigenvalue.
However, a nontrivial perturbation to a black hole in the family clearly does not have
δM = δJA = 0, so a negative value of E—or, equivalently, a positive eigenvalue of HessA—
does not provide any information about stability. However, consider now the (D + p)-
dimensional spacetime M˜ = M ×Tp with metric g˜ab defined as above in eq. (1) with each
zi a 2πl-periodic coordinate parameterizing the corresponding “extra-dimension”. (Here
and in the following, a tilda dentotes a quantity associated with the (D+ p)-dimensional
spacetime M˜ .) This metric represents a “uniform black brane”, where uniform refers to
the fact that each (∂/∂zi)
a is a Killing field of this spacetime, and where brane refers
to the fact that the horizon cross section is now B˜ = B × Tp. A black brane spacetime
is “asymptotically Kaluza-Klein (KK)” rather than asymptotically flat, but the ADM
conserved quantities (M˜, P˜, J˜, C˜) can be defined as in the asymptotically flat case (see
eq.(37)). In addition, we have conserved quantities (“KK charges”), T˜, associated with
the asymptotic symmetries (∂/∂zi)
a, given by
δT˜i :=
∫
∞
[δQ∂/∂zi(g˜)− i∂/∂ziθ(g˜, δg˜)] . (131)
We now prove the following proposition:
Proposition 6. Let gab(M,JA) be a family of black holes that is thermodynamically
unstable at (M0, J0A), i.e., there exists a perturbation ~v within the black hole family for
which E < 0, which will be the case if HessA has a positive eigenvalue at (M0, J0A). Then,
for any black brane corresponding to gab(M0, J0A) via eq.(1) with sufficiently large l, one
can find a perturbation for which E˜ < 0 and δM˜ = δJ˜A = δP˜i = T˜i = 0, δϑ˜|B˜ = δǫ˜|B˜ = 0.
Proof: For notational simplicity, we prove the proposition for p = 1 extra dimension,
the general case is completely analogous. Let (δpab, δhab) denote the initial data of a
perturbation ~v in the black hole family for which E < 0. Without loss of generality,
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we may assume that our Cauchy surface Σ is chosen to be maximal in the background
and perturbed spacetime31, so that pabhab = 0, and δp
abhab + p
abδhab = 0. We wish to
construct initial data (δp˜ab, δh˜ab) in the (D + 1)-dimensional black brane spacetime with
E˜ < 0 for which δM˜ = δJ˜A = δP˜i = δT˜ = δA˜ = 0 and for which δϑ˜ = 0 at B˜.
Our ansatz for (δp˜ab, δh˜ab) is
δp˜ab =
(
δpab +
1
D − 1p
abφ+ h
1
2{D(aXb) +D(aζ( ∂
∂z
)b) − 1
D
(hab + ( ∂
∂z
)a( ∂
∂z
)b)DcXc
+ ik/l ( ∂
∂z
)(aXb) +
D − 1
D
ik/l ζ ( ∂
∂z
)(a( ∂
∂z
)b) − 1
D
ik/l ζhab}
)
eiz·k/l ,
δh˜ab =
(
δhab − 1
D − 1habφ
)
eiz·k/l
(132)
where k ∈ Z and φ, ζ,Xa are tensor fields on Σ (so they are independent of z, and
tangent to Σ). The terms in δp˜ab involving ζ,Xa may be written alternatively as D˜(aX˜b)−
1
D
h˜abD˜cX˜c, where
X˜a = (ζ ( ∂
∂z
)a +Xa) eik·z/l . (133)
If k ∈ Z is not zero, then it is easily seen that the surface integrals defining δM˜ ,
δJ˜A, δP˜i, δT˜ and δA˜ vanish because the z-dependence is e
iz·k/l.
The tensor fields φ, ζ,Xa in our ansatz (132) are now chosen so that the linearized
momentum and Hamiltonian constraints are satisfied. It can be seen that the satisfaction
of the linearized momentum constraint is equivalent to
D˜a
(
D˜(aX˜b) − 1
D
h˜abD˜cX˜c
)
=
1
2
ik/l h−
1
2 δhcdp
cdeik·z/l( ∂
∂z
)b . (134)
This is an equation on Σ˜, but because all tensor fields have the same dependence eik·z/l
on z, we can rewrite it as the following system of equations on Σ:
Da
(
D(aXb) − 1
D
habDcXc
)
− 1
2
k2/l2 Xb +
D − 2
2D
ik/l Dbζ = 0 ,
DaDaζ − 2D + 1
D
k2/l2 ζ +
D − 2
D
ik/l DaXa = ik/l h
− 1
2 δhcdp
cd .
(135)
The satisfaction of the Hamiltonian constraint is equivalent to the linearized Lichnerowicz
equation for φ, (
−DaDa + h−1pabpab + k2/l2 (D − 1)
(D − 2)
)
φ =
=
(D − 1)
(D − 2) k
2/l2 δha
a − 2(D − 1)
(D − 2) p
abDaXbh
− 1
2 .
(136)
Together, the eqs. (136), (135) form a system of linear, inhomogeneous, elliptic32 PDE’s
for the unknown tensor fields φ, ζ,Xa on Σ. We need to impose boundary conditions
31Existence of a maximal slice in the background spacetime is shown in [3]. For the perturbed spacetime,
existence of a slice that preserves maximality follows from the fact that the perturbed lapse required to
achieve this condition satisfies a suitable elliptic equation.
32Indeed, the principal symbol of the equation for Xa in (135) is σ(ξ)ab = h
cdξdξc δ
a
b− (1/D) hacξcξb,
which is an invertible linear map in each tangent space TΣ for any T ∗Σ ∋ ξa 6= 0.
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at B. To find these, we consider the linearized expansion δϑ˜ on B˜ in the black brane
spacetime. We would like this to vanish. It is calculated using eq. (116) as
δϑ˜ =
(
− 3
2
φ h−
1
2pab(h
ab − ηaηb)− D − 2
2
ηaDaφ+
1
2
φLηhab (h
ab − ηaηb)
− ηaηbDaXb + 1
D
DcXc +
1
D
ik/l ζ
)
eik·z/l
=
(
− D − 2
2
ηaDaφ+ 2 Hφ− ηaηbDaXb + 1
D
DcXc +
1
D
ik/l ζ
)
eik·z/l
=
(
− D − 2
2
Lηφ+ 2 Hφ− D − 1
D
Lη(η
aXa)+
1
D
H(ηaXa) +
1
D
Da[(hab − ηaηb)Xb] + 1
D
ik/l ζ
)
eik·z/l at B˜,
(137)
where ηa is the normal to B within Σ, Da is the derivative operator intrinsic to B, and H
is the trace of the extrinsic curvature of B within Σ. In the first line, use has been made
of the fact that pa
a = 0 and δϑ = 0 on B in the original spacetime. In the second line,
we used that 0 = ϑ = (hab − ηaηb)(h− 12pab + 12Lηhab) on B in the original spacetime. In
the last step we have, without loss of generality, extended ηa of B such that it is geodesic.
Because B is the bifurcation surface of a Killing horizon, H = 0 on B. In view of this,
δϑ˜ = 0 on B˜ will follow if we impose on φ, ζ,Xa the boundary conditions
Lηφ|B = 0 ,
(hab − ηaηb)Xb|B = 0 ,
Lη(X
bηb)|B = 0 ,
ζ |B = 0 .
(138)
In other words, we impose Neumann conditions on φ, Dirichlet conditions on ζ , Neumann
conditions on the orthogonal components ηcXc of X
a, and Dirichlet conditions on the
tangent components (hab − ηaηb)Xb of Xa at B. We need to analyze the existence and
properties of the solutions to (136), (135). The existence of a solution (ζ,Xa) ∈ ρW 1ρ (Σ)
(and in fact ∈ ρW kρ for any k) follows from lemma 4 in appendix B, because (135) is
equivalent to (134), and the lemma gives a smooth solution X˜a ∈ ρW 1ρ (Σ˜) to the latter
equation. Next, we analyze the existence and properties of the solutions to (136). We
need to distinguish the cases D = 4, 5 and D ≥ 6.
D ≥ 6: In this case, the right side of (136) is in L2. Existence of a smooth solution
φ in the Sobolev space ρW 1ρ (and in fact ∈ ρW kρ any k) satisfying Neumann boundary
conditions can be proven as usual by considering the weak formulation of the boundary
value problem ∫
Σ
(
DaφDaψ + h
−1pabpabφψ +
(D − 1)
(D − 2) k
2/l2 φψ
)
h
1
2
=
(D − 1)
(D − 2)
∫
Σ
(
k2/l2 h
1
2 δha
aψ − 2 pabDaXbψ
) (139)
for all smooth ψ with compact support in Σ, and making use of the Poincare-type in-
equality
c
∫
Σ
ρ−2ψ2 h
1
2 ≤
∫
Σ
DaψDaψ h
1
2 , (140)
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for some c > 0. Since these arguments are standard and very similar to those in the proof
of lemma 3 in appendix B, we do not repeat them here.
It remains to be shown that the normalized canonical energy E˜ = 1/(2πl) W˜Σ˜(δg˜,Ltδg˜)
on the (D+1)-dimensional black brane spacetime approaches the canonical energy E < 0
of the original black hole perturbation for l →∞. For this, it is important to understand
how the norms of φl, ζl, Xl
a behave for large l (here we put an “l” on the tensor fields to
indicate their dependence on l). We use that the source term in (134) is of order O(ρD−1),
so ρ times the source is in W 1ρ (Σ˜) in D ≥ 6 and tends to zero in that norm33. From
lemma 4 of appendix B we infer that the L2(Σ˜)-norms of ρ−1X˜l
a, ρ−1D˜bX˜l
a, ρD˜aD˜bX˜l
c
tend to zero of order O(1/l) as l → ∞. This translates into the statement that the
L2(Σ) norms of ρ−1ζl, ρ
−1Xl
a, DbXl
a, Daζl, ρ/l Daζl, ρ/l DaXl
b, 1/l ζl, 1/l X
a
l as well as
ρDaDbζl, ρDaDbXl
c tend to zero of order O(1/l) as l → ∞. It follows immediately
from (136) that the L2-norm of 1/l φl remains bounded as l →∞. Then, combining (139)
with (140) for φ = ψ = φl, we find that ρ
−1φl, Daφl → 0 in the sense of L2 as l → ∞.
By standard bootstrap and scaling arguments for elliptic PDE’s of the nature under
consideration (see e.g. [6] Appendix A for a discussion and references), it follows similarly
ρDaDbφl → 0 in L2.
Using now the conditions δpabhab+p
abδhab = 0, p
c
c = 0 (from which follow the same for
the corresponding tilde tensor fields on Σ˜), the boundary conditions at B, and eliminating
33In D = 4, 5 this is still true if we impose a gauge, as below, that δhab − 1D−1habδh is of order
O(ρ−(D−2)), because pa
a = 0.
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terms that are total derivatives with respect to z, we obtain34 from (86)
16π E˜ − 16π E =
Re
∫
Σ
N
{1
2
Rab(h)δ1hc
c∗δ2h
ab +
1
2
Rab(h)δ1h
ab∗δ2hc
c − 2Rac(h)δ1hab∗δ2hcb−
1
4
δ1h
ac∗DaDcδ2hb
b − 1
4
DaDcδ1hb
b∗δ2h
ac − 1
4
δ1h
ac∗DbDbδ2hac − 1
4
δ2h
ac∗DbDbδ1hac+
1
2
δ1h
ac∗DbDaδ2hc
b +
1
2
DbDaδ1hc
b∗δ2h
ac − 3
4
DaD
a(δ1h
bc∗δ2hbc)−
3
4
Da(δ1h
ab∗Dbδ2hc
c + δ2h
abDbδ1hc
c∗) +
1
4
DaDa(δ1hb
b∗δ2hc
c)+
Da(δ1hc
a∗Dbδ2h
cb + δ2h
a
cDbδ1h
cb∗) +
1
2
Da(δ1hc
b∗Dbδ2h
ac + δ2hc
bDbδ1h
ac∗)−
1
4
Da(δ1hd
d∗Dbδ2hab + δ2hd
dDbδ1hab
∗)
}
h
1
2+
Re
∫
Σ
N
{1
2
pabpabδ1ha
a∗δ2hb
b − 3
2
pcbp
ab(δ1hd
d∗δ2hac + δ2hd
dδ1hac
∗)+
2δ1p
ab∗δ2pab + 2p
acpbdδ1hab
∗δ2hcd − 3
2
δ1h
d∗
d δ2p
abpab−
3
2
δ2hd
dδ1p
ab∗pab + 4p
c
b(δ1hac
∗δ2p
ab + δ2hacδ1p
ab∗)
}
h−
1
2−
Re
∫
Σ
Na
{
− δ1pbc∗Daδ2hbc − δ2pbcDaδ1hbc∗ + 2δ1pcb∗Dbδ2hac+
2δ2p
cbDbδ1hac
∗ + δ1hac
∗Dbδ2p
bc + δ2hacDbδ1p
cb∗−
pcb(δ1hac
∗Dbδ2hc
d + δ2hadDbδ1hc
d∗) +
1
2
pcb(δ1had
∗Ddδ2hcb + δ2hadDbδ1hc
d∗)
}
−
Re
∫
B
µ
1
2
D − 2
D − 1
(
2δhab − 1
D − 1φh
ab
)∗
φ(hab − ηaηb)+
Re
∫
Σ
N
{
(Daζ)
∗Daζ +
2
D2
(DaX
a)∗DbX
b +
2(D − 1)2
D2
k2/l2 ζ∗ζ + k2/l2 X∗aX
a+
1
2
k2/l2
(
δhab − 1
D − 1φhab
)∗(
δhab − 1
D − 1φh
ab
)}
h
1
2+
Re
∫
Σ
Na
{
ik/l (δhac − 1
D − 1φhac)(D
cζ + ik/l Xc)∗
}
h
1
2 .
(141)
34Note that E below is extended to complex-valued perturbations in such a way that it is anti-linear
in the first argument; of course we could equally work with real valued perturbations by taking the real
and imaginary parts of eqs. (132).
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where, in this equation, ∗ denotes complex conjugation. Here we have defined
δ1hab = − 1
D − 1φhab
δ2hab = 2δhab − 1
D − 1φhab
δ1p
ab =
1
D − 1p
abφ+ h
1
2{D(aXb) − 1
D
(ik/l ζ +DcXc)}
δ2p
ab = 2δpab +
1
D − 1p
abφ+ h
1
2{D(aXb) − 1
D
(ik/l ζ +DcXc)} .
(142)
From this expression, together with the decay of the norms of the tensor fields ζl, φl, Xl
a
which we have described, it follows35 that the terms on the right side of (141) go to zero
as l →∞. Thus, we have E˜ → E < 0 as l →∞, as we desired to show.
D = 4, 5: In this case, the right side of (136) need not be in L2, and the previous argument
for obtaining a solution φ does not work directly. But in this case, we can apply the
following modification to the above argument. We now write φ = χδha
a + v, where χ is
equal to 1 near infinity, and equal to 0 in an open neighborhood of B. Imposing (136)
on φ gives an equation for v of the same type, but with a source in L2 (and with the
boundary condition Lηv = 0 at B). Existence of a smooth solution v ∈ W 1 again follows,
and therefore existence of a solution φ follows, too. Now let l → ∞ and denote the
corresponding sequence of solutions by vl. From the equation satisfied by vl it is easy to
see that Davl is Cauchy in L
2, and, by (140), it follows that ρ−1vl also is Cauchy. Hence
ρ−1vl, Davl are convergent sequences in L
2, with limit ρ−1v ∈ W 1. But it is easy to see
that v must be equal to −χδhaa since they both satisfy the same boundary value problem,
so φl again satisfies ρ
−1φl, Daφl, ρDaDbφl → 0 in L2. It then follows that all terms (141)
again go to zero. The only terms for which the argument is somewhat different than for
the case of D ≥ 6 are the last two involving δhab − 1D−1φlhab, because δhab is not in L2
now. For that term, we write δhab− 1D−1φlhab as (δhab− 1D−1δhcchab)+ 1D−1(δhcc−φl)hab.
Although δhab is not in L
2 in dimensions D = 4, 5, we may assume that we are in a gauge36
such that δhab − 1D−1δhcchab falls off faster by one power of ρ−1, implying that it is in
L2. Furthermore, we have (−DaDa+ h−1pabpab)φl = (D−1)(D−2) [k2/l2 (φl− δhaa)− 2pabDbXal ].
Because ρ−1φl, Daφl, DbX
a
l → 0 in L2, it then follows (multiply by (φl − δhaa)∗ and
integrate by parts) that l−1(φl − δhaa)→ 0 in L2. Thus, again E˜ → E < 0.
Since δA˜ = 0, we can further change the initial data by a gauge transformation
[i.e. adding σL˜∗(Y˜ ) with a suitable vector field Y˜ a tangent to B˜, see eq. (77)] so that
δǫ˜|B˜ = 0. For example, take Y˜ a = 1D−1 (ik/l)−1 φ( ∂∂z )a eik·z/l on Σ˜ near B˜, and vanishing
in a neighborhood of infinity, and extend it off Σ˜ such that LtY˜
a = 0. By proposition 3,
this will not change E˜ .
35It is essential here to use the conditions pab = O(ρ
−(D−2)), Rab(h) = O(ρ
−(D−1)) as well as δhab =
O(ρ−(D−3)), δpab = O(ρ−(D−2)). One can see that φl, ζl, X
a
l and their derivatives only enter in the
combinations such that their norm tends to zero in L2, or such that the additional 1/l-factors give
convergence to 0.
36For example, for perturbations from a Schwarzschild to another Schwarzschild black hole, putting the
metric perturbation into “isotropic coordinates” near infinity would provide such a gauge, and similarly
for perturbations within the Kerr family.
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Essentially all of the analysis of sections 2, 3, and 4 can be applied straightforwardly
to black branes. One important modification, however, is that in the definition of “per-
turbations toward stationary black branes,” allowance must be made for the possibility
that the horizon Killing field Ka(λ) may correspond to a linear combination of the Killing
fields (∂/∂zi)a in addition to ta and ψaA. Thus, definition 2.1 must be modified by in-
cluding linear combinations of the Killing fields (∂/∂zi)a in eq.(64). Correspondingly, in
Proposition 4, the requirement that γ1 also satisfy δTi = 0 must be added to the hy-
pothesis. In section 4, the definition of W, eq.(110), (and, hence, V) must be similarly
modified to allow Xa to coincide near infinity with a combination of the Killing fields
(∂/∂zi)a as well as rotational Killing fields and spatial translations. Correspondingly, in
statement (2) of Proposition 5, the condition δTi = 0 must be added to the conditions
δM = δJA = δPi = 0. Aside from these changes, the results of the previous sections
apply.
We have just shown that for a black hole family such that the Hessian matrix HessA
has a positive eigenvalue, there exists a perturbation of the corresponding black brane
that satisfies δM˜ = δJ˜A = δP˜j = δT˜i = 0 together with δϑ˜|B˜ = δǫ˜|B˜ = 0, and, for
sufficiently large l, has E˜ < 0. Since the flux analysis of section 3 for asymptotically flat
spacetimes carries over to the asymptotically Kaluza-Klein case, we may make the same
arguments as given for Case (b) of section 4.2 to conclude that the black brane must
be unstable. Indeed for D ≥ 6 the perturbation we have constructed lies in the black
brane analog of V, so we may make precisely the same arguments for instability. However,
these arguments can also be made for the case D = 4, 5, since the black brane analog of
Proposition 4 of section 2.3 yields a contradiction with the perturbation approaching a
perturbation towards a stationary black brane at late times. Thus, we conclude that for
any family of black holes that are thermodynamically unstable, the corresponding family
of black branes is dynamically unstable to sufficiently long wavelength perturbations.
6 Equivalence to the local Penrose inequality
In this section, we show that for black holes, the satisfaction of the local Penrose inequality
is equivalent to the positivity of canonical energy for perturbations with δM = δJA =
δPi = 0 and hence, by our previous arguments, is equivalent to dynamical stability.
Let g¯ab(M,JA) be a family of stationary, axisymmetric, and asymptotically flat black
hole metrics on M . Let gab(λ) be a one-parameter family of axisymmetric metrics such
that gab(0) = g¯ab(M0, J0A). Without loss of generality, we may assume (by applying
an asymptotic Lorentz boost, if necessary) that the linear momentum of gab(λ) vanishes,
Pi(λ) = 0. LetM(λ), JA(λ) denote the mass and angular momenta of gab(λ). Let g¯ab(λ) =
g¯ab(M(λ), JA(λ)) denote the one-parameter family of stationary black holes with the same
mass and angular momenta as gab(λ). Let A(λ) denote the area of the apparent horizon
of gab(λ) on an initial slice and let A¯(λ) denote the area of the event horizon of g¯ab(λ).
Then the following proposition holds:
Proposition 7. There exists a one-parameter family gab(λ) for which
A(λ) > A¯(λ) (143)
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to second order in λ if and only if there exists a perturbation γ′ab of g¯ab(M0, J0A) with
δM = δJA = δPi = 0 such that E(γ′) < 0.
Proof: On account of our gauge condition δϑ|B = 0, the apparent horizon of gab(λ)
coincides with B to first order in λ. To find the apparent horizon of gab(λ) to second order
in λ, we would, in general, need to displace B by a second order gauge transformation
similar to (8). However, since the extrinsic curvature of B vanishes for the background
metric gab(0), the area will be unchanged to second order under such a displacement.
Consequently, to second order in λ, we have A(λ) = A(λ), where A(λ) denotes the area
of B in the metric gab(λ). Similarly, to second order in λ, we have A¯(λ) = A¯(λ).
Obviously, we have A(0) = A¯(0), as the two families coincide for λ = 0. Likewise, by
the first law of black hole mechanics, we have
dA
dλ
(0) =
8π
κ
[
dM
dλ
(0)−
∑
ΩA
dJA
dλ
(0)
]
=
dA¯
dλ
(0) . (144)
Thus, what matters is the second derivative of the areas. Let γab = (dgab/dλ)|λ=0 and let
γ¯ab = (dg¯ab/dλ)|λ=0. Since the families have the same mass and angular momenta, our
second variation formula (53) gives
κ
8π
[
d2A
dλ2
(0)− d
2A¯
dλ2
(0)
]
= E(γ¯, γ¯)− E(γ, γ)
= −E(γ′, γ′) + 2E(γ′, γ¯) . (145)
where we have defined γ′ab = γ¯ab − γab. However, γ′ab is clearly a linearized perturbation
with δM = δJA = δPi = 0, and γ¯ab is manifestly a perturbation towards a stationary
black hole. Therefore, the second term vanishes by Proposition 4 of section 2.3. Thus, we
have
κ
8π
[
d2A
dλ2
(0)− d
2A¯
dλ2
(0)
]
= −E(γ′, γ′) (146)
from which the proposition follows immediately.
As explained in the introduction, the satisfaction of the inequality (143) is incompat-
ible with the stability of the family of black holes g¯ab(M,JA). It is therefore reassuring
that we have found that satisfaction of this inequality is equivalent to the condition that
we have obtained in this paper for dynamical instability.
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A Proof of Lemma 2
Lemma 2. Let δgab be a solution to the linearized Einstein equations satisfying our
asymptotic flatness conditions and our gauge conditions (7) and (11) at B. Suppose in
addition that δA = 0 (so that, by (11), we have δǫ|B = 0) and that δHX = 0 for some
asymptotic symmetry Xa. Then WΣ(g; δg,Lξg) = 0 for all smooth ξ
a such that (i) ξa|B
is tangent to the generators of H + and (ii) ξa approaches a multiple of Xa as ρ → ∞.
Conversely, if δgab is smooth and asymptotically flat and if WΣ(g; δg,Lξg) = 0 for all
such ξa, then δgab is a solution to the linearized Einstein equation with δϑ|B = δǫ|B = 0
at B and with δHX = 0.
Proof: For a solution δgab, our fundamental variation formula (36) yields
WΣ(g; δg,Lξg) =
∫
∞
[δQξ(g)− iξθ(g; δg)]−
∫
B
[δQξ(g)− iξθ(g; δg)]
= −
∫
B
[δQξ(g)− iξθ(g; δg)] + δHξ . (147)
Since ξa → cXa for some constant c, we have δHξ = cδHX .
We now evaluate the boundary term from B. To do so, we write na = (∂/∂u)a, la =
(∂/∂r)a, where (u, r) are the Gaussian normal coordinates of (5). The condition that ξa|B
is tangent to the generators of H + implies that we can decompose it as
ξa = fna + uZa + rY a , (148)
where Y a, Za are smooth but otherwise arbitrary. In Gaussian null coordinates (5), the
metric perturbation takes the form
δgab = −2 ∇(au (r2 δα∇b)u+ r δβb)) + δµab (149)
where naδβa = l
aδβa = n
aδµab = l
aδµab = 0.
We now calculate iξθ(g; δg)|B [see eq. (17)]. For the pull-back to B, we have
(iξθ)a1...aD−2 =
1
16π
f vcnc ǫa1...aD−2 , (150)
where ǫa1...aD−2 is the unperturbed intrinsic volume form on B. From the definition,
eq. (18), of va we have on B
vana = g
fhne∇fδghe − ghenf∇fδghe (151)
= −gfhne∇f(2r∇(huδβe)) + gehnf∇f(2r∇(huδβe)) + gfhne∇fδµab − gehnf∇fδµab .
The first two terms on the right hand side can give a non-zero result on B (i.e. r = 0)
only if the derivative ∇f acts on r, but in that case the tensor contractions are seen to
give a zero result. For the last two terms on the right side, we get, again on B,
vana = 2n
(f lh)ne∇fδµhe − 2n(elh)nf∇fδµhe + µfhne∇fδµhe − µehnf∇fδµhe
= −µehnf∇fδµhe − µfh(∇fne)δµhe
= −µabLnδµab + 1
2
δµabLnµab
= −µabLnδµab = −2δϑ . (152)
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Here, we have used in the first line the expression for gab in gaussian null coordinates (5),
whereas to go to the second line we used that at least one vector na, la gets contracted
into δµab when all vectors are pulled through the derivative, and this gives a zero result.
To go to the third line we used standard expressions for the Lie-derivative of a tensor,
and that µacµ
b
d∇cnd = 12Lnµab on B, which follows from (5). To go to the fourth line we
used that Lnµab = 0, as the background is stationary. Thus, we have shown that∫
B
iξθ = − 1
8π
∫
B
fδϑ ǫ . (153)
Next, we calculate δQξ. When pulled back to B, we have
(δQξ)a1...aD−2 =
1
16π
nalb∇[a(δgb]cξc) ǫa1...aD−2 +
1
32π
nalb∇[aξb] δgcc ǫa1...aD−2 . (154)
Since δgabξ
b = uδµabZ
b + rδµabY
b, we have on B,
2nalb∇[a(δgb]cξc) = nalb(∇auδµbcZc −∇buδµacZc +∇arδµbcY c −∇brδµacY c)
= lbδµbcZ
c + nbδµbcY
c = 0 , (155)
as δµabn
a = 0 = δµabl
a. Thus, the first term on the right side of δQξ|B is zero. To
calculate the second term, we use, on B,
2nalb∇[aξb]
= nalb[(∇af)nb + (∇au)Zb + (∇ar)Yb − (∇bf)na − (∇bu)Za − (∇br)Ya + 2f∇[anb]]
= naYa + l
aZa + n
a∇af + 1
2
fla∇a(nbnb)− flbna∇anb
= laZa + n
aYa + n
a∇af (156)
as na∇ar = nana = O(r), and as ∇b(nana) = ∇b(r2α) = O(r), and na∇anb = O(r) since
na is tangent to affinely parameterized null geodesics on H +. Thus, we obtain∫
B
δQξ =
1
64π
∫
B
(naYa + l
aZa + n
a∇af)δµbb ǫ . (157)
Thus, combining this with the previous result, we have shown that, with ξa = fna +
uZa + rY a:∫
B
[δQξ(g)− iξθ(g; δg)] = − 1
8π
∫
B
[
fδϑ ǫ− 1
4
(naYa + l
aZa + n
a∇af)δǫ
]
, (158)
and, hence,
WΣ(g; δg,Lξg) =
1
8π
∫
B
[
fδϑ ǫ− 1
4
(naYa + l
aZa + n
a∇af)δǫ
]
+ cδHX (159)
It follows immediately from this formula that if δgab is a solution for which δǫ|B = 0 = δϑ|B
and δHX = 0, then WΣ(g; δg,Lξg) = 0. Conversely, if WΣ(g; δg,Lξg) = 0 for all ξ
a of
compact support, it follows immediately from (34) with E = 0 that δgab satisfies the
linearized constraints. It then follows immediately from (159) that if WΣ(g; δg,Lξg) = 0
for all f, Za, Y a, c, then δǫ|B = δϑ|B = δHX = 0.
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B Proof of lemmas 3 and 4
Lemma 3. Let Y = (N0, N
a
0 ) ∈ C∞0 ⊕ C∞0 . Then there exists a solution X in the space
∩k(ρ2W k+1ρ (Σ)⊕ ρW kρ (Σ)) ⊂ C∞(Σ)⊕ C∞(Σ) to the following boundary value problem:
LL∗(X) = Y in Σ, (160)
and X = (N,Na) satisfies
Na = Nηa , δϑ = δǫ = 0 on B = ∂Σ. (161)
Furthermore, if D ≥ 5, the solution is unique, whereas for D = 4, the solution is also
unique unless ta is tangent to the generators of the horizon (i.e., the black hole is nonro-
tating), in which case the solution is unique up to Xa → Xa + cta.
Proof: The key ingredient in the proof is a Poincare-type inequality for certain tensor
fields X = (N,Na) ∈ W 2ρ ⊕W 1ρ . Tensor fields X ∈ W 2ρ ⊕W 1ρ have, by the usual theorems
about Sobolev spaces, a well defined restriction to B in the space W 3/2(B) ⊕W 1/2(B),
and the restriction map is continuous. Consequently, the space
X := {X = (N,Na) ∈ W 2ρ ⊕W 1ρ | Na = Nηa on B} (162)
is a closed subspace of W 2ρ ⊕W 1ρ . We first give the proof for D ≥ 5 and then give the
modifications to the proof for D = 4.
D ≥ 5: For X ∈ X , we claim the following inequality in D ≥ 5:
C‖X‖W 2ρ⊕W 1ρ ≥ ‖L∗Mρ(X)‖L2⊕L2 ≥ c‖X‖W 2ρ⊕W 1ρ , Mρ =
(
ρ2 0
0 ρ
)
, (163)
for non-zero constants c, C. The key inequality is the second one; the first inequal-
ity is merely a straightforward consequence of the definition of L∗, together with the
asymptotic conditions (27) on the background spacetime and the fact that DaρDaρ ≤
C, ρ2DaDbρDbDbρ ≤ C, for other constants C. Combining the equality (163) in the usual
way with the Lax-Milgram theorem [17], we then infer the existence of X˜ ∈ X satisfying
0 = 〈L∗MρX˜|L∗Mρψ˜〉K + 〈Y˜ |ψ˜〉K for all ψ˜ ∈ X , (164)
for any source Y˜ ∈ C∞0 ⊕ C∞0 in dimensions D ≥ 5. Thus, taking Y˜ = MρY , and
X = MρX˜, we get a distributional solution X to our equation (160) in the space MρX .
The solution is actually more regular, because, as is well-known [4, 6], the operator
LL∗ is an elliptic matrix operator of mixed type in the sense of Agmon-Douglis-Nirenberg;
the leading derivative terms (“principal symbol”) are in fact σLL∗ = σL∗
TσL∗ , with X
a =
(N,Na) and
16π σL∗
(
N
N c
)
=
(
ξaξb − habξdξd h− 12 (−pabξc + 2ξdhc(apb)d)
2pab − 2
D−2
habp 2h
1
2 δ(bcξ
a)
)(
N
N c
)
. (165)
As a consequence, the standard techniques for elliptic operators (as adapted to systems of
mixed type such as ours, see p. 210 of [28], and taking into account the weight factors of ρ)
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then give that the solutions X˜ are in fact in the Sobolev spaces X˜ ∈ W k+4ρ ⊕W k+2ρ for all k,
away from the boundary of Σ. Actually, this regularity extends to the boundary ∂Σ = B
by thm. 6.1 of [34], which is applicable37 in view of (163). By standard embedding
theorems for Sobolev spaces, X˜ , and also X , are in C∞(Σ) ⊕ C∞(Σ). It is then also
straightforward to see that X solves the desired boundary value problem. First, because
X˜ ∈ X , we have N˜a = N˜ηa, and because ρ is constant near B, the same holds for
Xa. Thus, we satisfy the first of the required boundary conditions. Next, because X is
already known to be a weak solution of the equation (160), and because it is smooth,
it must satisfy the equation in the classical sense. Furthermore, performing a partial
integration in eq. (164), with X = MρX˜, Y =M
−1
ρ Y˜ , and smooth ψ˜ compactly supported
in Σ, then shows that be boundary terms must vanish. The boundary terms are obtained
from (78). Because ψ has compact support in Σ, only a boundary term from B arises,
which, with (δh, δp) := L∗MρX˜, is given by 0 =
∫
B
[δQψ(g)− iψθ(δg)], where ψ = Mρψ˜.
In view of eq. (158) this implies that δϑ|B = 0 = δǫ|B. These are precisely the last two
remaining boundary conditions in (161).
Thus, what remains is to demonstrate the weighted Poincare-inequality (163). We
first consider smooth X with compact support in a compact set K ⊂ Σ, where ρ may
be assumed to be 1. In other words, such X are zero in the asymptotic region, but not
necessarily on B. For such fields, we can find a constant c > 0 such that
c‖X‖W 2⊕W 1 ≤ ‖L∗(X)‖L2⊕L2 + ‖X‖W 1⊕W 0 +
∣∣∣∣∣
∫
B
h
1
2 (DbNaN
b −DbN bNa)ηa
∣∣∣∣∣
1
2
(166)
For a proof, see lemma 2.6 of [6]. Now we assume that Na = Nηa on B. This means
that, near B, we can write Na = Nηa + xY a, with x = distB the geodesic distance to B,
and Y a some smooth tensor field. Then the boundary term becomes∫
B
h
1
2 (DbNaN
b −DbN bNa)ηa
=
∫
B
h
1
2 (NDbNη
b +N2ηaηbDbη
a +NYaη
a −NDbNηb −N2Daηa −NYaηa)
= −
∫
B
N2H h
1
2 = 0 , (167)
where H is the trace of the extrinsic curvature of B inside Σ. To simplify the calculation,
we have assumed that ηa is extended away from B such that ηaDaη
b = 0, and we used
Dax = ηa. Because B is the bifurcation surface, H = 0, and the boundary term vanishes.
Hence, (166) holds without the boundary term if X satisfies Na = Nηa on B, i.e. if
X ∈ X ∩ (C∞0 (K)⊕ C∞0 (K)).
Consider next an open region O ⊂ Σ such that O ⊂ K. It is shown combining Prop. 7.2
and Lemma 4.2 of [6], that for all X ∈ C∞0 (Σ \O)⊕ C∞0 (Σ \O), we have
c‖X‖W 2⊕W 1 ≤ ‖L∗Mρ(X)‖L2⊕L2 (168)
for some constant c > 0. We now combine this and eq. (166) (without boundary term)
to obtain the desired inequality (163). Suppose, to obtain a contradiction, that there
37Note that the arguments in this paper are entirely local near B, so it does not matter that our domain
is not bounded.
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is a sequence Xn ∈ X , such that ‖Xn‖W 2ρ⊕W 1ρ = 1, but ‖L∗Mρ(Xn)‖L2⊕L2 → 0. Let
χ1 + χ2 = 1 be a partition of unity such that suppχ1 ⊂ K, suppχ2 ⊂ Σ \ O. Then we
estimate
‖Xn‖W 2ρ⊕W 1ρ ≤ ‖χ1Xn‖W 2ρ⊕W 1ρ + ‖χ2Xn‖W 2ρ⊕W 1ρ
≤ C‖L∗(χ1Xn)‖L2⊕L2 + C‖χ1Xn‖W 1⊕W 0 + C‖L∗Mρ(χ2Xn)‖L2⊕L2
≤ C‖χ1L∗(Xn)‖L2⊕L2 + C‖[L∗, χ1]Xn‖L2⊕L2 + C‖χ1Xn‖W 1⊕W 0 +
C‖χ2L∗Mρ(Xn)‖L2⊕L2 + C‖[L∗, χ2]MρXn‖L2⊕L2
≤ C‖L∗Mρ(Xn)‖L2(Σ)⊕L2(Σ) + C‖Xn‖W 1(O)⊕W 0(O) (169)
with possibly new constants in each line. In the last step we used that the commutator
[L∗, ψ] with a smooth compactly supported function ψ decreases the order of each entry of
the matrix operator L∗ by one unit (unless the order of the entry is already = 0), so that
[L∗, ψ] :W 2⊕W 1 →W 1⊕W 0 is bounded. Now, by assumption, ‖L∗Mρ(Xn)‖L2⊕L2 → 0
for the first term on the right side. On the other hand, since Xn is by assumption bounded
in W 2(O) ⊕ W 1(O), it follows from the Rellich-Kondrachov compactness theorem (see
e.g. [17]) that Xn (or a subsequence thereof) is Cauchy in W
1(O)⊕W 0(O). Hence, the
above inequality shows that a subsequence of Xn is Cauchy in X ⊂ W 2ρ (Σ) ⊕W 1ρ (Σ),
hence convergent with limit X ∈ X . Since the norm of Xn in this space is = 1, X 6= 0,
and by the continuity of L∗Mρ : X → L2 ⊕ L2, we learn that ξ := MρX ∈ ρ2W 2ρ ⊕ ρW 1ρ
satisfies L∗(ξ) = 0. So ξa must be equal, almost everywhere, to a non-trivial Killing
vector field. However, a nontrivial Killing field in an asymptotically flat spacetime must
approach an infinitesimal Poincare transformation near infinity. Consequently, in D ≥ 5
spacetime dimensions, there are no non-zero Killing for which M−1ρ ξ ∈ L2 ⊕ L2, hence a
contradiction.
D = 4: In this dimension, the last statement is not true for the timelike Killing field ξa = ta
if the background is such that ta = (N,Na) is tangent to the generators of the horizon:
Indeed, M−1ρ t then is in L
2 ⊕ L2, and it satisfies the boundary condition Na = Nηa.
Consequently, the Poincare inequality (163) is not true in D = 4 e.g. for a Schwarzschild
background. However, in that case we can modify our argument as follows. We now
supplement the definition of the space X eq. (162) by the condition that elements of X
should be L2⊕L2 orthogonal toM−1ρ t. Then, in this space, the Poincare inequality holds,
and the rest of the argument goes through, giving a unique solution to L∗L(X) = Y
in MρX with the desired boundary conditions. The general solution is then simply
Xa + cta.
Lemma 4. Let ja be a smooth vector field on Σ such that ja ∈ ρ−1W k−1ρ for any k > 0.
Then there exists a unique, solution Xa ∈ ρW kρ to the boundary value problem
Da(D
(aXb) − 1
D − 1h
abDcX
c) = jb (170)
and
(hab − ηaηb)Xa|B = 0 , ηaDa(ηbXb)|B = 0 . (171)
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Furthermore ‖ρ−1Xa‖W kρ ≤ C‖ρja‖W k−1ρ .
The same statement is true for the boundary value problem for X˜a on the slice Σ˜ =
Σ× Tp in the black brane spacetime with spatial metric h˜ab = hab +
∑
(dzi)a(dzi)b, with
Da replaced by D˜a, and with the coefficient in the trace term in the operator replaced by
1/(D + p− 1).
Proof: Define (PX)ab = D(aXb) − 1D−1habDcXc. The key ingredient of the proof of is the
weighted Poincare inequality
c
∫
Σ
ρ−2XaX
a h
1
2 ≤
∫
Σ
(PX)ab(PX)ab h
1
2 (172)
for some c > 0. This inequality holds for any smooth Xa satisfying the boundary condi-
tions stated in lemma 4. In order to prove this inequality, we consider the identity
(PX)ab(PX)ab =
1
2
(DaXb)D
aXb +Da(X
[bDbX
a])− 1
2
Rab(h)X
aXb +
D − 3
2(D − 1) (DcX
c)2 ,
(173)
which holds for any vector field. Now let O = {ρ < C} for some large C, and assume
that Xa has compact support in Σ \O. Integrating the above identity then gives
1
2
∫
Σ
(DaXb)D
aXb h
1
2 ≤
∫
Σ
(PX)ab(PX)ab h
1
2 +
1
2
∫
Σ
Rab(h)X
aXb h
1
2
≤
∫
Σ
(PX)ab(PX)ab h
1
2 +
1
2
sup
Σ\O
ρ2 (Rab(h)R
ab(h))
1
2
∫
Σ
ρ−2 XaXa h
1
2
≤
∫
Σ
(PX)ab(PX)ab h
1
2 + ǫ
∫
Σ
ρ−2 XaXa h
1
2
(174)
for any given ǫ > 0, provided C is chosen sufficiently large (here we use that Rab(h) =
O(ρ−(D−1))). Now from prop. C.5 of [6], we also have for sufficiently large C
c
∫
Σ
ρ−2 XaXa h
1
2 ≤
∫
Σ
(DaXb)D
aXb h
1
2 , (175)
and some c > 0. It follows that inequality (172) holds if Xa is supported outside a
sufficiently large O. Consider next a compact set K such that K ⊃ O, and let Xa now
be smooth and supported in K. Integrating now our identity (173) over K, we obtain
c‖X‖W 1 ≤ ‖PX‖L2 + ‖X‖L2 +
∣∣∣∣∣
∫
B
h
1
2 (DbXaX
b −DbXbXa)ηa
∣∣∣∣∣
1
2
(176)
for some c > 0. Let now X = {Xa ∈ ρWρ | 0 = (hab − ηaηb)Xb|B}. Then the same
calculation as in (167) shows that the boundary term vanishes for Xa ∈ X . Thus, for
Xa ∈ X we have eq. (172) if the support of Xa is outside O, whereas we have (176)
without boundary term if the support of Xa is in K. By considering now a partition
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of unity for the covering O ∪ K = Σ, and arguing precisely as above around (169), we
conclude that the Poincare inequality (172) holds for any Xa ∈ X , unless there is an
Xa ∈ X such that (PX)ab = 0. By the definition of P , such a Xa would be a conformal
Killing vector field for hab, and would hence have to approach a conformal Killing vector
field on RD−1 in the asymptotic region. In particular, the slowest possible fall-off of Xa
would be that of a translation. However, by the definition of X , we would also have to
have ρ−1Xa ∈ L2, which is impossible. This establishes that the Poincare inequality holds
for any Xa ∈ X .
Combining the Poincare inequality in the usual way with the Lax-Milgram theorem
on X (see lemma 3 for a similar argument), we get a weak solution Xa ∈ X to our
boundary value problem in the weak sense, i.e. 〈Pψ|PX〉 = −〈ψ|j〉 for all ψa ∈ X . This
also gives ‖ρ−1X‖W 1ρ ≤ C‖ρj‖L2. The usual bootstrap and scaling arguments then show
‖ρ−1X‖W kρ ≤ C‖ρj‖W k−1ρ for any k, so the weak solution is a strong solution satisfying
the Neumann condition ηaDa(η
bXb)|B = 0, whereas the remaining boundary conditions
are already built into X . This completes the proof of the lemma in the asymptotically
flat case. The asymptotically KK case is exactly the same.
C Strengthened version of property (3) of Proposi-
tion 5
In this Appendix, we strengthen property (3) of proposition 5 with the following lemma:
Lemma 5. Let (δh, δp) be a perturbation in the dense subspace V ∩ (W k+1ρ ⊕W kρ ) for
sufficiently large k. Then for any δ > 0, we can find a new perturbation (δh′, δp′) in the
same subspace having the property that it vanishes in a neighborhood of spatial infinity,
and is such that ‖(δh, δp)− (δh′, δp′)‖W k+1ρ ⊕W kρ < δ. In fact, if (δh, δp) ∈ V ∩ (C∞(Σ) ⊕
C∞(Σ)), then (δh′, δp′) can be chosen in V∩(C∞0 (Σ)⊕C∞0 (Σ)), i.e. smooth and vanishing
near spatial infinity.
Proof: The proof of this lemma follows from the (much more general) techniques and
results in [4, 5], and also [6]. We consider a sufficiently large R > 0 and the corresponding
annular domain Ω = {p ∈ Σ | R < ρ(p) < 2R}, with ρ > 0 as usual a function which
is equal to the radial distance in the asymptotic region. Furthermore, we introduce a
function x : Ω → R which in a small neighborhood of ∂Ω is given by x = dist∂Ω, and
satisfies x > 0 in the interior. A new norm for functions or tensor fields u ∈ C∞0 (Ω) is
then introduced by
‖u‖W k
0,ρx2,e−1/x
:=
{
k∑
n=0
∫
Σ
h
1
2 (D(a1 · · ·Dan)u)D(a1 · · ·Dan)u (ρ x2)2ne−2/x
} 1
2
, (177)
and W k
0,ρx2,e−1/x
is defined to be the closure of such functions or tensor fields in this norm.
Now let χ be a smooth function which is equal to 1 in the interior of Σ, which interpolates
between 1 and 0 strictly inside Ω, and which is 0 for ρ > 2R. We can choose this function so
that (Da1 ...Danχ)D
a1 ...Danχ ≤ CR−2n. Our first try for the compactly supported initial
data is (χδh, χδp). Then for each δ > 0, k ∈ N we can find a sufficiently large R so that
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‖(δh, δp)− (χδh, χδp)‖W k+1ρ ⊕W kρ < δ. Of course, (χδh, χδp) does not satisfy the linearized
constraints; L(χδh, χδp) =: Y is a non-zero element Y ∈ W k−1
0,ρx2,e−1/x
(Ω)⊕W k−1
0,ρx2,e−1/x
(Ω)
(with the usual decomposition of Y a into lapse and shift understood). To satisfy the
linearized constraints, we wish to correct (χδh, χδp) by a suitable element of the form
−e−2/xM2xL∗(X), with Mx = diag(x2, x) as above, i.e. we wish to set
(δh′, δp′) := (χδh, χδp)− e−2/xM2xL∗(X) (178)
The factor e−2/x is inserted in order that we can continue the second term sufficiently
smoothly by 0 to all of Σ. Such a perturbation is then clearly compactly supported, and,
to satisfy the linearized constraints, X would have to satisfy
e2/xLe−2/xM2xL∗(X) = e2/xY . (179)
The operator e2/xLe−2/xM2xL∗ on the left hand side is shown in [6] to be a bounded map
k
⊥ ∩ (W k+4
0,ρx2,e−1/x
(Ω)⊕W k+2
0,ρx2,e−1/x
(Ω))→ k⊥ ∩ (W k0,ρx2,e−1/x(Ω)⊕W k0,ρx2,e−1/x(Ω))
where k = span(ta, ψa1 , ..., ψ
a
N) is the span of the Killing fields, and ⊥ means orthogonal
complement in L2(Ω, e−2/xh
1
2 ). Furthermore, the operator has a bounded inverse. It
follows from δM, δJA = 0 for the perturbation (δh, δp) ∈ V [cf. Proposition 5] that
〈ξ|e2/xY 〉
L2(Ω,h
1
2 e−2/x)
= 〈ξ|L(χδh, χδp)〉L2(Σ) = (180)
〈L∗(ξ)|Y 〉L2(Σ)⊕L2(Σ) − δHξ(δh, δp) = 0 + 0
for any ξ ∈ k. Hence e2/xY is in k⊥. Furthermore, for sufficiently largeR, theW k
0,ρx2,e−1/x
(Ω)⊕
W k
0,ρx2,e−1/x
(Ω)-norm is arbitrarily small. So we can invert (179) with X ∈ W k+3
0,ρx2,e−1/x
⊕
W k+1
0,ρx2,e−1/x
having small norm, and hence with−e−2/xM2xL∗(X) ∈ e−2/xM2x(W k+10,ρx2,e−1/x(Ω)⊕
W k
0,ρx2,e−1/x
(Ω)) having small norm inW k+1ρ (Σ)⊕W kρ (Σ), where we extend the tensor fields
by 0 outside Ω. Consequently, for sufficiently large R, the W k+1ρ (Σ)⊕W kρ (Σ)-norm of(
δh′
δp′
)
−
(
δh
δp
)
=
(
(χ− 1)δh
(χ− 1)δp
)
− e−2/xM2xL∗(X) ∈ W k+1ρ (Σ)⊕W kρ (Σ) (181)
is as small as we like. By construction (δh′, δp′) satisfies the linearized constraints, and
has δM = δP = δJ = 0 and δϑ|B = δǫ|B = 0. Thus, it is in the space V by proposition 5.
As shown in prop. 5.7 of [6], if (δh, δp) ∈ V is even smooth, then −e−2/xM2xL∗(X) is
a smooth pair of tensor fields on Ω, which can be continued by 0 outside of Ω and the
resulting tensor fields (δh′, δp′) are in C∞0 (Σ).
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