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Abstract
Recently the study of noise sensitivity and noise stability of Boolean
functions has received considerable attention. The purpose of this
paper is to extend these notions in a natural way to a different class
of perturbations, namely those arising from running the symmetric
exclusion process for a short amount of time. In this study, the case of
monotone Boolean functions will turn out to be of particular interest.
We show that for this class of functions, ordinary noise sensitivity and
noise sensitivity with respect to the complete graph exclusion process
are equivalent. We also show this equivalence with respect to stability.
After obtaining these fairly general results, we study “exclusion sen-
sitivity” of critical percolation in more detail with respect to medium-
range dynamics. The exclusion dynamics, due to its conservative na-
ture, is in some sense more physical than the classical i.i.d. dynamics.
Interestingly, we will see that in order to obtain a precise understand-
ing of the exclusion sensitivity of percolation, we will need to describe
how typical spectral sets of percolation diffuse under the underlying
exclusion process.
1
ar
X
iv
:1
10
1.
18
65
v2
  [
ma
th.
PR
]  
22
 N
ov
 20
11
Figure 1: This picture illustrates the nearest-neighbor dynamics for
site-percolation on Z2.
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1 Introduction
The concept of noise sensitivity was introduced in [1] and is defined as
follows. Let Vn be some finite set and ω ∈ {0, 1}Vn be such that ωi = 1 with
probability 1/2 independently for every i ∈ Vn. Given  ∈ (0, 1), resample
each ωi independently with probability  and call the resulting configuration
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ω. Throughout, {Vn}n∈N will be an increasing sequence of finite sets. Given
such a sequence we will consider sequences of functions {fn}n∈N such that
fn : {0, 1}Vn → {−1, 1}. These functions will sometimes be referred to as
Boolean functions. We have the following central definition introduced in
[1].
Definition 1.1. The sequence of functions fn : {0, 1}Vn → {−1, 1} is noise
sensitive (NS) if for any  > 0,
lim
n→∞E[fn(ω)fn(ω
)]− E[fn(ω)]2 = 0. (1)
Remark: It is known that if the limit above is 0 for some  ∈ (0, 1), then
it is 0 for all such ; this will be clear from Theorem 2.1 below. We also
mention that it is the case that E[fn(ω)fn(ω)] − E[fn(ω)]2 is nonnegative
and decreasing in ; this is seen via a Fourier representation, see Section 2.
Closely related to NS is the notion of noise stability defined as follows.
Definition 1.2. The sequence of functions fn : {0, 1}Vn → {−1, 1} is noise
stable (NStable) if for any δ > 0 there exists an  > 0 such that for every n,
P[fn(ω) 6= fn(ω)] ≤ δ.
Remark: In some sense, noise stability is the opposite of noise sensitivity. It
is however not very difficult to find examples that are neither noise sensitive
nor noise stable.
The concepts that we will study in this paper are intimately related to
noise sensitivity and noise stability. We first describe noise sensitivity and
noise stability in slightly different terms. Let pip denote product measure
on {0, 1}Vn with density p, and consider the following process on {0, 1}Vn .
Pick ω0 according to pi1/2 and associate to every k ∈ Vn a Poisson clock
with rate 1. Whenever the Poisson clock rings for some k ∈ Vn, the site
k changes its value to 0 or 1 with equal probability independently of all
past decisions. This results in a stochastic process {ωt}t≥0. Note that for
fixed t the probability that k ∈ Vn has been updated by time t is 1 − e−t
independently of every other vertex. Therefore, the pair (ω, ω) introduced
earlier will have the same distribution as (ω0, ωt) where  = 1 − e−t. It
follows that the sequence of functions fn : {0, 1}Vn → {−1, 1} is NS if and
only if for some (equivalently for all) t > 0,
lim
n→∞E[fn(ω0)fn(ωt)]− E[fn(ω0)]
2 = 0. (2)
Furthermore, {fn}n∈N is NStable if and only if for every δ > 0 there exists
a t > 0 such that for every n,
P[fn(ω0) 6= fn(ωt)] ≤ δ. (3)
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The process {ωt}t≥0 will be referred to as the Simple Non-interacting Particle
System or SNPS for short.
Equations (2) and (3) are the starting points of what we do below. Let
{Gn} = {(Vn, En)} be an increasing sequence of finite graphs and {αn}n∈N
be a sequence of positive real numbers. In this paper we will consider the
symmetric exclusion process on {0, 1}Vn with rate αn. It is natural to work
with the symmetric exclusion process since the (unique) invariant measure
for SNPS is also an invariant measure for the symmetric exclusion process
(although there are many other invariant measures for this latter process).
The symmetric exclusion process can be defined in the following way (see
[7] for a survey on the exclusion process).
The first step is to define a Markov process pint on the set of permutations
of Vn as follows. For every edge e ∈ En, associate an independent Poisson
clock with parameter αn. When this Poisson clock rings, we interchange the
endpoints of e. The permutation at time t, pint , is obtained by composing all
of the transpositions that have occurred up to time t in the order in which
they occurred.
For S, S′ ⊆ Vn, we let
Pnt (S, S′) = P(pint (S) = S′).
Note that this probability is 0 if |S| 6= |S′|. It is not hard to see that pint and
(pint )
−1 have the same distribution and hence that Pnt is a symmetric matrix.
Furthermore we let St := pi
n
t (S).
The symmetric exclusion process on (Gn, αn) starting from η
n
0 is the
process {ηnt } taking values in {0, 1}Vn defined by
ηnt (x) = η
n
0 ((pi
n
t )
−1(x)).
We will always take ηn0 ∈ {0, 1}Vn to be chosen according to pi1/2. It is
then clear that {ηnt } is a Markov process defined in {0, 1}Vn which evolves as
follows. If t is a time when the clock associated to the edge e = (v1, v2) rings
we let ηnt (v1) = η
n
t−(v2) and η
n
t (v2) = η
n
t−(v1). For convenience we will from
now on refer to the symmetric exclusion process simply as the “exclusion
process”.
As a more philosophical remark, the mathematical model that we are
studying would be relevant if we want to model some type of conservative
dynamics. For example, we might want to understand what happens if we
’shake our system’ a little, moving the 1’s and 0’s around.
Fact:
1. It is elementary to check, due to a detailed balance condition, that the
set of homogeneous product measures are stationary distributions for the
exclusion process. In addition, since the Markov chain is not irreducible
(the irreducible classes are determined by specifying the number of ones in
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each component of the graph), there are other stationary distributions as
well. Here and later “particle conservation” simply refers to the fact that
the number of sites v with ηnt (v) = 1 is constant in time.
2. One can also discuss nonsymmetric exclusion processes but these do not
have a representation in terms of a random permutation as above.
GivenGn = (Vn, En) and αn as above, which then yields the process {ηnt }t≥0,
and given fn : {0, 1}Vn → {−1, 1}, let
N(fn, t, Gn, αn) := E[fn(ηn0 )fn(ηnt )]− E[fn(ηn0 )]2.
The following fact will be useful; it will be established in Section 3.
Proposition 1.3. Given {Gn, αn}n∈N and {fn}n∈N as above, then, for any
t, s > 0, limn→∞N(fn, t, Gn, αn) = 0 if and only if limn→∞N(fn, s,Gn, αn) =
0.
The following definition is analogous to Definition 1.1.
Definition 1.4. The sequence of functions fn : {0, 1}Vn → {−1, 1} is XS
(eXclusion Sensitive) with respect to {Gn, αn}n∈N if for some t > 0 (equiv-
alently, by Proposition 1.3, for all t > 0)
lim
n→∞N(fn, t, Gn, αn) = 0.
Remark: A natural generalization of the above concept is to allow αn({v1, v2})
to depend on the 2 element subset {v1, v2} ⊆ Vn. Obviously in the above, we
are just considering the case where αn({v1, v2}) = 0 for every {v1, v2} 6∈ En
and αn({v1, v2}) = αn for every {v1, v2} ∈ En. It is also possible to general-
ize the concept of sensitivity to a range of other interacting particle systems.
However, since we only deal with the exclusion process here, we don’t give
these obvious definitions.
Analogously to noise stability, we have the following definition for the
exclusion process.
Definition 1.5. The sequence of functions fn : {0, 1}Vn → {−1, 1} is
XStable (eXclusion Stable) with respect to {Gn, αn}n∈N if for any δ > 0,
there exists a t > 0 such that for every n,
P[fn(ηn0 ) 6= fn(ηnt )] ≤ δ.
Remark: A similar remark to the one following Definition 1.2 applies also
in this case.
We want to warn the reader that in some cases, fn will be defined in
terms of a specific graph structure which may be different from the graph
Gn. For example we will study functions fn defined naturally in terms of the
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nearest neighbor graph on {1, . . . , n}2, while at the same time considering
the complete graph dynamics (defined below).
Throughout the paper we will consider various choices of Vn, En and αn.
We make the following assumption throughout the rest of the paper.
Assumption: For each n, αn ≤ 1/d(Gn) where d(Gn) is the maximum
degree in Gn.
A particularly important example will be when Gn is the complete graph
on n vertices and where we let αn = 1/|Vn|.
Definition 1.6. The sequence of functions fn : {0, 1}Vn → {−1, 1} is CGXS
(Complete Graph eXclusion Sensitive) if they are XS with respect to the
complete graph and αn = 1/|Vn|.
Analogously we have the following definition.
Definition 1.7. The sequence of functions fn : {0, 1}Vn → {−1, 1} is
CGXStable if they are XStable with respect to the complete graph and αn =
1/|Vn|.
We will often let |Vn| = n, but sometimes other choices are more natural;
for example, when Gn = Λ
d
n where Λ
d
n ⊆ Zd is the box of side length n, it is
more natural to let Vn = Λ
d
n and En be the set of edges induced by Zd. In
this case we choose αn = 1/(2d).
Definition 1.8. The sequence of functions fn : {0, 1}Λdn → {−1, 1} is d-
NNXS (Nearest Neighbor eXclusion Sensitive in dimension d) if it is XS
with respect to the sequence of graphs Λdn and αn = 1/(2d).
Analogously we have the following definition.
Definition 1.9. The sequence of functions fn : {0, 1}Λdn → {−1, 1} is d-
NNXStable if it is XStable with respect to the sequence of graphs Λdn and
αn = 1/(2d).
The following example distinguishes between 1-d nearest neighbor dy-
namics and the complete graph dynamics.
Example 1.10. Let fn be
∑n/2
i=1 ωi(mod 2) where Vn = [n] := {1, 2, . . . , n}
(also known as the parity function on the first n/2 bits). It is easy to show
that it is CGXS but not 1-NNXS; in fact it is 1-NNXStable. We leave the
details to the reader.
Example 1.10 is somewhat unsatisfactory since in d = 1 it is easy to keep
different parts of [n] “blocked off” from each other. Later on, in Section 4,
we give some examples which are CGXS but not 2-NNXS.
These examples partly motivate the following questions.
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Question 1.11. For a sequence {Gn, αn}n∈N and a sequence of functions
fn : {0, 1}Vn → {−1, 1}, is it the case that
{fn}n∈N is XS ⇒ {fn}n∈N is CGXS ?
Is it the case that
{fn}n∈N is CGXStable ⇒ {fn}n∈N is XStable ?
Remark: At this point, we do not have an answer to these questions. More
generally, one could ask whether one particular sequence of graphs is “more
sensitive” (or “more stable”) than another particular sequence of graphs; of
course, this question is quite vague.
One might ask how the notion of NS and NStable relate to various vari-
ants of XS and XStable (with respect to some sequence {Gn, αn}n∈N). Our
next result gives a partial answer.
Theorem 1.12. 1. If, for some choice of sequence {Gn, αn}n∈N, the se-
quence of functions fn : {0, 1}Vn → {−1, 1} is XS with respect to {Gn, αn}n∈N,
then the sequence is also NS.
2. If the sequence {fn}n∈N is NStable, then the sequence is XStable with
respect to any {Gn, αn}n∈N.
Remark: Note that the notion of NS has no αn-dependence and that this
holds due to our earlier ”Assumption”.
Note further that both converses are trivially false. Letting fn be
∑
i ωi(mod 2)
(i.e., the parity function), it is easy to see that {fn}n∈N is NS while it fol-
lows trivially from particle conservation that {fn}n∈N is not XS for any se-
quence {Gn, αn}n∈N; in fact, {fn}n∈N is clearly XStable for every sequence
{Gn, αn}n∈N.
Given a sequence of events An ⊆ {0, 1}Vn , we let fn = 2IAn − 1, where
IAn is the indicator function of the event An. We say that the sequence of
events {An}n∈N is XS (XStable) with respect to {Gn, αn}n∈N if the sequence
{fn}n∈N is XS (XStable) with respect to {Gn, αn}n∈N.
A central concept which arises in this area is the notion of pivotality and
influence. Letting ωi be ω with the ith bit flipped, we say that i is pivotal
for f if f(ω) 6= f(ωi) and we define the influence of the variable i for a
Boolean function f to be
Ii(f) := P(f(ω) 6= f(ωi)).
Letting
II(f) :=
∑
i
Ii(f)
2,
one of the main results in [1] is the following.
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Theorem 1.13. [1] If a sequence of Boolean functions {fn}n∈N satisfies
II(fn)→ 0 as n→∞, then the sequence is noise sensitive.
One of our main results is that this condition is also sufficient for com-
plete graph exclusion sensitivity.
Theorem 1.14. If {fn}n∈N is a sequence that satisfies limn→∞ II(fn) = 0,
then the sequence is CGXS.
The parity function shows that the converse of Theorem 1.13 is false.
However the converse is true (see [1]) for the very natural and often occurring
class of monotone Boolean functions. A Boolean function fn is monotone if
fn(ω) ≤ fn(ω′) for every ω, ω′ such that ωi ≤ ω′i for every i. This together
with Theorem 1.14 yields the following corollary.
Corollary 1.15. If {fn}n∈N are monotone and NS, then the sequence is
CGXS.
Remark: In combination with Theorem 1.12, this shows that for monotone
functions NS is equivalent to CGXS.
It turns out that not only are CGXS and NS equivalent for monotone func-
tions, but CGXStable and NStable are also equivalent for monotone func-
tions. One direction is given by the second part of Theorem 1.12 while the
other direction is given next.
Theorem 1.16. If {fn}n∈N are monotone and CGXStable, then the se-
quence is NStable.
The method of proof for Theorem 1.14 relates quantitative noise sensitivity
to quantitative complete graph exclusion sensitivity. We must first give a
little background. In the definition of NS,  is fixed. However, in the study of
quantitative noise sensitivity, one allows  to depend on n and therefore use
the notation n. One then asks how quickly n can go to 0 but still yielding
(1). Considering tn in the obvious analogous way we have the following
quantitative variant of Theorem 1.14 which follows from its proof.
Corollary 1.17. Consider the sequences {n}n∈N and {tn}n∈N where n =
1−e−tn for every n and let the sequence {fn}n∈N satisfy limn→∞ II(fn) = 0.
Then the sequence {fn}n∈N is NS with respect to {n}n∈N iff it is CGXS with
respect to {tn}n∈N.
The sequence of Boolean functions which have been most studied in the
theory of noise sensitivity are percolation crossings which are defined as
follows. We consider critical percolation on the triangular lattice T where
each vertex is 1 (open) or 0 (closed) with probability 1/2 each. Fix a, b >
0, by [0, an] × [0, bn], we mean the subset of T which is contained in the
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corresponding rectangle in Euclidean space. We let Cn denote the event that
there exists a left-to-right crossing by open sites (i.e. sites with value 1) of
[0, an]× [0, bn]. Noise sensitivity of this event has been extensively studied;
see [1], [10] and [3]. In [1], noise sensitivity of this event was established as
stated next; in [10] and [3], quantitative versions were established.
Theorem 1.18. [1] The sequence {Cn}n∈N is NS.
Using information concerning the geometrical structure of the spectral
sample (see Section 2 for definitions) which has been established in [3], we
will prove the following result.
Theorem 1.19. The sequence {Cn}n∈N is CGXS.
Note that, due to Theorem 1.18, Theorem 1.19 is a special case of Corollary
1.15. However, we reprove Theorem 1.19 since it demonstrates a different
and interesting method of proof based on spectral techniques which also can
be used to handle a more “realistic” medium-range dynamics in the case
of critical percolation on the triangular graph. In addition, the proof does
not use the monotonicity property, and is therefore potentially applicable to
non-monotone cases.
Ideally, one would like to consider a nearest-neighbor dynamics, but as
we will explain in Section 9, a spectral approach in this case seems highly
non-trivial. See Figure 1.
The medium-range dynamics is defined as follows. Let 0 < α < 1. For
each n, we define an exclusion dynamics on {0, 1}V (T) by transposing any
{x, y} with ‖x − y‖ ≤ nα at rate 1/n2α. We denote this medium-range
exclusion process by {ηα,nt }. We have the following result.
Theorem 1.20. For any α > 0 and t > 0 and letting fn = ICn, we have
lim
n→∞E[fn(η
α,n
0 )fn(η
α,n
t )]− E[fn(ηα,n0 )]2 = 0.
Remarks: 1. One could prove the same statement on the square lattice Z2.
However, much more is known about the triangular grid case and therefore
we stick to this for simplicity.
2. Since the statement assumes a dynamics on a full-plane configuration,
we are not using our usual notation of being XS with respect to some
{Gn, αn}n∈N but clearly this is completely analogous. One could define
a similar medium-range dynamics on the finite boxes [0, an] × [0, bn], but
there would be some slightly unpleasant boundary effects and so we choose
the above setup instead.
We next mention two other results in [1] which turn out to carry through
for the exclusion process on the complete graph. The first result gives us an
equivalent description of noise sensitivity which might appear stronger.
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Proposition 1.21. [1] A sequence of Boolean functions {fn}n∈N is noise
sensitive if and only if for all  > 0,
E[fn(ω)|ω]→ E[fn(ω)]
in probability as n→∞.
The above is crucially used in the following interesting result from [1].
Theorem 1.22. [1] Consider the SNPS run for time 1 and the percolation
crossing events Cn. If we let Sn be the number of times during [0, 1] that we
switch from Cn occurring to not occurring, then Sn → ∞ in probability as
n→∞.
It turns out that one can check that the analogues of these results hold
in our new setting. Since these results can be proved in a way very similar
to the corresponding results in [1], we skip the proofs and simply state the
results.
Proposition 1.23. Given {Gn, αn}n∈N and {fn}n∈N, the sequence is XS if
and only if for all t > 0,
E[fn(ηnt )| ηn0 ]→ E[fn(ηn0 )]
in probability as n→∞.
Theorem 1.24. Consider the exclusion process on the complete graph run
for time 1 and the percolation crossing events Cn. If we let Sn be the number
of times during [0, 1] that we switch from Cn occurring to not occurring, then
Sn →∞ in probability as n→∞.
It turns out that the proof of Theorem 1.14 also yields results for ordinary
quantitative noise sensitivity. In [9], it was proved that for any δ > 0, there is
a sequence of nondegenerate monotone Boolean functions on n variables for
which (1) goes to 0 when n = 1/n
1/2−δ. (In fact, they actually proved the
weaker fact that P(fn(ω) 6= fn(ωn)) does not tend to 0 but their methods
yield the stronger claim.) Next, it is known (see [4] for example) that this is
sharp in the sense that for any sequence of nondegenerate monotone Boolean
functions on n variables, if n = c/n
1/2 for any fixed c, then (1) fails. This
says that we cannot, when sticking to nondegenerate monotone Boolean
functions on n variables and using n = c/n
1/2 for any c, have fn(ω) and
fn(ω
n) asymptotically uncorrelated. However, interestingly, this does not
necessarily imply that they are asymptotically perfectly correlated; in [9]
they construct an example, based on earlier work of Talagrand, of a sequence
of nondegenerate monotone Boolean functions on n variables, such that
when n = C/n
1/2 for some sufficiently large constant C,
inf
n
P(fn(ω) 6= fn(ωn)) > 0.
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The following proposition says, paradoxically, that any such example cannot
be noise sensitive (in the usual non-quantitative sense).
Proposition 1.25. Assume that II(fn) → 0 as n → ∞. Then for any
constant C, if we take n = C/n
1/2, then
lim
n→∞P(fn(ω) 6= fn(ω
n)) = 0.
In particular, this conclusion holds if {fn}n∈N is monotone and NS.
Remark: Informally, this result shows that if one wishes to construct a
sequence of monotone Boolean functions with at least some (uniformly in n)
spectral mass (see Section 2) “near
√
n”, then one is forced to also have some
mass on finite frequencies. Again this indicates the “rigidity” of monotone
Boolean functions.
We mention that in [1], another type of noise is briefly considered. In their
model, a fixed size random subset of the bits are flipped. Clearly, parity is
no longer sensitive for such a noise but it is proved in [1] that, with a certain
range of the size of the number of bits flipped, if II(fn) → 0, then we have
NS with respect to this new type of noise.
The rest of the paper is outlined as follows. In Section 2 we introduce the
Fourier-Walsh decomposition and state the standard spectral characteriza-
tion of both noise sensitivity and noise stability. In Section 3, we give an
analogous characterization of both XS and XStable. Proposition 1.3 will fol-
low from this characterization of XS. In Section 4, some examples which are
CGXS but not 2-NNXS are presented. The proof of Theorem 1.12 is given
in Section 5 while the proofs of Theorem 1.14, Theorem 1.16, Corollary 1.17
and Proposition 1.25 are given in Section 6. The (re)proof of Theorem 1.19
is given in Section 7 while we prove Theorem 1.20 in Section 8. Examples
illustrating various phenomena also appear throughout the various sections.
Finally in Section 9, we conclude with some further discussion.
2 Fourier-Walsh decomposition and the Spectral
Sample
For some set V , ω ∈ {0, 1}V and i ∈ V , we define
χi(ω) =
{ −1 if ωi = 1
1 if ωi = 0.
Furthermore, for S ⊆ V, let χS(ω) :=
∏
i∈S χi(ω). (In particular, χ∅ is the
constant function 1.) The set {χS}S⊆V forms an orthonormal basis for the
set of functions f : {0, 1}V 7→ R. We can therefore expand such functions
f(ω) =
∑
S⊆V
fˆ(S)χS(ω),
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where fˆ(S) := E[fχS ]. This is sometimes called the Fourier-Walsh de-
composition. Observe that when f : {0, 1}V 7→ {−1, 1} we have that
1 = E[f2] =
∑
S⊆V fˆ(S)
2. In this case we can define a random variable
S taking values in the set of subsets of V by letting the distribution of S
be given by P(S = S) = fˆ(S)2 for every S ⊆ V . The random variable S
is called the spectral sample, and its dependency on f will sometimes be
indicated by writing Sf . Furthermore, from now on, we will not stress in
the notation that S ⊆ V .
The following crucial formula from [1] is easily proved.
E[f(ω)f(ω)]− E[f(ω)]2 = E[(1− )|Sf |ISf 6=∅]. (4)
(The expectations on the two sides are on different probability spaces.) The
next theorem from [1] follows easily from (4).
Theorem 2.1. Given a sequence fn : {0, 1}Vn 7→ {−1, 1}, the following
three conditions are equivalent.
1. The sequence is NS.
2. For every  > 0, limn→∞ E[(1− )|Sfn |ISfn 6=∅] = 0.
3. For every k,
lim
n→∞
∑
0<|S|<k
fˆn(S)
2 = 0.
(In words, on {Sfn 6= ∅}, |Sfn | → ∞ in distribution.)
The next theorem, also from [1], similarly follows easily from (4).
Theorem 2.2. A sequence fn : {0, 1}Vn 7→ {−1, 1} is NStable iff
lim
k→∞
sup
n
∑
|S|≥k
fˆn(S)
2 = 0.
(The latter condition means that the family {|Sfn |} is tight.)
3 Elementary characterizations of Exclusion Sen-
sitivity and Exclusion Stability
The main purpose of this section is to establish elementary necessary and
sufficient conditions for XS and XStable in terms of the Fourier coefficients;
this will also immediately yield Proposition 1.3. We will also relate a certain
strengthening of these conditions to ordinary noise sensitivity; this will be
done in Proposition 3.3.
For the exclusion process {ηnt }t≥0 with respect to {Gn, αn}n∈N, it is
immediate to check that for S, S′ ⊆ Vn,
P(χS(ηn0 ) = χS′(ηnt )) = Pnt (S, S′) + 1/2(1− Pnt (S, S′))
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which implies that
E[χS(ηn0 )χS′(ηnt )] = 2P(χS(ηn0 ) = χS′(ηnt ))− 1 = Pnt (S, S′). (5)
It is not hard to see that for the SNPS of equation (2), the functions
{χS} are also eigenfunctions of the corresponding Markov semigroup. That
is, if {ωt}t≥0 is as in equation (2), we have that E[χS(ωt)|ω0] = χS(ω0)e−|S|t.
These functions are however not eigenfunctions for the exclusion process as
is easy to see.
The set of eigenfunctions of the Markov semigroup corresponding to
the symmetric exclusion process is in general much harder to describe (al-
though they are useful, see [2]). It will however be worthwhile to say a
few words. Let {ηnt }t≥0 be the exclusion process on {Gn, αn}n∈N. We have
that E[χS(ηnt )| ηn0 ] =
∑
S′:|S′|=|S| P
n
t (S
′, S)χS′(ηn0 ). Therefore it is easy to
see that for any function gk which is in span({χS}|S|=k), E[gk(ηnt )| ηn0 ] must
also be in span({χS}|S|=k). Therefore, there exists a basis of span({χS}|S|=k)
consisting of eigenfunctions of the restriction of the Markov semigroup to
span({χS}|S|=k). It is easy to see that
∑
|S|=k χS is one such eigenfunction
with eigenvalue 1 since, in this case,
∑
|S|=k χS will only be a function of
the number of 1’s in ηnt which is constant in t.
Therefore we can conclude that, for each n, there exists an orthonor-
mal basis {φkl : 0 ≤ k ≤ |Vn|, 1 ≤ l ≤
(|Vn|
k
)} of the space of all functions
f : {0, 1}Vn 7→ R which are all eigenfunctions for the Markov semigroup
corresponding to the exclusion process with respect to {Gn, αn}n∈N. Fur-
thermore, for all such k and l,
φkl =
∑
|S|=k
al,SχS ,
for some choice of {al,S}|S|=k. We have that
E[φkl (ηn0 )φkl (ηnt )] = e−λ
k
l t,
for some λkl ≥ 0. (The eigenfunctions and eigenvalues depend on n but we
ignore this in the notation.) Furthermore we assume that for each k, {φkl }l
are ordered so that λkl ≤ λkl+1 for each l. For a function f : {0, 1}Vn 7→ R we
let fˆ(φkl ) := E[fφkl ].
For any C < ∞, let ΛC := {λkl : λkl ≤ C} and let ΦC := {φkl : λkl ≤
C}\φ01. The reason why we disregard φ01 is that this eigenfunction is simply
χ∅, the constant function.
Proposition 3.1. Let {Gn, αn}n∈N and fn : {0, 1}Vn → {−1, 1} be given.
Then we have that for fixed t, the following three conditions are equivalent.
1.
lim
n→∞E[fn(η
n
0 )fn(η
n
t )]− E[fn(ηn0 )]2 = 0.
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2.
lim
n→∞
∑
S 6=∅
fˆn(S)
∑
S′:|S|=|S′|
fˆn(S
′)Pnt (S, S
′) = 0.
3. For any C <∞ ∑
φkl ∈ΦC
fˆn(φ
k
l )
2 → 0. (6)
Remark: The equivalence of 1 and 3 here is analogous to the equivalence
between 1 and 3 in Theorem 2.1.
Proof. We first prove the equivalence of 1 and 2. We have that
E[fn(ηn0 )fn(ηnt )] (7)
= E[
∑
S
fˆn(S)χS(η
n
0 )
∑
S′
fˆn(S
′)χS′(ηnt )]
=
∑
S
fˆn(S)
∑
S′:|S|=|S′|
fˆn(S
′)E[χS(ηn0 )χS′(ηnt )]
=
∑
S
fˆn(S)
∑
S′:|S|=|S′|
fˆn(S
′)Pnt (S, S
′).
Of course we have that
E[fn] = fˆn(∅),
so that
E[fn(ηn0 )fn(ηnt )]− E[fn(ηn0 )]2 =
∑
S 6=∅
fˆn(S)
∑
S′:|S|=|S′|
fˆn(S
′)Pnt (S, S
′).
Hence 1 and 2 are equivalent.
We now prove the equivalence of 1 and 3. Expanding fn, we get that
fn =
|Vn|∑
k=0
(|Vn|k )∑
l=1
fˆn(φ
k
l )φ
k
l .
Therefore
E[fn(ηn0 )fn(ηnt )]− E[fn(ηn0 )]2
=
|Vn|∑
k=1
(|Vn|k )∑
l=1
fˆn(φ
k
l )
2E[φkl (ηn0 )φkl (ηnt )]
=
|Vn|∑
k=1
(|Vn|k )∑
l=1
fˆn(φ
k
l )
2e−λ
k
l t ≥ e−Ct
∑
φkl ∈ΦC
fˆn(φ
k
l )
2,
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so that {fn}n∈N cannot satisfy 1 if equation (6) fails for some C <∞. Hence
1 implies 3. Similarly,
E[fn(ηn0 )fn(ηnt )]− E[fn(ηn0 )]2 ≤
∑
φkl ∈ΦC
fˆn(φ
k
l )
2 +
∑
φkl ∈(ΦC)c\{φ01}
fˆn(φ
k
l )
2e−Ct.
Then the RHS can be made arbitrarily small for n sufficiently large, if equa-
tion (6) holds for every C <∞. Hence 3 implies 1.
Proof of Proposition 1.3 The proof is immediate from Proposition 3.1
since condition 3 does not depend on t.
There is an elementary characterization of NStable as well. Since the
proofs follow the same lines, we leave them to the reader.
Proposition 3.2. Let {Gn, αn}n∈N and fn : {0, 1}Vn → {−1, 1} be given.
Then the following three conditions are equivalent.
1. {fn}n∈N is XStable.
2. for any δ > 0, there exists a t > 0 such that for every n,∑
S
fˆn(S)
∑
S′:|S|=|S′|
fˆn(S
′)Pnt (S, S
′) ≥ 1− δ.
3. For any δ > 0, there exists C such that for every n,
fˆn(φ
0
1)
2 +
∑
φkl ∈ΦC
fˆn(φ
k
l )
2 ≥ 1− δ. (8)
Remark:
The equivalence of 1 and 3 is analogous to Theorem 2.2.
At this point it is very natural to ask the following: does there exist a
sequence {Gn, αn}n∈N and a sequence fn : {0, 1}Vn 7→ {−1, 1} for which∑
S 6=∅
fˆn(S)
∑
S′:|S|=|S′|
fˆn(S
′)Pnt (S, S
′)→ 0 (9)
but ∑
S 6=∅
|fˆn(S)|
∑
S′:|S|=|S′|
|fˆn(S′)|Pnt (S, S′)→ 0 (10)
fails? The reason it is natural to ask this question is that one would want to
know if XS sometimes occurs due to cancellation of the positive and negative
terms in (9). We will see below that it can in fact happen that (9) holds but
(10) fails, showing that cancellation of terms is relevant. However, before
doing that, we point out the interesting fact that had it been the case that
(9) implied (10), this would have provided an alternative proof to part 1 of
Theorem 1.12. This is stated in the following easy proposition which might
be interesting in its own right.
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Proposition 3.3. Given a sequence of Boolean functions, if (10) holds,
then the sequence is NS.
Proof. We first observe that with  = 1− e−t∑
S 6=∅
|fˆn(S)|
∑
S′:|S|=|S′|
|fˆn(S′)|Pnt (S, S′)
≥
∑
S 6=∅
fˆn(S)
2Pnt (S, S) ≥
∑
S 6=∅
fˆn(S)
2e−t|S| = E[(1− )|Sfn |ISfn 6=∅]
where the last inequality follows from the assumption on the rates αn. Now
apply Theorem 2.1.
Concerning the question of whether (10) can hold for the complete graph
dynamics, it is easy to check that Example 1.10 yields such an example.
Example 3.4 below shows that (9) does not imply (10) in general. Before
proceeding with this example, we need to make an observation. For B ⊆ [n],
let σB : {0, 1}Vn → {0, 1}Vn be such that for ω ∈ {0, 1}Vn
σB(ω)i =
{
(ωi + 1) mod 2, if i ∈ B
ωi otherwise.
In words, σB just flips the bits in B.
It is easy to see that
χS(σB(ω)) = (−1)|S∩B|χS(ω). (11)
Example 3.4.
Here |ω| refers to the number of 1’s in ω. Let Gn = (Vn, En) be the graph
consisting of n isolated edges and let αn = 1 for every n. Let ω ∈ {0, 1}Vn
have distribution pi1/2. Define the Boolean function fn in the following way.
We let
fn(ω) =
{
1 if |ω| ∈ {4k, 4k + 1}, for some k ∈ {0, 1, . . . , n/2}
−1 otherwise.
Arbitrarily, order the edges of Gn, e1, e2, . . . , en and denote the two end-
points of ek by vk,1 and vk,2. Let Bn := {vk,2 : 1 ≤ k ≤ n} and define
gn := fn ◦ σBn .
Using (11), we have
gn(ω) = fn(σBn(ω)) =
∑
S
fˆn(S)χS(σBn(ω)) =
∑
S
(−1)|S∩Bn|fˆn(S)χS(ω),
so that gˆn(S) = (−1)|S∩Bn|fˆn(S).
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Trivially {fn}n∈N will not be XS due to particle conservation. How-
ever, gn will be XS as can be seen as follows. If η0(vk,1) = η0(vk,2), then
σBn(ηt(vk,i)) is constant in time for i = 1, 2. If instead η0(vk,1) 6= η0(vk,2),
then σBn(η0)(vk,1) = σBn(η0)(vk,2) and will be 1 or 0 with equal probabil-
ity. Furthermore, (σBn(ηt)vk,1, σBn(ηt)vk,2) will change between the states
{(0, 0), (1, 1)} with rate 1. Using the fact that the number of k such that
η0(vk,1) 6= η0(vk,2) has a binomial distribution with parameters n and 1/2,
one can easily show that {gn}n∈N is XS. The details are left to the reader.
Since fn(ω) is constant under permutations of ω, it is easy to see that
fˆn(S) = fˆn(S
′) for every |S| = |S′|. Therefore,
|gˆn(S)gˆn(S′)| = |fˆn(S)fˆn(S′)| = fˆn(S)fˆn(S′),
for every S, S′ with |S| = |S′|. Since {gn}n∈N is XS, Proposition 3.1 tells
us that (9) must hold for this sequence. However, (10) cannot hold for this
sequence since if it did, then by the above, (9) would hold for {fn}n∈N,
contradicting the fact that the latter is not XS (again using Proposition
3.1).
4 Some further examples
Given an exclusion process on V and S ⊆ V , recall that St = pit(S). It will
be useful to know something about the distribution of the size of St ∩ S.
If we consider the complete graph exclusion process on V , it is easy to see
that conditioned on |St ∩ S|, the set S \ St will be uniformly distributed on
S and likewise St \ S will be uniformly distributed on Sc := V \ S. We will
need to analyse the distribution of |St ∩ S| for |S| small. This will be done
in Lemma 4.1 below, which we will also use in the proof of Theorem 1.19
later on.
For integer valued random variables X and Y , we will write X  Y if
we can couple X and Y so that P(X ≤ Y ) = 1.
Lemma 4.1. If |S| < |V |/2 then for all t ≥ 0, Bin(|S|, )  |St \ S|, where
 =
(
1− e−(1−|S|/|V |)t
)(
1− |S||V | − |S|
)
.
Proof. It will be convenient to reformulate the dynamics of the complete
graph exclusion process. Assume that η0(S) ≡ 1 and that η0(Sc) ≡ 0; we
will think of S initially being occupied by particles while Sc is empty. Let
x1, . . . , x|S| be the particles of S. Associate an independent Poisson process
with rate 1− |S|/|V | to each of these particles and when the Poisson clock
associated to a particle xi rings, the particle chooses uniformly at random a
site in V that is unoccupied, and moves there. It is easy to see that this is
equivalent to the complete graph exclusion dynamics.
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Fix t ≥ 0 and S with |S| < |V |/2. To each particle xi associate an
independent sequence {Ui,j}j≥1 of independent U [0, 1] random variables.
Assume that the Poisson clock associated to xi rings at some time τi ∈ [0, t]
and let j(τi) be the smallest j such that Ui,j has not been used previously.
If Ui,j(τi) ≤ 1 − |S|/(|V | − |S|), choose an unoccupied site of Sc uniformly
at random and move xi there. If instead Ui,j(τi) > 1− |S|/(|V | − |S|), then
move xi to an unoccupied site (uniformly) in S with probability |S\Sτi−|/|S|
and otherwise jump to an unoccupied site (uniformly) in Sc. Obviously, the
probability that xi jumps to some unoccupied site in S is
P(Ui,j(τi) > 1− |S|/(|V | − |S|))
|S \ Sτi−|
|S| =
|S \ Sτi−|
|V | − |S| ,
and so the use of Ui,j(τi) correctly describes the dynamics.
Let J(i) be the largest j such that Ui,j was used up to time t (for particle
xi). We say that a particle is “good” if the Poisson clock associated to xi
rings at least once and Ui,J(i) ≤ 1 − |S|/(|V | − |S|). Clearly the xi will be
good independently of each other. Furthermore,
P(xi is good) =
(
1− e−(1−|S|/|V |)t
)(
1− |S||V | − |S|
)
.
Finally it is easy to see that if xi is good then xi ∈ St \ S.
Remark: It might seem that this argument was slightly more complicated
than is needed. For example, one might think that it is easy to show that
conditioned on the event that the points in S which have been updated by
time t is exactly some subset S′, then the conditional distribution of St is
the union of S \ S′ and a uniform subset of Sc ∪ S′ of size |S′|. However,
interestingly, this is false. This is why a slightly more involved argument
was needed.
Before we proceed, we make the following observations. If ω, ωS are pi1/2-
distributed and such that they agree on Sc and are independent on S, then
it is not hard to check that
E[f(ω)f(ωS)] =
∑
S′∩S=∅
fˆ(S′)2.
It follows that for any T1 ⊆ T2,
E[f(ω)f(ωT1)] ≥ E[f(ω)f(ωT2)]. (12)
Letting g(S) := E[f(ω)f(ωS)] and noting that by (12), g(S) is decreasing
in S, we conclude that if T1, T2 are random sets such that T1 ⊆ T2 with
probability one, then (12) also holds for T1, T2. We implicitly assume that
the randomness determining the random sets T1 and T2 is independent of ω
and any rerandomization of ω.
We now give our first example of this section which is the following.
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Example 4.2. Consider the boxes Λ2n := {1, . . . , n}2 and Λ2n2 := {1, . . . , n2}2.
Assume for simplicity that n is odd and define for k ∈ Z Ik := [n22 +
kn2/3, n
2
2 + (k + 1)n
2/3]. Let for ω ∈ {0, 1}Λ2n2
fn(ω) =
{
1 if |ωΛ2n | ∈ Ik, k odd
−1 otherwise,
where ωΛ2n denotes the restriction of ω to Λ
2
n. By symmetry, using the fact
that n is odd, it is easy to see that E[fn(ω)] = 0.
Proposition 4.3. Example 4.2 is CGXS but not 2-NNXS. In fact, this
sequence is 2-NNXStable. (The example is easily generalized to yield, for any
d, a sequence of Boolean functions on Λdn which is CGXS and d-NNXStable.)
Proof. We will start by showing that fn is not 2-NNXS. Let S = Λ
2
n and
St = pi
n,NN
t (S), where the superscript NN stresses that we are considering
the nearest neighbor model. It is easy to see that |S \ St| is bounded from
above by the total number of times that the Poisson clocks associated to
edges between Λ2n and Λ
2
n2 \ Λ2n ring. This is trivially a Poisson distributed
number of times with parameter nt/2. Let |ηn0 (Λ2n)| and |ηnt (Λ2n)| denote
the number of ones in Λ2n at time 0 and t respectively. Let δ > 0, by the
above observation it is easy to see that there exists a constant 0 < C < ∞
such that P(||ηn0 (Λ2n)| − |ηnt (Λ2n)|| ≥ C
√
n) ≤ δ for all n large and t ∈ [0, 1].
Furthermore, it is straightforward to check that
P
(
|ηn0 (Λ2n)| ∈
[
n2
2
+ kn2/3 − C√n, n
2
2
+ kn2/3 + C
√
n
]
for some k ∈ Z
)
≤ δ
for n large enough. Therefore, P(fn(ηn0 ) = fn(ηnt )) ≥ 1− 2δ and so fn is not
2-NNXS and in fact is now easily seen to be 2-NNXStable.
We proceed to show that fn is CGXS. Let S = Λ
2
n and St = pi
n,CG
t (S),
where CG refers to the complete graph exclusion dynamics. According to
Lemma 4.1, when running the complete graph dynamics, |S \St| dominates
a Bin(n2, ) random variable with
 =
(
1− e−(1−n2/n4)t
)(
1− n
2
n4 − n2
)
> 1− e−t/2,
where the inequality holds for all n large enough. Conditioned on |S \ St|
the distribution of the set T2 := S \ St is uniform among all subsets of S
that are of size |S \ St|. Letting T1 be such that x ∈ T1 for every x ∈ S
independently with probability , we can couple the two random variables
T1 and T2 such that T1 ⊆ T2. Therefore, for our very particular choice of
function fn, which is invariant under permutations leaving Λ
2
n fixed,
N(fn, t, Gn, αn) = E[fn(ω)fn(ωT2)]− E[fn(ω)]2
≤ E[fn(ω)fn(ωT1)]− E[fn(ω)]2 = E[fn(ω)fn(ω)]− E[fn(ω)]2,
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according to (12) and the discussion thereafter. Hence, if fn is NS it must
be CGXS.
Showing that fn is NS is a straightforward exercise. Observe that we
resample N ∼ Bin(n2, ) bits and therefore with high probability |ω| − |ω|
will be of order O(n). Since fn changes value in intervals of length n
2/3, NS
follows quite easily.
Remark:
Observe that we not only showed 2-NNXStability but showed the stronger
fact that
lim
n→∞ maxt∈[0,1]
P[fn(ηn0 ) 6= fn(ηnt )] = 0.
Such behavior cannot occur when studying usual noise sensitivity except in
degenerate situations.
The following example demonstrates that this same behavior can also
occur in the monotone case. In fact, in the example below, we show NS
rather than CGXS but an appeal to Corollary 1.15 allows us to conclude
CGXS.
Example 4.4. (Crossings on majority) Consider Λ2n ⊆ Z2. Partition this
box into subboxes of sidelength nα (where α > 0 and nα is assumed for
simplicity to be an odd integer). In every one of these subboxes B, let gB
be the majority function on that subbox. Consider now the event Cn that
there exists a path from left to right of Λ2n by subboxes with gB = 1. (The
probability of such an event is the same as the probability of having an open
crossing of an n1−α × n1−α box.)
Proposition 4.5. For all α ∈ (0, 1), Example 4.4 is NS and for α > 8/9,
it is not 2-NNXS and is in fact 2-NNXStable.
Proof of Proposition 4.5.
We first show NS. Fix  > 0. It is well known that if we stick to functions
with mean 0, the correlation between f(ω) and f(ω) is maximized when
f is a so-called dictator function which means that it only depends on one
bit in which case the correlation is 1− . Hence after the rerandomization,
we can view the state of each subbox as having been rerandomized with a
probability of at least . Since it is known that crossings of percolation are
noise sensitive (proved in [1]), it follows that this example is NS as well.
We now show that 2-NNXS fails for α > 8/9. Fix t = 1. Fix a subbox B
and let X be the number of particles outside B at time 0 which are in B at
time 1. Obviously X is dominated by a Poisson distributed random variable
Y with parameter nα. Therefore P(X ≥ n3α/2) ≤ P(Y ≥ n3α/2) ≤ n−α/2 by
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Markov’s inequality. By (12) and the discussion thereafter, it follows as in
the proof of Proposition 4.3 that
P(gB(ηn1 ) 6= gB(ηn0 )) ≤ P(gB(ηn1 ) 6= gB(ηn0 )|X = n3α/2) + n−α/2.
If we were to rerandomize the bits independently with probability n =
n−α/2, the number Z of rerandomized bits would be Bin(n2α, n−α/2) dis-
tributed. As above, using (12) and the discussion thereafter in the first
inequality
P(gB(ηn1 ) 6= gB(ηn0 )|X = n3α/2)
= P(gB(ω) 6= gB(ωn)|Z = n3α/2)
≤ P(gB(ω) 6= gB(ωn)|Z ≥ n3α/2)
≤ P(gB(ω) 6= gB(ω
n))
P(Z ≥ n3α/2) = O(1)P(gB(ω) 6= gB(ω
n)).
In [1], Remark 3.6 they conclude that P(gB(ω) 6= gB(ωn)) ≤ O(1)1/2n . We
therefore conclude that
P(gB(ηn1 ) 6= gB(ηn0 )) ≤ O(1)n−α/4.
It follows that the probability that there is some subbox whose gB value
changes is at most
O(1)n2−2α/nα/4.
If α > 8/9, this approaches 0. This implies we cannot be 2-NNXS and it is
also easily argued that we have 2-NNXStability.
Remark: We again have a strengthening of stability which was described
in the remark following the proof of Proposition 4.3.
5 Exclusion Sensitivity (XS) implies Noise Sensi-
tivity (NS)
Proof of Theorem 1.12. We start by proving the first statement. Assume
that the sequence {fn}n∈N is not NS. From Theorem 2.1 it follows that there
exists a k <∞ and c > 0 such that for some subsequence {nl}l∈N∑
0<|S|≤k
fˆnl(S)
2 ≥ c.
For notational simplicity we will assume that in fact this holds for every
n. Next, let t > 0 be such that Pnt (S, S) ≥ 3/4 for every S with |S| ≤ k
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and for all n. This can be done by choosing t such that e−kt ≥ 3/4, by our
assumptions on αn.
Let Pn,kt denote the restriction of P
n
t to the nonempty sets of size at
most k. Note that due to particle conservation, this is a transition matrix.
Since the diagonal elements are all at least 3/4, there is a transition matrix
P˜n,k(S, S′) for 0 < |S|, |S′| ≤ k, so that
Pn,kt (S, S
′) =
3
4
I +
1
4
P˜n,k(S, S′),
where I is the appropriate identity matrix. Clearly, all of the matrices
involved are also symmetric matrices. Therefore, as all of the eigenvalues of
P˜n,k are real and sit inside [−1, 1], we easily get that the minimum eigenvalue
of Pn,kt is at least 1/2.
Let fˆn
k
be a vector consisting of fˆn(S) for every 0 < |S| ≤ k. Since Pn,kt
is symmetric, we can write fˆn
k
=
∑
αivi where {vi} is an orthonormal basis
of Pn,kt . Letting λi denote the eigenvalue of the eigenvector vi, we get that∑
0<|S|≤k
fˆn(S)
∑
S′:|S|=|S′|
fˆn(S
′)Pn,kt (S, S
′) (13)
=
∑
i
λiα
2
i ≥
1
2
∑
i
α2i =
1
2
∑
0<|S|≤k
fˆn(S)
2 ≥ c
2
.
On the other hand, since all eigenvalues of Pnt (S, S
′) are nonnegative,
we also have that ∑
|S|>k
fˆn(S)
∑
S′:|S|=|S′|
fˆn(S
′)Pnt (S, S
′) ≥ 0,
giving that ∑
|S|>0
fˆn(S)
∑
S′:|S|=|S′|
fˆn(S
′)Pnt (S, S
′) ≥ c/2.
Hence, {fn}n∈N is not XS by Proposition 3.1.
For the second statement, assume that the sequence is NStable. Then,
given δ > 0, Theorem 2.2 yields that there exists a k < ∞ such that for
every n ∑
0≤|S|<k
fˆn(S)
2 ≥ 1− δ.
Furthermore, by choosing t > 0 sufficiently small we can (as above) ensure
that the smallest eigenvalue of Pn,kt is at least 1 − δ uniformly in n. As
above, we can conclude that∑
S
fˆn(S)
∑
S′:|S|=|S′|
fˆn(S
′)Pnt (S, S
′) ≥ 1− 2δ.
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Therefore {fn}n∈N is XStable by Proposition 3.2.
It is also worthwhile to observe that a similar argument to the proof of
Theorem 1.12 shows that if the sequence {fn}n∈N is XS with respect to a
certain {Gn, αn}n∈N, then in fact we must have that for any k <∞,
lim
n→∞
∑
|S|≥|Vn|−k
fˆn(S)
2 = 0.
This is another way to see why fn = χVn cannot be XS since here fˆn(Vn) = 1
for any n and any sequence {Gn, αn}n∈N. Hence we see that a necessary
condition for {fn}n∈N to be XS (with respect to any {Gn, αn}n∈N) is that
for any k
lim
n→∞
∑
0<|S|≤k
fˆn(S)
2 +
∑
|S|≥|Vn|−k
fˆn(S)
2 = 0.
In fact one might ask whether there exists an example {fn}n∈N which is
not XS (with respect to any {Gn, αn}n∈N) but for which
lim
n→∞
∑
0<|S|≤k
fˆn(S)
2 +
∑
|S|≥|Vn|−k
fˆn(S)
2 = 0.
The following provides such an example.
Example 5.1.
Let |Vn| = n and
fn(ω) :=
{
1 if |ω| ∈ [2k log n, (2k + 1) log n), for some 0 ≤ k ≤ n/(2 log n),
−1 otherwise.
Trivially {fn}n∈N is not XS due to particle conservation. Next, as the reader
can easily check, {fn}n∈N is NS and therefore for any k,
lim
n→∞
∑
0<|S|≤k
fˆn(S)
2 = 0.
Furthermore observe that
fˆn(S) = E[fnχS ] = E[fnχVnχSc ] = gˆn(Sc),
where gn := fnχVn . The reader can easily check that gn is also NS and
furthermore that
lim
n→∞ gˆn(∅) = 0.
Therefore for any k,
lim
n→∞
∑
|S|≥|Vn|−k
fˆn(S)
2 = lim
n→∞
∑
0≤|S|≤k
gˆn(S)
2 = 0.
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6 II(fn) → 0 implies CGXS and CGXStable im-
plies NStable for monotone functions
We will start by presenting the key lemma in proving Theorem 1.14 which
is also interesting in itself. We assume throughout this section that Vn = [n]
for every n.
Lemma 6.1. For every n, let (ξn, ξ
∗
n) be a pair of random configurations in
{0, 1}[n] satisfying the following conditions:
1. ξn is uniformly distributed on {0, 1}[n].
2. The joint distribution of (ξn, ξ
∗
n) is invariant under all permutations
of [n].
3. For every δ > 0 there exists a C such that for every n,
P(d(ξn, ξ∗n) ≥ C
√
n) < δ,
(i.e. the sequence {d(ξn, ξ∗n)/
√
n}n∈N is tight) where d(ξn, ξ∗n) :=
∑
j∈[n] |ξ(j)−
ξ∗(j)| is the so-called Hamming distance.
For any such sequence of pairs (ξn, ξ
∗
n), if the sequence {fn}n∈N satisfies
limn→∞ II(fn) = 0, then
lim
n→∞P(fn(ξn) 6= fn(ξ
∗
n)) = 0.
In particular, this holds if the {fn}n∈N are monotone and noise sensitive.
Proof. Without loss of generality, we assume n is even. Furthermore, we
will write (ξ, ξ∗) for (ξn, ξ∗n). From (ξ, ξ∗) and additional randomness, we
will construct two random variables whose joint distribution is the same
as (ξ, ξ∗). We will see later the usefulness of this construction. Given
(ξ, ξ∗), let M01 be the random number of 0’s in ξ that are changed to 1
in ξ∗ and let M10 be defined analogously. We now define a random path
through the hypercube which first moves “up” (meaning 0’s change to 1’s)
and then moves “down” (meaning 1’s change to 0’s). Informally, we choose
(ξ,M01,M10) as above and then choose a completely uniform random path
starting from ξ moving “up” M01 steps and then moving “down” M10 steps
but where we don’t allow that any coordinate changes more than once. More
formally, first choose (ξ,M01,M10) as above. Then define a random path
ξ0, ξ1, . . . , ξM01+M10 in the hypercube in the following way. Let ξ0 = ξ, and
then for every ξi with 1 ≤ i ≤ M01 − 1, ξi+1 is obtained by picking one
of the 0’s in ξi uniformly at random and then changing it to a 1. This
defines the first part of the path ξ0, ξ1, . . . , ξM01 . Next, for every ξi with
i ∈ [M01,M01 + M10 − 1], ξi+1 is obtained by picking one of the 1’s in ξi,
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which was also a 1 for ξ0, uniformly at random and then changing it to a
0. Clearly the distribution of this random path of random length in the
hypercube is invariant under all permutations. Call this random path pi.
Observe crucially that, due to condition 2, the joint distributions of (ξ, ξ∗)
and (ξ0, ξM01+M10) are equal.
The edge boundary of a subset A of the hypercube {0, 1}[n] is the set
of edges with exactly one endpoint in A. Let En be the edge boundary of
{ξ : fn(ξ) = 1}. We have
P(fn(ξ) 6= fn(ξ∗)) = P(fn(ξ0) 6= fn(ξM01+M10)) ≤ P(En ∩ pi 6= ∅)
where pi is identified with its set of edges.
For every k ∈ Z, let Sk := {ξ ∈ {0, 1}[n] : |ξ| = n/2 + k}. Observe that
the number of edges from Sk to Sk+1 is exactly
(
n
n/2+k
)
(n/2−k). It follows,
from invariance and the fact that pi first goes up and then goes down, that
for a fixed edge e in the hypercube between Sk and Sk+1, we have P(e ∈ pi)
is at most 2
((
n
n/2+k
)
(n/2− k)
)−1
.
Fix δ > 0. Using conditions 1 and 3, we can choose C such that with
probability larger than 1− δ, pi stays between levels S−C√n and SC√n. It is
elementary to check that there exists C ′ (depending on C) such that for all
large n, if k ∈ [−C√n,C√n], then 2
((
n
n/2+k
)
(n/2− k)
)−1 ≤ C′√
n2n
.
It follows that
P(En ∩ pi 6= ∅) ≤ δ + C
′|En|√
n2n
, (14)
since the event {En ∩ pi 6= ∅} is a subset of the union of the events that pi
does not stay between levels S−C√n and SC√n and that pi hits one of at most
|En| specified edges sitting between levels S−C√n and SC√n. The standard
relationship between the total influence and the edge boundary gives |En| =
2n−1
∑
i∈[n] Ii(fn) and hence the last term in (14) is at most
C′
∑
i∈[n] Ii(fn)√
n
.
The Cauchy-Schwarz inequality tells us this is at most C ′
√
II(fn) which by
assumption approaches 0 as n→∞. Since δ is arbitrary, we are done.
Throughout the rest of this section we drop the superscript n in the notation
ηnt . Before starting the proof of Theorem 1.14, for each , t > 0, we will
construct a triple coupling (ω, ω, ηt) so that the first two marginals have
joint distribution (ω, ω) (as defined right before Definition 1.1), and the
first and third marginals have joint distribution (η0, ηt), and with the goal
that ω and ηt are “close”. First, considering a realization of (ω, ω
), we let
N 10 = |{x ∈ [n] : ω(x) − ω(x) = 1}| and N 01 = |{x ∈ [n] : ω(x) − ω(x) =
1}|. Given ω, we have that N 10 ∼ Bin(|ω|, /2), N 01 ∼ Bin(n − |ω|, /2)
and that these random variables are conditionally independent. Similarly,
given (η0, ηt) define N
t
01 = |{x ∈ [n] : ηt(x) − η0(x) = 1}|. We could
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define N t10 analogously but this random variable equals N
t
01 due to particle
conservation. The distribution of N t01 given η0 is more complicated, but we
will not need to know the exact distribution.
We now construct the coupling. Let ω = η0 be chosen uniformly. Choose
N 01, N

10 and N
t
01 to be conditionally independent with their correct con-
ditional distributions. Given ω, N 01, N

10 and N
t
01, we construct a max-
imal coupling between ω and ηt as follows. Assume first that N
t
01 ≤
min(N 01, N

10) and pick N
t
01 1’s of ω uniformly and N
t
01 0’s of ω uniformly.
Flip all of the chosen sites and let this configuration be ηt. Continue from
ηt by picking N

01 − N t01 (N 10 − N t01) 0’s (1’s) of ω uniformly among the
0’s (1’s) not already picked and flip these to 1’s (0’s) and call the resulting
configuration ω. Treat the cases N 10 ≤ N t01 ≤ N 01, N 01 ≤ N t01 ≤ N 10 and
N t01 ≥ max(N 01, N 10) in the obvious analogous way. This then creates a cou-
pling (ω, ω, ηt) with the two desired 2-dimensional marginal distributions.
A crucial feature of this coupling is that
d(ω, ηt) = |N 01 −N t01|+ |N 10 −N t01|.
We will prove Theorem 1.14 by showing that for the correct choice of ,
(ω, ηt) satisfies conditions 1, 2 and 3 of Lemma 6.1 and then we will apply
that lemma.
It is natural to believe that for “most ω” N 10 and N

01 are of order
n/4 +O(
√
n). We make this precise in the following lemma.
Lemma 6.2. For every δ > 0 and every 0 < C1 <∞, there exists C2 such
that for every  > 0, n and ω such that |ω| ∈ [n2 − C1
√
n, n2 + C1
√
n],
P
(∣∣∣N 01 − n4 ∣∣∣ ≥ C2√n |ω) < δ. (15)
Proof. Fix δ > 0 and C1. Letting |ω| ∈ [n2 − C1
√
n, n2 + C1
√
n], obviously∣∣∣N 01 − n4 ∣∣∣
≤ |N 01 − E[N 01|ω]|+
∣∣∣E[N 01|ω]− n4 ∣∣∣
≤ |N 01 − E[N 01|ω]|+

2
C1
√
n.
Therefore it suffices to show that there exists a C such that for every  > 0
and n,
P
(|N 01 − E[N 01|ω]| ≥ C√n |ω) < δ.
This follows in fact for any ω by Markov’s inequality since
P
(|N 01 − E[N 01|ω]| ≥ C√n |ω)
≤ Var(N

01|ω)
C2n
=
/2(1− /2)(n− |ω|)
C2n
≤ 1
C2
< δ,
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by taking C large enough.
We now proceed by proving the corresponding result for N t01. It will be
useful to write
N t01 =
∑
x:η0(x)=0
Iηt(x)=1.
Given η0 and x with η0(x) = 0, the event that ηt(x) = 1 is the event that
the Poisson clock corresponding to some edge with x as an endpoint rings
before time t and the last time such a clock rings x was updated to a 1.
Hence, if η0(x) = 0, then P(ηt(x) = 1| η0) = (1− e−t)|η0|/n and so
E[N t01| η0] = (1− e−t)
|η0|(n− |η0|)
n
. (16)
Furthermore we have the following lemma.
Lemma 6.3. For every δ > 0 and every 0 < C1 <∞, there exists C3 such
that for every t > 0, n and η0 such that |η0| ∈ [n2 − C1
√
n, n2 + C1
√
n],
P
(∣∣∣∣N t01 − (1− e−t)n4
∣∣∣∣ ≥ C3√n√1− e−t | η0) < δ. (17)
Proof. Fix δ > 0 and 0 < C1 <∞. Then for all t > 0, n and η0 satisfying
the conditions in the statement, by the triangle inequality, (16) and the
assumption on η0, we have∣∣∣∣N t01 − (1− e−t)n4
∣∣∣∣
≤ ∣∣N t01 − E[N t01| η0]∣∣+ ∣∣∣∣E[N t01| η0]− (1− e−t)n4
∣∣∣∣
≤ ∣∣N t01 − E[N t01| η0]∣∣+ C21 (1− e−t).
Therefore it suffices to show that there exists a C (depending on δ and
C1) such that for every t > 0, n and η0 satisfying the conditions in the
statement, we have that
P
(∣∣N t01 − E[N t01| η0]∣∣ ≥ C√n√1− e−t | η0) < δ. (18)
This in fact holds for all η0 as we shall see. By Markov’s inequality
P
(∣∣N t01 − E[N t01| η0]∣∣ ≥ C√n√1− e−t | η0) ≤ Var(N t01| η0)C2n(1− e−t) , (19)
and therefore we are interested in bounding Var(N t01| η0). Consider therefore
E[(N t01)2| η0]. Given η0 and x 6= y such that η0(x) = η0(y) = 0, it is easy
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to see that the events {ηt(x) = 1} and {ηt(y) = 1} are negatively correlated
and therefore for such an η0
P(ηt(x) = ηt(y) = 1| η0)
≤ P(ηt(x) = 1| η0)2 =
(
(1− e−t)|η0|
n
)2
.
Therefore
E[(N t01)2| η0] = E
 ∑
x:η0(x)=0
Iηt(x)=1
2 | η0

≤ (1− e−t) |η0|(n− |η0|)
n
+ (n− |η0|)(n− |η0| − 1)
(
(1− e−t)|η0|
n
)2
.
Hence by (16),
Var(N t01| η0) ≤ n(1− e−t),
and so (18) follows by choosing C large enough in (19).
For the proof of Theorem 1.14, we will only need weaker versions of Lemmas
6.2 and 6.3 where the
√
 term in (15) and the
√
1− e−t term in (17) do
not appear. However, for the proof of Theorem 1.16, the stronger versions
which are stated will be needed.
We can now easily prove Theorem 1.14.
Proof of Theorem 1.14. Fix t > 0 and let  = 1−e−t. Consider the triple
(ω, ω, ηt) with ω = η0 defined earlier. By Theorem 1.13 [1], the assumption
that limn→∞ II(fn) = 0 implies that {fn}n∈N is NS and since
|E[fn(ω)fn(ω)]− E[fn(η0)fn(ηt)]| (20)
= 2|P(fn(ω) = fn(ω))− P(fn(η0) = fn(ηt))|
≤ 2P(fn(ω) 6= fn(ηt)),
it suffices to show that
lim
n→∞P(fn(ω
) 6= fn(ηt)) = 0.
We do this by showing that (ω, ηt) satisfies conditions 1, 2 and 3 of
Lemma 6.1. Conditions 1 and 2 are immediate from the construction of
(ω, ηt). Furthermore, by our choice of  and our coupling, we have
d(ω, ηt) = |N 01 −N t01|+ |N 10 −N t01|
≤
∣∣∣N 01 − n4 ∣∣∣+ ∣∣∣N 10 − n4 ∣∣∣+ 2
∣∣∣∣N t01 − (1− e−t)n4
∣∣∣∣ .
28
For fixed δ > 0, choose C1 such that
P(|ω| ∈ [n/2− C1
√
n, n/2 + C1
√
n]) > 1− δ/2.
Then use Lemmas 6.2 and 6.3 to find C such that for any n and for any ω
with |ω| ∈ [n/2− C1
√
n, n/2 + C1
√
n],
P
(∣∣∣N 01 − n4 ∣∣∣+ ∣∣∣N 10 − n4 ∣∣∣+ 2
∣∣∣∣N t01 − (1− e−t)n4
∣∣∣∣ ≤ C√n|ω)
> 1− δ/2.
(This would still be true if
√
n were replaced by
√
n.) This verifies condi-
tion 3 and so Lemma 6.1 proves the theorem.
Remark: We quickly give a sketch of a different proof of Corollary 1.15
which does not go through the use of Lemma 6.1. To do this, first it is not
so difficult to go from the 3-way coupling already described and prove the
following claim. For all  > 0 and δ > 0, there exists k such that for all n
large, there exists a 5-way coupling (ω, ω, ηt, Y,W ) such that:
1. (ω, ω, ηt) has the distribution given earlier.
2. (ω,W, Y ) has distribution pi1/2 × pi1−k/√n × pik/√n
3. P(ω ∧W ≤ ηt ≤ ω ∨ Y ) ≥ 1− δ.
Next, one can show that for noise sensitive sequences, the “threshold” win-
dow is of size much larger than 1/
√
n; this is due to the fact that they
are uncorrelated with majority-type functions. It follows that f(ω ∧W ) =
f(ω ∨ Y ) with probability going to 1. Since on most of the space, ηt is
trapped between these two configurations, it follows by monotonicity that
f(ω) = f(ηt) with probability going to 1.
We now show that Proposition 1.25 follows from Lemma 6.1.
Proof of Proposition 1.25. Apply Lemma 6.1 with (ξn, ξ
∗
n) equal to
(ω, ωn). It is easy to check that all the conditions of the lemma are met.
Corollary 1.17 follows easily from the proof of Theorem 1.14.
Proof of Corollary 1.17. Using the above coupling as in Theorem 1.14,
we see as in the proof of Theorem 1.14 that the pair (ωn , ηtn) satisfies
conditions 1,2 and 3 of Lemma 6.1. This lemma therefore implies that
P(fn(ωn) 6= fn(ηtn))→ 0 and hence (20)-(21) gives the result.
We now turn to the proof of Theorem 1.16, where we will use the ideas from
the proof of Theorem 1.14. We first have the following variant of Lemma
6.1.
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Lemma 6.4. There exists a universal constant Λ so that for all δ > 0, we
have the following for large n. If (ω, ω∗) is a pair of random configurations
in {0, 1}[n] satisfying the following conditions:
1. ω is uniformly distributed on {0, 1}[n]
2. ω  ω∗
3. The joint distribution of (ω, ω∗) is invariant under all permutations of
[n]
4.
d(ω, ω∗) ≤ δ√n a.s.,
then, for any monotone Boolean function f on {0, 1}[n],
P(f(ω) 6= f(ω∗)) ≤ Λδ.
Proof. We may assume that f maps into {0, 1}. Fix δ > 0. Let σ ∈ {0, 1}[n]
have distribution pi1/2+2δ/
√
n. We claim that there exists a coupling (ω, ω
∗, σ)
so that (ω, ω∗) has the correct conditional distribution, ω  σ a.s. and
ω∗  σ with probability going to 1 as n→∞. To see this, one first couples
ω and σ in the canonical (monotone) way. One notes that the number
of coordinates which are 0 for ω and 1 for σ has a Binomial distribution
with parameters n and 2δ/
√
n. Chebyshev’s inequality tells us that such a
random variable is larger than δ
√
n with probability going to 1 as n → ∞.
If |σ| − |ω| ≥ δ√n, we let ω∗ be a configuration between ω and σ such that
|ω∗| is chosen with the correct conditional (given ω) distribution and then
chosen uniformly among those between ω and σ. If |σ| − |ω| < δ√n, just
choose ω∗ with the correct conditional (given ω) distribution. This proves
the claimed coupling.
By monotonicity, it now suffices to show that P(f(ω) 6= f(σ)) ≤ Λδ. It
is clear that this probability is
Epi1/2+2δ/√n [f ]− Epi1/2 [f ].
Letting g(p) denote the expected value of f under pip, it suffices to show
that the derivative of g(p) in the interval [1/2, 3/4] is bounded by
√
n times
a universal constant for any monotone function. This however is easy and
well known.
Proof of Theorem 1.16. Let  and t be related by  = 1 − e−t. We
consider again the triple coupling (ω, ω, ηt) that we defined earlier in this
section. As in the proof of Theorem 1.14, Lemmas 6.2 and 6.3 yield that for
any α > 0, there exists C = C(α) such that for all  and n,
P(d(ω, ηt) > C
√

√
n) < α.
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To prove NStable, fix δ > 0 arbitrarily. Then let α = δ/10 and C = C(α) =
C(δ/10). Since our sequence is CGXStable, we know that for t sufficiently
small, P(fn(ω) 6= fn(ηt)) < δ/10 for all n. Furthermore, choose t sufficiently
small so that
 = 1− e−t ≤ δ
2
C2
. (21)
Now for this choice of , we have that for every n,
P(fn(ω) 6= fn(ω)) ≤ P(fn(ω) 6= fn(ηt)) + P(d(ω, ηt) > C
√

√
n)
+P(fn(ω) 6= fn(ηt), d(ω, ηt) ≤ C
√

√
n).
Each of the first two terms are at most δ/10 while (21) tells us that the last
term is at most
P(fn(ω) 6= fn(ηt), d(ω, ηt) ≤ δ
√
n).
Letting ξ be max{ω, ηt}, the last term is then at most
P(fn(ω) 6= fn(ξ), d(ω, ξ) ≤ δ
√
n) + P(fn(ηt) 6= fn(ξ), d(ηt, ξ) ≤ δ
√
n).
We bound only the first summand, the second is handled identically. Defin-
ing ξ˜ to be ξ on d(ω, ξ) ≤ δ√n and ω otherwise, the first term becomes
P(fn(ω) 6= fn(ξ˜)).
Lemma 6.4 tells us that for fixed δ, this is at most Λδ for large n. Since Λ
is a fixed constant and we can take  even smaller to insure what we want
for finitely many values of n, NStability is established.
7 Spectral techniques and percolation
As pointed out in the introduction, Theorem 1.19 follows from Theorem 1.18
and Corollary 1.15. However, we give an alternative proof which uses the
geometric description of the spectral sample, does not use monotonicity and
will be applicable to the medium range exclusion process. We also believe
this approach is potentially applicable in other situations, for instance when
the functions are non-monotone. We start with a lemma.
Lemma 7.1. Let Qn be a sequence of finite sets, and for every n let νn
be a subprobability measure on Qn. Furthermore, let Pn be a symmetric
transition matrix on the set Qn and assume that there exists a sequence Bn
of subsets of Qn such that νn(B
c
n)→ 0 and maxx∈Λ2n Pn(x,Λ2n)→ 0. Then∑
x,y∈Qn
√
νn(x)
√
νn(y)Pn(x, y)→ 0.
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Proof: Fix  > 0. Let Ωn = {(x, y) ∈ Qn × Qn :
√
νn(x)
√
νn(y) ≤
(νn(x) + νn(y))}. We break the sum into four sums. The first is over Ωn,
the second is over Ωcn∩{y 6∈ Bn}, the third is over Ωcn∩{y ∈ Bn}∩{x 6∈ Bn}
and the fourth is over Ωcn ∩ {y ∈ Bn} ∩ {x ∈ Bn}.
For the first sum, the summand can be replaced by (νn(x)+νn(y))Pn(x, y).
Summing this over all x and y and using the fact that Pn is a symmetric
transition matrix gives an upper bound of 2.
Next, it is easy to check that if (x, y) is not in Ωn, then the ratio of
max{√νn(x),√νn(y)} and min{√νn(x),√νn(y)} is at most 1/. This will
be used in the last three sums.
For the second sum, the summand can be bounded above by νn(y)Pn(x, y)1/.
When we sum first over x and then over y, we get νn(B
c
n)/.
For the third and fourth sums, the summand can be upper bounded by
νn(x)Pn(x, y)1/. The third sum then becomes at most νn(B
c
n)/ while the
fourth sum becomes at most maxx∈Bn P (x,Bn)/.
Our assumptions then give that the limsup of the full double sum is at
most 2. Since  is arbitrary, we are done.
We have the following theorem which easily follows from Lemma 7.1.
Let P(U) denote the set of subsets of U , and for An ∈ P(Vn), we extend
notation and write
Pnt (S,An) :=
∑
S′∈An
Pnt (S, S
′).
Theorem 7.2. Consider the exclusion process with respect to {Gn, αn}n∈N.
Let Sn denote the spectral sample of fn. If there exist t > 0 and sets An ⊆
P(Vn)\{∅} such that P(Sn ∈ (An∪{∅})c)→ 0 and maxS∈An Pnt (S,An)→ 0,
then {fn}n∈N is XS.
Proof. In Lemma 7.1, let Qn be P(Vn), νn be the spectral measure of fn
restricted to Qn \ {∅} (i.e. νn(S) = fˆn(S)2 for every S 6= ∅ and νn(∅) = 0),
Pn be P
n
t and Bn be An. Lemma 7.1 and Proposition 3.1 now imply XS.
Remarks:
1. In fact Lemma 7.1 implies that even (10) holds.
2. Observe that the main assumption of Theorem 7.2 is essentially that Sn
and SnPnt are very singular off of Sn = ∅.
As an application of Theorem 7.2 we will now prove Theorem 1.19. We point
out that from this point on in the paper, we will rely on some nontrivial
results from [3]. Specific pointers to [3] will be given when needed.
Proof of Theorem 1.19.
We prove the statement for a = b = 1, and for simplicity we shift the boxes
so that Bn := [−n/2, n/2]2 ∩ T becomes the relevant box. In addition, we
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will indicate the changes needed for the general case a, b > 0. For 0 < β < 1,
let Bn1−β := [−n1−β/2, n1−β/2]2 ∩ T. Let fn = 2ICn − 1 where Cn is as in
the statement of Theorem 1.19 (although now defined on Bn). Let Sn be
the spectral sample of fn. It follows from Lemma 3.2 in [3] that
P(Sn ∩Bn1−β 6= ∅) ≤ n−(5/4+o(1))β. (22)
Note next that obviously
P(Sn ∩Bn1−β 6= ∅) =
∑
S:S∩B
n1−β 6=∅
fˆn(S)
2.
Furthermore, due to Theorem 7.4 in [3], we have that for any  > 0,
lim
n→∞P(n
3/4− ≤ |Sn| ≤ n3/4+) = 1.
(If we used a rectangle which is not a square, then E[fn] 6→ 0 and we would
need to include the event {Sn = ∅} in the above to get a probability going
to 1.) We will apply Theorem 7.2 to the sets
An := {S ⊆ Bn : S ∩Bn1−β = ∅, n.74 ≤ |S| ≤ n.76}.
By the above P(Sn ∈ (An ∪ ∅)c) → 0 as n → ∞. If we can show that
maxS∈An Pnt (S,An)→ 0 for any t > 0, then Theorem 7.2 implies the result.
Fix t > 0. For every n, with S ∈ An, write Snt for the random set St that
appears in Lemma 4.1. Using Lemma 4.1 we conclude that for any δ > 0,
P(|Snt ∩ Sc| ≥ n.73) ≥ 1 − δ for all n large enough, uniformly in S ∈ An.
Since the set Snt ∩Sc is distributed uniformly at random on Sc we have that
for any β
P(Snt ∩ Sc ∩Bn1−β = ∅| |Snt ∩ Sc| ≥ n.73) ≤
(
1− n−2β
)n.73
and so
P(Snt ∩ Sc ∩Bn1−β = ∅) ≤ δ +
(
1− n−2β
)n.73
for all S ∈ An if n is large. Therefore, if β ≤ .36 we can let n→∞ first and
then δ → 0 to conclude that
lim
n→∞P(S
n
t ∩ Sc ∩Bn1−β = ∅) = 0,
uniformly in S ∈ An. We conclude that
max
S∈An
Pnt (S,An) ≤ max
S∈An
P(Snt ∩ Sc ∩Bn1−β = ∅)→ 0.
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8 Medium-range dynamics for percolation
We will start this section by proving Proposition 8.1, a weaker version of
Theorem 1.20. This has the advantage of conveying the main ideas while at
the same time being useful in the proof of Theorem 1.20.
Proposition 8.1. For any α > 3/8 and t > 0, letting fn = ICn, we have
lim
n→∞E[fn(η
α,n
0 )fn(η
α,n
t )]− E[fn(ηα,n0 )]2 = 0.
Intuitively, the idea behind the proof can be explained as follows. We will
consider a partition of [0, an] × [0, bn] into squares of sidelength r << nα.
We proceed to show that with high probability no such r−square receives
“too many points” from S after running the dynamics, and that a certain
fraction of the points in S must move. Combining these two results we will
conclude that there must be “many” r−squares that receive at least one
point from S. The new configuration will then be “singular to S” and we
will be able to apply Theorem 7.2.
Before we can present the proof of Proposition 8.1, we will need some
intermediate results. First we need a definition.
Definition 8.2. A symmetric function f : V k → R is called positive definite
if for any choice of x1, . . . , xk ∈ V , and any 1 ≤ i < j ≤ k, the “matrix”
ki,j(x, y) := f(x1, .., xi−1, x, .., y, xj+1, ..., xk)
is positive definite.
Proposition 8.3. [[6] Proposition 1.7, chapter 8] Let G = (V,E) be a
graph and fix any initial set A := {z1, . . . , zk} ⊆ V . Let Xˆt = {Xˆ1t , . . . , Xˆkt }
denote any symmetric exclusion process on G starting from A and let Xt =
{X1t , . . . , Xkt } denote the trajectory of k independent random walks starting
from A, each evolving independently in the same way as one particle in the
exclusion process. If f : V k → R is a symmetric positive definite function,
then
E
[
f(Xˆt)
] ≤ E[f(Xt)].
This will allow us to prove the following lemma where Pα,n refers to the
process {ηα,nt } and A 7→t B denotes the event that the set A has been
moved to the set B under the corresponding random permutation pit.
Lemma 8.4. For any α > 0, n, t > 0, and 2k distinct points z1, . . . , zk, x1, . . . , xk,
Pα,n[z1 7→t x1, . . . , zk 7→t xk] ≤
( k
n2α
)k
.
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Proof. Apply Proposition 8.3 to
f(y1, . . . , yk) := 1{y1,...,yk}⊆{x1,...,xk} .
The function f clearly satisfies the conditions and therefore one obtains that
Pα,n[z1 7→t x1, . . . , zk 7→t xk] ≤ Pα,n({z1, . . . , zk} 7→t {x1, . . . , xk})
= EA={z1,...,zk}[f(Xˆt)] ≤ EA={z1,...,zk}[f(Xt)]
= PA={z1,...,zk}[Xt ⊆ {x1, . . . , xk}] ≤
( k
n2α
)k
.
The last inequality follows since a fixed particle zj must in its last jump
land in a set of size k while the range of a step is n2α ; note that the
assumption of the disjointness of our 2k points is used here to insure that
there is some jump associated to each of z1, . . . , zk. This technique (a kind
of symmetrization) is used for example in [[5], Section 6].
We can now prove the following proposition.
Proposition 8.5. Given two sets E and F , let Nt(E,F ) be the number of
points in E at t = 0 which are in F at time t. Then, for all integers k ≥ 1,
there exists an absolute constant Ck > 0 such that for any disjoint sets E,
F , and for any α > 0, n and t > 0,
Eα,n[Nt(E,F )k] ≤ Ck
(
1 ∨ |E||F |
n2α
)k
. (23)
Proof. Obviously
Eα,n[Nt(E,F )k] =
∑
z1,...,zk∈E
∑
x1,...,xk∈F
Pα,n[z1 7→t x1, . . . , zk 7→t xk,(24)
where the zi’s and xi’s appearing need not be distinct. We first consider
the non-diagonal terms (i.e. where all the points zi and hence the xi’s are
distinct), since the non-diagonal terms involve lower moments. There are at
most |F |k possible choices for the non-diagonal entries {x1, . . . , xk} and at
most |E|k choices for the set of initial points {z1, . . . , zk}. Using Lemma 8.4,
we see that the sum of the non-diagonal terms is bounded by Ck
( |E||F |
n2α
)k
,
where Ck depends on k but is independent of n. Diagonal terms, which
correspond to the non-diagonal terms for lower moments, are treated the
same way. Were it the case that |E||F |
n2α
< 1, then the diagonal terms would
actually dominate which is why we need to take the maximum with 1 in
(23).
Proof of Proposition 8.1. Fix α > 3/8 and t > 0. Let 1  rn  n
be a mesoscopic scale that will grow with n which we will choose later and
partition [0, an] × [0, bn] into squares of sidelength rn. (Here we ignore the
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fact that an and/or bn might not be divisible by rn since this is easily
handled.) Observe that there are O(n2/r2n) such squares.
Fix  > 0 to be determined later and let
An = A
rn,
n := {S ⊆ [0, an]× [0, bn] :
n3/4− < |S| < n3/4+, |S(rn)| ≤ (n/rn)3/4+} ,
where S(rn) is the set of rn-squares in [0, an]× [0, bn] which intersect S.
Let Sn have the distribution of the spectral distribution of fn. It follows
from Lemma 3.2 in [3] as well as the derivation of the identity (7.3) in
[3] that the expected number of rn-squares in [0, an] × [0, bn] intersected
by Sn is up to constants n2r2nα4(rn, n). In particular, by Markov, with high
probability the number of rn-squares in [0, an] × [0, bn] intersected by Sn
is at most (n/rn)
3/4+o(1). Furthermore, it also follows that there exists a
sequence {δn}n∈N such that δn > 0 for every n, δn → 0 and on the event
Sn 6= ∅, the conditional probability that |Sn| is larger than n3/4−δn tends to
1. It follows that for any rn ≤ n1− we have
P
[Sn ∈ (Arn,n ∪ ∅)c]→ 0 ,
as n → ∞. Using a modified version of Theorem 7.2 (which is proved
analogously and left to the reader), it remains to show, for a well chosen
value of rn, that for our medium-range dynamics:
max
S∈An
Pα,nt (S,An)→ 0 ,
as n→∞.
Assume for the moment that rn is chosen so that n
3/4− r2n
n2α
≥ 1 for large
n. Fix S ∈ An. For B an rn-box, consider the random variable Nt(S∩Bc, B)
(note that it depends on α and n) defined in Proposition 8.5. By our choice
of rn, Proposition 8.5 tells us that the kth moment of this random variable
is, for large n, at most Ck
(
|S| r2n
n2α
)k
. This implies that for any rn-square
B in [0, an] × [0, bn], we have that with high probability B will receive few
points from S ∩Bc. Indeed, one has for large n:
Pα,n
(
Nt(S ∩Bc, B) >
(
n
rn
)
|S| r
2
n
n2α
)
≤ Ck
(rn
n
)k
.
Let us choose k = k, such that k > 2. Since there are O(n
2/r2n) rn-
squares in [0, an]× [0, bn] and since furthermore we assumed rn ≤ n1−, we
conclude that if Hn is the event (depending on S) that all rn-squares B in our
domain are such that Nt(S∩Bc, B) ≤ ( nrn )|S|
r2n
n2α
, then minS∈An P
[
Hn
]→ 1
as n→∞.
We now want a uniform (in S) upper bound on Pnt (S,An). Let Kn be
the event that at least n3/4−2 points in S are in a different rn-square of
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[0, an] × [0, bn] at time t than they were at time 0. Clearly, if we assume
that rn = o(n
α) (here nα is the typical distance that a particle travels) then
Pα,n[Kn]→ 1 as n→∞ uniformly in S ∈ An. We have
Pα,n[St ∈ An] ≤ Pα,n[Hn, Kn andSt ∈ An] + Pα,n[Hcn] + Pα,n[Kcn].
On the event Hn ∩ Kn, in order for St ∈ An, all points which have been
updated and have travelled to a different rn-square have to distribute them-
selves among the O(n2/r2n) rn-squares in [0, an]× [0, bn] in such a way that
none of these squares receives more than ( nrn )
|S| r2n
n2α
such points. (Note here
that we use the fact that in order for St ∈ An then St ⊆ [0, an]× [0, bn] and
thus rn-squares outside of [0, an]× [0, bn] do not contribute.) It follows that
at least ( rnn )
|S|−1 n2α
r2n
n3/4−2 rn-squares have to intersect St. It remains
to choose r ≤ n1− and rn  nα so that this number exceeds (n/rn)3/4+
(recall that we already required rn to satisfy n
3/4− r2n
n2α
≥ 1). Let rn := nγ
for some exponent γ. We can now optimize on the value of γ under the
following constraints:
nγ ≤ n1−
nγ  nα
1 ≤ n3/4−n2(γ−α)(
rn
n
) |S|−1 n2α
r2n
n3/4−2  n(1−γ)(3/4+).
(25)
Note that since S ∈ An, |S| ≤ n3/4+ and hence(
n
rn
)
|S| r
2
n
n2α
≤ n(1−γ)n3/4+n2(γ−α) .
Since α > 3/8, we write α = 3/8+δ/2 with δ > 0. This leads to the system:
γ ≤ 1− 
γ < α
0 ≤ 2γ − δ − 
(γ − 4)+ δ − 2γ > (1− γ)− 3/4γ
(26)
Since  can be chosen arbitrarily small, we just need to find γ ∈ (0, 1) so
that 2γ > δ, γ < α and 5γ/4 < δ. One sees that γ := 35δ does this. It is
easy to see that if α ≤ 3/8 (so that δ ≤ 0), the above system does not have
a solution.
Remark: Note that the proof implies quantitative noise sensitivity results
in that
lim
n→∞E[fn(η
α,n
0 )fn(η
α,n
n−β )]− E[fn(η
α,n
0 )]
2 = 0
for some exponent β > 0. The asymptotic independence should be true for
any α > 0 and β < 3/4, but the present proof would only give an exponent
β = β(α) which would converge to zero as α→ 3/8.
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The proof of Proposition 8.1 relied on results from [3] concerning the meso-
scopic structure of Sn. To prove Theorem 1.20 the idea is to bootstrap the
proof of Proposition 8.1 using a two-scale argument.
The two scales are described as follows. Let α be any positive exponent
such that α < 1/2 (we already know how to deal with α > 3/8). Let us
partition our domain [0, an] × [0, bn] into a coarse grid of R-squares with
R := n2α and a finer grid of r-squares with r := Rγ (where γ ∈ (0, 1) will
be chosen later).
The idea in the proof of Theorem 1.20 is that if the spectral sample Sn
intersects some R-square Q, then it should behave more or less like a sample
of “SR” within this square. In fact, to apply the technology of the proof of
Proposition 8.1 it is enough for us to prove that with probability going to
one, one can find some R-square Q, for which Sn ∩Q satisfies the analogue
of the event An of Proposition 8.1 but defined in terms of Q. Now, in Q the
range of the exclusion dynamics is nα = R1/2, so locally, relative to the size
of our R-square, the range-exponent is larger than 3/8. See Figure 2 for a
schematic view of the strategy of the proof.
To justify this intuition of local behavior we will need the following two
lemmas. Here, given an R-square Q, 2Q refers to the square concentric to
Q but with sidelength 2R.
We now need to give a definition.
Definition 8.6. Let f : {0, 1}[n] → {−1, 1} and x1, . . . , xk be some subset of
the n bits. The event that “x1, . . . , xk are jointly pivotal” is the event that
when the other bits are chosen, the induced Boolean function of x1, . . . , xk
is a function which depends on all k bits (in the sense that for each bit xi,
there is a choice of the other bits x1, . . . , xk making xi pivotal).
Note that the event that x1, . . . , xk are jointly pivotal is an event which
is measurable with respect to the complementary bits.
The following lemma follows quite easily from Lemma 2.1 in [3].
Lemma 8.7. Let k ≥ 1. For any f : {0, 1}[n] → {−1, 1} and any x1, . . . , xk,
P
[
x1, . . . , xk ∈ Sn
] ≤ P[x1, . . . , xk are jointly pivotal].
The proof of the following lemma relies on the technology which was
developed in [8], where the k-th moments of the set of pivotals, E
[|Pn|k],
for percolation crossing events were studied. This technology, rather than
the actual results explicitly stated in [8] are needed. Indeed, we will ex-
plain below that the following lemma follows from a slight strengthening of
Theorem 1 in [8]. It turns out that the proof of Theorem 1 in [8] in fact
provides this strengthened statement we need. Since such a statement was
unfortunately not explicitly stated in [8], we give some details below.
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Lemma 8.8. Let  > 0. For any k ≥ 1, there exists a universal constant
Ck = Ck() > 0 such that for any 1 ≤ r ≤ R ≤ n and any R-square Q in
[0, an]× [0, bn], if S2Q(r) denotes the set of r-squares in 2Q intersected by Sn,
then
E
[|S2Q(r) |k ∣∣ Sn ∩ 2Q 6= ∅] ≤ Ck[(R/r)3/4+/2]k .
Proof (sketch). We assume that a = b = 1. Let us start with the case
r = 1 and R = n, in which case S(r) = S = Sn. Take k ≥ 1. Lemma 8.7
yields
E
[|Sn|k] = ∑
x1,...,xk
P
[
x1, . . . , xk ∈ Sn
]
≤
∑
x1,...,xk
P
[
x1, . . . , xk are jointly pivotal
]
.
Now, Theorem 1 in [8] states that if Pn denotes the set of pivotal points
of our left to right crossing event fn, then for every k ≥ 1, as n → ∞, one
has
E
[|Pn|k] = n3k/4+o(1) .
Since
E
[|Pn|k] = ∑
x1,...,xk
P
[
x1, . . . , xk ∈ Pn
]
,
the above theorem from [8] would imply our lemma if one had an upper
bound of the form
P
[
x1, . . . , xk are jointly pivotal
] ≤ P[x1, . . . , xk are pivotal] .
Unfortunately, only the reversed inequality holds and therefore one has to
look more closely into the proof in [8].
The strategy in [8] in order to control E
[|Pn|k] is to show that the “main”
contribution in the sum
∑
x1,...,xk
P
[
x1, . . . , xk are pivotal
]
comes from k-
tuples of points (x1, . . . , xk) which are “macroscopically far apart”. More
precisely, their proof shows that for every k, there exists a constant c > 0
small enough such that
E
[|Pn|k] = ∑
x1,...,xk
P
[
x1, . . . , xk are pivotal
]
≤ 2
∑
x1,...,xk: infi6=j |xi−xj |>cn
P
[
x1, . . . , xk are pivotal
]
.
In order to achieve this, they introduce a way to organize (or classify) the
possible k-tuples (x1, . . . , xk). They call this classification the disjoint box
method which is elaborated in Section 4 in [8]. In order to apply this disjoint
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box method, one needs the separation of arms and quasi-multiplicativity from
the works of Kesten (see [12] for a more modern account). The same tools
apply, when we study jointly pivotal points instead of actual pivotal points.
Therefore following the disjoint box method and the subsequent sections in
[8], one has the existence of some c¯ > 0 so that
∑
x1,...,xk
P
[
x1, . . . , xk are jointly pivotal
]
≤ 2
∑
x1,...,xk: infi6=j |xi−xj |>c¯n
P
[
x1, . . . , xk are jointly pivotal
]
≤ O(1)n2kα4(n)k ,
by independance on disjoint sets and quasi-multiplicativity. Using α4(n) =
n−5/4+o(1) (from [11]), this implies our result for r = 1 and R = n.
Now, if 1 ≤ r ≤ n is some intermediate scale between 1 and n and we
still have R = n, one needs the following extension of Lemma 8.7, namely
that if B1, . . . , Bk are any k disjoint boxes, then
P
[Sn intersects all the Bi, i ∈ {1, . . . , k}]
≤ P[B1, . . . , Bk are jointly pivotal boxes] ,
where the definition of jointly pivotal disjoint boxes is the straightforward
generalization of Definition 8.6. Note that this inequality also follows im-
mediately from Lemma 2.1 in [3].
Let us divide the rectangle into O(n2/r2) r-squares Bi so that
E
[|S(r)|k] = ∑
Bi1 ,...,Bik
P
[Sn intersects all the Bil , l ∈ {1, . . . , k}]
Thanks to quasi-multiplicativity which in a way factorizes what happens
above and below scale r, the same disjoint box method from Section 4 in [8]
applies in the present setting and yields∑
Bi1 ,...,Bik
P
[
Bi1 , . . . , Bik are jointly pivotal boxes
]
≤ O(1)
(
n2
r2
)k
α4(r, n)
k ,
which implies the desired result. For general values of 1 ≤ r ≤ R, similar
considerations apply to the moments of |S2Q(r) | conditioned on Sn intersecting
2Q.
The second lemma, which says that points do not travel far, is the fol-
lowing.
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Lemma 8.9. Let S˜ be any subset of the R-square Q, and let S˜t = pi
n,nα
t (S˜)
where nα refers to the nα-exclusion process dynamics. Then for some c =
c(t) > 0,
P(S˜t ⊆ 2Q) ≥ 1−R2e−cR.
Proof of Lemma 8.9. Each point in x ∈ S˜ performs a simple random
walk (Xt)t≥0, where at rate one Xt jumps to a uniform point in B(Xt, nα).
Therefore the variance at time t of the random walk is  tn2α = tR. In
addition, by standard arguments about random walks, there is some c =
c(t) > 0 such that P
[|X0 −Xt| > R] ≤ e−cR. Hence,
P(S˜t 6⊆ 2Q) ≤ |S˜|e−cR ≤ R2e−cR.
We now have all the ingredients that we need, we refer the reader to Figure
2 for the idea of the proof.
Proof of Theorem 1.20.
Recall that R1/2 = nα, r = Rγ and let , γ > 0 be chosen later. Define
An = A
1
n ∩A2n where
A1n =
{
S ⊆ [0, an]× [0, bn] ∩ T : there exists an R-square Q in our
coarse grid s.t. R3/4− ≤ |S ∩Q| ≤ R3/4+
}
A2n =

S ⊆ [0, an]× [0, bn] ∩ T : for all R-squares Q
in the coarse grid, the number of r-squares inside
2Q which intersect S is less than
(
R
r
)3/4+

It follows directly from [3] that, conditioned on Sn 6= ∅, with conditional
probability tending to one, there exists at least one R-square Q, such that
|Sn ∩ Q| ≥ R3/4−. (This is in fact the key thing which makes the main
proof work in [3]). Now to prove that P
[
A1n
∣∣ Sn 6= ∅] → 1, we will show
that the square we found does not contain too many spectral points. For
this we shall prove the sharper result:
P
[
For all R-squares Q in the coarse grid, |Sn ∩Q| ≤ R3/4+
]→ 1. (27)
Assuming this, we obtain that P
[
A1n
∣∣ Sn 6= ∅]→ 1. Showing (27) basically
corresponds to showing P
[
A2n
]→ 1 had r been 1. We prove that P[A2n]→ 1;
(27) is proved in the same way.
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R
r
Sn
nα
 n
r
After some steps of the nα-
exclusion process dynamics, the
spectral sample Sn locally “dif-
fuses” and thus intersects more
r-squares.
R
Figure 2: A visualization of the proof of Theorem 1.20
From Lemma 8.8, we find that
P
[
There is an R-square Q, s.t. |S2Q(r) | > (R/r)3/4+
]
≤
∑
squares Q
P
[|S2Q(r) | > (R/r)3/4+]
=
∑
squares Q
P
[Sn ∩ 2Q 6= ∅]P[|S2Q(r) | > (R/r)3/4+ ∣∣ Sn ∩ 2Q 6= ∅]
≤ Ck
( r
R
)k/2 ∑
squares Q
P
[Sn ∩ 2Q 6= ∅]
≤ Ck
( r
R
)k/2
9E
[|S(R)|]
≤ Ck
( r
R
)k/2
9
( n
R
)3/4+
= 9Ck
(
Rγ−1
)k/2( n
n2α
)3/4+
since we fixed
{
R1/2 = nα
r = Rγ .
The term 9 arises since we can cover any fixed 2Q box by 9 Q-boxes and
the last inequality follows (as before) by [3].
Therefore, for any arbitrary choice of γ,  ∈ (0, 1), we can choose k =
k(γ, ), so that this probability goes to zero as n→∞. Hence, P(A2n | Sn 6=
42
∅)→ 1, and so we conclude that P(An | Sn 6= ∅) = P(A1n ∩A2n | Sn 6= ∅)→ 1
as n→∞.
The rest works exactly as in the proof of Proposition 8.1: for any set
S ∈ An with An = A1n ∩ A2n, one chooses an R-square Q = Q(S) so that
R3/4− ≤ |S ∩ Q| ≤ R3/4+ (there exists such a square since S ∈ A1n). We
thus have a “large” set S˜ := SQ which by Lemma 8.9 is very likely to stay
in 2Q, and by the same argument as in Proposition 8.1, one can show that
if one chooses γ ∈ (1/8, 1/5) and  small enough, then with high probability
S˜t will intersect many r-squares in 2Q, which because of the event A
2
n will
force St ⊇ S˜t to leave the set An. We then apply Theorem 7.2.
Remarks: 1. One could hope (in the spirit of the remark after the proof
of Proposition 8.1) that the above bootstrap procedure would not only give
a better control on the exponent α but would also imply better bounds on
the exponent β (see the remark after the proof of Proposition 8.1 for the
notation). This is true in a way: one can check that the above proof provides
a positive exponent β for all α > 0. Nevertheless with this type of technique,
β would also have to go to zero as α→ 0.
2. It might also seem from this “multi-scale” proof, that one could push
the argument all the way to very local dynamics (say, in log n instead of
nα and maybe even all the way to the elegant nearest-neighbor dynamics).
However, if one looks into the proof of Theorem 1.20, there is at least one
place which is quite problematic: the proof relies on the moment bounds
given by Lemma 8.8. If, for example, our dynamics was a log n-medium
range dynamics, then rR ≥ (log n)−1, and one would need very sharp upper
tail estimates on |S2Q(r) | to be able to conclude the proof. In fact by looking
into what should be the fluctuation of the random variable |S2Q(r) |, one can
see that there is no hope that the technique we are presently using could
handle the case of the nearest-neighbor dynamics.
9 Discussion on sharper results concerning Exclu-
sion Sensitivity for percolation
9.1 Quantitative Exclusion sensitivity
Corollary 1.17 shows that if one has quantitative bounds on the noise sensi-
tivity of a sequence of monotone Boolean functions, then the same quanti-
tative bounds hold for Complete Graph exclusion sensitivity. It is not hard
to check that using our spectral approach (Section 7), one can also obtain
quantitative bounds on exclusion sensitivity even when the underlying graph
is not the complete graph. See the remark after the proof of Proposition
8.1.
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Nevertheless, for the medium-range nα dynamics, as α goes to zero,
the polynomial bounds on the exclusion sensitivity that follow from our
“spectral proof” become weaker and weaker. In contrast one would believe
that the true bound should remain of the same order as in the i.i.d. dynamics
(i.e. the threshold of exclusion sensitivity should happen near n  tn ≈
n−3/4 independently of the medium-range exponent α). Such a sharp control
on the exclusion sensitivity seems to be quite challenging with the present
techniques in this paper.
9.2 Medium-range dynamics: coupling with i.i.d. dynamics
In Section 8, we used our spectral approach to obtain exclusion sensitivity
of percolation in the case of medium-range dynamics. Instead we could have
used the approach of Section 6. Let us briefly sketch how this would work.
If one considers an nα-medium-range dynamics in [0, n]2, then divide [0, n]2
into n2(1−α) squares of sidelength nα. In each of these squares, one can
couple the medium-range dynamics with an i.i.d. dynamics up to a fluctu-
ation of O(nα) bits. (Furthermore, there are some boundary issues to deal
with since neighboring boxes interact with each other, but let us neglect
this here.) In total, this gives a fluctuation of O(n2(1−α)nα) = O(n2−α)
bits between an i.i.d. dynamics and a nα-medium-range dynamics. From
the known behavior of near-critical percolation on the triangular lattice, it
follows that if one adds n2−α random points to a uniform configuration, and
if n2−α  n5/4, then it is very unlikely that there is a change in the crossing
event Cn. Using this information, one can potentially obtain medium-range
exclusion sensitivity with this coupling method but only if the exponent α
satisfies α > 3/4. This shows that “paradoxically”, the coupling method
seems weaker than the spectral approach for the study of medium-range
dynamics but on the other hand, it seems more robust for proving quanti-
tative exclusion sensitivity results. Note in particular that there is no hope
to study the nearest-neighbor dynamics simply via a coupling with the i.i.d.
dynamics.
9.3 Limitations of our spectral approach for medium-range
dynamics and nearest-neighbor dynamics
In Section 8, in order to detect a singular behavior of St, when S ∼ νCn
(where νCn denotes the spectral measure of ICn), we relied essentially on
the sizes of Sn or S(r) restricted to an R-mesoscopic box Q, but not so much
on the local geometry of the spectrum within Q. Even though this would be
a tempting way to obtain better estimates, there is a reason why we stuck
to “numerical” quantities: this follows from the fact that the technology
introduced in [3] is at the moment not robust enough to imply 0-1 laws for
local geometric schemes.
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Let us now illustrate why it would be very difficult to apply the present
spectral approach in the case of nearest-neighbor dynamics. We believe the
following result should hold.
Conjecture 9.1. If {ηt} denotes the nearest-neighbor dynamics on the
triangular lattice (at pc = 1/2), then
lim
n→∞E[fn(η0)fn(ηtn)]− E[fn(η0)]
2 = 0,
as long as tn  (n2α4(n))−1 ≈ n−3/4.
If one wanted to use the spectral approach developed in this paper to
prove this result, one would need to find a property (an event An) almost
surely satisfied for Sn, but almost never satisfied once a tiny portion of the
≈ n3/4 points in Sn have moved roughly one or two (neighboring) steps!
Consider the following analogue: start a random walk on Z at X0 :=
√
n
and consider the set S := {k ∈ [0, n] s.t. Xk = 0} (S could be empty). Now,
perturb S slightly into S˜ by choosing log n points at random in S (if S is
non-empty then it is of size O(
√
n)) and let these points move by 2 or 4
steps (with the exclusion rule), where 2 or 4 is chosen in order to preserve
the parity constraints. Can one tell whether S˜ looks significantly different
from S? I.e. are S˜ and S singular?
We note that it could be that when the dynamics are too local, then the
spectral approach fails, since with this approach we do not take into account
the possible sign-cancellations occurring in (9).
9.4 Exceptional times
The complete-graph dynamics is certainly not suitable for a full-plane study,
but our medium-range dynamics is. One might ask whether there are ex-
ceptional times for these conservative dynamics at which infinite clusters
appear. Such questions are asked in [10, 3] for the SNPS process. The
trouble with our present techniques is that if one fixes a medium-range dy-
namics with L := nα, then for scales much higher than L, the dynamics
would start looking so local that our bounds would not be good enough to
imply existence of exceptional times.
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