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Abstract
The fundamental limits of single-anchor multi-antenna positioning are investigated. Exploiting the
structure of the channel at millimeter-wave (mm-Wave) frequencies, the Crame´r-Rao lower bound for
the position, orientation and velocity estimation error is derived for transmitter and receiver local-
ization under a static and dynamic scenario with or without knowledge of the time of transmission
(KTT). After revisiting the relation of the observed multiple input-multiple output (MIMO)-orthogonal
frequency division multiplexing (OFDM) channel with the underlying geometry of the channel, we
present geometrically intuitive asymptotic expressions for the Fisher information for large bandwidth,
large number of antennas and different levels of KTT. Based on our derived results, we show that the
Fisher information matrix (FIM) on position and orientation parameters in the downlink (DL) and the
uplink (UL) differ only by a scalar, which is equal to the ratio of the receive Signal-to-Noise Ratio
(SNR) in the DL and UL.
Index Terms
mm-Wave, single-anchor positioning, TDOA, TOA, AOD AOA, Doppler shift, Fisher information,
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I. INTRODUCTION
The 5th generation (5G) of wireless communication networks is on its way, with the vision
of providing unprecedentedly high data rates, massive connectivity and reduced latency, among
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2others, which can be enabled by the large bandwidth available at millimeter-wave (mm-Wave)
frequencies, massive number of antennas and dense deployment of base stations. Coincidentally
or not, these enablers provide fertile ground for a radical improvement of the positioning
capabilities of wireless communication networks [1] and bring localization to the foreground
of 5G development. Apart from fusion with Global Navigation Satellite Systems (GNSS) to
enhance traditional positioning services, the expected improvement of localization accuracy of
communication networks can be a key driving force in the realization of scenarios like assisted
living [2], smart factories [3] and automated driving [4], [5], where GNSS and other existing
technologies may not be able to guarantee the desired positioning accuracy under all conditions.
Moreover, it is anticipated that position information will be used as input to communication-
related tasks, such as proactive resource allocation [6], beamforming [7] and beam-alignment [8].
In an effort to unlock the great potential of next generation wireless communication networks,
numerous works on the topic have been published. Theoretical analyses for positioning under
a multi-anchor setup have been presented in [9]–[13]. Despite promising high accuracy, multi-
anchor positioning might be impossible at mm-Wave due to the lack of useful links with more
than one anchors. In mm-Wave frequencies the path loss between isotropic antennas1 is increased,
as a consequence of their decreased effective area/aperture, and beamforming gains are required
to compensate for it. On the other hand, the fact that more antennas can be packed in the same
physical area, allows for multi-antenna transceivers, which enable accurate angle of departure
(AOD) and angle of arrival (AOA). Also the large bandwidth available at mm-Wave frequencies
enables accurate time of arrival (TOA) or time-difference of arrival (TDOA) measurements.
Hence, reliable position estimation is possible with a single anchor.
In recent years, many studies on single-anchor positioning have been published. The single-
anchor localization bounds were derived in [14] for arrays with different beamforming strategies,
under line-of-sight (LOS)-only propagation, taking synchronization and beamforming weights’
quantization errors into account. This work was extended in [15] including multiple input-
mulitple output (MIMO) transmission and multipath propagation. In [16] the Crame´r-Rao lower
bound (CRLB) for single-anchor LOS position estimation was presented, deriving a necessary
condition on the reference signal for a non-singular Fisher information matrix (FIM). The authors
1Isotropic antennas are only assumed as a theoretical tool; in practice, antenna elements with potentially similar, but not
identical, properties are used.
3of [17] provided asymptotic expressions for the position error bounds of systems with large
bandwidth and large number of antennas, exploiting the sparsity of the mm-Wave channel, and
conducted a comparison between downlink and uplink positioning. In [18] it was shown that
the Fisher information provided by single-bounce non-LOS (NLOS) paths is rank-1 and analytic
expressions for the direction and intensity of position and orientation information were obtained.
In [19], apart from presenting the single-anchor localization error bounds with a multicarrier
waveform, an algorithm approaching these bounds for a high signal-to-noise ratio (SNR) was
presented. Single-anchor positioning algorithms have also been presented in [20], [21]. Apart
from [14], [15], the aforementioned works assume a synchronized system with perfect knowledge
of the time of transmission (KTT), which is difficult to obtain in a practical communication
system. To address this issue, the authors of [22] propose a two-way localization protocol.
In this work we study the performance limits of two-dimensional (2D) single-anchor multi-
antenna positioning with a multicarrier waveform 2 when the both ends of the communication link
are static (static scenario) and when the receiver or the transmitter is moving (dynamic scenario),
for systems with or without KTT. Following previous works [17]–[19], we consider a sparse mm-
Wave channel, where only the single-bounce NLOS paths are strong enough for reception [23]–
[26]. With the aim of gaining more insight on the available localization information, we derive
the exact FIM and CRLB and then conduct asymptotic analysis of the position, orientation (and
velocity) equivalent Fisher information matrix (EFIM) for large bandwith and number of transmit
and receive antennas. The main contributions of this work are the following:
• In the static scenario, using the position and orientation EFIM, additionally to the results
presented in [18], [19], we show that the directions of information provided by the single-
bounce NLOS paths depend only on the geometry of the channel and not on the system
parameters. We study the effect of different levels of KTT on the directions of information
from NLOS paths.
• In the dynamic scenario we derive the position, orientation and velocity EFIM, showing
the effect of the Doppler shift on the available information. We prove that the information
provided by each single-bounce path is rank-3 and provide analytic expressions for the
intensity and direction of information.
2The results are also applicable for the SC-FDMA (also known as DFT-s-OFDM) waveform with appropriate design of the
reference signal.
4• Applying the aforementioned results to the downlink (DL) and the uplink (UL), we show
that EFIM on position and orientation parameters in the DL and UL differ only by a scalar,
which is equal to the ratio of the receive SNR in the DL and the UL.
The rest of the paper is organized as follows. The system model is derived in Section II.
In Section III the Crame´r-Rao bound for position and orientation estimation for the static and
dynamic scenario is derived. The asymptotic analysis and geometric interpretation of the Fisher
information is provided in Section IV. The relation between downlink and uplink positioning is
derived in Section V and the effect of KTT is considered in Section VI. Numerical evaluations
of the bounds are provided in Section VII and Section VIII concludes the work.
Notation: Throughout this work we use bold lowercase for column vectors, bold uppercase
for matrices, non-bold for scalars and calligraphic letters for sets. Depending on its argument,
| · | denotes the absolute value of a scalar, the determinant of a matrix or the cardinality of a
set. The operators (·)T and (·)H denote the transpose and the conjugate transpose of a vector or
matrix, ‖ · ‖2 denotes the Euclidean norm of a vector and <{·} and ={·} denote the real and
imaginary part of a complex number. The i-th element of a vector and the (i, j)-th element of a
matrix are denoted by [·]i and [·]i,j , respectively. The i-th row and the j-th column of a matrix
are denoted by [·]i,: and [·]:,j , respectively. The expectation operator is denoted by E[·] and, when
not otherwise specified, it is applied over the random variables involved in its argument. The
set of real and complex numbers are denoted by R and C. A multivariate circularly symmetric
complex Gaussian distribution with mean µ and covariance matrix C is denoted by NC (µ,C).
II. SYSTEM MODEL
In this section we present the signal model for the static scenario, where both the transmitter
and the receiver are static, and, then, we extend the model to the dynamic scenario, where either
the transmitter or the receiver is moving.
A. Static Scenario
In Fig. 1 an example of the considered 2D setup is shown. The transmitter and the receiver
(Rx) have NT and NR antennas and their reference points are at pT = [pT,x, pT,y]
T ∈ R2 and
pR = [pR,x, pR,y]
T ∈ R2. Their orientation with respect to (w.r.t.) the horizontal line is αT and
αR, respectively. The position of the j-th element of the Tx array is given by
pT,j = pT + dT,ju (ψT,j + αT) = [pT,j,x, pT,j,y] , j = 1, . . . , NT ∈ R2, (1)
5pT
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Fig. 1. Geometric model, example with a UCA at the transmitter and a ULA at the receiver.
where u (ψ) = [cos (ψ) , sin (ψ)]T and dT,j and ψT,j + αT are its distance and angle from the
Tx reference point, as shown in Fig. 1. The quantities for the Rx array are defined accordingly.
We assume that for all antenna pairs there are L discrete propagation paths. The first of these
L paths is a LOS (l = 0) and the rest are single-bounce paths (l = 1, . . . , L− 1). The point of
incidence of the l-th single-bounce path, which corresponds either to scattering or reflection, is
ps,l = [ps,l,x, ps,l,y]
T , l = 1, . . . , L−1. The array apertures are assumed to be small compared to
the distance between Tx and Rx and the distance between each of the scatterers/reflectors and
the transmitter and receiver. Therefore, the delay of path l from Tx element j to Rx element i
can be approximated by
τl,i,j ≈ τl − τT,j
(
θ˜T,l
)
− τR,i
(
θ˜R,l
)
, l = 0, . . . , L− 1, (2)
where τ0 = ‖pR − pT‖2 /c, τl =
(‖ps,l − pT‖2 + ‖pR − ps,l‖2) /c, l = 1, . . . , L − 1, with c the
speed of light, τT,j
(
θ˜T,l
)
= dT,ju
T (ψT,j)u
(
θ˜T,l
)
/c, and τR,i
(
θ˜R,l
)
= dR,iu
T (ψR,i)u
(
θ˜R,l
)
/c.
We assume without loss of generality that τ0 ≤ τ1 ≤ . . . ≤ τL−1. The angles are defined as θ˜T,l =
θT,l−αT, θ˜R,l = θR,l−αR, l = 0, . . . , L− 1, where θT,0 = atan2 (pR,y − pT,y, pR,x − pT,x) , θR,0 =
θT,0 +pi, θT,l = atan2 (ps,l,y − pT,y, ps,l,x − pT,x)−αT and θR,l = atan2 (ps,l,y − pR,y, ps,l,x − pR,x)−
αR, l = 1, . . . , L− 1, with atan2 (y, x) being the four-quadrant inverse tangent function.
In the following we provide a detailed derivation of the signal model in order to highlight
and facilitate the understanding of the role of parameters related to synchronization and KTT.
Assuming high resolution analog-to-digital conversion (ADC) and digital-to-analog conversion
(DAC), such that the system is practically linear, the pulse g˜(t) models all the Tx and Rx
processing steps, namely upsampling, digital Tx filtering/pulse shaping, DAC, analog Tx and
Rx filtering, ADC, digital Rx filtering/pulse shaping and downsampling. The time support of
6g˜(t) is included in (0, ngTs], where ng is the length of g˜(t) in integer multiples of the sampling
period, Ts is the sampling period and Fs = 1/Ts is the sampling rate. We also assume there is a
sampling offset between Tx and Rx, i.e. if an Rx sample starts at time t, a Tx symbol starts at
t + τoff, 0 ≤ τoff < Ts. Hence, the discrete-time channel impulse response between Tx antenna
j and Rx antenna i is
ci,j[m] =
L−1∑
l=0
h′lg˜ (mTs − τl,i,j − τoff) e− j 2pifcτl,i,j , (3)
where h′l ∈ C, l = 0, . . . , L − 1, are the gains of the propagation paths. We write τ0 + τoff =
n0Ts + τ0,res, τL−1 + τoff = nL−1Ts + τL−1,res, 0 ≤ τ0,res, τL−1,res < Ts, where we split the path
delays into a part which is an integer multiple of the sampling period and a residual. and set na
as the smallest integer satisfying naTs > maxl,i,j |τl,i,j − n0Ts|, such that the delay between any
antenna pair is at most na sampling periods larger or smaller than the integer part of the delay
between the reference points. Then, the received signal at antenna i for sample n is
[r˜[n]]i =
NT∑
j=1
nL−1+ng+na∑
m=n0−na+1
ci,j[m] [x˜ [n−m]]j + [η˜[n]]i , (4)
where x˜ [n] ∈ CNT is the time-domain transmit signal at sample n and η˜[n] is the zero-mean
circularly-symmetric Gaussian noise vector, which is temporally and spatially uncorrelated with
variance 2σ2η,R per-antenna, i.e. η˜[n] ∼ NC(0, 2σ2η,RINR).
We consider a Cyclic Prefix-Orthogonal Frequency Division Multiplexing (CP-OFDM) system
with N subcarriers and the CP consisting of NCP samples. NB OFDM blocks are transmitted and
P is the set indices of the loaded subcarriers. In order to cover systems, where the dimensionality
of the digital transmit and receive signals is reduced by hardware constraints, In mm-Wave
systems the dimensionality of the digital transmit and receive signals may be reduced by hardware
constraints, i.e. the transmitter and the receiver may be equipped with MT ≤ NT and MR ≤
NR RF chains, respectively. Therefore, we consider a transmit precoder P ∈ CNT×MT and a
receive combiner W ∈ CMR×NR that are applied to all subcarriers. When no precoding (receive
combining) is applied NT = MT (NR = MR) and P = INT (W = INR). The transmit signal
vector at subcarrier p, p ∈ P , of block b, b = 0, . . . , NB−1, before precoding, is sb[p] ∈ CMT , and
after precoding xb [p] = Psb [p]. Without loss of generality we assume that the receiver starts
collecting samples at time 0. The transmitter starts transmitting the reference signal at time
7τoff
τ0
τ0,res
(na − 1)Ts
NCPTs
nTs
t0 nTxTs nsTs(nTx+n0)Ts
τ0,i,j
Tx CP
pT,j → pR,i CP
pT → pR CP
Fig. 2. Timing diagram for the synchronization-related quantities. The relevant timing events are shown for the Tx signal, the
signal from the j-th Tx antenna to the i-th Rx antenna and a (hypothetical) signal from the Tx to the Rx reference point.
nTxTs +τoff, with nTx ≥ 0 3. The time-domain transmit signal (after precoding) x˜ [n] is related to
the b-th time-domain OFDM block x˜b[m] as x˜ [nTx + bM +m] = x˜b[m], where M = N +NCP
and x˜b[m] =
∑
p∈Pb xb [p] e
j 2pi
N
p(m−NCP)/
√
N, m = 0 . . . ,M − 1. In order to have access to the
reference signal, the receiver needs to synchronize to the transmitter. The coarsely synchronized
time-domain received signal y˜[n], with synchronization error n, is y˜[n] = r˜[n + ns], where
ns = nTx + n0 − na + 1 + NCP − n. In Fig. 2 we provide a timing diagram depicting all the
aforementioned quantities related to the synchronization.
Assuming NCP ≥ nL−1 − n0 + ng + n + 2na and n ≥ 0 to ensure there is no inter-block
interference (IBI), we can show that the signal vector at subcarrier p of block b after receive
combining is
wb[p] ≈ g[p]e− jωpτsWAR[p]C[p]ATT [p]xb[p] +Wηb[p], (5)
where ωp = 2pipFs/N , ωc = 2pifc, τs = (n + na − 1)Ts + τ0,res, C[p] ∈ CL×L is a diagonal
matrix whose l-th diagonal entry is given by [C[p]]l,l = hle
− jωp∆τl , hl = h′le
− j 2pifcτl , ∆τl =
τl − τ0, l = 0, . . . , L− 1,
AT[p] =
[
aT,p
(
θ˜T,0
)
, . . . , aT,p
(
θ˜T,L−1
)]
∈ CNT×L,
aT,p
(
θ˜T,l
)
=
[
ej(ωc+ωp)τT,1(θ˜T,l), . . . , ej(ωc+ωp)τT,NT(θ˜T,l)
]T
∈ CNT ,
3nTx could take a certain range of negative values, but that would complicate the illustration without adding to its purpose.
8ηb[p] =
1√
N
N−1∑
m=0
η[bM +m+ ns]e
− j 2pi
N
mp.
AR[p] is obtained similarly toAT[p]. The approximate equality in (5) follows from the assumption
that, apart from being time-limited, g˜(t) is essentially band-limited4. We can interpret τs in the
following way: if a signal was transmitted from the Tx reference point, τs would be the timing
offset of its arrival at the Rx reference point from the arrival of the sample which we have
synchronized to. We find that
τ0 = (ns −NCP)Ts + τs − (nTxTs + τoff). (6)
The equation above shows that in order to extract information about the propagation delay of the
first path from τs, the receiver has to know when the transmitter started sending the reference
signal, i.e. it has to have KTT.
B. Dynamic Scenario
We now extend the signal model to the dynamic scenario, with the receiver moving with
velocity v = [vx, vy]
T ∈ R2. The position of the receiver at time nTs is pR(nTs) = pR,0 +
v (n− ns)Ts, where pR,0 is its position when the sample we are synchronized to was received,
i.e. its position at t = nsTs. As in the static scenario, we make use of the far field assumption,
such that the angles and the channel gains are approximately invariant during the observation
interval NBMTs. The received signal at antenna i is
[r˜[n]]i =
NT∑
j=1
nL−1+ng+na∑
m=n0−na+1
ci,j[m,n] [x˜ [n−m]]j + [η˜[n]]i , (7)
where
ci,j[m,n] =
L−1∑
l=0
h′lg˜
(
mTs − τl,i,j − τoff + vl
c
(n− ns)Ts
)
e− j 2pifc(τl,i,j−
vl
c
(n−ns)Ts), (8)
with vl = vTu (θR,l) being the speed of the receiver in the direction of the AOA. We can show
that the signal vector at subcarrier p of block b after receive combining is
wb[p] ≈
∑
q∈P
g[q]e− jωqτs
L−1∑
l=0
hle
− j(ωq∆τl−ωc+ωqc vlbMTs)Q
((
ωp − ωq − ωc + ωq
c
vl
)
Ts
2
)
×
WaR,q
(
θ˜R,l
)
aTT,q
(
θ˜T,l
)
xb[q] +Wηb[p], (9)
4Due to the uncertainty principle, g˜(t) cannot be both time- and frequency-limited [27].
9where Q(x) = e− j(N−1)x sin(Nx)/(N sin(x)). The Doppler shift vl (ωc + ωq) /c is subcarrier-
dependent and is an increasing function of the subcarrier index, as expected. Similar to [13],
we assume the observation interval is much smaller than the channel coherence time Tco ∝
c/ (fc‖v‖2) [28]. When the transmitter is moving with velocity v and the receiver is static, the
signal model (9) is still valid with vl = vTu (θT,l). The dual mobility case is outside the scope
of this work, but can be considered as a straightforward extension.
III. COMPUTATION OF THE CRAME´R-RAO LOWER BOUND
A. Static Scenario
Based on the received signal model derived in the last section, we will now derive the CRLB
for position and orientation estimation for a single-anchor MIMO-OFDM system. Setting hl,< =
<{hl} and hl,= = ={hl}, l = 0, . . . , L− 1, we define the channel parameter vector φ as
φ = [τs, θ˜T,0, θ˜R,0, h0,<, h0,=,∆τ1, θ˜T,1, θ˜R,1, h1,<, h1,=, . . . ,
∆τL−1, θ˜T,L−1, θ˜R,L−1, hL−1,<, hL−1,=]T ∈ R5L, (10)
Since φ is observed under Gaussian noise, the covariance matrix Cφˆ of any unbiased estimator
φˆ satisfies [29] Cφˆ−J−1φ  0, where  0 denotes positive semi-definiteness and Jφ is the FIM
of φ. The (i, j)-th entry of the FIM Jφ ∈ R5L×5L is
[Jφ]i,j =
1
σ2η,R
NB∑
b=1
∑
p∈Pb
<
{
∂mHb [p]
∂φi
(
WW H
)−1 ∂mb[p]
∂φj
}
, (11)
where
mb[p] = g[p]e
− jωpτsWAR[p]C[p]ATT [p]xb[p]. (12)
The required derivatives of mb[p] are provided in Appendix A.
Instead of φ, which includes the unknown channel parameters, we are rather interested in
the estimation of a parameter vector including the unknown position parameters. We consider
two cases, depending on the available knowledge on the Tx and Rx orientation. In the first case
the Tx position pT and orientation αT are known and the Rx position pR and orienation αR are
unknown. The position parameter vector then reads as
φ˜R = [p
T
R , αR, τs, h0,<, h0,=,p
T
s,1, h1,<, h1,=, . . . ,p
T
s,L−1, hL−1,<, hL−1,=]
T ∈ R4L+2. (13)
10
In the second case the Rx estimates the Tx position and orientation, knowing its own position
and orientation. The parameter vector is then
φ˜T = [p
T
T , αT, τs, h0,<, h0,=,p
T
s,1, h1,<, h1,=, . . . ,p
T
s,L−1, hL−1,<, hL−1,=]
T ∈ R4L+2. (14)
An important observation from the signal model (5) is that, unlike φ which is identifiable
for any L, the position parameter vectors φ˜R and φ˜T can be identifiable only if L ≥ 2. A way
to verify this is to consider the LOS-only case (L = 1) and express q = dT,Ru (θT,0), where
dT,R = ‖q‖2. Then, there are infinitely many values of dT,R that would result in the exact same pdf
for the observation vector. Hence, without KTT, the LOS path is not sufficient for single-anchor
positioning.
The FIMs Jφ˜R ,Jφ˜T can be obtained using Jφ and the transformation matrices TR,TT ∈
C(4L+2)×5L [30]:
Jφ˜R = TRJφT
T
R (15)
Jφ˜T = TTJφT
T
T , (16)
where [TR]i,j = ∂ [φ]j /∂
[
φ˜R
]
i
and [TT]i,j = ∂ [φ]j /∂
[
φ˜T
]
i
The entries of TR,TT are given in
Appendix B. In the following we will refer to both Jφ˜R and Jφ˜T as Jφ˜ and to TR and TT as T ,
explicitly distinguishing between them when necessary.
We use the notion of the equivalent FIM (EFIM) [11], to focus on the available information
on the position and orientation parameters. The EFIM can have much lower dimensions than
Jφ˜, but still fully describes the available information on the parameters of interest. Splitting
T as T =
[
T Tpo T
T
np
]T
, with Tpo consisting of the first three rows of T corresponding to the
position and orientation parameters and Tnp the rest, the EFIM for the position and orientation
parameters is
Jpo = TpoJφT
T
po − TpoJφT Tnp
(
TnpJφT
T
np
)−1
TnpJφT
T
po. (17)
The measure we use for characterizing the achievable position estimation accuracy is the position
error bound (PEB) defined as [16] PEB =
√[
J−1po
]
1,1
+
[
J−1po
]
2,2
.
B. Dynamic Scenario
In the dynamic scenario the channel parameter vector φ changes from (10) to
φ = [τs, θ˜T,0, θ˜R,0, v0, h0,<, h0,=,∆τ1, θ˜T,1, θ˜R,1, v1, h1,<, h1,=, . . . ,
∆τL−1, θ˜T,L−1, θ˜R,L−1, vL−1, hL−1,<, hL−1,=]T ∈ R6L. (18)
11
When the receiver moves with unknown position, orientation and velocity, the position parameter
vector is defined as
φ˜R = [p
T
R,0, αR,v, τs, h0,<, h0,=,p
T
s,1, h1,<, h1,=, . . . ,p
T
s,L−1, hL−1,<, hL−1,=]
T ∈ R4(L+1). (19)
The position parameter vector when the transmitter’s position, orientation and velocity are
unknown can be defined accordingly. We are interested in the EFIM Jpov of the position,
orientation and velocity parameters:
Jpov = TpovJφT
T
pov − TpovJφT Tnp
(
TnpJφT
T
np
)−1
TnpJφT
T
pov, (20)
where we have split T ∈ R4(L+1)×6L as T = [Tpov, Tnp], with Tpov consisting of the first 5 rows
of T .
IV. ASYMPTOTIC ANALYSIS AND GEOMETRIC INTERPRETATION OF FISHER INFORMATION
The expressions for the FIMs and their entries provided in the last subsection and in Ap-
pendix B, although useful for numerical evaluation of the achievable accuracy, do not provide
much intuition about the positioning information that is available in the considered single-
anchor MIMO-OFDM setup. Our aim is to obtain a geometric interpretation of the Fisher
information, as in [13], [18]. Following [17]–[19], we will consider asymptotic expressions
for the position and orientation EFIM for large bandwidth5 and large number of transmit and
receive antennas (Fs, NT, NR → ∞). We will consider arrays whose aperture grows with in-
creasing number of elements, as for arrays with a fixed aperture the asymptotic orthogonal-
ity/favorable propagation condition [31], [32] may not be satisfied [33]. In addition to the
standard favorable propagation condition limNT→∞ a
H
T,p
(
θ˜T,l
)
aT,p
(
θ˜T,l′
)
/NT = 0, we also as-
sume limNT→∞
∂
∂θ˜T,l
aHT,p
(
θ˜T,l
)
aT,p
(
θ˜T,l′
)
/N2T = 0, limNT→∞
1
N3T
∥∥∥ ∂
∂θ˜T,l
aT,p
(
θ˜T,l
)∥∥∥2
2
> 0. Similar
assumptions are made for the Rx array. We can verify that these conditions hold for uniform
linear arrays (ULAs) and uniform circular arrays (UCAs). In order to focus on the characteristics
of the channel and obtain geometrically intuitive expressions for the Fisher information, we also
use the following simplifying assumptions:
1) As usual in practical implementations, g˜(t) has a flat frequency response over the occupied
subcarriers.
5In an OFDM system with a given number of subcarriers and a given set of occupied subcarriers, the occupied bandwidth
increases linearly with the sampling rate. Hence, equivalently to writing that the bandwidth goes to infinity we write Fs →∞
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2) P = INT and W = INR , i.e. the whole transmit and receive spaces (CNT and CNR) can be
sensed.
3) The entries of the reference signal xb[p] are assumed to be independent and identically dis-
tributed (i.i.d) random variables with E
[
xb[p]x
H
b [p]
]
= γpPT/NTINT and E
[
xb[p]x
H
b [q]
]
=
0, p 6= q. Hence, in this section we compute the entries of the FIMs, taking the expectation
over the reference signal, as in [18]:
[Jφ]i,j =
1
σ2η,R
NB∑
b=1
∑
p∈Pb
<
{
E
[
∂mHb [p]
∂φi
∂mb[p]
∂φj
]}
. (21)
To make the following expressions more compact we set dT,R = ‖pR − pT‖2, dT,s,l = ‖ps,l − pT‖2
and dR,s,l = ‖pR − ps,l‖2. As before, we distinguish between the static and dynamic scenario.
A. Static Scenario
Before presenting the main results we define a few useful quantities.
Definition 1: The effective baseband bandwidth β of the signal is defined as
β =
√∑
p∈P
γpω2p −
(∑
p∈P
γpωp
)2
. (22)
Definition 2: The effective angular carrier frequency ω¯c of the signal is defined as
ω¯c =
√∑
p∈P
γp (ωc + ωp)
2. (23)
The quantities defined above are the multi-carrier counterparts of the effective baseband band-
width and the effective carrier frequency defined in [13] for single-carrier systems.
Definition 3: The squared array aperture function (SAAF) of the Tx array is defined as [13]
ST
(
θ˜T,l
)
=
1
NT
NT∑
j=1
(
dT,ju
T
⊥ (ψT,j)u
(
θ˜T,l
))2
, (24)
where u⊥ (ψ) = u (ψ − pi/2), with the array’s centroid chosen as the its reference point in our
case. The SAAF of the Rx array is defined accordingly. The Tx (Rx) SAAF fully describes the
effect of the Tx (Rx) array structure on the AOD (AOA) information.
Theorem 1: Setting δR = NRNBPT/σ2η,R, the EFIM for the position pR and orientation αR
of the receiver when the position and orientation of the transmitter are known and the time of
transmission is unknown can asymptotically be expressed as
Jpo → δR
(
JLOS +
L−1∑
l=1
JNLOS,l − Jτs
)
, (25)
13
where the information from the LOS path is described by
JLOS = |h0|2 ω¯
2
c
c2d2T,R
(
ST
(
θ˜T,0
)
zθT,0z
T
θT,0
+ SR
(
θ˜R,0
)
zθR,0z
T
θR,0
)
, (26)
with zθT,0 =
[
uT⊥ (θR,0) 0
]T
∈ R3 and zθR,0 =
[
uT⊥ (θR,0) −dT,R
]T
∈ R3, the information from
the l-th NLOS path neglecting its coupling with the other paths is described by
JNLOS,l = |hl|2 flzlzTl , (27)
with
fl =
1
c2(1+cos(∆θl))
2
ω¯2c
(
d2T,s,l
ST(θ˜T,l)
+
d2R,s,l
SR(θ˜R,l)
)
+ sin
2(∆θl)c2
β2
,
zl =
[
uT⊥ (θT,l) + u
T
⊥ (θR,l) − (1 + cos (∆θl)) dR,s,l
]T
+ sin (∆θl)
[
uT (θR,0) 0
]T
∈ R3,
and the information loss due to coupling among the NLOS paths, induced by the synchronization
to the arrival of the LOS path and the unknown time of transmission, is described by
Jτs =
1
Kτs
zτsz
T
τs , (28)
where zτs =
∑L
l=1 |hl|2 sin
(
∆θl
)
flzl, with Kτs = |h0|2 β
2
c2
+
∑L−1
l′=1 |hl′|2 sin2
(
∆θl′
)
fl′ .
Proof: See Appendix C.
Some interesting remarks are to be made based on the theorem above. Similar to [18], we find
that the EFIM of each of the single-bounce NLOS paths is rank-1, but, due to the lack of KTT, the
direction of the information is different compared to the one reported in [18]. Leaving aside the
effect of the unknown time of transmission, which is accounted for by the 2nd term of zl, we can
see that the direction of the position information offered by a single-bounce path is determined
solely by the geometry and is independent of the system parameters. More spceifically, this
direction is given by the sum of the 2-D unit vectors pointing to the directions orthogonal to its
AOD and AOA.
Similar results can be obtained when the orientation of the transmitter is unknown:
Theorem 2: The EFIM for the position and the orientation of the transmitter when the position
and orientation of the receiver are known and the time of transmission is unknown can be
asymptotically expressed as in (25), (26), (27) and (28), with zθT,0 =
[
uT⊥ (θT,0) −dT,R
]T
, zθR,0 =[
uT⊥ (θT,0) 0
]T
, and zl =
[
uT⊥ (θT,l) +u
T
⊥ (θR,l)− sin (∆θl)uT (θT,0) − (1 + cos (∆θl)) dT,s,l
]T
.
Proof: Similar to the proof of Theorem 1.
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By observing that u⊥ (θT,0) = −u⊥ (θR,0) we see that only the entries of the EFIMs involving
the orientation are different; when the orientation of both the transmitter and the receiver is
known then the position EFIM is identical in the two cases. It is the uncertainty about the
orientation that makes the accuracy of transmitter and receiver positioning different in general.
This matches the intuition that in the single-anchor setup the relative position of the nodes is
actually estimated and then the known transmitter (receiver) position is added to it to obtain
the uknown receiver (transmitter) position. Hence, the only essential difference is that in one
case we have to estimate the receiver’s orientation, whereas in the other case the transmitter’s
orientation is to be estimated.
B. Dynamic Scenario
Apart from the assumption made for the static scenario, we additionally assume that ωc 
ωp, p ∈ P , namely that the system under consideration is narrowband, in order to keep the
expressions relatively simple and gain insight on the effect of the movement of the receiver or
the transmitter. Again, before presenting the results, we define a couple of useful quantities.
Definition 4: The effective baseband bandwidth of the signal arriving from the l-th path is
defined as
βl =
√∑
q∈P ξl,qγqω
2
q
ξl
−
(∑
q∈P ξl,qγqωp
ξl
)2
, (29)
where ξl,q =
∑
p∈P |Q (Φp,q,l)|2 and ξl =
∑
q∈P γqξl,q describes the intensity effect of the Doppler
shift for the l-th path on the q-th subcarrier, with Φp,q,l = (ωp − ωq − vlωc/c)Ts/2. Similar to
what is reported in [13] for single-carrier systems, the intensity effect is very small and for many
practical scenarios can be neglected, i.e. ξl,q ≈ 1, l, q. Then, (29) falls back to (22) ∀l.
Definition 5: The root mean square (rms) duration of the reference signal arriving from the
l-th path is
trms,l = Ts
√
M2 (N2B − 1)
12
+ n2B,rms,l, (30)
where
n2B,rms,l =
∑
q∈P γq
∑
p∈P |Q (Φp,q,l)|2 (cot (Φp,q,l)−N cot (NΦp,q,l))2 /4
ξl
−
(∑
q∈P γq
∑
p∈P |Q (Φp,q,l)|2 (cot (Φp,q,l)−N cot (NΦp,q,l)) /2
ξl
)2
. (31)
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It can be shown that for practical scenarios with ‖v‖2/c 1
n2B,rms,l ≈ n2B,rms =
∑
q∈P
γq
∑
p∈P
p 6=q
sin−2
( pi
N
(p− q)
)
. (32)
We now present the main result for the dynamic scenario:
Theorem 3: The EFIM for the position pR, orientation αR and velocity v of the receiver when
the orientation of the transmitter is known and the time of transmission is unknown can be
asymptotically expressed as
Jpov → δR,T
(
JLOS +
L−1∑
l=1
JNLOS,l − Jτs
)
, (33)
where the information from the LOS path is described by
JLOS = |h0|2 ξ0 ω
2
c
c2d2T,R
(
ST
(
θ˜T,0
)
zθT,0z
T
θT,0
+ SR
(
θ˜R,0
)
zθR,0z
T
θR,0
+ ρ20t
2
rms,0zv0z
T
v0
)
, (34)
where
zθT,0 =
[
uT⊥ (θR,0) 0 0 0
]T
∈ R5,
zθR,0 =
[
uT⊥ (θR,0) −dT,R 0 0
]T
∈ R5,
zv0 =
[
−uT⊥ (θR,0) 0 dT,Rρ0 uT (θR,0)
]T
∈ R5,
with ρl = vTl u⊥ (θR,l) , l = 0, . . . , L − 1, the information from the l-th NLOS path neglecting
its coupling with the other paths is described by
JNLOS,l = |hl|2 ξl
(
f∆τ,θ,lz∆τ,θ,lz
T
∆τ,θ,l + f∆τ,v,lz∆τ,v,lz
T
∆τ,v,l + fθ,v,lzθ,v,lz
T
θ,v,l
)
, (35)
with
f∆τ,θ,l =
i∆τliθR,liθT,l
χl
, f∆τ,v,l =
i∆τlivliθT,l
χl
,
fθ,v,l =
iθR,livl
χl
(
i∆τl (1 + cos (∆θl))
2 + iθT,l sin
2 (∆θl)
)
,
χl = (1 + cos (∆θl))
2 i∆τl
(
iθT,l + iθR,l + ivl
)
+ sin2 (∆θl) iθT,l
(
iθR,l + ivl
)
,
i∆τl =
β2l
c2
, iθT,l =
ω2cST
(
θ˜T,l
)
c2d2T,s,l
, iθR,l =
ω2cSR
(
θ˜R,l
)
c2d2R,s,l
, ivl =
ω2cρ
2
l t
2
rms,l
c2d2R,s,l
,
z∆τ,θ,l =
[
uT⊥ (θT,l) + u
T
⊥ (θR,l) + sin (∆θl)u
T (θR,0) − (1 + cos (∆θl)) dR,s,l 0 0
]T
∈ R5,
z∆τ,v,l =
[
uT⊥ (θT,l) + u
T
⊥ (θR,l) + sin (∆θl)u
T (θR,0) 0 − (1 + cos (∆θl)) dR,s,lρl uT (θR,l)
]T
∈ R5,
zθ,v,l =
[
0 0 −dR,s,l dR,s,lρl uT (θR,l)
]T
∈ R5,
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and the information loss due to coupling, induced by the synchronization to the arrival of the
LOS path and the unknown time of transmission, is described by
Jτs =
1
Kτs
zτsz
T
τs , (36)
where
zτs =
L∑
l=1
|hl|2 sin
(
∆θl
)
ξl (f∆τ,θ,lz∆τ,θ,l + f∆τ,v,lz∆τ,v,l) ,
Kτs = |h0|2 ξ0
β20
c2
+
L−1∑
l′=1
|hl′|2 ξl′ sin2
(
∆θl′
)
(f∆τ,θ,l + f∆τ,v,l) .
Proof: Similar to the proof of Theorem 1.
Some remarks on the theorem above should be made. First, as in the single-carrier case [13],
the Doppler shift has a (negligible) effect on the intensity of the Fisher information, accounted
for by ξl, l = 0, . . . , L − 1. The Doppler shift of the LOS path offers position information
in the direction orthogonal to its AOA, that is angle information. The intuition behind this is
that, as an antenna array provides angle information by sampling the space at different locations
simultaneously, the movement of the receiver also provides angle information by allowing every
single antenna element to sample the space at different locations over time. The intensity of the
position information is proportional to ρ20t
2
rms,0. As explained in [13], ρ0trms,0 can be interpreted
as the synthetic array aperture generated by the movement of the receiver for the LOS path.
For the l-th single-bounce NLOS path the synthetic array aperture is ρltrms,l. From rank-1
Fisher information in R3 in the static scenario, the single-bounce NLOS paths now offer rank-
3 information in R5, composed by the three rank-1 matrices determined by z∆τ,θ,l, z∆τ,v,l and
zθ,v,l. Only the first two matrices offer position information, in the same direction as in the static
scenario. More specifically the first matrix offers position and orientation information and the
second matrix position and velocity information. The third rank-1 matrix contains information
only about the orientation and the velocity of the receiver. At least one NLOS path, in addition
to the LOS path, is required for full rank Jpov. Similar results, which are omitted for brevity,
can be obtained in the case with a moving transmitter with unknown orientation and a static
receiver.
V. DOWNLINK VS UPLINK POSITIONING
Assume the DL of a communication system, where the base station (BS) with known ori-
entation is the transmitter and the user equipment (UE), whose orientation is assumed to be
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TABLE I
MAPPING OF THEOREM 1 AND 2 TO DL AND UL POSITIONING.
BS: Known position and orientation UE: Unknown position and orientation
DL Tx −−−−−−−→ Rx Theorem 1
UL Rx ←−−−−−−− Tx Theorem 2
unknown, is the receiver. Using (25) or (33) and replacing the subscript ’T’ with ’BS’ and the
subscript ’R’ with ’UE’, we get the following expression for the DL position and orientation
EFIM
Jpo,DL → δUE,BS
(
JLOS +
L−1∑
l=1
JNLOS,l − Jτs
)
, (37)
where JLOS,JNLOS,l and Jτs are obtained from (26)-(28) in the static or (34)-(36) in the dynamic
scenario by replacing the subscripts ’T’ and ’R’ as described above.
In the UL of a communication system the base station (BS) is the receiver and the user equip-
ment (UE) is the transmitter. Using the expressions for the position and transmitter orientation
EFIM and replacing the subscript ’R’ with ’BS’ and the subscript ’T’ with ’UE’, we get the
following expression for the UL positioning EFIM
Jpo,UL → δBS,UE
δUE,BS
Jpo,DL =
σ2η,UE
σ2η,BS
NBSPUE
NUEPBS
Jpo,DL. (38)
Table I depicts how Theorems 1 and 2 are mapped to the DL and UL scenarios.
From (38) we see that DL and UL positioning have in general different accuracy, owing to
different receive SNR. Under the same receive SNR, there is DL and UL positioning duality.
Compared to the DL, in the UL we can benefit from the higher number of antennas of the BS
and the typically better noise figures, but on the other hand we typically have a much lower
power budget at the UE. Furthermore, in our expressions we can see that the arrays’ orientation
influences the CRLB only through the SAAFs and affects the DL and the UL in the same way.
VI. POSITIONING WITH KNOWLEDGE OF THE TIME OF TRANSMISSION
In this section we show how the KTT changes the Fisher information for position and
orientation estimation. We focus here on static scenario and the case where pR and αR are
unknown. The analysis for the dynamic scenario or the case where pT and αT are unknown is
very similar and we omit it for brevity.
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Let us assume that the receiver has (imperfect) KTT, namely it works under the premise that
the signal was transmitted at nTxTs + τoff + clk, where clk is the clock synchronization error,
which we assume to be a zero-mean Gaussian distributed random variable with variance σ2clk.
Then the receiver can compute
wˆb[p] = wb[p]e
− jωp((ns−NCP+nTx)Ts+τoff+clk)
= g[p]e− jωpclkWAR[p]Cˆ[p]ATT [p]xb[p] +Wηb[p], (39)
where C[p] ∈ CL×L is now a diagonal matrix whose (l + 1)-th diagonal entry is given by
[C[p]]l+1,l+1 = hle
− jωpτl , l = 0, . . . , L− 1. In this case we compute the Bayesian CRLB, that is
we average the CRLB for a given realization of clk over its distribution. With similar steps to
the sections above we can show that the position and orientation EFIM is
J (KTT)po = δR,T
(
J
(KTT)
LOS +
L−1∑
l=1
J
(KTT)
NLOS,l − z(KTT)
(
z(KTT)
)T
/K(KTT)
)
, (40)
where
J
(KTT)
LOS = |h0|2
β2
c2
zτ0z
T
τ0
+ |h0|2 ω¯
2
c
c2d2T,R
(
ST
(
θ˜T,0
)
zθT,0z
T
θT,0
+ SR
(
θ˜R,0
)
zθR,0z
T
θR,0
)
,
J
(KTT)
NLOS,l = |hl|2 flz(KTT)l
(
z
(KTT)
l
)T
,
zτ0 =
[
−uT (θR,0) 0
]T
,
z
(KTT)
l =
[
uT⊥ (θT,l) + u
T
⊥ (θR,l) − (1 + cos (∆θl)) dR,s,l
]T
,
z(KTT) = |h0|2 β2/c2zτ0 +
L−1∑
l=1
|hl|2 sin
(
∆θl
)
flz
(PK)
l ,
K(KTT) = 1/
(
δR,Tσ
2
clk
)
+ |h0|2 β
2
c2
+
L−1∑
l′=1
|hl′|2 sin2
(
∆θl′
)
fl′ .
We note that σ2clk → 0 implies perfect KTT/clock synchronization and in this case (40) is in
agreement with [18], but we can now clearly see that the direction of the information from the
NLOS path depends only on the geometry, i.e. the positions of the transmitter, receiver and
scatterer. For σ2clk →∞ (40) converges to (25).
VII. NUMERICAL RESULTS
In this section we numerically evaluate the expressions derived above. For the channel model,
we follow [18]: the magnitude of the coefficient of the LOS path is |h0| = λc/(4pidT,R),
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the magnitude of the NLOS paths, which are assumed to come from reflections, is |hl| =
Γreflλc/(4pi(dT,s,l +dR,s,l)), with the reflection coeficient Γrefl = 0.1 and the phase of all the paths
is uniformly distributed.
A. Accuracy of the asymptotic expressions
In Fig. 3 we evaluate the accuracy of the asymptotic expressions derived in Sec. IV for the FIM
and, consequently, for the position and orientation CRLB, comparing them with the exact expres-
sions from Sec. III. Referring to the exact PEB as PEBex and to the asymptotic PEB as PEBas,
we define the relative error εas of the asymptotic expressions as εas = (PEBas − PEBex) /PEBex.
We consider a setup where the transmitter and the receiver are equipped with UCAs with λc/2-
spaced elements, where λc = c/fc with fc = 38 GHz. The orientation of the arrays is irrelevant as
the SAAF of a UCA independent of the angle. The transmitter’s reference point is located at the
origin, i.e. pT = [0, 0]T and the receiver and two reflectors are randomly placed in a circle of 50 m
radius with the following two restrictions: i) the receiver is in the far field of the transmitter and
the reflectors are in the far field of the transmitter and the receiver, i.e. dT,R, {dT,s,l, dR,s,l}L−1l=1 > df,
where df = 2D2/λ is the Fraunhofer distance, with D being the largest dimension of the array;
ii) the angular separation of the resulting propagation paths both at the transmitter and the
receiver is at least 3°. The sampling frequency is set to Fs = 245.76 MHz and the DFT size
is N = 1024, resulting in a subcarrier spacing of 240 kHz. The set of loaded subcarriers is
P = {−297,−291, . . . , 291, 297} and γp = 1/|P|, ∀p ∈ P , with |P| = 100. The power per
subcarrier is 0 dBm, thus PT = 20 dBm. The noise spectral density is N0 = −170 dBm. We
plot εas as a function of the number of NT and NR, averaging over 5000 random geometry
realizations. In order to satisfy the far field assumption and simultaneously keep the geometry
fixed with varying number of antennas, we require that dT,R, {dT,s,l, dR,s,l}L−1l=1 > 0.41 m, which
is the Fraunhofer distance for a UCA with 32 elements. We can see that, for both minumum
angular separations, the asymptotic expressions are a good approximation of the exact bounds,
even for a moderate number of antennas. Also, the smaller the minimum angular separation is,
the more antennas are required for the asymptotic bounds to approach the exact bounds.
B. The importance of the knowledge of the time of transmission
We now compare systems with or without KTT. We set NT = NR = 32 and keep the other
system parameters fixed. We also fix the position of the transmitter at pT = [0 m, 0 m]T, the
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Fig. 3. Relative error of the asymptotic SPEB as a function of the number of transmit and receive antennas for different
minimum angular separations.
position of the reflectors at ps,1 = [10 m, 0 m]T and ps,1 = [−8 m, 12 m]T and move the
receiver in a 60 m × 60 m area with the transmitter at its center, i.e. −30 m ≤ pR,x ≤ 30 m,
−30 m ≤ pR,y ≤ 30 m. In Fig. 4 we plot the asymptotic PEB for a receiver with perfect KTT
(Fig. 4(a)), with imperfect KTT, namely with σclk = 0.5Ts ≈ 2 ns (Fig. 4(b)), and without KTT
(Fig. 4(c)). Sub-meter positioning accuracy is attainable for all considered receiver locations,
when perfect KTT or imperfect KTT with σclk = 0.5Ts is available. However, when no KTT
is available, there is significant accuracy degradation, because the positioning information from
the LOS is no longer sufficient and information from the much weaker NLOS paths is required
to compute the position. We observe that with imperfect KTT the PEB depends on the distance
from the transmitter and the reflectors, whereas with perfect KTT it depends mainly on the
distance from the transmitter. Also, we can see that clock synchronization errors with standard
deviation as small as 2 ns can severely degrade the achievable positioning accuracy, compared
to the case with perfect KTT.
C. The effect of Doppler shifts
To observe the effect of the Doppler shifts on the achievable positioning accuracy, we consider
the setup used in the preceding numerical evaluations, but the receiver is now moving with
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(a) Perfect KTT.
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(b) Imperfect KTT: σclk = 0.5Ts ≈ 2 ns.
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(c) No KTT.
Fig. 4. PEB for receiver localization with pT = [0m, 0m]T,ps,1 = [10m, 0m]T and ps,2 = [−8m, 12m]T under different
levels of KTT. The position of the transmitter is shown with a square and the position of the reflectors with a circle.
velocity v = u(pi/4)150 km h−1. Instead of 1 OFDM block, we now transmit NB = 32 OFDM
blocks, with a CP duration of 72Ts, such that the synthetic array aperture is comparable to the
physical aperture of the antenna arrays. We keep the total transmit power the same as in the
static scenario, i.e. NBPT = 20 dBm, so as to observe the effect of the receiver’s movement
for the same estimation SNR. We can see in Fig. 5 that, compared to the static case, the PEB
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Fig. 5. PEB for receiver localization with pT = [0m, 0m]T,ps,1 = [10m, 0m]T and ps,2 = [−8m, 12m]T, receiver velocity
v = u(pi/4)150 kmh−1, σclk = 0.5Ts ≈ 2 ns. The position of the transmitter is shown with a square and the position of the
reflectors with a circle.
is improved (i.e. lower), especially for larger Tx-Rx distances, due to the angular information
provided by the Doppler.
D. Downlink and Uplink Comparison
In our asymptotic analysis, where the transmitter and receiver can probe their entire transmit
and receive spaces, we have found that downlink and uplink positioning are equivalent up to a
scalar, which is equal to the ratio of the DL and UL SNR, and that the arrays’ orientation affects
the DL and UL in the same way. We now compare the DL and UL when only a part of the
transmit and receive space can be excited, through a fixed set of beams. In a practical mm-Wave
communication system this might be enforced by hardware constraints, e.g. when the number of
RF chains is smaller than the number of antennas. We consider a static scenario and place the
receiver in a square sector (90°), with edge length 20 m and the transmitter at one of its corners, as
shown in Fig. 6(a). We consider LOS-only propagation and perfect KTT. The BS and the UE are
equipped with ULAs. We set NBS = 32 and MBS = 23, which is equal to MT in the DL and MR
in the UL. Similarly, we set NUE = 16 and MUE = 13, which is equal to MR in the DL and MT in
the UL. The transmit (DL) and receive (UL) beams of the BS are chosen as the appropriate subset
of the NBS-sized DFT beams [34], to cover all possible UE locations in the given sector. Thus,
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Fig. 6. DL and UL positioning comparison with precoding and receive combining.
[
P (DL)
]
:,j
= [1, e
− j 2pi
NBS
(j−(MBS−1)/2), . . . , e− j
2pi
NBS
(NBS−1)(j−(MBS−1)/2)]T =
([
W (UL)
]
j,:
)T
, j =
0, . . . ,MBS− 1. Similarly, the transmit (UL) and receive (DL) beams of the UE are
[
P (UL)
]
:,i
=
[1, e
− j 2pi
NUE
(i−(MUE−1)/2), . . . , e− j
2pi
NUE
(NUE−1)(i−(MUE−1)/2)]T =
([
W (DL)
]
i,:
)T
, i = 0, . . . ,MUE − 1.
In both cases the available transmit power is uniformly allocated to the beams and the subcarriers,
i.e.
∑NB−1
b=0 sb[p]s
H
b [p] = NBPT/(NT|P|). The described setup is depicted in Fig. 6(a). Motivated
by our findings about the relation between DL and UL positioning in Sec. V, but with MBS
and MUE playing the role of NBS and NUE, we set σ2η,UE = 2σ
2
η,BS and PUE = PBS
σ2η,BS
σ2η,UE
MUE
MBS
,
with NBPBS = 20 dBm and the noise spectral density of the BS N0,BS = −170 dBm Hz−1.
In Fig. 6(b), using the expressions for the exact CRLB from Sec. III, we plot the cumulative
distribution function (cdf) for the PEB in the DL and UL for UE orientation 180° and 210°.
We can observe that, for a given UE orientation, DL and UL positioning are equivalent under
the same receive SNR, as in the case without precoding/receive combining. In general, the link
with the highest receive SNR will provide the best performance, which is equal to the ratio
of PBSMUE/σ2η,UE and PUEMBS/σ
2
η,BS. The same result is also obtained when the BS and the
UE use any set of orthogonal beams for transmission/reception. In addition, in contrast to [17],
constraining the UE (and the BS) to transmit (UL) and receive (DL) through the same set of
beams, we find that the orientation not only affects the UL, but also the DL positioning accuracy,
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and in fact, it affects them in the same way. In the DL, due to the 210° UE orientation, for
some UE locations the AOA of the LOS path is outside the range covered by the UE receive
beams. Similarly, in the DL, for some UE locations the AOD of the LOS path is outside the
range covered by the UE transmit beams.
VIII. CONCLUSION
We derived the exact and asymptotic expressions for the position, orientation and velocity
error bounds for transmitter and receiver localization, in static and dynamic scenarios. We
numerically verified a good convergence of the asymptotic to the exact bounds even for a
moderate number of transmit and receive antennas. In addition, we analytically studied the
impact of the quality of KTT on the derived bounds. By evaluating the bounds for different
levels of KTT, we concluded that even small synchronization errors can significantly degrade
the achievable positioning accuracy. Also, we provided numerical examples showing that mobility
can in fact be exploited to improve the PEB. Furthermore, we used the bounds for transmitter
and receiver localization to obtain an analytic relation between DL and UL positioning, showing
that they differ only by a scalar. Finally, we numerically verified that a similar relation holds
between UL and DL positioning even with fixed beamformers.
APPENDIX A
DERIVATIVES OF mb[p] W.R.T. THE PARAMETERS IN THE CHANNEL PARAMETER VECTOR
In the following, we compute the partial derivatives of the mb[p] w.r.t. the parameters in
the channel parameter vector, which are used for the computation of the FIM of the channel
parameter vector. We provide the required derivatives for the dynamic scenario; the required
derivatives for the static scenario can be obtained from them by setting v = 0 (or equivalently
vl = 0, ∀l), bearing in mind that limvl→0Q
(
Φ˜0,0,l
)
= 1 and limvl→0Q
(
Φ˜p,q,l
)
= 0, p 6= q,
where Φ˜p,q,l = (ωp − ωq − (ωc + ωq) vl/c)Ts/2. Setting Ψ˜q,l,b = ωq (∆τl + τs) − ωc+ωqc vlbMTs,
we compute the required derivatives as
∂mb[p]
∂τs
= − j
∑
q∈P
ωqg[q]
L−1∑
l=0
hle
− j Ψ˜q,l,bQ
(
Φ˜p,q,l
)
WaR,q
(
θ˜R,l
)
aTT,q
(
θ˜T,l
)
xb [q] , (41)
∂mb[p]
∂∆τl
= − j
∑
q∈P
ωqg[q]hle
− j Ψ˜q,l,bQ
(
Φ˜p,q,l
)
WaR,q
(
θ˜R,l
)
aTT,q
(
θ˜T,l
)
xb [q] , (42)
∂mb[p]
∂θT,l
=
∑
q∈P
g[q]hle
− j Ψ˜q,l,bQ
(
Φ˜p,q,l
)
WaR,q
(
θ˜R,l
)
aTT,q
(
θ˜T,l
)
DT,q
(
θ˜T,l
)
xb [q] , (43)
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∂mb[p]
∂θR,l
=
∑
q∈P
g[q]hle
− j Ψ˜q,l,bQ
(
Φ˜p,q,l
)
WDR,q
(
θ˜R,l
)
aR,q
(
θ˜R,l
)
aTT,q
(
θ˜T,l
)
xb [q] , (44)
∂mb[p]
∂vl
=
∑
q∈P
g[q]hle
− j Ψ˜q,l,bQ
(
Φ˜p,q,l
)
Vb,p,q,lWaR,q
(
θ˜R,l
)
aTT,q
(
θ˜T,l
)
xb [q] (45)
∂mb[p]
∂hl,<
=
∑
q∈P
g[q]e− j Ψ˜q,l,bQ
(
Φ˜p,q,l
)
WaR,q
(
θ˜R,l
)
aTT,q
(
θ˜T,l
)
xb [q] , (46)
∂mb[p]
∂hl,=
= j
∂mb[p]
∂hl,<
(47)
where DT,q
(
θ˜T,l
)
is a diagonal matrix with
[
DT,q
(
θ˜T,l
)]
j,j
= − j ωc+ωq
c
dT,ju
T
⊥
(
θ˜T,l
)
u(ψT,j).
Vb,p,q,l =
(
cot
(
Φ˜p,q,l
)
−N cot
(
NΦ˜p,q,l
))
Ts/2 + j (bM + (N − 1) /2)Ts. (48)
APPENDIX B
ENTRIES OF FISHER INFORMATION TRANSFORMATION MATRICES
Here we list the derivatives of the parameters of the channel parameter vector φ w.r.t. the
parameters of the position parameter vector φ˜, which constitute the entries of the transformation
matrices TR and TT. The entries of TT (TR) corresponding to identical parameters in φ and φ˜T
(φ˜R) are equal to 1, e.g. ∂τs/∂τs = 1. Setting dT,R = ‖pR − pT‖2, dT,s,l = ‖ps,l − pT‖2 and
dR,s,l = ‖pR − ps,l‖2 the rest non-zero entries are computed as follows:
∂∆τl
∂pR
=
u (θR,0)− u (θR,l)
c
, (49)
∂θ˜T,l
∂pR
=

u⊥(θR,l)
dT,R
, l = 0,
0, l 6= 0,
(50)
∂θ˜R,l
∂pR
= u⊥ (θR,l)

1
dT,R
, l = 0,
1
dR,s,l
, l 6= 0,
(51)
∂θ˜R,l
∂αR
= −1, (52)
∂∆τl
∂pT
=
u (θT,0)− u (θT,l)
c
, (53)
∂θ˜T,l
∂pT
= u⊥ (θT,l)

1
dT,R
, l = 0,
1
dT,s,l
, l 6= 0,
(54)
∂θ˜R,l
∂pT
=

u⊥(θT,l)
dT,R
, l = 0,
0, l 6= 0,
(55)
∂θ˜T,l
∂αT
= −1, (56)
∂∆τl
∂ps,l
=
u (θT,l) + u (θR,l)
c
, (57)
∂θ˜T,l
∂ps,l
= −u⊥ (θT,l)
dT,s,l
, (58)
∂θ˜R,l
∂ps,l
= −u⊥ (θR,l)
dR,s,l
. (59)
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With a mobile receiver
∂vl
∂pR
= −ρlu⊥ (θR,l)

1
dT,R
, l = 0,
1
dR,s,l
, l 6= 0,
(60)
∂vl
∂v
= u (θR,l) , (61)
∂vl
∂ps,l
=
ρl
dR,s,l
u⊥ (θR,l) , (62)
where ρl = vTu⊥ (θR,l). With a mobile transmitter
∂vl
∂pT
= −ρlu⊥ (θT,l)

1
dT,R
, l = 0,
1
dT,s,l
, l 6= 0,
(63)
∂vl
∂v
= u (θT,l) , (64)
∂vl
∂ps,l
=
ρl
dT,s,l
u⊥ (θT,l) , (65)
where ρl = vTu⊥ (θT,l).
APPENDIX C
PROOF OF THEOREM 1
We first have to compute the asymptotic expressions for the entries of the channel parameters
FIM Jφ, making use of the favorable propagation conditions and
aTT,p
(
θ˜T,l
)
DT,p
(
θ˜T,l
)
a∗T,p
(
θ˜T,l
)
= − j ωc + ωp
c
uT⊥
(
θ˜T,l
) NT∑
j=1
dT,ju(ψT,j)
= j
ωc + ωp
c
uT⊥
(
θ˜T,l
)
NT (pT − p¯T ) = 0, (66)
as we have chosen pT to be equal to the centroid of the array p¯T . Similar expressions hold for
the receiver. Also, in order to facilitate readability and understanding, instead of referring to the
entries of Jφ by their position in the matrix (i.e. number of row and column), we refer to them
27
by using as indices the variables they correspond to; for example, instead of [Jφ]1,2 we write
Jτsθ˜T,l . Using the expressions above and the assumptions of Sec. IV, we find that
Jτsτs → δR,T
∑
p∈P
γpω
2
p
L−1∑
l=0
|hl|2 , (67)
J∆τl∆τl = Jτs∆τl → δR,T
∑
p∈P
γpω
2
p |hl|2 , (68)
Jθ˜T,lθ˜T,l → δR,T |hl|
2
( ω¯c
c
)2
ST
(
θ˜T,l
)
, (69)
Jθ˜R,lθ˜R,l → δR,T |hl|
2
( ω¯c
c
)2
SR
(
θ˜R,l
)
, (70)
Jhl,<hl,< = Jhl,=hl,= → δR,T, (71)
where with some abuse of notation the equality sign is used to denote that the asymptotic values
are equal. We also compute Jτshl,< = J∆τlhl,< → δR,Thl,=
∑
p∈P γpωp and Jτshl,= = J∆τlhl,= →
−δR,Thl,<
∑
p∈P γpωp. The rest entries of the FIM are (exactly or asymptotically) zero. We can
see that the information about the channel gains is only coupled with the information about
the time-related parameters τs, {∆τl}L−1l=0 . Using the notion of the EFIM, we can show that in
terms of position and orientation information it is equivalent to consider parameter vectors not
including the channel gains, but include the uncertainty they introduce to the model by replacing
the time-related FIM entries Jτsτs , {J∆τl∆τl , Jτs∆τl}L−1l=0 with J ′τsτs ,
{
J ′∆τl∆τl , J
′
τs∆τl
}L−1
l=0
, where
J ′τsτs → δR,Tβ2
L−1∑
l=0
|hl|2 , (72)
J ′∆τl∆τl = J
′
τs∆τl
→ δR,Tβ2 |hl|2 . (73)
The only term requiring further attention is Jθ˜T,lθ˜R,l′ for l 6= l′, as for l = l′ it is Jθ˜T,lθ˜R,l = 0
due to (66). Using the favorable propagation conditions and the asymptotic expressions derived
above we can find that as Fs, NT, NR → ∞, these entries become negligible compared to the
other non-zero entries of Jφ. Thus, they can be ignored in the following computation of the
asymptotic position and orientation EFIM. In the following, in order to make the expressions
more compact, when the same variable is used in both indices we write it only once; e.g. we
write Jτs instead of Jτsτs . We then compute
TpoJφT
T
po =
Jθ˜T,0
d2T,R
zθT,0z
T
θT,0
+
Jθ˜R,0
d2T,R
zθR,0z
T
θR,0
+
L−1∑
l=1
(
J ′∆τl
c2
zl,tz
T
l,t +
Jθ˜R,l
d2R,s,l
zl,az
T
l,a
)
(74)
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where zl,t =
[
uT (θR,0)− uT (θR,l) 0
]T
and zl,a =
[
uT⊥ (θR,l) −dR,s,l
]T
. We also write
TnpJφT
T
np =
J ′τs bT
b C
 , (75)
where b =
[
J ′∆τ1 (u (θT,1) + u (θR,1))
T /c, . . . , J ′∆τL−1 (u (θT,L−1) + u (θR,L−1))
T /c
]T
and C is
a block diagonal matrix with the following 2× 2 matrices at its diagonal:
Js,l =
J ′∆τl
c2
(u (θT,l) + u (θR,l)) (u (θT,l) + u (θR,l))
T +
Jθ˜T,l
d2T,s,l
u⊥ (θT,l)uT⊥ (θT,l)
+
Jθ˜R,l
d2R,s,l
u⊥ (θR,l)uT⊥ (θR,l) . (76)
In order to compute
(
TnpJφT
T
np
)−1 using block matrix inversion, we still need to compute C−1,
which in turn, using block diagonal matrix inversion, requires the computation of J−1s,l . We
compute J−1s,l as [12, Lemma 1]
J−1s,l =
1
|Js,l|
[
J ′∆τl
c2
(u⊥ (θT,l) + u⊥ (θR,l)) (u⊥ (θT,l) + u⊥ (θR,l))
T
+
Jθ˜T,l
d2T,s,l
u (θT,l)u
T (θT,l) +
Jθ˜R,l
d2R,s,l
u (θR,l)u
T (θR,l)
]
, (77)
with
|Js,l| =
J ′∆τl
c2
(1 + cos (∆θl))
2
(
Jθ˜T,l
d2T,s,l
+
Jθ˜R,l
d2R,s,l
)
+
Jθ˜T,lJθ˜R,l
d2T,s,ld
2
R,s,l
sin2 (∆θl) . (78)
Therefore, using these, uT (θT,l)u (θR,l) = cos (∆θl) and uT (θT,l)u⊥ (θR,l) = sin (∆θl), after
some algebraic manipulations we find that
TpoJφT
T
np
(
TnpJφT
T
np
)−1
TnpJφT
T
po
=
L−1∑
l=1
[(
J ′∆τl
)2
c4
(1 + cos (∆θl))
2
|Js,l|
(
Jθ˜T,l
d2T,s,l
+
Jθ˜R,l
d2R,s,l
)
zl,tz
T
l,t
+
J2
θ˜R,l
d4R,s,l
(
J ′∆τl
c2
(1 + cos (∆θl))
2
|Js,l| +
Jθ˜T,l
d2T,s,l
sin2 (∆θl)
|Js,l|
)
zl,az
T
l,a
+
J ′∆τlJθ˜T,lJθ˜R,l
c2d2T,s,ld
2
R,s,l
(1 + cos (∆θl)) sin (∆θl)
|Js,l|
(
zl,tz
T
l,a + zl,az
T
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+
1
Kˆτs
zˆτs zˆ
T
τs (79)
where
Kˆτs =
J ′τs −
∑L−1
l=1 J
′
∆τl
c2
+
L−1∑
l=1
[
J ′∆τlJθ˜T,lJθ˜R,l
c2d2T,s,ld
2
R,s,l |Js,l|
sin2 (∆θl)
]
zˆτs =
L−1∑
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Combining (74) and (79) we find that the position and orientation EFIM is
Jpo →
Jθ˜T,0
d2T,R
zθT,0z
T
θT,0
+
Jθ˜R,0
d2T,R
zθR,0z
T
θR,0
+
L−1∑
l=1
J ′∆τlJθ˜T,lJθ˜R,l
c2d2T,s,ld
2
R,s,l |Js,l|
zlz
T
l −
1
Kˆτs
zˆτs zˆ
T
τs . (80)
Finally, using (80) and (69)-(73) we obtain the desired result.
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