ABSTRACT Multi-objective optimization is important for many businesses, science, and engineering applications. Existing evolutionary algorithms for multi-objective optimization problems based on single chain encoding still have difficulties in obtaining high-quality results. This paper presents a new DNA genetic algorithm that uses a novel double-strand DNA encoding, a set of new genetic operators, and two new ranking criteria to obtain solutions that closely approximate the Pareto-optimal front. The extensive experiments were performed using a set of comprehensive benchmark bi-objective and tri-objective test problems. The experimental results show that this algorithm outperforms a set of the state-of-the-art evolutionary algorithms on several well-accepted performance metrics.
I. INTRODUCTION
Optimization problems exist in a wide range of scientific research and business and engineering applications [1] . These problems can be classified into two categories, singleobjective optimization problems where a single objective function needs to be optimized and multi-objective optimization problems where multiple and usually conflicting objective functions need to be optimized simultaneously. Generally, multi-objective optimization problems are much more challenging to solve and more realistic than singleobjective optimization problems.
There have been different general approaches to multiobjective optimization problems [2] . One approach is to solve an optimization problem with an aggregate objective function, which can be obtained for example by a weighted-sum of the multiple objective functions. However, it is often difficult to find appropriate weights for the objective functions without extensive domain knowledge [2] . Another approach is to find a set of so called non-dominated solutions [2] , [3] , which may attempt to optimize multiple objective functions simultaneously, perhaps with varying degrees of optimality
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among the objective functions. The challenge is to effectively and efficiently search through the solution space to find Pareto-optimal solutions [3] that provide the best tradeoff among the objective functions.
In the past two decades, many multi-objective evolutionary algorithms (MOEAs) have been proposed [4] - [6] . These algorithms search for the true Pareto-optimal solutions by evolving diversified solutions not dominated by others. For example, NSGA-II [3] , a well-known multi-objective genetic algorithm, uses a crowding distance (CD) ranking criterion to select well diversified solutions not dominated by others to participate in the evolution.
Although they have achieved some promising results, the existing MOEAs are still facing difficulties in getting solutions close to the true Pareto-optimal fronts. One possible barrier is the single chain structure used by these algorithms to represent solutions or individuals as traditionally called in evolutionary algorithms. Although it allows for simple and convenient implementation of evolutionary operations, single chain representation can severely limit the diversity of solutions in the population, due to a limited variety of genetic operations afforded. As a result, the evolution of the population may miss out many good solutions.
Another potential limiting factor of the existing MOEAs is the ranking criteria used to select solutions for evolution. For example, the CD criterion cannot be used on solutions not on the current Pareto-optimal front, which may cause difficulty for the evolution to move the search front towards regions that contain Pareto-optimal solutions.
Several methods have been proposed recently to improve existing MOEAs. Dreżewski et al. proposed an agent-based co-evolutionary algorithm for multi-objective portfolio optimization [7] . This algorithm can easily maintain a high level of population diversity, adapt to the changing conditions of the environment and escape from local optima. Shehadeh and Ahmedy proposed an extended multi-objective optimization algorithm based on a sperm fertilization procedure which operates based on Pareto dominance and a crowding factor [8] . In this algorithm, a crowding operator is used to enhance the distribution and spreading of solutions not dominated by others along the current Pareto-optimal front, while the archive operator is used to fix the size of the set of the solutions not dominated by others, which helps in increasing the speed of the algorithm. Goldberg et al. proposed a messy genetic algorithm [9] with an improved single chain structure. This is the first time when any genetic algorithm has been reported to converge to a global optimum in any provably difficult problems. Van Veldhuizen and Lamont presented an extended messy genetic algorithm [10] by extending the building blocks of the messy genetic algorithm. This algorithm can identify and retain appropriate and dissimilar building blocks composing of Pareto-optimal solutions. Matayoshi proposed a genetic algorithm that combines a double-strand encoding scheme with the CornerJunction [11] to reduce the computational cost. Guo et al. proposed a diploid genetic algorithm [12] to improve the fitness of individuals and to reduce chances of premature convergence. Seifollahi-Aghmiuni and Haddad proposed a comprehensive evolutionary algorithm [13] which includes a great extent of various types of selection and generation operators and can efficiently use them based on their performance in each problem. This algorithm could be used for solving any type of optimization problems without any need for recoding.
In a closely related research area, DNA-based genetic algorithms (DNA-GAs) [14] - [17] were proposed to solve complex optimization problems. These algorithms extend conventional genetic algorithms [18] and DNA computing [19] , both of which have been widely used in solving complex problems [20] , [21] by mimicking the genetic mechanisms in the nature. Existing DNA-GAs encode individuals using single DNA strands [22] , therefore, still have the same issues encountered by existing MOEAs, as discussed earlier.
This study develops a new DNA-GA algorithm for solving multi-objective optimization problems. This algorithm uses a double-strand DNA encoding scheme, a set of new genetic operators, and two new ranking criteria of nondominated solutions to search for Pareto-optimal solutions and to improve solution diversity. Specifically, this study makes the following contributions.
(1) A double-strand DNA encoding scheme and a set of new DNA genetic, including recombination, crossover, mutation, and inversion, operators are introduced. The encoding scheme and the genetic operators mimic the biological DNA structure and behavior, and achieve a better tradeoff between preserving elite individuals and diversifying the solutions. (2) Two new ranking criteria, the variant crowding distance (VCD) and the non-dominated rank with density (NRD), are introduced to help maintain diversity in the solution population. These ranking criteria improve the CD [23] and the non-dominated ranking [3] criteria and can be used to effectively identify well diversified solutions in the current Pareto-optimal front as well as in lateral fronts. (3) Extensive experiments are performed to compare the new algorithm with several state-of-the-art MOEAs, including NSGA-II [3] , PAES [24] , MOPSO [25] and NNIA [26] , on a set of well-known benchmark bi-objective and tri-objective optimization test problems. Experimental results show that the new algorithm outperforms the other algorithms on several performance metrics, including inverted generational distance (IGD), even spacing (ES), maximum spread (MS), hypervolume (HV), convergence rate, and solution quality. The remainder of this paper is organized as follows. In Section II, basic concepts of multi-objective optimization are reviewed. In Section III, the two new ranking criteria are defined. A double-strand DNA encoding scheme and a set of new genetic operators are presented in Section IV. The new double-strand DNA genetic algorithm for multi-objective optimization is presented in Section V. The experiments are described in Section VI. The experimental results are reported in Section VII. Conclusions are drawn in Section VIII.
II. MULTI-OBJECTIVE OPTIMIZATION
Multi-objective programming (MOP) models are mathematical tools for multi-objective optimization. Without loss of generality, all objective functions are assumed to be minimized. A MOP model can be written as:
where
is an objective or criterion vector, and z i = f i (x), for i = 1, 2, . . . , k, is an objective function, supposed to be minimized. Note that while a decision vector is a point in the m-dimensional decision space, the objective vector is a point in the k-dimensional objective or criterion space corresponding to the decision vector. To ease the presentation, whenever appropriate to the context, an objective vector z = F(x) is referred as a solution. For the sake of clarity, only minimization problems are considered in this study, but the results can be easily extended to maximization problems. Let x 1 and x 2 be two decision vectors with corresponding objective vectors z 1 = F(x 1 ) and z 2 = F(x 2 ). Then z 1 dominates z 2 (written as z 1 z 2 ) if and only if z 1 improves over z 2 on at least one objective function and does not worsen on any other objective functions, that is,
An objective vector is a Pareto-optimal or non-dominated solution to the MOP problem if it is not dominated by any other objective vectors.
Let P be the set of Pareto-optimal solutions, i.e.,
The Pareto-optimal front PF is the set of Pareto-optimal objective vectors, i.e.
Since it is difficult to find the set of true Pareto-optimal solutions, a set of solutions that approximate the true Paretooptimal front is usually found in practice. FIGURE 1 shows an example of a bi-objective minimization problem. Among objective vectors z 1 , z 2 and z 3 , z 3 has the largest values of the two objective functions z 3,1 and z 3,2 . Hence, z 3 is dominated by z 1 and z 2 . For simplicity, z 1 , z 2 and z 3 are called solutions in the objective space. The two objective vectors z 1 and z 2 are non-dominated since neither of them dominates the other. Both z 1 and z 2 are in the Pareto-optimal front and are non-dominated solutions. The objective vector z 3 and other objective vectors not in the Pareto-optimal front are said to be on lateral fronts.
III. RANKINGS OF SOLUTIONS
For a genetic algorithm to efficiently and effectively search for Pareto-optimal solutions, it must maintain a set of evenly distributed solutions in the current Pareto-optimal and the lateral fronts. This will help find the true Pareto-optimal front and allow more freedom for decision-makers to choose suitable solutions. One way to achieve this goal is to rank solutions based on certain criteria, and only select the highly ranked non-dominated solutions to participate in the evolution process. A desirable feature of the ranking criteria is that highly ranked solutions are well distributed in the current Pareto-optimal front.
One such ranking criterion is the CD criterion. Given a set of non-dominated solutions Z = {z 1 , z 2 , · · · , z p } in ascending order of their Pareto ranks [3] , where p denotes the number of none-dominated solutions in Z . The CD criterion of z i is defined as
Another ranking criterion is the non-dominated rank [3] , which simply assigns 1 to solutions in the current Paretooptimal front, and add 1 for each next front behind the Paretooptimal front. In this section, two new ranking criteria are introduced for non-dominated solutions.
A. VARIANT CROWDING DISTANCE
A shortcoming of the CD criterion is illustrated first. Consider FIGURE 2 where the objective space is 2-dimensional.
The Pareto-optimal front contains 9 solutions labeled by z 1 through z 9 . The corresponding CD values using Eq. (5) are ∞, 0.9, 0.8, 0.8, 0.8, 1.5, 1.5, 1.2 and ∞, respectively. It is clear by visual inspection that these solutions are not evenly distributed either horizontally or vertically. For instance, solutions z 2 through z 5 are much closer to each other horizontally than solutions z 6 through z 8 . Suppose five solutions need to be selected due to the limit of population size to participate in the subsequent evolutions. Solutions with high CD values should be selected (exactly what is done in NSGA-II). Thus, solutions z 2 through z 5 will be discarded. This however will result in a skewed distribution of objective values along the horizontal axis in the remaining non-dominated solutions. In order to get good horizontal diversity, the solution z 2 should be maintained because it helps in maintaining uniform spread.
To overcome this shortcoming, VCD, a new ranking criterion, is defined. For a given set of non-dominated solutions Z = {z 1 , z 2 , · · · , z p } in ascending order of their Pareto ranks [3] , the VCD of solution z i is defined as
where CD(z i ) is the CD value of z i , and V (z i ) is the variance of the CD values among the neighbors of z i in Z , that is,
Consider FIGURE 2 again. 6 will be discarded, resulting in a less skewed distribution of the objective values among the remaining solutions along the horizontal axis.
B. NON-DOMINATED RANK WITH DENSITY
In general, a given set of solutions will form several fronts in the objective space. For example, in FIGURE 3, solutions z 1 through z 5 form the non-dominated front and solutions z 6 through z 8 form a dominated front. In general, there can be multiple dominated fronts. The criteria CD and VCD are defined for non-dominated solutions and cannot be used on dominated solutions. Another ranking criterion is defined now for dominated solutions by extending the non-dominated rank of NSGA-II [3] .
Given a set of solutions
where NR(z i ) is the non-dominated rank of z i and n (z i ) is the number of solutions in Z dominating z i . For example, consider FIGURE 3, the non-dominated ranks are 1 for solutions z 1 to z 5 and are 2 for solutions z 6 to z 8 . By Eq. (8), the NDRs for solutions z 1 through z 5 are the same as the corresponding NRs. But the NDR of z 6 is 4 because it is dominated by solutions z 2 and z 3 . Similarly, the NDRs for z 7 and z 8 are 3.
FIGURE 3 also illustrates the neighborhoods around solutions z 6 , z 7 and z 8 in equal radius circles. It can be seen that the neighborhood of solution z 6 is denser than that of solution z 7 , which is in turn denser than that of solution z 8 . These differences are captured by NDR. Suppose that one solution must be selected among z 6 , z 7 , and z 8 . Using NR, any one of them is as good as the others. If NDR is used, z 7 and z 8 will be better than z 6 , and one of them should be selected, resulting in a better distribution of objective values among the remaining solutions (dominated and non-dominated).
IV. DOUBLE-STRAND DNA ENCODING AND GENETIC OPERATORS
Existing MOEAs typically utilize a single chain structure to represent an individual, i.e., a solution. That is, each individual in the population is represented by a single chain. However, individuals represented by single chains can only mimic lower organisms, such as bacteria and viruses, etc., in the nature and carry limited genetic information. On the other hand, the DNA molecule of higher organisms in the nature is a helix. While the evolution of lower organisms is uncontrollable and generally difficult to stabilize [27] , the evolution of higher organisms is relatively stable, and the population will generally evolve in a more adaptive environment [28] . Especially, the single chain coding method is easy to cause the Hamming cliff problem.
In Biology, the double-helix structure of a DNA satisfies the complementary requirement [29] , that is, each pair of nucleotides is either Adenine (A) -Thymine (T) or Cytosine (C) -Guanine (G), as shown in FIGURE 4. In genetic evolution, the hydrogen bonds between the two base sequences are first broken, the double helix structure is then dissolved. Each sequence is transcribed into a single-strand RNA which is exactly the same as the base sequence of the original DNA strand.
A double-strand DNA encoding scheme for solutions is presented and several DNA genetic operators are developed in this section. These new DNA genetic operators will be used to create offsprings or child solutions, i.e., new solutions, from parent, i.e., given solutions. With the new encoding scheme, the algorithm can converge to solutions much closer to the true Pareto-optimal solutions in fewer generations, i.e., iterations, than the existing algorithms. Meanwhile the developed algorithm is computationally more efficient than the existing algorithms. The encoding scheme and genetic operators are inspired by and designed to mimic the biological DNA structures and activities.
A. DOUBLE-STRAND DNA ENCODING
In this study, each individual is encoded by two DNA strands c = (c (1) , c (2) ), where c (1) = (c (1, 1) , c (1, 2) , ..., c (1,n) ) is the upper-strand, c (2) = (c (2, 1) , c (2, 2) , ..., c (2,n) ) is the lowerstrand, and c (a,b) for a ∈ (1, 2) and b ∈ (1, 2, ..., n) is a base-4 digit with 0, 1, 2, and 3 representing nucleotide A, G, C, and T, respectively. Each strand encodes the values of a decision vector, where each component of the vector is represented by a fixed-length base-4 number. A double-strand DNA contains two decision vectors. In other words, each component within a double-strand DNA will represent the encoded values of two decision vectors. For example, in FIGURE 5, a 3-dimensional decision vector x = (x 1 , x 2 , x 3 ) is encoded by three 6-digit base-4 numbers. Specifically, the value of x 1 is encoded as 031230 4 , x 2 as 103132 4 and x 3 as 023123 4 .
For simplicity, components of any decision vector are encoded with the same number of digits. However, this can be easily generalized to cases where different components are encoded with different numbers of digits.
To mimic the biological behavior of DNA, each individual initially contains two complementary DNA strands, that is, for each digit, the nucleotides represented in the upperstrand and the lower-strand are complementary to each other. FIGURE 6 shows an example of an individual, where the two complementary strands are shown with letters on the left and with base-4 digits on the right.
During the evolution process, the two strands will be treated separately. In the resulting individuals, the upper-strand and the lower-strand may not necessarily be complementary.
For decoding, the base-4 numbers of the encoded components of a decision vector are decoded independently. For each component, the base-4 number is first converted to a decimal number as follows.
where bit(j) is the jth digit of the base-4 number and n is the total number of digits used to encode a component. The decimal number is then used to obtain the numeric value of the component as follows
where l i and h i are the lowest and the highest values for the component, and (h i −l i )/(4 n −1) is the precision. The decision vector decoded from the upper-strand is interpreted as the solution represented by the individual. The lower-strand is used mainly to increase diversity of the solutions during the evolution process.
B. RECOMBINATION OPERATION
A recombination operator takes an individual as input and returns a new individual as output as described in Algorithm 1.
In
Step 1, the upper-strand and lower-strand are decoded separately. For each strand, the objective vector is obtained by evaluating the objective functions on the decoded solution. The strand corresponding to a solution dominating the other (or if the solutions do not dominate each other, the one with smaller values for more objective functions) will be selected as the better strand in Step 2. In Step 3, a new strand is created VOLUME 7, 2019
Algorithm 1 Recombination Operation
Input: a encoded individual c = (c (1) , c (2) ) Output: a new encoded individual c (br) Step 1. sol 1 = decode(c (1) ), sol 2 = decode(c (2) 
by taking digits randomly from the two original strands. Finally, the better strand and the newly formed strand are assembled into a new individual. Note that the two strands in the new individual may no longer be complementary.
C. CROSSOVER OPERATION
Designed based on the splicing model [30] , the crossover operator takes the upper-strand of two individuals, creates a complementary strand [14] for each upper-strand, cuts each pair of double strands into four pieces, and paste the pieces back in a crossover fashion. For example, suppose CCCTCGACCCCC and AAAGCG-CAAAAA are the upper-strands of two individuals. The following double-strand DNA structures are created.
C C C T C G A C C C C C AAAG C G CAAAAA G G GAG C T G G G G G, T T T CGCGT T T T T
For each upper-strand, a random subsequence is identified for cutting. For example, if the subsequence CGA is selected from the first strand and CGC is selected from the second strand, the two double-strand DNA structures are split into pieces as follows.
CCCT CGACCCCC AAAG CGCAAAAA GGGAGCT GGGGG T T TCGCG T T T T T
Note that the cuts of these pieces are uneven. Specifically, from left to right, the first and the fourth pieces have complementary leads (the top and the bottom strands contain complementary nucleotides), and so do the second and the third pieces. Next, the pieces with complementary leads are combined into new double strands. For the given example, the new double-strand individuals are as follows. This operation is inspired by the behavior of biological DNA. For instance, the CGA and CGC sequences are in fact the sequences of enzymes TaqI and SciNI, which will cause cuts in biological DNA strands similar to what is shown in the above example.
CCCTCGCAAAAA AAAGCGACCCCC GGGAGCTTT T T T TTTTCGCGGGGG

D. MUTATION OPERATION
Inspired by a biological process [31] , the mutation operator deletes a sequence of digits of a random length at a random position in an individual's upper-strand, and appends a randomly generated sequence of the same length to the end of the strand. For example, in FIGURE 7 the randomly selected 2-digit sequence 22 (labeled by transposons) is removed, the remaining digits are left-shifted 2 positions, and a random 2-digit sequence 03 is appended.
E. INVERSION OPERATION
The inversion operator replaces a randomly selected subsequence in the lower-strand of a given individual by a sequence obtained by inverting the sub-sequence at the same position in the upper-strand. For example, in FIGURE 8, the subsequence in the upper-strand is GCACTGCA and the corresponding sub-sequence in the lower-strand is replaced by the inverted sub-sequence ACGTCACG.
V. A DOUBLE-STRAND DNA GENETIC ALGORITHM
The multi-objective double-strand DNA genetic algorithm (MODS-DNAGA) is discussed in this section. The MODS-DNAGA is presented step-by-step in Algorithm 2 and then further explained in more details in the following.
The input parameters include the maximum number of iterations and the probabilities for DNA genetic operators. The algorithm starts in Step 1 by generating a random population in the decision space. Each individual in the random population has two complementary DNA strands that encode solutions of the MOP problem. For each individual, the upper-strand is used to compute the VCD and NDR values. The evolution of the population is performed repeatedly in Steps 2 to 8 until a termination condition is reached. In Step 3, a half of the current population is selected to participate in the evolution. The set P new contains the selected individuals. The selection is based on a tournament strategy, where two individuals are randomly selected for comparison based on their VCD ranking values. The individuals closer to the Pareto-optimal front and with higher VCDs are selected into P new . In addition, an elite preservation strategy [23] is applied to include in P new the individuals with the highest Step 1. Pop = N encoded randomly generated individuals in the decision space; Step 2. While not terminating do Steps 3 to 8
Step 3. P new = 0.5N individuals with high ranks selected from Pop; Step 4. Apply the recombination operator to P new ;
Step 5. Apply the crossover, mutation and inversion operators randomly to P new according to p c , p m and p i ; Step 6. Add 0.5N new randomly generated individuals to P new ; Step 7. Pop = Pop ∪ P new ;
Step 8. Discard N individuals with low ranks from Pop and return to Step 2; Step 9. Return X = decode (Pop) and the lowest NDR ranks, and the individuals with the highest and the lowest VCD ranks. These extreme solutions are included in the evolution process to improve the diversity of the population. In Step 4, the recombination operation described in Section 4.2 is applied to all selected individuals. In Step 5, the double-strand DNA based genetic, including crossover, mutation and inversion, operators are applied at random on individuals in P new . If a solution, i.e., an individual, is infeasible, a new solution is generated in the decision space to replace it. The randomness is controlled by the set of probabilities given in the input. In Step 6, additional individuals are randomly generated to fill P new to the required population size. In Step 7, the old/parent and the new/child populations are combined. In Step 8, the upper-strands of the individuals remained in Pop are decoded into solutions and the NDR ranking values of these solutions are calculated. The individuals with low ranks, based on their NDR ranking values, are discarded until the population reaches the required size. The process continues until a termination condition is reached. Three termination conditions are used including (1) when the total number of iterations reaches a threshold T given in the input,(2) when the total number of function evaluations (NFE) reaches a threshold NFE given in the input, and (3) when no significant improvement in the solutions can be made. When the process terminates, the upper-strands of the individuals remained in the population are decoded into solutions, which are then returned in Step 9.
For problems with k objective functions and N individuals in the population, the time complexity for the MODS-DNAGA to perform the recombination operation is O(kN ) , to obtain the non-dominated ranks is O(kN 2 ), to maintain population diversity is O(kN 2 ), and to maintain the population size not exceeding N is O(N ). So the overall time complexity of MODS-DNAGA is O(kN 2 ).
VI. EXPERIMENTAL DESIGN
Extensive experiments are conducted to compare the performance of MODS-DNAGA with those of four state-of-the-art evolutionary algorithms for MOP problems, namely, NSGA-II [3] , PAES [24] , MOPSO [25] and NNIA [26] . In this section, the experiments are described.
A. BENCHMARK TEST PROBLEMS
TABLE 1 shows a set of bi-objective optimization problems that are used to compare the performances of the algorithms. These problems have been used in previous studies. For example, SCH, DEB, KUR, Binh1 and FON have been studied by Schaffer [32] , Deb [33] and Kursawe [34] , respectively. ZDTs have been studied by Price et al. [35] .
In addition, the tri-objective optimization problems in the DTLZ suite [36] are also used in the experiments. The problems ZDT1-ZDT3 each has 30 decision variables, while the problems in the DTLZ suite each has only 10 decision variables [36] . All problems used in the experiments are minimization problems.
B. PERFORMANCE MEASURES
Let PF be the set of objective vectors in the Pareto-optimal front (see Eq. (4)), PF g be the set of objective vectors obtained by an algorithm g. The following metrics are used to measure the quality of solutions obtained using algorithm g.
(1) The inverted generational distance (IGD) [37] defined by
where d i is the Euclidian distance between point z i ∈ PF g and the nearest point in PF.
The main purpose of IGD is to verify the capability of the different algorithms in finding a set of non-dominated solutions having the lowest distance from the Pareto-optimal VOLUME 7, 2019 front. Based on this definition, it can be understood that the algorithm with the minimum IGD has the best convergence to the Pareto-optimal solutions.
(2) The even spacing (ES) metric [38] defined by
where d v is the Euclidean distance between point v and its nearest neighbor in PF g , andd is the mean Euclidean distance between a point and its nearest neighbor in PF g . The main goal of ES is to show the distribution of nondominated solutions obtained by a specific algorithm.
(3) The maximum spread (MS) metric [39] defined by where d f is the largest Euclidean distance between any two non-dominated solutions in PF, and d l is the largest Euclidean distance between any two non-dominated solutions in PF g , d i is as defined in Eq. (11), and d is the mean Euclidean distance from a point in PF g to the nearest point in PF. The criterion MS can show how well the obtained solutions spread in the set of final solutions. This assessment parameter has been defined to determine the extent of spread attained by the non-dominated solutions obtained from a specific algorithm. To be more precise, this criterion can analyze how the solutions are extended across Pareto-optimal solutions. FIGURE 9 illustrates various distances used in Eqs. (11), (12) and (13) .
Note that IGD measures the distance between the approximate and the true Pareto-optimal fronts and the distribution of objective vectors in the obtained Pareto-optimal front. ES measures the dispersion of the objective vectors obtained by an algorithm. The smaller ES is the better the distribution is. MS measures the extent of spread in the non-dominated solutions by analyzing how the solutions are extended across the Pareto-optimal front. Again, the smaller the MS is, the better the result is. The best possible value for MS is 0.
(4) The hypervolume (HV) metric [40] defined by:
where n PF is the number of non-dominated vectors in PF g . For each solution z i in the set of non-dominated solutions, v i is the hypervolume formed by the reference points and the point z i ∈ PF g . Note that frontier points beyond the reference points will not be counted for the approximation. The hypervolume is used to calculate the volume covered by the resulting non-dominated solutions in the target domain. Based on this definition, it can be understood that a set of solutions with a small HV is close to the Pareto-optimal front in the objective space. The computation of HV does not require a reference Pareto-optimal set. Therefore, HV is convenient and direct to use to evaluate the performance of an algorithm and has good applicability.
C. PARAMETER SETTINGS
For NNIA, NSGA-II and PAES, the simulated binary crossover (SBX) recombination and the polynomial mutation are used to generate offsprings. For MODS-DNAGA, the genetic operators discussed in this paper are used to generate offsprings, with the crossover probability setting to p c = 0.8 and the mutation and inversion probabilities setting to p m = p i = 1/m, where m is the number of decision variables in the MOP problem. Similar to previous studies [3] , [24] - [26] , the population size is set to N = 100. The population in each algorithm is initialized randomly and uniformly. Similar to other studies [41] , the maximum NFEs is used as a termination condition. For fair comparisons, the maximum NFEs is set to 10000. 
VII. EXPERIMENTAL RESULTS
Experimental results are reported in this section. In the experiments, each algorithm is executed 30 times for each benchmark test problem. The performance metrics are obtained from the output at the end of each run. 
A. RESULTS BASED ON HV
As mentioned before, MODS-DNAGA combined two new ranking criteria of non-dominated solutions within the double-strand DNA genetic algorithm to search for Paretooptimal solutions. To verify the impact of each new ranking criterion and new genetic operator on the obtained results, some experiments were conducted using the HV metric as the only performance measure since this metric evaluates both the diversity and the quality of the solution sets.
The genetic algorithm with VCD and a single-strand DNA is named V-MO-DNAGA, the genetic algorithm with NRD and a single-strand DNA is named N-MO-DNAGA, and the genetic algorithm with a double-strand DNA is named D-MO-DNAGA. The experimental results are presented in TABLE 3. It is very clear that each criterion can influence and improve the final result. On average compared to the original NSGA-II, V-MO-DNAGA, N-MO-DNAGA and D-MO-DNAGA can improve HV on all of the test problems by 6.2%, 5.3% and 7%, respectively. Combining all these ranking criteria and genetic operators, the proposed MODS-DNAGA can improve HV by nearly 17% on average on these test problems.
The t distribution is often used to estimate the mean of a normal population without known population variance based on a small sample. The approach used by Park et al. [42] is used for this part. The distribution of HV is compared with the t distribution on SCH and DEB. The sample size, i.e., the number of runs of MODS-DNAGA, is 30. If HV follows a normal distribution, the t distribution can then be used to estimate the population mean of HV. FIGURE 10 shows the plot of the HV amplitude distribution on SCH and DEB overlapped with the t curve. TABLE 4 show that MODS-DNAGA outperforms the other algorithms, since the mean IGD of MODS-DNAGA is about 63.2% to 27.3% smaller than those of the other algorithms for problems SCH, DEB, KUR, Binh1, ZDT2 and ZDT3; and the SD of MODS-DNAGA is about 89.1% to 24.8% smaller than those of the other algorithms. Although MODS-DNAGA performs slightly worse than MOPSO and NNIA on problems FON and ZDT1, the differences are very small. FIGURE 11 and FIGURE 12 show notched-box plots of the IGD metric of different algorithms. FIGURE 11 compares the algorithms on the bi-objective test problems and FIGURE 12 on tri-objective test problems. In these figures, the line at the center of a box indicates the median, the size of the box represents the uncertainty about the median, the lines at the end of dashed lines indicate the extreme values, and the symbol ''+'' indicates outliers. Note that, a lower and more compact box indicates a better performance. FIGURE 11 indicates that, for low-dimensional bi-objective problems DEB, SCH and KUR, algorithms MODS-DNAGA, NNIA and MOPSO perform better than NSGA-II and PAES, as indicated by their more compact boxes in the figure. For the five high-dimensional ZDT problems, MODS-DNAGA produces better results than other algorithms. MOPSO is unstable for these problems in general and for ZDT3 in specific, as shown by the higher position of its box and the outliers as its extreme values. This is perhaps due to many different local Pareto-optimal solutions in the search space. FIGURE 12 shows that MODS-DNAGA performs better than other algorithms on the tri-objective test problems, as evidenced by the lower positions and more compact boxes, although NSGA-II and NNIA also show very similar performances. Overall, MODS-DNAGA and NSGA-II perform better than PAES and MOPSO on these tri-objective test problems. TABLE 5 shows the mean and SD of ES obtained by the algorithms on the benchmark test problems. For this experiment, a NFE of 10000 was used as a termination criterion.
B. RESULTS BASED ON IGD
C. RESULTS BASED ON ES
According to TABLE 5, MODS-DNAGA, sometimes also NNIA, performs better than the other algorithms for most of the benchmark test problems. For the DTLZ problems, MODS-DNAGA is able to find solutions that have a uniform spread with the smallest ES. Interestingly, NNIA offers slightly better SD than MODS-DNAGA does. This is due to the large NFE used in the experiment. Since NNIA needs more time than MODS-DNAGA to reach stability, the generous NFE gives enough time for it to obtain stable results. On the other hand, MODS-DNAGA can always find better solutions than NNIA and NSGA-II do. TABLE 6 shows results on the MS metric. Again, the runs terminate after a NFE of 10,000.
D. RESULTS BASED ON MS
According to TABLE 6, MODS-DNAGA produces the best solutions among these algorithms for most of the benchmark test problems. While MODS-DNAGA performs well on all performance metrics, NSGA-II could generate much less accurate MS.
E. CONVERGENCE RATE
The convergence rates of the algorithms are compared in this subsection, where the convergence to the final solutions is measured by IGD. The results are reported in FIGURE 13 for the bi-objective test problems and in FIGURE 14 for the tri-objective test problems. Again, each algorithm executed 30 times for each test problem and the execution terminates after a maximum NFE of 10000. (kQN) , where k is the number of objective functions and Q is the size of the neighborhood. Since Q is usually smaller than N , the time complexity of MODS-DNAGA, i.e., O(kN 2 ) is not as good as that of NNIA, but they are in the same order of magnitude. The time complexity of MOPSO is O(kNlogN) [25] , which is worse than that of MODS-DNAGA. The time complexity of PAES is O(αkN) [24] , where α is the size of the archives. If the size of the archives equals the population size N , the complexity of MODS-DNAGA is the same as that of PAES. The time complexity of NSGA-II is O(kN 2 ) [3] that is the same as that of MODS-DNAGA. FIGURE 15 and FIGURE 16 visualize the true Paretooptimal front and the solutions obtained by MODS-DNAGA for each benchmark test problem. In these figures, the red dots represent objective vectors in the true Pareto-optimal fronts and black stars represent objective vectors obtained by MODS-DNAGA.
G. SOLUTION QUALITY
Both figures show that the results produced by MODS-DNAGA are well distributed and highly coincide with the Pareto-optimal solutions.
VIII. CONCLUSIONS
This paper presents a new DNA genetic algorithm for solving multi-objective optimization problems. This algorithm uses a novel double-strand DNA encoding scheme, a set of new genetic operators, and two new ranking criteria, VCD and NDR, to search for Pareto-optimal solutions and to improve solution diversity. Extensive experiments were performed to compare the performance of this algorithm with those of several state-of-the-art MOEAs, including NSGA-II [3] , PAES [24] , MOPSO [25] and NNIA [26] , on a set of wellknown benchmark bi-objective and tri-objective test problems. The results show that this algorithm outperforms the other algorithms on several performance metrics, including hypervolume, inverted generational distance, even spacing, maximum spread, convergence rate and solution quality.
Further studies will be conducted in the future to find improved ranking criteria to select better diversified solutions not dominated by others to participate in the evolution. More effort may also be made to improve the performance of MODS-DNAGA and to reduce its complexity.
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