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Tematika naloge:
Razvijte evolucijski algoritem za optimizacijo hiperparametrov mode-
lov strojnega učenja ter raziščite, kako večstarševska križanja vplivajo
na kakovost njegovih rešitev. Implementirajte nekaj običajnih in nekaj
večstarševskih križanj, ki jih nato primerjajte po hitrosti in kakovosti
najdenih rešitev. Algoritem primerjajte z metodami za optimizacijo hi-
perparametrov, ki so implementirane v knjižnici scikit-learn.

Na tem mestu bi se zahvalil svoji družini in prijateljem za vso pomoč in
podporo, ki sem je bil deležen tekom mojega izobraževanja. Posebej pa
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Povzetek
Naslov: Evolucijski algoritmi z večstarševskim križanjem za optimiza-
cijo hiperparametrov modelov strojnega učenja
Avtor: Gal Petkovšek
Večina modelov strojnega učenja ima hiperparametre, ki posredno vpli-
vajo na natančnost napovedi. Pogosti pristopi za optimizacijo hiperpa-
rametrov so iskanje po mreži, naključno iskanje ali iskanje z evolucij-
skimi algoritmi.
V tem diplomskem delu smo raziskali, kako uporaba večstarševskih kri-
žanj v evolucijskih algoritmih za ta problem vpliva na kvaliteto najdene
rešitve. Za ta namen je bil razvit evolucijski algoritem, primeren za re-
ševanje problema optimizacije hiperparametrov.
V testih je algoritem našel boljše rešitve od iskanja po mreži in naključ-
nega iskanja. Med večstarševskimi križanji se je najbolj izkazalo di-
agonalno križanje, katerega končni rezultati so bili nekoliko boljši od
k-točkovnega križanja. Kljub temu v splošnem ne moremo trditi, da je
za ta problem večstarševski pristop boljši od klasičnega.




Title: Evolutionary algorithms with multiparent recombination for op-
timization of machine learning models’ hyperparameters
Author: Gal Petkovšek
Most machine learning models has hyperparameters which indirectly
influences the quality of predictions. Common approaches for hyper-
parameter optimization are grid search, randomized search or an ap-
proach using evolutionary algorithms.
In this bachelor thesis I explored how the use of multiparent recombina-
tion in evolutionary algorithms for this problem influences the quality
of the found solution. For this purpose an evolutionary algorithm for
hyperparameter optimization was developed.
In testing the algorithm outperformed grid search and randomized search.
Among the multiparent recombination algorithms the diagonal crossover
performed somewhat better than the k-point crossover. However, in
general we could not claim that the multiparent approach is superior to
the traditional one.





Optimizacijski problemi se pogosto pojavljajo na področju računalni-
štva, matematike, ekonomije in še mnogih drugih ved. Gre za preisko-
vanje prostora dopustnih rešitev, s ciljem, najti optimalno glede na neki
kriterij. Enostaven primer iz matematike je iskanje globalnega maksi-
muma funkcije f(x) na njenem definicijskem območju. Ta problem lahko
rešujemo analitično, s pomočjo odvodov, v praksi pa večkrat numerično,
na primer z metodo gradientnega spusta (gradient descent). Slednja
običajno ne najde natančne optimalne rešitve, temveč neki približek,
ki je za ε oddaljen od optimuma. Problemi, katerih prostor dopustnih
rešitev je neskončen oziroma prevelik, da bi ga temeljito pregledali, so
precej pogosti, zato so mnogi algoritmi za reševanje takih problemov
zasnovani za iskanje približne rešitve. Če je kljub temu, da algoritem
poišče le približek, podana neka garancija o kakovosti rešitve, govorimo
o aproksimacijskih algoritmih. Na področju teoretičnega računalništva
tak algoritem obstaja na primer za problem metričnega trgovskega po-
tnika in problem nahrbtnika [11]. Za mnoge probleme pa takšni algo-
ritmi še niso znani (če sploh obstajajo). V tem primeru se poslužujemo
drugačnih pristopov.
Na področju umetne inteligence sta med najbolj osnovnimi optimi-
zacijskimi problemi izbira značilnic (feature selection) in iskanje opti-
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malnih hiperparametrov za model. To delo se osredotoča na slednjega
in obravnava njegovo reševanje z evolucijskimi algoritmi. Naravni pro-
ces evolucije si lahko predstavljamo kot reševanje optimizacijskega pro-
blema, s katerim narava gradi vedno boljše posameznike. Iz te ideje iz-
hajajo evolucijski algoritmi, ki posnemajo proces Darwinove evolucije.
Njihova uporaba za optimizacijo hiperparametrov modelov za strojno
učenje sicer ni novost, obstaja pa mnogo različnih variacij tega algo-
ritma, ki bolj ali manj sledijo načelom naravne selekcije. V algoritmih
lahko presežemo naravne omejitve in s tem poskušamo izboljšati rezul-
tate. V tem delu se bomo osredotočili na uporabo večstarševskega kri-
žanja oziroma, kako število staršev, uporabljenih za generiranje potom-
cev, vpliva na rezultat algoritma. V splošnem ne obstaja neko pravilo,
ki bi narekovalo, kako večstarševski pristop vpliva na kvaliteto rešitve.
To je odvisno predvsem od konkretnega problema in tipa križanja, ki ga
uporabljamo [5].
Cilj tega dela bo ugotoviti, kako različno število staršev vpliva na
hitrost konvergence in kvaliteto rešitve. Dobljene rezultate bomo pri-




Hiperparameter modela za strojno učenje je parameter, ki je nastavljen
pred začetkom učenja in vpliva na arhitekturo modela in na proces uče-
nja [7].
Pomembno je, da ločimo med izrazoma parameter modela in hiper-
parameter modela. Cilj učenja modela je optimizacija parametrov glede
na učno množico podatkov, tako da bo čim natančnejši v napovedih za
nove/nevidene podatke. Vrednosti parametrov na neki način povzemajo
znanje, pridobljeno iz učne množice, in se spreminjajo skozi proces uče-
nja. Hiperparametri se med učenjem načeloma ne spreminjajo, temveč
zgolj usmerjajo potek procesa. Na uspešnost modela pri napovedovanju
vplivajo tako parametri kot hiperparametri.
Primer parametra bi bile na primer uteži in pragovi pri nevron-
skih mrežah ali pa α in β pri linearni regresiji (iskanje premice oblike
y = α∗x+β, ki se najbolj prilega podatkom - parom (x,y)). Hiperparame-
ter pa bi bilo število dreves v naključnem gozdu (random forest) ali pa
stopnja učenja (learning rate) pri gradientnem pospeševanju (gradient
boosting).
Posamezni modeli za strojno učenje imajo svoj nabor hiperparame-
trov, ki so ponavadi nastavljeni na neke privzete vrednosti oziroma ob-
stajajo neke dobre prakse, kakšne vrednosti naj zavzemajo. Take na-
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stavitve dajo navadno pri večini problemov solidne rezultate in lahko
služijo za dobro izhodišče pri iskanju optimalnih vrednosti. Optimizacija
hiperparametrov sodi med enega osnovnih problemov strojnega učenja,
za katerega so bili preizkušeni že številni hevristični algoritmi.
2.1 Problemski prostor
Hiperparametri lahko določajo vrsto različnih stvari, zato imajo med
seboj pogosto zelo različne množice dopustnih vrednosti. Bolj pogoste
množice so na primer N, Z, Q ali pa interval [a, b]. Ni pa nujno, da gre
za množico števil. Velikokrat se uporablja še množica {True, False} ali
množica poljubnih nizov (ne primer izbira jedra (kernel ) pri podpornih
vektorskih strojih (support vector machine)). Gre torej za optimizacijski
problem mešanega tipa [7].
Definicija [11]: Optimizacijski problem P je četverka P = (I, S,m, cilj)
kjer velja:
• I je množica nalog problema P ;
• S je funkcija, ki vsaki nalogi x ∈ I priredi množico S(x) dopustnih
rešitev;
• m je kriterijska funkcija, ki vsaki dopustni rešitvi y ∈ S(x) naloge
x priredi racionalno vrednost m(x, y) ∈ Q;
• cilj pove, ali je treba poiskati dopustno rešitev z najmanjšo (cilj =
min) ali največjo (cilj = max) vrednostjo kriterijske funkcije.
V primeru optimizacije hiperparametrov imajo zgornje spremenljivke
naslednje vrednosti:
• P ≡ „Za dani model poišči vrednosti hiperparametrov, pri katerih
je model najbolj učinkovit“;
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• I ≡ „Za konkreten model poišči vrednosti njegovih hiperparame-
trov, pri katerih je model najbolj učinkovit“;
• S(x) : Če označimo z A1, A2, A3, ..., An množice dopustnih vrednosti
posameznih hiperparametrov, potem je prostor dopustnih rešitev
za hiperparametre S(x) = A1 × A2 × A3 × ...× An;
• m : Ocenitvena funkcija, ki za vsako kombinacijo parametrov oceni
natančnost pripadajočega model.
• cilj = max (lahko tudi min).
V mnogo primerih prostora dopustnih rešitev ni smiselno preiskati v ce-
loti, saj nekatere parametre v določenih primerih želimo fiksirati, spet
druge pa omejiti na neko podmnožico vseh dopustnih vrednosti. Večina
algoritmov zato deluje na preiskovanju neke podmnožice množice do-
pustnih rešitev S(x), s ciljem, da maksimizirajo (oziroma minimizirajo)
ocenitveno funkcijo (fitness function). Brez škode za splošnost lahko
privzamemo, da jo želimo maksimizirati.
2.2 Obstoječi algoritmi za reševanje problema
Če je moč podmnožice, ki jo želimo preiskati, zelo majhna, lahko za
vsak element ročno ustvarimo pripadajoči model s temi hiperparametri
in jih med seboj primerjamo. Ponavadi pa je število kombinacij para-
metrov zelo veliko oziroma neskončno, zato želimo neki algoritem, ki
ta proces preiskovanja poenostavi. V ta namen so bili preizkušeni in
implementirani že mnogi pristopi. Med najbolj znanimi so tudi [8]:
• Iskanje po mreži (grid search): Za delovanje potrebuje ročno
definiran končen podprostor dopustnih rešitev, ki ga izčrpno pre-
gleda. Torej za vsako možno kombinacijo hiperparametrov iz po-
danega prostora zgradi model in izračuna vrednost ocenitvene
funkcije. Na koncu vrne kombinacijo z največjo vrednostjo. Gre
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za najbolj tradicionalen pristop k iskanju optimalnih hiperpara-
metrov, ki pa lahko zelo hitro postane neuporaben v prevelikih
prostorih, saj je ponavadi časovna zahtevnost ocenitvene funkcije
precej velika. Predvsem je problematičen zaradi prekletstva di-
menzionalnosti (curse of dimensionality). Denimo, da imamo d hi-
perparametrov, kateri imajo vsi n možnih vrednosti. Prostor, ki ga
želimo preiskati, je torej velikosti nd, kar pomeni, da njegova veli-
kost (in s tem časovna zahtevnost iskanja po mreži) narašča ekspo-
nentno s številom dimenzij (številom hiperparametrov). Problem
velike časovne zahtevnosti lahko do neke mere rešimo z vzpore-
dnim računanjem (parallel computing), saj so posamezni izračuni
ocenitvene funkcije med seboj neodvisni. Poleg tega je slabost
tega pristopa tudi ta, da je potrebno hiperparametre z zveznimi
vrednostmi diskretizirati, kar onemogoča iskanje natančnih opti-
mumov [8].
• Naključno iskanje (random search): Naključno iskanje iz pre-
iskovane množice izbere naključne vrednosti za hiperparametre,
zgradi model in izračuna vrednost ocenitvene funkcije. Ta posto-
pek ponovi n-krat in vrne najboljšo rešitev, torej je časovna zahtev-
nost naključnega iskanja nastavljiva. Algoritem očitno omogoča
tudi vzporedno računanje ocenitvene funkcije in deluje tako na
diskretnih kot tudi na zveznih in mešanih prostorih. Naključno
izbiranje elementov prostora lahko izboljšamo s porazdelitvijo, ki
algoritmu sporoča, okrog katerih vrednosti je bolj oziroma manj
vredno iskati rešitve.
• Bayesova optimizacija (Bayesian optimization): Prva dva pri-
stopa pri izbiri nove kombinacije hiperparametrov za ocenjevanje
nista upoštevala že ocenjenih kombinacij, kar je prednost Baye-
sove optimizacije. Ta z uporabo funkcije nizke časovne zahtevnosti
izbere naslednjo kombinacijo hiperparametrov, za katero verjame,
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da bo dosegla najvišjo vrednost ocenitvene funkcije oziroma ka-
tera bo z veliko verjetnostjo izboljšala rezultat. Ta proces ponovi
n-krat in na koncu, kot naključno iskanje, vrne najboljšo rešitev
[1].
• Optimizacija na osnovi gradienta (gradient-based optimiza-
tion): Za nekatere modele je možno izračunati gradient in na
osnovi tega optimizirati hiperparametre (na primer z uporaba gra-
dientnega spusta).
• Evolucijska optimizacija (evolutionary optimization): Evo-
lucijski algoritmi se uporabljajo za iskanje globalnih optimumov
kompleksnih funkcij. V svojem delovanju sledijo konceptu evolu-
cije. Sem sodi tudi naš algoritem, več o tem pa v Poglavju 3.
V tem delu bomo za konstrukcijo in delo z modeli za strojno učenje
uporabljali knjižnico scikit-learn, ki tudi sama implementira algoritma
iskanje po mreži in naključno iskanje za optimizacijo hiperparametrov.
Ta dva bomo uporabili kot izhodišče za ocenjevanje našega algoritma,
zato bosta predstavljena malo bolj podrobno.
Scikit-learn algoritem iskanje po mreži se imenuje GridSearchCV in
je zelo podoben klasičnemu algoritmu za iskanje po mreži. Podprostor
dopustnih rešitev, ki ga želimo preiskati, je podan kot seznam slovarjev,
v katerih je ime hiperparametra ključ, vrednost (slovarja) pa je seznam
možnih vrednosti. Vsak slovar torej predstavlja neko mrežo, kar po-
meni, da lahko algoritmu hkrati podamo več neodvisnih mrež. To je
poleg modela najbolj pomemben parameter algoritma. GridSearchCV
prav tako omogoča nastavitev števila opravil, ki se izvajajo vzporedno
[14].
Algoritem naključnega iskanja pa se v scikit-learn imenuje Randomi-
zedSearchCV. Tudi tukaj je preiskovani prostor podan kot seznam slo-
varjev, kjer so ključi imena hiperparametrov, vrednosti pa so porazde-
litve njihovih vrednosti (glede na katero bodo potem naključno izbrani
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posamezniki za testiranje). Namesto porazdelitev je lahko podan tudi
seznam diskretnih možnosti, katerih porazdelitev bo diskretna enako-
merna. V RandomizedSearchCV je podan še dodaten parameter, ki
določa število kombinacij, ki bodo izbrane in testirane, in s tem ome-
juje časovno zahtevnost algoritma. Kot v GridSearchCV je tudi tukaj
možnost vzporednega izvajanja [14].
Tako GridSearchCV kot RandomizedSearchCV za ocenjevanje mo-
dela uporabljata navzkrižno validacijo (cross-validation), kateri lahko
podamo poljubno funkcijo ocenjevanja, sicer pa se uporabi privzeta




Uporaba evolucijskega procesa za reševanje računalniških problemov
se je začela obravnavati v petdesetih letih. V šestdesetih letih so se raz-
vile tri, še danes najbolj znane veje evolucijskih algoritmov. Leta 1965
so P. Bienert, I. Rechenberg in H.-P. Schwefel razvili algoritem, ime-
novan evolucijske strategije (evolution strategies), nato je Lawrence
Fogel leta 1966 sestavil evolucijsko programiranje (evolutionary pro-
gramming), leta 1967 pa so se pojavili še genetski algoritmi (genetic
algorithm), katerih avtor je John Holland [3]. Algoritem, opisan v tem
delu, bi, glede na prvotne definicije, težko uvrstili v le enega izmed teh
razredov.
Kljub temu, da se implementacije EA lahko zelo razlikujejo, imajo
med seboj večinoma iste elemente in sledijo isti strukturi naravne se-
lekcije. Na začetku je na nek način ustvarjena začetna populacija. Iz te
se izbere množico staršev, na kateri (lahko) poteka križanje, ki ustvari
nove potomce. Ti se nato pridružijo trenutni populaciji, še prej pa
(lahko) nekateri izmed njih mutirajo. Iz razširjene populacije se nato
izbere nova populacija, ki preživi do naslednje generacije [2]. Proces je




# izbira začetne populacije
P(0) = {x1(0), ...,xµ(0)}
# ocenjevanje populacije
P(0) = {f(x1(0)), ...,f(xµ(0))}
while (ustavitveniPogoj() 6= true) do






P’’(g) = {f(x1(0)’’), ...,f(xµ(0)’’)}
# selekcija napredovanja
P(g+1) = sel(P’’(g) ∪ Q)
g = g + 1
Množica Q v psevdokodi je definirana kot Q ∈ {∅, P (g)}. Q je namreč
prazna množica v algoritmih, ki po vsaki generaciji zavržejo prejšnjo
populacijo.
V EA se s črkama µ in λ tradicionalno označuje velikost populacije in
število potomcev. Vpeljimo še ν za označevanje velikosti množice star-
šev, spremenljivka g pa vsebuje zaporedno številko generacije. S naj
označuje prostor dopustnih rešitev. V nadaljevanju so okvirno opisane
uporabljene funkcije.
funkcija uspešnosti: To je v zgornjem algoritmu funkcija f : S → R, ki
vsakemu elementu iz S priredi oceno v R. Cilj algoritma je poiskati
optimum te funkcije (predpostavimo, da je to maksimum).
Izbira staršev: Funkcija izberiStarse : Sµ → Sν iz populacije izbere
posameznike, ki bodo uporabljeni za tvorjenje potomcev. Ta funk-
cija lahko ni prisotna in v tem primeru je množica potencialnih
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staršev kar trenutna populacija (ν = µ ⇒ Sν = Sµ). Izbira staršev
je lahko povsem naključna, lahko pa upošteva še ocene posame-
znikov ali kakšen drug kriterij. S tem lahko zagotovi, da bodo za
izgradnjo potomcev uporabljeni bolj kvalitetni posamezniki in to-
rej bolj kvalitetni geni. Po drugi strani pa moramo paziti, da v
populaciji ohranimo raznolikost, saj nočemo, da rešitev prehitro
konvergira v lokalni optimum.
Križanje: Funkcija krizaj : Sµ → Sλ iz množice µ potencialnih star-
šev naredi množico λ potomcev. Implementacija križanja je zelo
odvisna od tipa problemskega prostora. Ponavadi sta iz množice
potencialnih staršev izbrana dva starša in iz njunih genov se po
nekem postopku tvori potomec. Ker pa, z razliko od narave, pri
algoritmih nismo omejeni z dvema staršema, obstajajo tudi načini,
kjer iz a staršev tvorimo enega ali več potomcev. To je tudi tema-
tika tega dela, več o tem pa v poglavju 3.1.
Mutiranje: Funkcija mutiraj : Sλ → Sλ vzame množico novo nareje-
nih potomcev in z neko verjetnostjo mutira določene gene. Im-
plementacija mutacije je zopet odvisna od tipa problemskega pro-
stora. Nekateri algoritmi (evolucijsko programiranje) za spremi-
njanje populacije ne uporabljajo križanja, temveč zgolj mutacije
[2]. Pri vseh algoritmih pa je mutacija pomembna za ustvarjanje
novih vrednosti (sploh, če se to ne dogaja že v križanju).
Selekcija napredovanja: Funkcija sel : (Sλ ∪ Sµ+λ) → Sµ iz stare po-
pulacije in novih potomcev (oziroma le iz novih potomcev) izbere
µ posameznikov, ki bodo napredovali v naslednjo generacijo. Tako
kot pri izbiri staršev je tudi pri tej funkciji potrebno poiskati kom-
promis med raznolikostjo populacije in ohranjanjem čim boljših
genov. Na tem mestu je dobro predstaviti koncept elitizma. Ozna-
čimo s p(g)∗ najboljšega posameznika generacije g in s c(g)∗ nje-
govo oceno. Elitizem določa, da če po izbiranju p(g)∗ /∈ P (g + 1),
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potem bo p(g)∗ dodan v P (g + 1) in eden od izbranih bo zavržen. S
tem pristopom zagotovimo, da c(g)∗ ≤ c(g + 1)∗ [5].
Ustavitveni pogoj: Je funkcija, ki se kliče ob prehodu v novo gene-
racijo (lahko pa tudi vmes) in skrbi, da se algoritem ob izpolni-
tvi nekega pogoja ustavi. Pri problemih, kjer poznamo optimalno
oceno, lahko pogoj določa, da se algoritem izvaja, dokler ne najde
posameznika s tako oceno oziroma takega, katerega ocena se za
največ ε > 0 razlikuje od optimalne. Ker pa je EA stohastičen in
lahko rešitev konvergira v lokalni optimum, potrebujemo še doda-
ten pogoj, ki zagotavlja, da se algoritem v vsakem primeru ustavi.
Pogosto uporabljene omejitve so:
• omejitev časa teka;
• omejitev klicev ocenitvene funkcije;
• c(g)∗ (ocena najboljšega) se ne izboljša za več kot določen
prag, v nekem časovnem obdobju;
• raznolikost generacije pade pod določen prag.
V primeru, da poznamo optimalno vrednost, lahko torej pogoj kva-
litete ocene kombiniramo z enim izmed naštetih. Če vrednosti ne
poznamo, pa uporabimo zgolj slednje pogoje (enega ali več) [5].
V povezavi z evolucijskimi algoritmi je potrebno omeniti še nekaj izra-
zov (nekateri so bili že uporabljeni) iz genetike, ki bodo v veliko pomoč
pri nadaljnjem opisovanju [5]:
Posameznik: Elemente množice dopustnih rešitev (oziroma množice,
ki jo preiskujemo) iz stališča EA imenujemo posamezniki popula-
cije (populacija je množica vseh posameznikov v določeni genera-
ciji). Pogosto uporabljeni izrazi so tudi fenotip ali možna rešitev.
Kromosom: Elementi množice dopustnih rešitev so na nek način pred-
stavljeni v EA. Če govorimo o posamezniku v kontekstu njegove
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Slika 3.1: Primer kodiranja
predstavitve v algoritmu, uporabljamo izraz kromosom (včasih pa
tudi kar posameznik ali genotip).
Gen: Kromosom v populaciji, kot tudi v biologiji, je sestavljen iz več
elementov. Imenujemo jih geni, spremenljivke, pozicije ali lokusi.
Vrednosti, ki jih ti elementi hranijo, se imenujejo aleli.
Proces pretvarjanja posameznika v kromosom imenujemo kodiranje,
obraten proces pa dekodiranje. Slika 3.1 prikazuje primer, kjer so po-
samezniki populacije naravna števila, v algoritmu pa so predstavljeni z
binarnim zapisom. Tak zapis je kromosom, gen pa je posamezen bit.
3.1 Večstarševsko križanje
V tem poglavju bodo konkretno predstavljeni nekateri večstarševski al-
goritmi za križanje. Na tem mestu je vredno omeniti, da literatura na-
vadno z izrazom križanje označuje dvostarševsko rekombinacijo. Re-
kombinacija imenujemo proces kreiranja novega posameznika, s spre-
menljivko a (arity) pa bomo označili število obstoječih posameznikov,
podanih kot argument tega procesa. Dva osnovna primera sta a = 1
(mutacija) in a = 2 (dvostarševsko križanje). Algoritme, kjer je a ≥ 3
(večstarševska rekombinacija), bomo imenovali večstarševsko križanje
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Slika 3.2: Enotočkovno križanje
[5]. Pomembno je ločevanje med množico potencialnih staršev (veliko-
sti ν) in množico staršev (velikosti a). Prva je rezultat selekcije staršev,
druga pa je podmnožica prve, genski material njenih posameznikov pa
bo na nek način uporabljen v izdelavi potomcev. Izbira staršev iz mno-
žice potencialnih staršev je navadno naključna in večkrat ponovljena
(za večkratno izvajanje križanja). Večstarševska križanja lahko ločimo
na tri skupine:
• določena (Miscellaneous): a je fiksen;
• nedoločena: a ne moremo natančno določiti;
• nastavljiva: a je znan (fiksen), vendar ga lahko nastavimo pred
začetkom algoritma.
Preden začnemo z algoritmi večstarševskega križanja, poglejmo ne-
kaj osnovnih algoritmov dvostarševskega križanja [6].
Enotočkovno križanje: Gre za eno izmed najbolj osnovnih oblik kri-
žanja, ki v svojem delovanju posnema naravni proces mejoze, kjer
si starševska kromosoma zamenjata del strukture. Naj bo l torej
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Slika 3.3: Večtočkovno križanje
dolžina kromosoma v algoritmu. Za vsaka dva starša se izbere
neki celoštevilski element t intervala [1, l − 1]. Na tem mestu se
kromosom razdeli, geni na pozicijah {0, ..., t − 1} prvega starša se
združijo z geni na pozicijah {t, ..., l− 1} drugega starša in obratno.
V tem procesu nastaneta torej dva potomca (Slika 3.2).
K-točkovno križanje: Ta algoritem posplošuje enotočkovno križanje.
Naj bo spet l dolžina kromosoma. Iz intervala [1, l−1] izberemo k ≤
l − 1 različnih celoštevilskih elementov in jih označimo t1, t2, ..., tk.
V tem primeru se starševska kromosoma razdelita na dele na na-
slednji način: {0, 1, ..., t1 − 1}, {t1, t1 + 1, ..., t2 − 1}, ..., {tk, ...l − 1}.
Prvi otrok izmenično jemlje dele prvega in drugega starša, drugi
otrok pa je sestavljen iz komplementarnih delov (Slika 3.3).
Ti dve vrsti križanja sta primerni za zvezne, diskretne in mešane
problemske prostore.
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3.1.1 Primeri večstarševskega križanja
Obstaja veliko vrst večstarševskega križanja, vendar niso vse primerne
za mešane problemske prostore (zvezne in diskretne), kar je tudi pro-
stor vrednosti hiperparametrov. V tem poglavju bodo opisana nekatera,
za naš primer sicer neprimerna, a zanimiva večstarševska križanja. V
naslednjem podpoglavju pa bomo opisali tista, ki so primerna tudi za
optimizacijo hiperparametrov in so uporabljena v algoritmu.
Simpleksno križanje (simplex crossover): Pod imenom simpleksno
križanje literatura loči dva algoritma.
1. algoritem: Leta 1992 sta ga uvedla Bersini in Seront. Spada v sku-
pino večstarševskih križanj z določenim a = 3. Naj bodo x1, x2, x3
starši, ki so urejeni po padajočih vrednostih ocenitvene funkcije
(za maksimizacijske probleme, sicer obratno). Pri tem križanju
nastane en potomec, katerega geni so določeni po pravilu:
xi =
x1i če x1i = x2i ;yi če x1i 6= x2i .
kjer velja
yi =
x3i z verjetnostjo p;1− x3i sicer.
(3.1)
Križanje je zamišljeno za genetske algoritme, torej se uporablja
predvsem za binarne kromosome. Pokazano je bilo, da pri p =
0.8, za nekatere probleme, GA s tem križanjem deluje bolje od
standardnega GA [4].
2. algoritem: Ta simpleksni algoritem deluje na problemskih prosto-
rih v Rn. Število staršev označimo z 0 ≤ a ≤ n + 1. Za ta primer
predpostavimo, da je a = 3 in n = 2. Starši predstavljajo tri točke
v R2 (X(1), X(2), X(3)), ki ležijo na isti ravnini (in so oglišča triko-
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in nove točke v ravnini:
Y (j) = (1 + ε)(X(j) −O) (3.3)
Iz tega razširjenega simpleksa (ki ga omejujejo nove tri točke) nato
enakomerno izberemo tri potomce. ε > 0 določa, za koliko razši-
rimo prvotni simpleks [15]. Proces lepo povzema Slika 3.4.
Večinsko parjenje (majority mating): Pristop z nastavljivim a, pri-
meren za binarne kromosome. Iz staršev x1, x2, ..., xa sestavimo
enega potomca x iz genov, katerih vrednosti določimo po nasle-
dnjem postopku:
xi =






3.1.2 Večstarševska križanja, uporabljena v algoritmu
V podpoglavju 3.1.1 opisani algoritmi so sicer zanimivi in za določene
probleme vračajo dobre rezultate, vendar niso primerni za iskanje po
problemskem prostoru hiperparametrov. V nadaljevanju opisana algo-
ritma pa nista omejena na diskretne ali zvezne prostore.
Globalna rekombinacija (global recombination): Ločimo globalno
diskretno in globalno zvezno rekombinacijo. Osnovna verzija, po-
gosto uporabljena v ES pravi, da iz celotne populacije za vsak gen
potomca izberemo dva starša xSii in x
Ti
i , iz katerih se nato določi






i globalna diskretna rekombinacija




i ) globalna zvezna rekombinacija
(3.5)
χi v zgornji enačbi je faktor krčenja (contraction factor), s kate-
rim lahko nastavljamo, kje med xTii in x
Si
i bo nova vrednost. Pri
χi = 1/2 bo ta kar povprečje starševskih. Za diskreten primer
lahko prav tako izberemo 0 ≤ p ≤ 1, ki določa verjetnost, s katero
bomo izbrali prvega, in 1 − p bo posledično verjetnost, s katero
bomo izbrali drugega.
Ker se alele določa neodvisno drug od drugega, lahko algoritem
prilagodimo za mešane problemske prostore. Imamo torej gene,
katerih vrednosti so diskretne, in gene, katerih vrednosti so zve-
zne. Za diskretne uporabimo prvo enačbo, za zvezne pa drugo.
Množico, od koder izberemo dva starša, bomo tudi omejili na mno-
žico, ki bo rezultat selekcije staršev.
Globalna rekombinacija sodi med večstarševska križanja z nedolo-
čenim a, saj ne moremo natančno vedeti, koliko staršev je sodelo-
valo pri ustvarjanju otroka [4].
Diagonalno križanje (diagonal crossover): Gre za posplošitev K-to-
čkovnega križanja, kjer namesto dveh staršev uporabimo K+1 (če
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Slika 3.5: Diagonalno križanje.
vstavimo K=1, dobimo enotočkovno križanje). Tako kot pri K-točk-
ovnem križanju izberemo t1, t2, ..., tk iz [1, l− 1] in vse starše razde-
limo na intervale {0, 1, ..., t1−1}, {t1, t1+1, ..., t2−1}, ..., {tk, ...l−1}.
K+1 potomcev nato sestavimo iz K+1 intervalov, tako da je vsak
kos iz svojega starša. Slika 3.5 prikazuje opisani postopek. Se-
veda ni potrebno, da se pri križanju omejimo na število potomcev,
ki je deljivo s številom staršev. Namesto vseh K+1 potomcev jih
tako lahko vzamemo le nekaj.
Diagonalno križanje spada med večstarševska križanja z nastavlji-
vim a. Tako križanje z a starši se je pri numerični optimizaciji
izkazalo kot boljša rešitev v primerjavi s K-točkovnim križanjem,
kjer je K = a− 1 (število točk rezanja ostane isto).
Omejitev diagonalnega križanja je, da število staršev ne sme pre-




Cilj tega poglavja je natančneje opisati implementirani EA. Poleg kri-
žanja bodo natančneje predstavljene tudi ostale komponente, njihove
funkcije in implementacija.
Ogrodje implementiranega EA je zasnovano na klasičen način (Slika
4.1). Implementirano je v posebnem razredu (EAlgoritem), ki deluje
kot jedro algoritma, povezuje vse ostale komponente in kliče njihove
funkcije. Izbira potencialnih staršev, križanje, mutacija in izbira preži-
velih imajo vsak svoj abstraktni razred z abstraktnimi metodami (kot so
križaj, mutiraj, izberi ...), katerih podrazredi nato implementirajo kon-
kretna križanja, mutacije in izbire. Taka struktura omogoča enostavno
menjanje in kombiniranje različnih komponent.
Na tem mestu je vredno omeniti še, da si algoritem zapomni vse po-
sameznike (in njihove ocene), ki so bili do nekega trenutka ocenjeni.
Torej, če bi s križanjem nastal potomec, ki je v preteklosti že bil oce-
njen, se ocenitvena funkcija ne bi izvedla še enkrat, temveč bi se ocena
prebrala iz spomina (slovarja). To je koristno predvsem zato, ker je kon-
kretna ocenitvena funkcija časovno zelo zahtevna (več o tem v poglavju
4.2).
Algoritem ima prav tako možnost, da mu je začetna populacija po-
dana, sicer jo izbere naključno.
21
22 Gal Petkovšek
Slika 4.1: Struktura algoritma
4.1 Predstavitev problemskega prostora
Prvi korak pri konstruiranju EA je načrtovanje predstavitve prostora
dopustnih rešitev in razmislek o tem, kako bodo posamezniki predsta-
vljeni v algoritmu.
V našem problemu ločimo tri glavne tipe hiperparametrov glede na nji-
hove vrednosti:
• interval (v algoritmu predstavljen z začetkom in koncem inter-
vala);
• množica (v algoritmu predstavljena kot tabela možnih vrednosti);
• urejena množica, oziroma množica elementov, katere lahko ure-
dimo po velikosti (v algoritmu predstavljena kot tabela možnih vre-
dnosti, urejenih po velikosti).
Na ta način tudi definiramo prostor dopustnih rešitev v algoritmu. Ra-
zlog, zakaj hiperparametre razdelimo na tak način, je, da lahko pri ne-
katerih vrstah križanj in mutacij različno obravnavamo posamezne sku-
pine glede na njihove lastnosti. Vrednosti iz intervala so, na primer
zvezne, množice pa niso. Urejena množica je prav tako diskretna, ven-
dar razdalje med posameznimi elementi niso nujno enake, kar se lahko
upošteva pri križanju in mutaciji. Več o tem v naslednjih poglavjih.
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Slika 4.2: Primer predstavitve v algoritmu
Posamezna dopustna rešitev je v algoritmu predstavljena kot seznam
genov, katerih vsak predstavlja enega izmed hiperparametrov. Če ima
hiperparameter vrednosti iz intervala, je alel (vrednost gena) kar ta vre-
dnost. Če pa so vrednosti hiperparametra diskretne (množica ali ure-
jena množica), potem pa je alel indeks te vrednosti v tabeli. Poglejmo
primer predstavitve problemskega prostora za hiperparametre loss, le-
arning rate in number of estimators modela gradientno pospeševanje:
loss = Množica([’ls’, ’lad’, ’huber’, ’quantile’])
numberOfEstimators = UrejenaMnožica([1, 2, 3, ..., 299])
learningRate = Interval(začetek = 1e-300, konec = 1)
Na Sliki 4.2 pa lahko vidimo primer posameznika v tem prostoru in kako
bi ta izgledal v algoritmu.
4.2 Ocenitvena funkcija
Ko govorimo o ocenjevanju posameznika v množici dopustnih vrednosti
hiperparametrov, imamo pravzaprav v mislih ocenjevanje natančnosti
modela s temi nastavitvami glede na neko množico podatkov. To mno-
žico delimo na množico podatkov za učenje (učna množica) in množico
podatkov za testiranje (testna množica). Za ocenjevanje modelov bomo
v tem delu uporabljali metodo prečnega preverjanja, natančneje opisa-
nega v poglavju 4.2.1.
V tej implementaciji algoritma je ocenitvena funkcija podana kot pa-
rameter, kar omogoča veliko mero svobode. Zahteve, ki jih mora ta
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funkcija izpolnjevati, so:
• hiperparametre sprejme v obliki slovarja, kjer je ključ ime hiper-
parametra, vrednost pa vrednost hiperparametra;
• funkcija vrača naravno število;
• vrnjeno vrednost funkcije želimo maksimizirati.
Za modele knjižnice scikit-learn je implementacija take funkcije zelo
enostavna:
def ocenilna_funkcija(hiperparametri: Dict[str, Any]) -> float:
model = GradientBoostingRegressor()
model.set_params(**hiperparametri)
return cross_val_score(model, X, y, cv=10).mean()
V tem primeru model ocenimo z 10-kratnim prečnim preverjanjem
in vrnemo povprečje vseh ocenjevanj. Seveda bi lahko funkcijo defini-
rali drugače (na primer ocenjevanje modela z enkratno razdelitvijo na
testno in učno množico), dokler ta izpolnjuje zgoraj naštete pogoje.
4.2.1 prečno preverjanje (cross validation)
Prečno preverjanje je popularna metoda ocenjevanja kvalitete modelov
strojnega učenja. V tem delu jo bomo uporabljali pri testih, zato bo v
tem poglavju na kratko predstavljena.
Zadrževanje (holdout): Prečno preverjanje izhaja iz metode zadrže-
vanja. Ta množico podatkov razdeli na testno in učno množico
(pogosto v razmerju 2:1). Model se uči na učni množici, nato pa
poskuša predvideti testno množico (glede na kvaliteto teh napo-
vedi je tudi ocenjen). S tako delitvijo zagotovimo, da se podatki
ne pojavljajo v obeh množicah hkrati. Metoda je relativno hitra,
vendar je njen rezultat v veliki meri odvisen od delitve na množici
in zaradi tega pogosto nestabilen.
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Slika 4.3: 5-kratno prečno preverjanje
K-kratno prečno preverjanje (K-fold cross validation): Množico po-
datkov razdelimo na K približno enako velikih podmnožic. Učenje
modela se izvede K-krat, kjer vsakič iz učne množice izpustimo
eno izmed podmnožic in jo uporabimo za testno množico (Slika
4.3). Na ta način dobimo K ocen, ki jih lahko povprečimo in do-
bimo bolj stabilno oceno [10]. V tem delu bomo v testih uporabljali
10-kratno prečno preverjanje.
Leave-one-out : Je variacija K-kratnega prečnega preverjanja, kjer je
K = „število podatkov“.
Cross_val_score je funkcija knjižnice scikit-learn, ki implementira
prečno preverjanje in vrne seznam vseh K vrednosti. Kot argumenti
morajo biti podani model, množica podatkov (brez ciljne spremenljivke)
in vektor ciljnih spremenljivk (target vector). Dodatna pomembna pa-
rametra sta še cv (= K) in scoring, ki določa objekt za ocenjevanje (sco-
ring object), ki se uporablja za ocenjevanje kvalitete napovedi pri te-
stni množici. Če slednji ni podan, se vzame modelov privzeti objekt
za ocenjevanje. Pomembna lastnost teh objektov je, da večje vredno-
sti pomenijo boljši rezultat kot manjše (na primer kvadrati relativnih
napak (mean squared error) so zato pretvorjeni v negativne kvadrate
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relativnih napak (negative mean squared error)) [12]. Ta zadnji del
je pomemben, ker nam zagotavlja, da večje vrednosti cross_val_score
funkcije pomenijo boljši model.
Kljub temu, da je prečno preverjanje bolj stabilna ocena, ne smemo
ignorirati dejstva, da lahko pri ocenjevanju istega modela pri istih po-
datkih pride do odstopanj. So pa ta dovolj majhna, da lahko prečno
preverjanje učinkovita uporabljamo za ocenjevanje modelov.
4.3 Ustavitveni pogoji
Ustavitveni pogoji evolucijskih algoritmov so bili na hitro obravnavani
že v Poglavju 3, tema tega poglavja pa je predstaviti te, ki so implemen-
tirani v algoritmu.
Za problem optimizacije hiperparametrov navadno ne poznamo op-
timalnih vrednosti ocenilne funkcije, lahko pa na primer iščemo kombi-
nacijo hiperparametrov, pri kateri bo model dosegel neko natančnost.
Za ta namen je v algoritem uvedeno ustavljanje, ko vsaj en posameznik
iz populacije doseže določeno oceno. Ker pa lahko populacije konver-
gira v lokalni optimum, je ta ustavitveni pogoj pametno kombinirati z
drugimi.
Za model gradientno pospeševanje je bilo eksperimentalno prever-
jeno, da algoritem večino časa porabi za izvajanje ocenitvenih funkcij
(>99 % časa). Ugotovitev je smiselna, saj je izvajanje prečnega pre-
verjanja časovno zelo zahtevno glede na druge operacije v algoritmu.
Sklepamo lahko, da bo torej časovna zahtevnost algoritma bolj odvisna
od števila izvajanj ocenitvene funkcije kot od ostalih delov cikla. Zaradi
tega je algoritmu smiselno dodati še omejitev števila ocenjevanj.
Zadnja implementirana omejitev je omejitev števila generacij. Ta
je zelo sorodna prejšnji omejitvi, s to razliko, da pri omejitvi števila
ocenjevanj omejimo število različnih potomcev (saj so ocene ponovljenih
vzete iz spomina), s tem ko omejimo generacije, pa omejimo število vseh
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ustvarjenih potomcev (ne glede na to, koliko od teh je ponovljenih).
4.4 Selekcija staršev
Selekcija staršev izbira, kateri posamezniki iz trenutne populacije bodo
prišli v množico potencialnih staršev. Pri tem postopku je zelo pomem-
ben kompromis med izbiranjem potencialnih staršev z dobrimi ocenami
oziroma izvajanjem selekcijskega pritiska (selection pressure) in izbiro
čim bolj raznolikih posameznikov. Primer selekcije staršev, ki izvaja ve-
lik selekcijski pritisk, je selekcija najboljših ν posameznikov glede na
oceno. Problem te metode je, da populacija prej konvergira v lokalni
optimum, saj se raznolikost posameznikov izgubi. Druga skrajnost je
selekcija naključnih posameznikov, kar zagotovi raznoliko populacijo,
vendar ne izvaja nobenega selekcijskega pritiska. Obe metodi sta im-
plementirani v algoritmu, vendar ne pogosto uporabljeni.
Pri selekciji staršev se velikokrat zanašamo na metode, ki posame-
znike izbirajo naključno, verjetnosti izbire posameznika pa so (lahko)
odvisne od njegove ocene oziroma njegovega položaja. V nadaljevanju
bo nekaj takih tudi predstavljenih.
Oceni proporcionalna selekcija: Kot pove ime, gre za naključno se-




, kjer z oi označimo oceno posameznika i. Taka
definicija verjetnosti se zdi smiselna, vendar ima številne pomanj-
kljivosti:
• Izjemni posamezniki hitro prevzamejo populacijo, kar lahko
vodi do konvergence v lokalni optimum [5].
• Če so ocene posameznikov zelo blizu, je selekcijski pritisk
zelo majhen, saj postane izbiranje blizu naključnemu. Ta po-
jav večkrat opazimo v kasnejših generacijah, ko so iz popula-
cije odstranjeni posamezniki s slabimi ocenami [5].
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• Pri ocenjevanju modelov za strojno učenje lahko nekatere me-
trike vrnejo negativen rezultat (na primer R2-score), kar one-
mogoča uporabo zgornje enačbe. Problem bi lahko rešili tako,
da bi vsem ocenam prišteli absolutno vrednost najnižje ocene,
vendar se metoda potem obnaša na drugačen/neželen način.
Recimo, da imamo o1 = 0.4869, o2 = 0.2778 in o3 = −36.0818
(realen primer iz testiranja). Vsem ocenam prištejemo 36.0818
in dobimo pripadajoče verjetnosti: P1 = 0.5014335998508124,
P2 = 0.49856640014918757 in P3 = 0. Kljub temu, da je o1 več
kot enkrat večja od o2, imata po prištevanju skoraj enako ver-
jetnost, kar ni zaželeno.
Zadnji dve točki lahko do neke mere rešimo s sigma skaliranjem
(sigma scaling) [5], kjer s povprečno oceno o in standardno devi-
acijo ocen σo določimo nove ocene: o′i = max(oi − (o − c ∗ σo), 0).
Oceni proporcionalna selekcija in oceni proporcionalna selekcija s
sigma skaliranjem (s c = 2) sta bili tudi implementirani (vendar le
za pozitivne vrednosti ocen).
Selekcija glede na položaj: Težavam prejšnje selekcije se lahko izo-
gnemo tako, da namesto ocenam, verjetnosti prilagodimo polo-
žaju posameznika v populaciji (glede na ocene). Opisani bosta dve
metodi določanja verjetnosti [5]. Prva je linearna glede na položaj
(enačba 4.1), druga pa eksponentna (enačba 4.2). Za ti dve metodi
predpostavljamo, da ima najslabši posameznik v populaciji položaj





2 ∗ i ∗ (s− 1)
µ ∗ (µ− 1)




; c je izbran da velja:
µ−1∑
i=0
P expi = 1 (4.2)
Tabela 4.1 prikazuje verjetnosti izbire posameznikov glede na raz-
lične opisane metode.
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V algoritmu sta implementirani linearna metoda glede na položaj
(s s = 1.5) in eksponentna metoda. Pri obeh večkratno izbira-
nje istega ni mogoče (po vsakem izbiranju je izbrani odstranjen iz
množice, verjetnosti pa so ponovno izračunane).
Pos. Ocena Položaj P ocenai P
lin
i (s = 2) P
lin
i (s = 1.5) P
exp
i
A 0.4869 3 0.3340 0.5 0.375 0.3883
B 0.4734 2 0.3339 0.3333 0.2917 0.3534
C 0.2778 1 0.3321 0.1667 0.2083 0.2583
D -36.0818 0 0 0 0.125 0
Tabela 4.1: Primerjava verjetnosti različnih selekcij
4.5 Selekcija napredovanja
Za selekcijo napredovanja lahko uporabimo kateregakoli izmed selek-
cijskih postopkov, predstavljenih v poglavju 4.4. V algoritmu sta imple-
mentirani dve selekciji napredovanja, in sicer selekcija µ najboljših in
položaju linearno proporcionalna selekcija s s = 2.
Pri obeh selekcijah je bil upoštevan princip elitizma, s čimer je bilo
zagotovljeno, da se najboljši posameznik populacije gotovo prenese v
naslednjo generacijo.
4.6 Mutacija
Mutiranje je operacija, ki v populacijo doprinese raznolikost, kar je po-
sebej pomembno, če uporabljamo križanja, kot so k-točkovno, enotoč-
kovno ali diagonalno križanje, ki alelom ne spreminjajo vrednosti, tem-
več jih le preuredijo.
Mutacija, implementirana v algoritmu, se izvede na množici ustvar-
jenih potomcev po parjenju. Funkcija, ki izvede to mutacijo, najprej ite-
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rira čez vse posameznike, pri vsakem posamezniku pa še čez vse gene.
Na vsakem izmed teh genov je nato, z določeno verjetnostjo, izvedena
mutacija, ki je odvisna od tega, kateremu izmed treh tipov hiperpara-
metrov (opisanih v poglavju 4.1) pripada obravnavani gen.
Pri hiperparametrih iz intervala se alelu prišteje naključna vrednost iz
normalne Gaussove porazdelitve, z µ = 0 (ta µ seveda ni isti, kot tisti, ki
označuje velikost populacije) in nekim σ, ki je lahko podan ob definiciji
problemskega prostora, sicer je nastavljen na privzeto vrednost 0.1.
Če je hiperparameter tipa urejena množica (torej v algoritmu predsta-
vljen z indeksom elementa v tej množici), se prav tako generira na-
ključna vrednost na enak način kot prej (tukaj je privzeta vrednost
σ = 1). Ta vrednost se nato zaokroži na celo število, ki ima večjo ab-
solutno vrednost (zaokrožujemo stran od 0, da se izognemo prištevanju
0, kar bi pomenilo, da mutacija ni nič spremenila). Dobljeno število se
nato prišteje alelu (indeksu).
Če v katerem izmed opisanih dveh primerov vrednost pade izven dopu-
stne množice, se ta nastavi na najbližjo vrednost, ki je v množici.
Pri tipu množica se vrednost alela nastavi na naključno dopustno vre-
dnost.
4.7 Križanje
Postopki križanja, implementirani v algoritmu, so bili podrobno opisani
že v poglavju 3.1. V tem poglavju bodo zato predstavljene le morebitne
podrobnosti implementacije.
Diagonalno in k-točkovno križanje sta implementirani po že znanem
algoritmu. Iz množice potencialnih staršev se izbira starše in se jih
križa, dokler ne generiramo želenega števila potomcev. Morebitne od-
večne potomce, ki so nastali po presegu želenega števila potomcev, za-
vržemo. Enotočkovno križanje ni posebej implementirano, saj je to kar
k-točkovno križanje, kjer je k=1 (oziroma diagonalno križanje z dvema
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staršema).
Pri opisani variaciji globalnega križanja pa je ostalo še nekaj odprtih







i globalna diskretna rekombinacija




i ) globalna zvezna rekombinacija
(4.3)
Najprej moramo definirati, kateri izmed treh vrst genov v algoritmu
sodi v kateri razred. Očitno interval sodi v zvezno, množica pa v dis-
kretno rekombinacijo. Urejeno množico pa lahko obravnavamo kot dis-
kretno (po definiciji) ali kot zvezno (računamo z indeksi in rezultate
zaokrožujemo). Implementirani sta obe variaciji, verjetno bolj zanimiva
pa je druga, saj spodbuja kreiranje novih, od starševskih alelov različ-
nih vrednosti.
Kar še ostane, je definicija χi pri zvezni rekombinaciji oziroma verje-
tnosti izbire enega ali drugega starša pri diskretni rekombinaciji. Im-
plementirani sta dve izvedbi (urejeno množico v obeh obravnavamo kot
zvezno):
• V prvi oba starša obravnavamo kot enakovredna, torej je χi =
1
2
(vzamemo povprečje), izbira pri diskretni pa je popolnoma na-
ključna.
• V tej implementaciji sta χi in verjetnost izbire proporcionalna oce-
nam staršev. Definirajmo spremenljivko utež ∈ [0, 1], ki bo enaka
χi oziroma verjetnosti izbire x
Ti
i :
ocena1 #ocena starša S_i
ocena2 #ocena starša T_i




if (ocena1 < 0):
ocena1 = 0
if (ocena2 < 0):
ocena2 = 0




Če bi se z ocenami omejili na števila ≥ 0, se zgornja koda poeno-
stavi v:
utez = ocena2/(ocena1+ocena2)
V mnogo primerih pa za ocenjevanje natančnosti napovedi upo-
rabljamo R2-score (tudi v testih). Njegove vrednosti so sicer ve-
činoma elementi intervala [0, 1], v nekaterih primerih pa so tudi
negativne. To se zgodi, kadar so napovedi slabše, kot če bi vedno
predvideli kar povprečje podatkov [9]. Če je torej ocena enega
starša < 0 (ocena drugega pa > 0), je torej ta rešitev zelo slaba,
zato utež nastavimo tako, da upošteva le pozitivnega. Če sta oba
negativna, pa želimo vseeno izbrati proporcionalno glede na ocene,
zato oceni množimo z -1 in potenciramo na -1.
Poglavje 5
Zastavitev testov
Cilj tega dela je ugotoviti, kako različna križanja, implementirana v al-
goritmu, vplivajo na reševanje problema ter kako učinkovit je algoritem
v primerjavi z že obstoječimi rešitvami. V tem poglavju bodo predsta-
vljene metode za ocenjevanje evolucijskih algoritmov, nato pa še kon-
kretni testi, katerih rezultati bodo analizirani.
5.1 Ocenjevanje uspešnosti evolucijskih al-
goritmov
V tem poglavju bodo obravnavana merila uspešnosti, s katerimi lahko
ocenjujemo delovanje EA. Ker so evolucijski algoritmi po svoji naravi
stohastični, so ta merila statistična, kar pomeni, da je EA pognan več-
krat, analiziramo pa povprečne rezultate izvajanj. V nadaljevanju bodo
predstavljena tri osnovna merila uspešnosti [5]:
Stopnja uspešnosti (success rate): To merilo se največkrat upora-
blja pri problemih, katerih optimalna vrednost je znana, ni pa to
pogoj. Na začetku si izberemo neki prag (če jo poznamo, je lahko
to optimalna vrednost), za katerega hočemo najti posameznika z
večjo ali enako oceno. Nato določimo še časovno omejitev. Algori-
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tem poženemo večkrat in analiziramo, v kakšnem deležu izvajanj
je dosegel prag.
Uspešnost (effectiveness): Izmed vseh treh je to verjetno najbolj splo-
šno in uporabno merilo. Meri namreč kvaliteto rešitve (oceno naj-
boljše najdene rešitve) v določenem času. Seveda je tudi ta rezul-
tat povprečje večkratnih izvajanj algoritma.
Učinkovitost (efficiency): Pri tej meri zopet določimo neki prag (ne
previsok, tako da je z veliko verjetnostjo dosežen) in merimo pov-
prečni čas, ki ga algoritem potrebuje, da ga doseže.
V opisih omenjeni čas ni nujno čas v običajnem pomenu besede, temveč
je to večkrat procesorski čas, število klicev ocenitvene funkcije ali pa še
kakšna drugačna omejitev.
Cilj optimizacijskih algoritmov je poiskati kompromis med uspešno-
stjo in učinkovitostjo. Algoritem, ki ima visoko učinkovitost in nizko
uspešnost, hitro konvergira k rešitvi, ki pa ni optimalna (lokalni opti-
mum). V nasprotnem primeru pa algoritem doseže visoko uspešnost,
vendar je zelo počasen (na primer iskanje po mreži).
5.2 Testni problem
Za testiranje algoritmov bomo potrebovali konkretno nalogo iz množice
nalog problema optimizacije hiperparametrov. To pomeni, da moramo
določiti model (katerega hiperparametre bomo optimizirali), hiperpara-
metre tega modela, ki jih bomo optimizirali (ter njihove dopustne vre-
dnosti) in množico podatkov, na kateri bo model testiran.
Izbran je bil model gradientno pospeševanje (gradient boosting re-
gressor), saj ponuja vrsto različnih hiperparametrov, ki jih lahko opti-
miziramo. Množica podatkov, na kateri bo model ocenjevan, bo znana
množica cen hiš v Bostonu s 13 parametri in 506 podatki, ki je na voljo
v knjižnici scikit-learn.
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Parametri, ki jih bomo optimizirali, so: loss, learning_rate,
n_estimators, subsample, criterion, min_samples_split, max_depth. Pro-
stor dopustnih rešitev bo definiran v kontekstu implementiranega algo-
ritma na sledeč način:
loss = Mnozica([’ls’, ’lad’, ’huber’, ’quantile’])
learning_rate = Interval(zacetek = 1e-300, konec = 1,
stdev = 0.1)
n_estimators = Urejena_mnozica([1, 2, ..., 299], stdev = 10)
subsample = Interval(zacetek = 1e-300, konec = 1,
stdev = 0.5)
criterion = Mnozica([’friedman_mse’, ’mse’, ’mae’])
min_samples_split = Urejena_mnozica([2, 3, ..., 9],
stdev = 1)
max_depth = Urejena_mnozica([2, 3, ..., 8], stdev=1)
Pri hiperparametrih tipa interval in urejena množica je definirana še
standardna deviacija za normalno porazdelitev pri mutiranju (poglavje
4.6).
5.3 Primerjava križanj
V prvem delu testiranj se bomo osredotočali na primerjavo različnih kri-
žanj, predvsem na to, kako večstarševski algoritmi delujejo v primerjavi
s klasičnimi, dvostarševskimi. Pri testiranjih različnih križanj morajo
biti ostali deli algoritma enaki, da je križanje res edina stvar, ki vpliva
na razliko rezultatov (zaradi stohastičnosti EA to seveda nikoli ne bo
popolnoma mogoče, zato bo algoritem pognan večkrat). Parametri za
testiranje bodo fiksirani na naslednji način:
• µ (velikost populacije): 20
• ν (velikost množice potencialnih staršev): 8
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• λ (število potomcev): 6
• selekcija staršev: položaju linearno proporcionalna selekcija s s =
1.5
• selekcija napredovanja: položaju linearno proporcionalna selek-
cija s s = 2
Začetne populacije prav tako nočemo prepuščati naključju, zato je bilo
določenih 5 različnih začetnih populacij. Na vsaki populaciji bo pono-
vljenih 6 izvajanj algoritma, skupaj 30 izvajanj na algoritem (na križa-
nje).
Izvajanje bomo omejili na 400 ocenjevanj (preverjanje 400 različnih
posameznikov). Po vsakem preverjanju (razen prvih 20, saj pri teh gre
za ocenjevanje začetne populacije) se bo najboljša ocena shranila v ta-
belo, ki se bo po končanem izvajanju zapisala v csv datoteko. Rezultat
enega izvajanja bo torej tabela 381 števil (eno dodatno za zapis najbolj-
šega rezultata po ocenjevanju začetne populacije), ki so najboljše ocene
v različnih fazah izvajanja.
Testirana bodo naslednja križanja: enotočkovno križanje, k-točkovno
križanje (za k = 2, 3, 4, 5), diagonalno križanje (za število staršev = 3,
4, 5, 6), globalno križanje (ocene niso upoštevane) in uteženo globalno
križanje (ocene so upoštevane). Pri obeh globalnih križanjih se urejena
množica obravnava kot zvezna rekombinacija. Rezultat testiranja bo
torej 11 datotek, vsaka s 30 vrsticami in 381 stolpci.
Na generiranih podatkih bodo narejene naslednje analize:
• povprečna ocena po 70 ocenjevanjih;
• povprečna ocena po 100 ocenjevanjih;
• povprečna ocena po 200 ocenjevanjih;
• povprečna ocena po 300 ocenjevanjih;
• povprečna ocena po 400 ocenjevanjih;
Diplomska naloga 37
• povprečno število ocenjevanj, potrebnih za doseg nekega praga
(prag bo določen naknadno, saj je zaželeno, da je dosežen v
vseh/večini izvajanj).
5.4 Primerjava z obstoječimi algoritmi
V drugem delu testiranja bomo najboljše izmed križanj primerjali s funk-
cijama RandomizedSearchCV in GridSearchCV iz knjižnice scikit-learn.
RandomizedSearchCV bomo na istem prostoru dopustnih hiperpara-
metrov pognali tridesetkrat, vsakič z omejitvijo 100 preverjenih posa-
meznikov, nato pa še tridesetkrat z omejitvijo 200 preverjenih posame-
znikov (rezultati bodo shranjeni v csv datoteko). Evolucijski algoritem
bomo pognali ponovno tridesetkrat (z omejitvijo 200 ocenjevanj), tokrat
z naključnimi začetnimi populacijami, saj nimamo več razloga, da bi se
omejevali na fiksirane, bo pa gotovo v vsaki populaciji posameznik s pri-
vzetimi vrednostmi hiperparametrov, saj te služijo kot dobro izhodišče.
Rezultate bomo, enako kot v prvem delu, zapisovali v datoteko in anali-
zirali najboljše rezultate po 100 in po 200 ocenjevanjih.
Porazdelitve, ki bodo podane v RandomizedSearchCV, bodo vedno ena-
komerne. Če ne bi bile, bi s tem namreč pokazali neko poznavanje pro-
blemskega prostora, ki bi ga lahko prav tako upoštevali v EA pri izbiri
začetne populacije. Izbiranje je zato v obeh primerih naključno (pri EA
bomo sicer v začetno populacijo vedno vključili posameznika s privze-
timi vrednostmi, ki pa so znane in jih lahko uporabimo tudi pri Randomi-
zedSearchCV (če ne najdemo nobenega posameznika, katerega rezultat
bi bil boljši od privzetih vrednosti, vrnemo slednjega)).
Testiranje GridSearchCV je bolj težavno, saj je njegova časovna zah-
tevnost prevelika. Za dan prostor bi moral preveriti 200928 kombinacij
hiperparametrov (zvezna hiperparametra še niti nista vključena). Pro-
stor bomo zato omejili na naslednji način:
loss = [’ls’, ’lad’, ’huber’, ’quantile’]
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learning_rate = [1e-300, 0.25, 0.75, 1]
n_estimators = [50, 100, 150, 200, 250, 299]
subsample = [1e-300, 0.25, 0.75, 1]
criterion = [’friedman_mse’, ’mse’, ’mae’]
min_samples_split = [2, 5, 9]
max_depth = [2, 5, 8]
Skupaj to pomeni 10368 kombinacij. Dobljeni najboljši rezultat bo pri-
merjan s povprečnimi rezultati ostalih algoritmov.
Poglavje 6
Analiza rezultatov
Po izvedbi testov so bili podatki analizirani. Ustvarjenih je bilo 5 grafov
(Slike 6.1, 6.2, 6.3, 6.4, 6.5), ki prikazujejo povprečno najboljšo dose-
ženo oceno v odvisnosti od števila točk rezanja (po določenem številu
ocenjevanj). Pri k-točkovnem križanju je število točk rezanja očitno, pri
diagonalnem rezanju z a starši pa je število točk rezanja = a − 1. Eno-
točkovno, globalno in uteženo globalno križanje so v grafu predstavljeni
kot nivoji.
Za prikaz števila ocenjevanj, potrebnih za dosego pragu, je bil ustvar-
jen še dodaten graf (Slika 6.8). Prag, ki je bil določen, je bil 0.59, saj
ga je dosegla večina izvajanj algoritmov. Tudi v tem grafu je bilo šte-
vilo ocenjevanj na enak način predstavljeno v odvisnosti od števila točk
rezanja.
Na tem mestu je vredno omeniti še, da ima model s privzetimi nasta-
vitvami hiperparametrov (loss=’ls’, learning_rate = 0.1, n_estimators =
100, subsample = 1.0, criterion = ’friedman_mse’, min_samples_split =




Slika 6.1: Povprečne najboljše ocene po 70 ocenjevanjih
Slika 6.2: Povprečne najboljše ocene po 100 ocenjevanjih
6.1 Primerjava križanj
Na Sliki 6.1 vidimo, da so po 70 ocenjevanjih med boljšimi diagonalna
in k-točkovna križanja, zelo dobre rezultate pa daje tudi uteženo glo-
balno križanje. Z večanjem števila ocenjevanj (100, 200, 300, 400) med
najboljšimi križanji ostanejo k-točkovna in diagonalna, po 400 ocenje-
vanjih pa ima najvišjo oceno diagonalno križanje z a = 6 (Slika 6.5).
K-točkovnemu in diagonalnemu sledi uteženo globalno križanje in eno-
točkovno križanje, globalno križanje pa je precej slabše.
Predvsem nas je zanimala primerjava k-točkovnega in diagonalnega
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Slika 6.3: Povprečne najboljše ocene po 200 ocenjevanjih
Slika 6.4: Povprečne najboljše ocene po 300 ocenjevanjih
križanja z enakim številom točk rezanja. Glede na dobljene rezultate
ne bi mogli reči, da je na splošno katero od teh dveh boljše od dru-
gega. Pomembno opažanje je, da je bilo do 300 ocenjevanj vseskozi v
vodstvu 4-točkovno križanje, iz 300 na 400 pa se mu ocena skoraj ni
izboljšala, medtem ko je ocena diagonalnega križanja rasla do konca (s
končno povprečno najboljšo oceno 0.6273). To lahko vidimo tudi na Sli-
kah 6.6 in 6.7, ki prikazujeta spreminjanje najboljše povprečne ocene v
odvisnosti od števila ocenjevanj za obe križanji.
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Slika 6.5: Povprečne najboljše ocene po 400 ocenjevanjih
Slika 6.6: Povprečna najboljša ocena v odvisnosti od števila ocenjevanj
pri diagonalnem križanju z a = 6
Pri diagonalnem križanju lahko opazimo, da so križanja z večjim šte-
vilom staršev skoraj vedno boljša. Z več starši bi tako morda prišli še
do boljših rezultatov, vendar smo pri številu staršev (oziroma pri številu
točk rezanja) omejeni s številom hiperparametrov, ki jih optimiziramo.
Ker je ponavadi število hiperparametrov majhno, te lastnosti ne mo-
remo dobro izkoristiti.
Uteženo globalno križanje se je sicer izkazalo za boljše od enotoč-
kovnega, vendar skoraj vedno slabše od k-točkovnega, torej za to več-
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Slika 6.7: Povprečna najboljša ocena v odvisnosti od števila ocenjevanj
pri 4-točkovnem križanju
Slika 6.8: Povprečno število ocenjevanj, potrebnih za dosego pragu 0.59
starševsko križanje ne bi mogli trditi, da je boljše od dvostarševskega.
Graf na Sliki 6.8 prikazuje število ocenjevanj, potrebnih za doseg
praga 0.59 v odvisnosti od števila točk rezanja (na enak način kot ostali
grafi). Izkaže se, da sta tudi s tega vidika večinoma najboljša diago-
nalno in k-točkovno križanje. Najhitrejše je diagonalno križanje z a = 5,
ki mejo povprečno doseže v 76.1667 ocenjevanjih, drugo pa diagonalno
križanje z a = 6 z 79.2667 ocenjevanji. V večini primerov je diago-
nalno križanje hitrejše od k-točkovnega (pri enakem številu točk re-
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zanja). Uteženo globalno križanje ima zopet precej dober rezultat z
92.9 ocenjevanji, enotočkovno in globalno križanje pa potrebujeta naj-
več časa.
Glede na rezultate uspešnosti in učinkovitosti so bili najboljši 4-
točkovno križanje, diagonalno z a = 5 in diagonalno z a = 6. Vsa tri
bodo zato v naslednjem poglavju primerjana z scikit-learn-ovima algo-
ritmoma GridSearchCV in RandomizedSearchCV.
6.2 Primerjava z obstoječimi algoritmi
V Tabeli 6.1 so predstavljeni rezultati drugega dela testiranj. Večina
algoritmov (razen iskanje po mreži) je bila pognana tridesetkrat, zato
so v tabeli predstavljeni povprečni rezultati (kakšen povprečen rezul-
tat doseže algoritem), hkrati pa tudi varianca rezultatov (kako stabilna
je metoda). Prav tako je v tabeli prikazana najslabša ocena izmed 30
izvajanj.
Vidimo lahko, da EA z izbranimi križanji skoraj vedno najde boljšo
rešitev kot GridSearchCV že pri 100 ocenjevanjih. To je posledica tega,
da smo preiskani prostor za iskanje po mreži omejili in najboljši posa-
mezniki očitno niso bili v tem omejenem prostoru.
Pri primerjavi RandomizedSearchCV in EA hitro opazimo, da pri vseh
treh križanjih EA doseže boljši rezultat že pri 100 ocenjevanjih, kot
RandomizedSearchCV pri 200. Pri istem številu ocenjevanj so tudi naj-
slabše dosežene ocene boljše od najslabše doseženih ocen pri Randomi-
zedSearchCV. Varianca rezultatov EA je nižja kot pri RandomizedSear-
chCV, kar kaže na bolj zanesljiv in stabilen algoritem.
Z iskanjem po mreži bi verjetno našli še boljšega posameznika kot
z EA, vendar bi morali povečati preiskovani prostor. To bi povečalo ča-
sovno zahtevnost, zaradi česar bi algoritem postal neuporaben. EA (in
naključno iskanje) prav tako izkorišča dejstvo, da so nekateri parametri
zvezni, česar iskanje po mreži ne more (števila v računalniku so sicer
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zapisana s končno mesti, tako da so v teoriji tudi zvezni hiperparametri





































(a = 6, 200 ocenje-
vanj)
0.6162 0.008487 0.5912




Cilj tega dela je bil z implementiranim evolucijskim algoritmom primer-
jati različne vrste križanj (dvostarševske in večstarševske). Za kon-
kreten problem (model gradientno pospeševanje z množico podatkov
cen hiš v Bostonu) je bilo ugotovljeno, da - glede na učinkovitost in
uspešnost - večinoma najbolje delujeta k-točkovno in diagonalno kri-
žanje. Sledi uteženo globalno križanje (poglavje 4.7), za tem enotoč-
kovno in nazadnje globalno križanje. Pri primerjavi diagonalnega in
k-točkovnega križanja z enakim številom točk rezanja rezultati niso ka-
zali, da bi kateri izmed njiju vedno vračal boljše rezultate. Vseeno pa
je vredno omeniti, da sta imeli po 400 ocenjevanjih največjo uspešnost
diagonalni križanji z a = 6 in a = 5, ki sta imeli prav tako najboljšo učin-
kovitost. Glede na rezultate pa ne bi mogli v splošnem trditi, da ima
večstarševsko križanje prednost pred dvostarševskim.
V primerjavi s funkcijami za optimizacijo hiperparametrov je imple-
mentirani EA vračal boljše rezultate. Našel je boljše rešitve kot iskanje
po mreži (posledica prevelikega prostora, ki ga iskanje po mreži ni mo-
glo preiskati v celoti) ali naključno iskanje (pri enakem številu ocenje-
vanj).
Da bi zgornje trditve veljale bolj v splošnem, bi morali testiranje
ponoviti pri več različnih problemih (drugih modelih in množicah po-
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datkov). Pri tem bi lahko spreminjali tudi nastavitve EA in ugotavljali,
kako parametri (selekcija, verjetnost mutacije, velikost populacije ...)
vplivajo na kvaliteto rešitev. Zanimivo bi bilo tudi ugotavljati, če ob-
staja korelacija med številom optimiziranih hiperparametrov in števi-
lom točk rezanja, pri katerem k-točkovno in diagonalno križanje vračata
najboljše rezultate.
Pomemben rezultat tega dela je tudi sam algoritem, ki se je pokazal
kot kvalitetna rešitev danega problema. Način implementacije omogoča
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[11] B. Robič. Aproksimizacijski algoritmi. Založba FE in FRI, 2015.
[12] Scoring parameter. Dosegljivo: https://scikit-learn.org/
stable/modules/model_evaluation.html#scoring-parameter.
[Dostopano: 5. 11. 2020].




[14] Hyperparameter (machine learning). Dosegljivo: https://en.
wikipedia.org/wiki/Hyperparameter_(machine_learning).
[Dostopano: 2. 11. 2020].
[15] S. Tsutsui, M. Yamamura, and T. Higuchi. Multi-parent recombina-
tion with simplex crossover in real coded genetic algorithms. In
Proceedings of the 1st Annual Conference on Genetic and Evoluti-
onary Computation-Volume 1, pages 657–664, 1999.
