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Abstrat
A generi approah for ompiling any lassial blok ompression al-
gorithm into a quantum blok ompression algorithm is presented. Using
this tehnique, ompression asymptotialy approahing the von Neumann
entropy of a qubit soure an be ahieved. The automatially ompiled
algorithms are ompetitive (in time and spae omplexity) with hand on-
struted quantum blok ompression algorithms.
1 Context
We are onerned with quantum ompression, whih is best understood in the
ontext of quantum information theory. Informally, the Shumaher oding
theorem [1℄ states that a qubit soure an be ompressed to its von Neumann
entropy with high delity. This statement is strongly analogous to the Shannon
oding theorem for lassial information theory whih states that a bit soure
an be ompressed to its Shannon entropy with high probability. Quantum
ompression is therefore onerned with algorithms for ahieving ompression
near to the von Neumann entropy of a qubit soure in a reasonable amount of
time and spae.
The main result of this paper is a ompilation algorithm whih takes as
input any family of lassial blok ompression (and deompression) algorithm
as well as a desription of the quantum soure. The output is a quantum blok
ompression and deompresion algorithm with the following properties:
1. If the lassial ompression algorithm asymptotially approahes Shan-
non entropy, then the quantum ompression algorithm asymptotially ap-
proahes the von Neumann entropy.
2. If the lassial ompression and deompresion algorithm eah take spae S
and time T , then the quantum ompression algorithm uses spaeO(S logT )
and time O(1
ǫ
ST 1+ǫ) (for any ǫ).
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Several hand onstruted algorithms for blok quantum data ompression have
been proposed. These inlude quantum arithmeti ompression [2℄ whih runs
in O(n3) time and a ombinatori index ompression algorithm [3℄ running in
O(n3) time and O(
√
n) spae. In further work, the ombinatori index om-
pression was parallelized to a iruit of only polylogarithmi depth [4℄.
The remainder of this paper will disuss some information theory prelim-
inaries, present the ompiler, ompare the performane of this ompiler with
hand rafted approahes, and then lose with disussion.
2 (Quantum) Information Theory
Suppose that we have a qubit soure produing qubits in the state |ai〉 with
probability pi. Then the density matrix of this soure will be given by the
average outer produt:
ρ =
∑
i
pi|ai〉〈ai| =
∑
i
qi|φi〉〈φi|
where |φi〉 are the eigenvetors of the density matrix and qi is the eigenvalue of
|φi〉.
We wish to ompress the tensor produt of n qubits eah drawn indepen-
dently from this soure so as to ahieve a high delity. Fidelity is dened
as the probability that a measurement an distinguish between the input and
output states. Let |br〉 be the input state hosen with random bits r, and |b′r〉 be
the output of a ompression/deompression yle. Then, the delity is dened
by:
F = Er〈br|b
′
r
〉
where Er is an expetation with respet to the quantum soure as well as with
respet to the outome of the quantum measurement.
The Shumaher oding theorem states that the minimum oding rate of any
ompression sheme with a high expeted delity is given by the von Neumann
entropy:
S(ρ) = Tr(ρ log ρ)
Thus, we are partiularly motivated by ompression shemes whih an (asymp-
totially) ahieve the von Neumann entropy.
3 Generi quantum blok ompression
A generi (lassial) blok ompression algorithm, C : {0, 1}n → {0, 1}m, maps
n bits to m bits with n larger than m. The orresponding deompression algo-
rithm, D : {0, 1}m → {0, 1}n, will then (hopefully) invert the ompression to
give the original state. We an use the general result that any lassial fun-
tion an be implemented [5℄ (reasonably eiently) on a quantum omputer. In
partiular, If we let I1, ..., In be the bits of the input string and C1, ..., Cm be
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the bits of the ompressed string then we an ompile the ompression iruit
into the reversible iruit whih alulates:
C
rev
(I1, ..., In, A1, ..., Am) = I1, ..., In, A1 ⊕ C1, ..., Am ⊕ Cm
where A1, ..., Am are auxiliary bits. The same trik an be done with the de-
ompression iruit to get:
D
rev
(A1, ..., An, C1, ..., Cm) = A1 ⊕ I1, ..., An ⊕ In, C1, ..., Cm
Pitorially, our iruits are the following:
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These elements will be our two fundamental building bloks in the onstru-
tion of generi quantum blok ompression. Two hallenges exist:
1. C
rev
and D
rev
both have outputs whih are entangled with their input.
This is unaeptable in any quantum ompression sheme.
2. There are some quantum soures with a low von Neumann entropy but
a large Shannon entropy. We will need to make a iruit whih ahieves
ompression near the Shannon entropy to ahieve ompression near the
von Neumann entropy.
These two hallenges are met in the next subsetions.
3.1 Entanglement Removal
We are not nished with the ompression beause the output of C
rev
leaves the
ompressed bits entangled with the input bits. There is a simple onstrution
whih removes this entanglement: ompose the deompressor with the ompres-
sor to get the following iruit:
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Here we have set the auxiliary bits to 0.
The output of the rst ompression blok is the ompressed bits along with
the unompressed bits. The unompressed bits are then fed into the deompres-
sion blok instead of 0's, resulting in an output onsisting of the ompressed bits
plus things of the form Ii⊕D(C(I))i. This term is 0 preisely when the ompres-
sion is lossless. By assumption, the ompression is lossless with high probability
implying that we will essentially always measure the 0 vetor. At this point,
we an measure all of the 0 qubits. If any of our measurements are nonzero,
we have deteted a low probability event. The proess of this measurement
will projet the wavefuntion onto the typial subspae, letting us ahieve the
projetion done expliitly in [2℄ for free as a byprodut of our ompression
proess.
This onstrution is also partiularly elegant beause deompression (with
entaglement removal) an be aomplished by simply reading the iruit bak-
wards.
In summary, we now have a tehnique for onstruting a quantum ompres-
sion iruit whih outputs the ompressed string without extra entanglement.
3.2 Ahieving von Neumann entropy
The above approah only does lassial ompression of qubits and so it an only
ahieve the Shannon entropy. In partiular, it will fail to ompress some highly
ompressible quantum state distributions suh as the state whih is (|0〉+ |1〉)n
with probability 1. This state is highly ompressible beause it has a trivial
distribution over possibilities and yet no lassial algorithm will ompress the
qubits well. In order to aomplish ompression of this state, we must add an
extra rotation to the input and output of the ompression and deompression.
For example, the operation Hn (Hadamard applied to eah bit), would onvert
the input to |0n〉 whih is highly ompressible. This extra rotation involves
O(n) operations sine it an be done on eah symbol from the quantum soure
individually giving us the following iruit:
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The interpretation of this iruit is simple: we rst rotate every qubit to align
the eigenbasis and the omputational basis. Then, we apply the ompression
iruit using the deompression iruit to remove entanglement with the input
values. Mathematially, we ompute
D
rev
(C
rev
(R(I1), ..., R(In), 01, .., 0m))
where R is the rotation into the eigenbasis. One again, deompression is done
using the iruit bakwards.
This solution works for any quantum soure. Given a desription of any
quantum soure, the eigenvalue deomposition theorem says that we an on-
strut a matrix R whih satises:
ρ = RΛR⊤
where Λ is a diagonal matrix of eigenvalues and R is a matrix onsisting of
eigenvetors. The R matrix will rotate the input soure so that the omputa-
tional basis and the eigenbasis oinide. This rotation does not aet the von
Neumann entropy of the soure. Now, given that the omputational basis and
eigenbasis oinide, the von Neumann entropy will be exatly the same as the
Shannon entropy. The ompiled iruit will therefore ahieve the von Neumann
limit. To summarize, the ompiler is the following:
Make_quantum_ompression_iruit(ρ, C, D)
1. Compile the quantum reversible iruits D
rev
and C
rev
from the lassial
iruits D and C.
2. Compose D
rev
and C
rev
as in setion 3.1.
3. Calulate the eigenvalue matrix, R, given ρ.
4. Rotate all input and output qubits of the quantum iruit by R as in
setion 3.2.
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3.3 Computational eieny
How eiently an we ompile ompression algorithms made for lassial (irre-
versible) omputers into reversible quantum mehanial programs? There are
a very few results here whih are well summarized in [6℄. There are a variety
of tradeos all of whih are typially parameterized by the spae S and time
T of the original irreversible algorithm. One of the more onrete results is
that reversible spae is S
rev
= S logT and the reversible time is (for any ǫ)
T
rev
= 1
ǫ
ST 1+ǫ.
Applying this result to the ommon 'bzip2' blok ompression algorithm
whih runs in spae S = n and time T = n logn will require S
rev
≃ n logn
spae and T
rev
≃ 1
ǫ
n(n logn)1+ǫ time (for any ǫ). If we hoose ǫ < 1, This is
a smaller running time than O(n3) as used by previous hand rafted quantum
blok ompression algorithms. It is easy to imagine that hand ompilation of
irreversible ompression/deompression algorithms an yield further funtional
improvements.
4 Conlusion
The tehnique for automatially ompiling lassial ompression algorithms into
quantum ompression algorithms gives us a baseline and general struture for
omparison with hand rafted quantum ompression algorithms. The automati
approah is reasonably eient and an give results better than urrent hand
rafted approahes in some ases. Hand rafted algorithms whih are funtion-
ally more eient than this baseline are a nontrivial improvement.
The tehnique of setion 3.1 applies to any pair of lassial algorithms with
an inversion property: A2(A1(x)) = x. This inludes enryption and deryption
or enoding and deoding. For algorithms with this property, we an onstrut
quantum analogs with a speial property: the inputs are disentangled from
the outputs. This disentanglement omes at a relatively small prie: a fator
of 2 inrease in the iruit size.
In addition to hand rafting eient ompression algorithms, one other sig-
niant problem in quantum data ompression exists: removing the requirement
for full information about the quantum soure. We know this is (information
theoretially) possible [7℄ although no expliit quantum algorithm yet exists
that ahieves asymptotially eient ompression without knowledge of the
soure. Intuitively, this is possible beause the preision of the speiation
of R improves exponentially with inreasing (qu)bits while the neessary prei-
sion required in speifying R sales linearly with n, the number of input qubits.
Consequently, the portion of the bits whih must be alloated to speifying R is
asymptotially 0. An expliit algorithm for doing universal quantum ompres-
sion would yield a signiant improvement in our understanding of quantum
ompression.
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