The detector was built out from plastic scintillator strips with dimensions of 5 mm x 19 mm x 300 mm, optically connected at both sides to photomultipliers, from which signals were sampled by means of the Serial Data Analyzer. Using the introduced method, the spatial and TOF resolution of about 1.3 cm (σ) and 125 ps (σ) were established, respectively.
A novel method for the line-of-response and time-of-flight reconstruction in TOF- PET 
Introduction
Positron Emission Tomography (PET) is at present one of the most technologically advanced diagnostics methods that allows for non-invasive imaging of physiological processes occurring in a patient's body. In the PET tomography the information about the distribution of annihilation points, and hence about the density distribution of the administered radiopharmaceuticals inside the patient's body, is carried out by pairs of gamma quanta which are registered in detectors surrounding the patient. All commercial PET devices use inorganic scintillator materials as radiation detectors -usually these are the LBS (BGO) (GE Healthcare), LSO (Siemens) or LYSO (Philips) crystals [1] [2] [3] [4] . Determination of the interaction point of gamma quanta in PET detectors is based on the measurement of charge of signals generated by photomultipliers or avalanche photodiodes (APD) connected optically to inorganic crystal blocks cut into array of smaller elements. The spatial resolution achievable with this method
is equal approximately to the dimensions of the small elements of the crystal block. Determination of interaction points for both annihilation quanta enables reconstruction of the line-of-response (LOR). In turn, the measurement of the difference between the arrival times of gamma quanta to the detectors, referred to as time-of-flight (TOF) difference, allows to calculate position of the annihilation point along the LOR. The TOF resolution of about of 400 ps achievable with LSO crystals [5] , allows for a substantial improvement of a signal to noise ratio in reconstruction of PET images [1, 3, 6] .
Although detectors used in Positron Emission Tomography are presently at the highly advanced stage of development there is still a large room for improvement, and there is ongoing research especially aiming at (i) refinement of time resolution by search and adaptation of new inorganic crystals [7] [8] [9] [10] [11] ,
(ii) reduction of parallax errors due to the unknown depth of interaction (DOI) e.g. by application of new geometrical configurations of crystals and APD and photomultipliers [12] [13] [14] [15] [16] , (iii) finding cost-effective solutions which would allow for construction of large detectors enabling single-bed whole-body PET imaging as e.g. straw tubes drift chambers [17, 18] or large area Resistive Plate Chambers (RPC) [19, 20] , and (iv) adaptation of PET detectors for their simultaneous usage together with MRI and CT modalities [12, [21] [22] [23] [24] [25] [26] .
Recently a new concept of large acceptance Jagiellonian PET (J-PET) system (see Fig. 1 .) based on strips of polymer scintillators arranged in a large acceptance detectors was proposed [27] [28] [29] [30] [31] . The J-PET detector allows to solve the challenges discussed above in an utterly new way. It offers improvement of TOF resolution due to the usage of fast plastic scintillators, it enables a fusion with MRI and CT modalities in a way allowing for simultaneous morphological and functional imaging [32, 33] , it permits to determine the depth of interaction [34] , and constitutes a promising solution for single-bed whole-body PET imaging. At present it is however in its early stage of development and requires elaborations of new hit-position [35] and TOF reconstruction methods which would allow to make use of the potential it offers. This article is devoted to the presentation of a reconstruction method that allows to exploit the advantages of the J-PET detector but it may also be applied to other types of scintillator detectors.
In scintillator detectors, amplitude and shape of signals change strongly with distance of the hit position to the converter, leading to a deterioration of the spatial and time resolution. The proposed method of position and time reconstruction turns this disadvantage into an advantage, and makes use of the signal shape variation in hit position reconstruction. The method is based on determination of the degree of similarity between measured signals and standard signals stored in the data base and on a novel concept of signals synchronization.
In the following, for the sake of completeness, the J-PET concept is briefly 
The J-PET detector system
The J-PET test chamber is built out of strips of organic scintillator, forming a cylinder. One of the possible arrangements of strips is visualized schematically in Fig. 1 . Light signals from each strip are converted to electrical signals by two photomultipliers placed at opposite ends of the strip. The position and time of reaction of gamma quanta in the detector material can be determined based on the time of arrival of light signals to the ends of the scintillator strips.
In article [30] we argued that disadvantages of polymer scintillators due to the low detection efficiency and negligible probability for photoelectric effect can be compensated by a large acceptance, significantly improved time resolution and possibility of usage of several independent detection layers. Especially promising is the possibility of extension of the diagnostic chamber in the J-PET detector which does not entail an increase in the number of photomultipliers and electronics channels when increasing the axial field of view (AFOV). This feature, in contrast to crystal-based PET scanners, allows for building single-bed, wholebody PET scanners without significant increase of costs with respect to scanners with short AFOV.
The shape (distribution of number of photons as a function of time) and the amplitude of the light signal reaching the photomultiplier changes as a function of the distance between photomultiplier and the place where the light signal was created. Variations of shapes and amplitudes of light signals become stronger Signals from photomultipliers are processed by the read-out electronics enabling determination of their charges and times at which they pass through given reference voltages [36] . space Ω m , and t delay (i) stands for the constant which is subject to calibration, and which denotes the time elapsed to the moment of the measurement from the moment at which electronic signal would be created if it was created at the edge of the scintillator without delays due to the photomultiplier, cables and readout electronics. The time offsets t delay (i) may be determined for each detector module with respect to the reference detector utilizing beta plus radioactive isotopes rotating inside a scanner (see e.g. Fig. 3 ) or by other methods [37] .
Therefore, we assume that the t delay (i) constants are known for each detection module and for simplicity, and without loss of generality, we will skip them in the further considerations.
Generation of the library of model signals
The 
Method of the model signals synchronization
A raw data base determined as described in the previous section constitutes a set of points P in a space Ω m . Coordinates of points P correspond to moments of In order to determine the time and position of the gamma quantum interaction in a given scintillator strip, the algorithm searches through the set of points in the library of synchronized model signals to find a point P s0 which is closest to the point P representing the measurement signal. Measurements, and as a consequence coordinates of points in the measurement space Ω m , are burdened with uncertainties which may be correlated with each other. These uncertainties are described by the covariance matrix which should be determined for each detection module separately. An inverse covariance matrix constitutes a metric determining distance in the measurement space Ω m . Such defined distance, which takes into account measurement uncertainties and their correlations is in the literature referred to as Mahalanobis distance [38] . In general a measure of the distance between points, and thus the measure of the degree of similarity between signals represented by these points, may be defined in many manners, as for example: (i) probability that two compared signals are the same (applicable in the case of the maximum likelihood method), (ii) Chi-square (χ 2 ) value used in the case of the minimum square method, or (iii) Hausdorff distance used as a degree of resemblance between two signals [39] . In order to compare a measurement signal (from the diagnosis of the patient) represented by point P with the model signal from the synchronized library represented by point P s one has to perform minimization of the distance between points P and P s varying the relative time (t rel ) between the synchronized basis and the signal P from the diagnosis of the patient. This first step may be understood as superimposing of signals P and P s on each other. Thus, the degree of similarity, e.g. a Mahalanobis distance between points P and P s is expressed as a function of t rel : M ahanalobis(P + T rel , P s ), with T rel = (t rel , ..., t rel ), where t rel is a fit parameter. For each point P s from the synchronized library a minimum value of min[M ahalanobis(P + T rel , P s )] is determined with respect to t rel , and next as a point P sf it , being closest to the point P , such point P s is chosen, for which a value of min[M ahanalobis(P + T rel , P s )] is the smallest. Finally, a point of interaction of the gamma quantum is determined as a place at which a beam of annihilation quanta was directed at the moment when a signal represented in the library by P sf it was registered, and as the time of the interaction the value of t rel is chosen for which M ahanalobis(P + T rel , P sf it ) is minimal. Such choice of the value of time of interaction constitutes one of the crucial ideas of the described reconstruction method. It ensures that the difference between times of interactions reconstructed in different detectors for the quanta from the same annihilation process, correspond to the true difference (TOF) between times of arrival of these quanta to the detectors. This feature is proven below by the reasoning illustrated in Fig. 4 .
In order to focus the attention of the reader, without loss of generality, we assume that the gamma quanta were registered in detectors A and B (see rightlower corner of Fig. 4) . Then, tA, a time of the reaction of gamma quantum in the detector A with respect to the time of the trigger, may be determined as:
and analogously: t rel A = tA + t trig and t rel B = tB + t trig , and hence
It is important to note that the above result is independent of the time of the trigger. The result of the above reasoning proves that the synchronization and reconstruction methods presented in this article allows for the direct determination of LOR and TOF once the most similar signal to the measurement signal was found in the library of synchronized model signals.
Double-strip J-PET prototype
The J-PET detector system shown in Fig. 1 is axially symmetric and its performance may be tested using a double strip prototype which allows for simultaneous registration of two annihilation quanta and reconstruction of both LOR and TOF. Therefore, the functioning of the J-PET detector and validation of the reconstruction method proposed in this article was verified using the double strip prototype outlined in Fig. 5 . The prototype is built out from BC-420 scintillator strips [40] with dimensions of 5 mm x 19 mm x 300 mm wrapped with the 3M Vikuiti specular reflector foil [41] . The strips are read out at both sides by Hamamatsu R4998 and R5320 photomultipliers [42] . Two different kinds of available photomulitpliers R4998 and R5320 were used. However, they differ only in quantum efficiency for the registration of photons in the ultra-violet region not relevant for the emission spectra of BC-420 scintillator. The source hydrogen and due to the low atomic number of these elements the probability for the photoelectric effect for the 511 keV annihilation quanta is negligible. In practice interactions of annihilation quanta in plastic scintillators occur only via
Compton scattering [43, 44] , and the spectrum of energy deposition and hence distribution of charge of registered signals is continuous and ranges from zero to 0.341 MeV (2/3 of electron mass). The example charge spectrum of signals registered by irradiating the middle of the scintillator is shown as a black solid line in the left panel of Fig. 7 . In order to avoid large fluctuations in shape of signals consisting of small numbers of photoelectrons for the further analysis we have selected only these events for which energy depositions were larger than 0.2 MeV in both scintillator strips. In order to find relation between the measured charge and deposited energy the Klein-Nishina formula [45] convoluted with the detector resolution was fitted to the experimental data with energy calibration constant and normalisation as free parameters [44] . An example of result of such fit is shown as dashed red histogram in Fig. 7 . It is worth to stress that in a reconstruction of the tomographic image such filtering of signals will be performed and only signals with energy deposited larger than 0.2 MeV will be considered in order to suppress events originating from scattering of the annihilation quanta in the patient's body [30] .
LOR and TOF reconstruction
According to the description included in section 5 we have synchronized model signals in the library such that the time of the interaction of gamma quantum corresponding to each signal is equal to zero. To this end each model signal was shifted in time by the value of t synch = −(t L + t R )/2. For the sake of simplicity, we have determined t L and t R as times at which the signal cross the threshold voltage of 80 mV. A value of 80 mV was chosen to optimise smearing of time due to the noise and due to the time walk effect. In order to decrease the influence of the time walk effect the threshold should be as low as possible but on the other hand it should be sufficiently high to decrease the influence of the electronic noise which typically amounts to about 10 mV to 20 mV(sigma)
depending on the applied voltage. An example of the electronic noise spectrum is presented in Fig. 7 . It is also important to stress that before the determination of t L and t R each signal was corrected for the pedestal which in the example shown in Fig. 7 amounts to 9.9 mV.
For the test of the reconstruction method introduced in section 6 we have chosen events measured when the collimated beam was irradiating strips at the [45] convoluted with the resolution of the detector [44] and fitted to the experimental data with normalization and energy calibration constants as the free parameters. Details of the fitting procedure are described in reference [44] . The charge of the signal is expressed in the number of photoelectrons estimated using a method described in reference [46] . The lower range of the experimental spectrum is cut by the threshold set at As introduced in section 6, P and P s denote signals from the tested subset (P) and from the library of synchronized model signals (P s ), respectively. In order to reconstruct a place of gamma interaction corresponding to a given signal P, this signal is compared with all signals in the library. Next, position assigned to the most similar model signal is taken as the reconstructed position.
As a measure of similarity a χ 2 like variable is used which is defined as follows:
where σ(t) varies between ∼ 13 ps and ∼ 40 ps depending on the thereshold, and it was determined by the measurement of distributions of time differences of the same signal split into two different SDA channels. As regards the charge, the studies described in reference [44] revealed that the uncertainty of the measurement of a signal's charge is dominated by the statistical fluctuation of the number of photoelectrons. Therefore, we express charge in units of photolectrons N phe and estimate its uncertainty as N phe . Thus, the σ 2 (Q) denoting the variance of the difference of the measured charges is equal to the sum of the number of photoelectrons from the compared signals. Fig. 8 presents an example plot of minimum values of χ 2 determined during the reconstruction process for one of the P signals measured at position z = 150 mm. Each point at this plot corresponds to a minimum value of χ 2 resulting from the comparison of signal P with a model signal P s . A minimum value of χ 2 is found with respect to t rel .
It should be noted that for each position many signals in the library are stored, and hence many points are visible in Fig. 8 at each position. Finally, as a most similar signal to the processed P signal, such model signal P sf it is chosen for which χ 2 min is the smallest. Position assigned to P sf it is taken as reconstructed position corresponding to signal P . Left panel of Fig. 9 shows distribution of differences between the true and reconstructed position for signals measured at z = 150 mm, where by fitting a Gaussian function the resolution of σ ≈ 13 mm was established. Right panel indicates that this resolution does not change with the position. As the last step of the analysis a TOF value is reconstructed as t rel A -t rel B according to the procedure described in section 6 and illustrated in Fig. 4 , where t rel A and t rel B stand for the t rel values for which the global minima of χ 2 were found for first and second detector strip, respectively. As regards the true TOF value, it is equal to zero since the source was positioned in the middle between the detection modules. However, due to the differences in delays caused by different electronics channels and cables, the reconstructed TOF may differ from zero but it should be the same for each event. The result 5 ) and due to the size of the source (3 mm in diameter). These two effects together cause a spread of about 27 ps(σ).
Summary
A method enabling reconstruction of hit time and hit position of gamma quanta in scintillator detectors was described and validated based on the experimental data collected with the double-module prototype of the J-PET detector. 
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