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Re´sume´ – Dans ce travail nous nous inte´ressons au proble`me d’estimation des parame`tres d’un processus α stable syme´trique (SαS) a` partir de
ses modes empiriques extraits par la de´composition modale empirique multivarie´e (MEMD). Nous exploitons le fait que le caracte`re impulsif du
bruit est mieux pre´serve´ par ses premiers modes empiriques [1] pour estimer son exposant caracte´ristique ainsi que son facteur d’e´chelle. Nous
montrons que les parame`tres du processus sont mieux estime´s a` partir de ses modes empiriques que du processus lui-meˆme. Des re´sultats d’esti-
mation des parame`tres utilisant le MEMD sont pre´sente´s et compare´s a` ceux des estimateurs base´s sur les quantiles et la fonction caracte´ristique
empirique.
Abstract – This paper focus on the estimation of the parameters of a symmetric α stable (SαS) process using its empirical modes extracted by
the multivariate EMD (MEMD). We exploit the fact the stability property of a SαS process is well preserved by its first intrinsic mode functions
[1], to estimate the stability index and the dispersion parameter. We show that these parameters are better estimated from the first empirical
modes than from the SαS process itself. The performances of the proposed strategy based on MEMD are evaluated and the results compared to
those of quantile and empirical characteristic function estimators.
1 Introduction
Les distributions α stables constituent une classe tre`s riche
de lois de probabilite´s permettant de mode´liser des phe´nome`nes
pre´sentant une asyme´trie et qui prennent en compte les queues
lourdes. Ces lois constituent un mode`le de bruits impulsifs et
sont une ge´ne´ralisation de la loi Gaussienne [2]. Cette classe
de lois est tre`s inte´ressante pour la mode´lisation de nombreux
phe´nome`nes physiques ou biologiques. Ainsi ces lois sont lar-
gement utilise´es en acoustique sous-marine, en turbulence, pour
l’analyse des donne´es financie`res ou le trafic internet. Les dis-
tributions α stables ont des proprie´te´s tre`s inte´ressantes les ren-
dant bien adapte´es pour la mode´lisation des signaux ou pro-
cessus non-Gaussiens. Une e´tape cruciale pour la mode´lisation
avec les lois α stables est l’estimation de leurs parame`tres.
L’objectif de ce travail est l’estimation de ces parame`tres non
pas a` partir du processus lui-meˆme mais plutoˆt a` partir de sa
de´composition en sous bandes. En effet, il a e´te´ re´cemment mis
en e´vidence, sur la base de simulations intensives et controˆle´es,
l’aspect banc de filtres de la de´composition modale empirique
multivarie´e (MEMD) [3] dans le cas d’un processus α stable
[1]. L’inte´reˆt d’une telle de´composition est l’extraction locale
des sous-bandes (ou modes empiriques) et de fac¸on adapta-
tive, aucun filtre pre´ de´termine´ ne conditionnant a priori la
de´composition. Le caracte`re impulsif ou α stable est essentiel-
lement pre´serve´ par les premiers modes empiriques extraits par
MEMD. Le but est de montrer que les parame`tres sont mieux
estime´s a` partir des modes empiriques que du processus direc-
tement. Nous nous limitons dans ce papier a` la sous-classe de la
famille des α distributions, les processus α stable syme´triques
(SαS) [2].
2 Principe du MEMD
Le MEMD est une extension de l’EMD classique [4] pour la
de´composition des signaux multicanaux [3]. Contrairement a`
l’EMD, qui s’appuie sur la notion d’oscillation de´finie a` par-
tir des extrema locaux du signal, le MEMD est base´ sur le
concept de se´paration de rotations. Ainsi, les donne´es multi-
varie´es contiennent des modes de rotation couple´s qui peuvent
eˆtre vus comme une ge´ne´ralisation des modes extraits par l’EMD
classique. Une proprie´te´ importante du MEMD est l’aligne-
ment des modes qui garantit que le nombre de rotations ex-
traites est le meˆme pour tous les canaux et assure une concor-
dance en termes de contenu fre´quentiel et de proprie´te´s d’e´chelle
des modes de meˆme indice [3]. L’objectif est aussi de prendre
en compte les liens possibles entre les diffe´rents canaux. Sur
le principe, le MEMD reprend l’aspect re´cursif de l’EMD mais
avec des ope´rateurs de tamisage diffe´rents de l’approche origi-
nale. En effet, la recherche des extrema dans un espace multidi-
mensionnel est tre`s complique´e et les interpolations des enve-
loppes multidimensionnelles ne peuvent pas eˆtre obtenues di-
rectement. Ce proble`me d’extrema locaux est re´solu dans le
cas du signal multivarie´ a` R canaux en utilisant le concept de
projection sur (R−1) sphe`res [3]. Ainsi, une enveloppe a` R di-
mensions est obtenue par projection du signal multivarie´ sur les
diffe´rentes directions de l’espace a` R-dimensions. Ces direc-
tions de l’espace sont construites en conside´rant un ensemble
de points sur une sphe`re ge´ne´re´e par une se´quence de Ham-
mersley a` faible discre´pance. Les diffe´rentes enveloppes s’ap-
puyant sur les extrema des projections, obtenues en pratique
par une interpolation spline cubique, sont moyenne´es pour esti-
mer la valeur moyenne du signal multivarie´. Soit x[n] un signal
multivarie´ a` R canaux. Le MEMD re´alise une de´composition
de x[n] sur un nombre de modes rotationnels couple´s restreint
comme suit [3] :
x[n] =
M∑
m=1
cm[n] + d[n] (1)
ou` M est la profondeur de la de´composition a` R dimensions,
les composantes cm sont les modes rotationnels et d[n] est le
re´sidu. A l’instar de l’EMD classique, le MEMD conside`re que
tout signal multivarie´ peut eˆtre de´crit comme une somme de
rotation rapide et d’une rotation lente.
3 Distribution SαS
La loi SαS est de´finie par sa fonction caracte´ristique [6] :
φ(t) = exp(−γ|t|α) (2)
ou` t est une variable ale´atoire. Cette loi est de´termine´e par deux
parame`tres : α ∈]0, 2] est l’exposant carate´ristique et γ est le
parame`tre d’e´chelle. La valeur de α mesure le caracte`re impul-
sif de la distribution. Pour α = 2 nous retrouvons la distribu-
tion de Gauss et pour α = 1 nous obtenons la distribution de
Cauchy.
4 Estimation des parame`tres
Il existe essentiellement quatre grandes familles d’estima-
teurs des parame`tres des lois SαS dont de´coulent des me´thodes
fonde´es sur les quantiles, la fonction caracte´ristique empirique
(ECF), le maximum de vraisemblance et les moindres carre´s
[5]. Ces me´thodes, qui estiment directement les parame`tres a`
partir du signal ou du processus d’entre´e, meˆme avec des com-
plexite´s algorithmiques diffe´rentes ont en ge´ne´ral, des perfor-
mances comparables. Nous pre´sentons ici le cas ou` ces me´thodes
n’atteignent pas les re´sultats attendus. Nous illustrons ces pro-
pos par un signal sinusoidal entache´ d’un bruit additif SαS de
parame`tres α = 1.5 et γ = 1, repre´sente´ sur la figure (1).
Soit X[n] un processus SαS. Rappelons d’abord que pour un
processus SαS, seuls les moments d’ordre p < α existent. Ces
moments sont appele´s moments fractionnaires d’ordre infe´rieur
(FLOM). Le moment d’ordre p est donne´ par [5] :
E|X|p = E exp(p log |X|) =
∞∑
k=0
pk
k!
EZk (3)
avec
EZk =
dk
dpk
(
C(p, α)γp/α
) ∣∣∣
p=0
(4)
ou`
C(p, α) =
2p+1Γ(p+1
2
)Γ(−pα )
α
√
piΓ(−p
2
)
(5)
avec Z = log |X| et Γ(.) de´signe la fonction Gamma. Pour
k=1, l’e´quation (4) est le moment d’ordre 1 de Z donne´ par
[5] :
EZ = Ce
(
1
α
− 1
)
+
1
α
log γ (6)
avec Ce = 0.57721566 . . . est la constante d’Euler [5]. Ainsi,
la variance s’exprime par :
Var(Z) = E[Z − EZ]2 = pi
2
6
(
1
α2
+
1
2
)
. (7)
En utilisant les e´quations (6) et (7), la moyenne et la variance
du processus log |SαS| s’e´crivent comme suit :
EˆZ = µˆZ =
∑N
n=1 Zn
N
, Vˆar(Z) = σˆ2Z =
∑N
n=1 (Zn − µˆZ)2
N − 1
(8)
En combinant (8) avec (6) et (7), nous obtenons les estima-
teurs :
αˆ =
(
6
pi2
σˆ2Z −
1
2
)
−
1
2
γˆ = exp
((
µˆZ −
(
1
αˆ2
− 1
)
Ce
)
αˆ
)
(9)
En utilisant la relation (1) et le fait que le caracte`re impulsif est
essentiellement ”capture´” par les premiers modes empiriques
[1], les parame`tres sont mis a` jour comme suit :
αˆ =
1
RMs
∑
m
∑
r
(
6
pi2
σˆ2ςm,r −
1
2
)
−
1
2
γˆ =
1
RMs
∑
m
∑
r
exp
((
µˆςm,r −
(
1
αˆ2
− 1
)
Ce
)
αˆ
)
(10)
ou` ςm,r = log |cm,r|, r = 1, . . . , R, m = 1, . . . ,Ms avec R le
nombre de canaux et Ms est le nombre de modes se´lectionne´
pour l’estimation.
5 Re´sultats
Pour e´valuer l’estimateur base´ sur le MEMD nous l’illus-
trons sur le signal de la figure 1. Nous nous limitons aux quatre
premiers modes pour l’estimation de α et γ (Ms = 4). Le choix
de la valeur de Ms est un proble`me ouvert. La taille du pro-
cessus est fixe´ a` 1000 e´chantillons et avec 1000 re´alisations
inde´pendantes. Le nombre de canaux a e´te´ fixe´ a` R = 8. Les
re´sultats d’estimation sont pre´sente´s dans le tableau 1. Dans
l’ensemble les performances de l’estimateur MEMD sont meilleures
que celles des approches Quantiles, ECF et log |SαS| pour
toutes les valeurs de α ∈ [1; 2]. En terme de robustesse les per-
formances des quatre sont globalement similaires. Pour l’esti-
mation de γ, le MEMD donne les meilleurs re´sultats par rap-
port aux autres estimateurs uniquement pour α ≤ 1.5. Pour
α ≥ 1.6 aucune me´thode ne se de´gage des autres. L’estimateur
MEMD se re´ve`le moins performant duˆ au fait que quand α →
2, les probabilite´s des valeurs extreˆmes sont faibles et donc
les e´nergies des premiers modes empiriques sont e´galement
faibles. Par conse´quent, l’impulsivite´ n’est pas limite´e aux pre-
miers modes et donc une solution est d’augmenter la valeur du
nombre de modes empiriques se´lectionne´ Ms pour ame´liorer
les performances de l’estimateur MEMD.
Les performances de l’estimateur ont e´te´ obtenus pour un pro-
cessus de taille fixe´e. Des estimations sur des re´alisations du
processus de tailles diffe´rentes sont ne´cessaires pour confirmer
les re´sultats obtenus. Le but est d’analyser la sensibilite´ et la
robustesse des performances au nombre d’e´chantillons du pro-
cessus et a` sa dimension R. Une comparaison a` d’autres esti-
mateurs tels que celui base´ sur le maximum de vraisemblance
permettra de mieux cerner le potentiel en termes d’estimation
du MEMD.
6 Conclusions
Dans ce travail nous nous sommes inte´resse´s au proble`me
d’estimation des deux parame`tres d’un processus SαS a` savoir
le parame`tre d’e´chelle γ et l’exposant caracte´ristique α. Nous
avons exploite´ le caracte`re impulsif d’un processus SαS essen-
tiellement ve´hicule´ par ses premiers modes empiriques, extraits
par le MEMD, pour l’estimation des parame`tres. L’estimateur
est entie`rement pilote´ par les donne´es. Ses performances pour
l’estimation duα sont les meilleures compare´s a` ceux des autres
me´thodes et ce pour toutes les valeurs de α ∈ [1; 2]. Pour le
parame`tre γ, l’estimateur MEMD est le plus performant uni-
quement pour α ≤ 1.5.
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MEMD-log |SαS| log |SαS| ECF Quantile
α = 1,γ = 1 αˆ 0.937± 0.098 1.328± 0.097 1.318± 0.044 1.311± 0.070
γˆ 1.738± 0.169 2.304± 0.285 1.813± 0.060 1.802± 0.057
α = 1.1,γ = 1 αˆ 1.039± 0.100 1.465± 0.112 1.407± 0.045 1.451± 0.076
γˆ 1.297± 0.123 2.409± 0.337 1.658± 0.052 1.691± 0.056
α = 1.2,γ = 1 αˆ 1.14± 0.105 1.580± 0.135 1.493± 0.046 1.587± 0.085
γˆ 0.995± 0.092 2.482± 0.380 1.613± 0.045 1.666± 0.055
α = 1.3,γ = 1 αˆ 1.234± 0.111 1.683± 0.154 1.579± 0.048 1.723± 0.105
γˆ 0.803± 0.076 2.536± 0.453 1.583± 0.044 1.644± 0.059
α = 1.4,γ = 1 αˆ 1.375± 0.108 1.807± 0.180 1.661± 0.048 1.847± 0.104
γˆ 0.730± 0.061 2.629± 0.538 1.553± 0.041 1.619± 0.058
α = 1.5,γ = 1 αˆ 1.475± 0.102 1.884± 0.221 1.739± 0.046 1.935± 0.079
γˆ 0.512± 0.047 2.651± 0.670 1.531± 0.049 1.597± 0.054
α = 1.6,γ = 1 αˆ 1.567± 0.109 1.986± 0.254 1.811± 0.042 1.975± 0.048
γˆ 0.422± 0.040 2.721± 0.820 1.509± 0.038 1.573± 0.056
α = 1.7,γ = 1 αˆ 1.687± 0.101 2.072± 0.280 1.872± 0.037 1.991± 0.028
γˆ 0.348± 0.027 2.786± 0.882 1.487± 0.035 1.550± 0.053
α = 1.8,γ = 1 αˆ 1.809± 0.096 2.128± 0.292 1.927± 0.033 1.996± 0.017
γˆ 0.286± 0.020 2.767± 1.799 1.475± 0.033 1.527± 0.050
α = 1.9,γ = 1 αˆ 1.931± 0.094 2.195± 0.319 1.978± 0.023 1.998± 0.013
γˆ 0.241± 0.015 2.778± 0.981 1.465± 0.034 1.509± 0.053
TABLE 1 – Estimation des deux parame`tres (Moyenne ±
std) pour α ∈ [1; 1.9] utilisant les estimateurs : MEMD-
log |SαS|,log |SαS|, ECF et Quantile. Les meilleurs re´sultats
sont indique´s en gras.
