. The proposed method is implemented with both simulated videos and real degraded thermal videos. A comparative analysis shows an advantage of the proposed method over others in restoring the vibrated videos. © 2006 SPIE and IS&T.
Introduction
A line-scan imaging system produces a 2-D image, line by line sequentially, via a single vector of contiguous sensing elements that scans the scene of interest. Characteristics of the scanning vector, such as the number of elements ͑which can range up to thousands͒, and the integration ͑exposure͒ time can be altered to suit the requirements of the application. 1 Although such a mechanism can feature very high spatial resolution, it may result in a low signal-tonoise ratio ͑SNR͒ in common situations such as low available scene illumination or thermal imaging. Since longer integration time increases both signal and blur, time delay and integration ͑TDI͒ mode 2,3 is used, in which the scanning element has several adjacent vectors ͑TDI stages͒, where multiple short exposures of the object are integrated throughout the TDI stages. This results in an SNR improvement of N 1/2 , where N is the number of TDI stages. 3 Due to physical constraints 4 the TDI sensor elements may have a staggered structure, as shown in Fig. 1 . The staggered TDI imager is basically composed of a pair of spatially shifted imaging arrays, one captures the odd image rows ͑also called the odd field͒, while the other captures the even rows ͑the even field͒, forming an interleaved image with full spatial resolution perpendicular to the scan direction. Typically its height ͑number of rows, M͒ is larger than its length ͑number of columns or TDI stages, N͒, and a 2-D image is obtained by mechanically scanning the image plane.
Imaging systems are frequently affected by vibrations caused by various sources such as servoengines, platform vibrations ͑airplanes, tanks, etc.͒, and electrical cooling systems ͑for thermal imaging systems͒. Although most of these vibrations can be reduced by a proper design such as a mechanical tension against a roller, a residual motion due to vibrations always exists. These vibrations blur the image and cause image distortions such as comb effects and geometric warps. Most of the researches that dealt with restoration of images degraded by vibrations considered mainly staring ͑nonscanning͒ cameras. [5] [6] [7] [8] This paper addresses restoration of a video of a stationary scene, captured by a vibrated staggered TDI camera. As a result of the vibrations and the scanning mechanism just described, the resulting distortion is not shift-invariant but rather, it is spatially random according to the vibration spectrum, 9 hence, common shift-invariant image filtering restoration techniques are inappropriate. Nevertheless, the information loss resulting from vibrations and from the fi-nite sensor size may be recovered by means of superresolution ͑SR͒ reconstruction, exploiting the slightly different information recorded at each low-resolution ͑LR͒ image. The small differences between the LR images, in our case, are caused by the camera vibrations.
Numerous SR approaches were developed in the past 2 decades, and several comprehensive overviews have been published. [10] [11] [12] [13] Stark and Oskoui 14 showed that if an image is measured by a moving array of detectors, the additional observations made possible by rescanning the same scene from different directions may contain enough information to infer a higher resolution than would be possible otherwise. Their method was based on the projection onto convex sets ͑POCS͒ SR technique, 15 which allows flexibility in modeling the imaging process. An extension of this notion to tomographic imaging with a predefined simple harmonic motion was shown by Wernick and Chen. 16 However, in these techniques, as in most of other SR techniques, the point spread function ͑PSF͒ that characterizes the blur of each frame is assumed to be a priori known. In many practical situations, the blurring process is generally unknown or is known only to within a set of parameters. Therefore, in such cases, it is necessary to incorporate the blur identification into the reconstruction procedure. Stern et al. 17 incorporated into the POCS a technique for estimating the shift-invariant vibration blur of each frame captured by a staring camera. Other techniques [18] [19] [20] [21] did incorporate shiftvariant blur identification algorithms in their SR methods, but they are applicable only to blur types that can be characterized by a single parameter, such as an out of focus and a uniform-velocity motion. The blur resulting from lowfrequency vibrations ͑our case͒ has a randomly varying size and shape, depending on the initial time of exposure during the vibration period, [5] [6] [7] [8] 17 and consequently cannot be handled under their formulations.
Hochman et al. 22 analyzed the degradations caused in a staggered TDI camera under translational vibrations. A POCS-based technique was suggested there for restoration of a single LR blurred image. A bandwidth ͑smoothness͒ constraint 15 was applied, and it was assumed that the odd field and the even field sensors vibrate together as a single rigid body. However, although the geometric distortions in the degraded image were corrected, the blur and the noise were hardly improved. This paper extends and significantly improves the work of Hochman et al. as follows:
1. A sequence of LR images is employed ͑enabling higher achievable resolution and better noise reduction͒. 2. The method is not limited to the case where the sensor contains odd and even field elements ͑a staggered structure͒ that vibrate together as a single rigid body.
Here, the motions of the interlaced LR fields are considered to be independent, and the margin between the fields ͑see Fig. 1͒ is not employed in the motion estimation process. 3. The motion type is extended to include also rotation ͑an only-translational case was considered in a preliminary work 23 ͒. 4. A Gaussian pyramid data structure is incorporated into the motion estimation stage to accelerate the motion estimation process and to improve its accuracy, especially for large displacements. 5. The spatial-frequency bandwidth-limit constraint is not used ͑reducing the required a priori knowledge͒.
The increased computational load accompanying the processing of a sequence of images is prevented here using an efficient reconstruction technique, which results in an SR video sequence that improves gradually whenever a new LR image is acquired. These developments produce significantly better restoration results ͑compared to the previous method 22 ͒, with respect to blur and noise removal. The remainder of this paper is organized as follows. Section 2 describes the model relating the input LR video captured by a vibrated TDI camera, to its SR version, via a shift-variant PSF. Section 3 presents an appropriate subpixel motion estimation method, including a hierarchical implementation with an iterative refinement, and a PSF formation using the estimated motion. In Sec. 4 the imaging modeling and the motion estimation method are used in conjunction with the POCS to derive an efficient algorithm for SR reconstruction. Section 5 demonstrates typical results of the proposed technique for both simulated video sequence and a real mechanically degraded thermal video sequence. This section ends with a comparative examination of the proposed technique. Conclusions are given in Sec. 6.
Model of LR Video Formation
The first stage of an SR video reconstruction is to formulate an observation model that relates the original highresolution image to the observed LR images. Let f͑x , y͒ denote the continuous ideal image in the focal plane coordinate system ͑x , y͒ of the camera, let f͑n 1 , n 2 ͒ denote its discrete version on a high-resolution grid that contains N 1 ϫ N 2 pixels, and let ͕g k ͑m 1 , m 2 ͒ ; k =1,2, ...͖ denote the observed LR blurred image sequence, where each image in the sequence contains
The sequence ͕g k ͑m 1 , m 2 ͖͒ is related to the high-resolution image f͑n 1 , n 2 ͒ as follows:
where k ͑m 1 , m 2 ͒ is an additive noise, and PSF k ͑n 1 , n 2 ; m 1 , m 2 ͒ can be viewed as the local kernel in the high-resolution grid ͑n 1 , n 2 ͒ that affects the LR pixel ͑m 1 , m 2 ͒ of the k'th LR image. It is assumed here that this PSF expresses both sensor and vibration effects.
The shift-invariant blur caused by the TDI sensor itself can be approximated by a convolution of two components. One is a 2-D rectangular function due to the physical dimensions of each pixel, and the other is a 1-D rectangular ͑with a scan step extent͒ in the scan direction, due to the constant scan velocity of the sensor. 22 The resulting sensor PSF for a single TDI stage has a rectangular shape vertical to the scan direction and a trapezoid shape in the scan direction ͑with a zero center of mass in the two axes͒. When one scan step size is equal to the pixel size ͑as it is in our case͒, the along-scan PSF shape becomes triangular.
Unlike the PSF of the sensor, the vibration blur is shiftvariant, because during the scanning process different columns are exposed at different instants, and therefore undergo different motion. The vibration is assumed here to result from translational and rotational motion of the camera:
where t is the time; X͑t͒, Y͑t͒, and ͑t͒ are the horizontal, vertical, and angular vibration vectors, respectively; and x,i , y,i , and ,i and A x,i , A y,i , and A ,i are the phases and amplitudes at the temporal frequencies f x,i , f y,i , and f ,i , respectively.
When the vibration velocities are low relative to the scan velocity, the single-TDI-stage PSF approximately maintains its triangular shape along the scan direction, and the total ͑sensor and vibrations͒ PSF in this direction has the form of a sum of shifted triangular functions, as illustrated in Fig. 2 . In the perpendicular direction, the total PSF has the form of a sum of shifted rectangular functions. The shifts are calculated at the motion estimation stage described in the next section. The resulting total PSF is broader and shifted compared to the sensor PSF. It differs from one pixel to the other, and therefore, causes shift-variant blur and geometrical distortions in the image. When the sensor has a staggered structure ͑as in our camera͒, shift-variant staircase ͑comb͒ effects also exist in the combined image of both fields.
Subpixel Estimation of the Vibration Vectors
A main stage of the SR video reconstruction is a subpixel estimation of the vibration vectors that determine the motion during the sequential exposures of each LR image g k ͑m 1 , m 2 ͒. As a result of the camera vibrations, each of the two odd and even TDI sensors, at each instant of time, is displaced from its nominal position ͑without vibrations͒. This displacement, which is assumed here to be a combination of translational and rotational motion of the camera, can be estimated using various optical flow techniques. [24] [25] [26] One of the well-known techniques is the differential method, [24] [25] [26] [27] [28] which computes the displacements from spatiotemporal derivatives of image intensity, under the assumption of intensity conservation. The differential technique implemented here is based on the method suggested by Lucas and Kanade. 28 This method was chosen because it enables estimation at subpixel accuracy, which is essential to SR, and also since it easily handles a combination of translational and rotational motion ͑under noisy conditions͒, as expected to occur in our system.
Motion Estimation Based on the Algorithm of Lucas and Kanade 28
Using the continuous notation for simplicity, let g rគp ͑x , y͒ and g kគq ͑x , y͒ denote two fields of the LR sequence, where r គ p represents either odd or even field of a reference LR image g r ͑x , y͒, and k គ q represents either odd or even field of an arbitrary LR image g k ͑x , y͒. Pixel locations in g kគq ͑x , y͒ are related to those in the reference field g rគp ͑x , y͒ as follows:
where ⌬x , ⌬y, and ⌬ are the horizontal, vertical, and angular displacements, respectively, between the two fields; and ͑x , y͒ are the coordinates with respect to the rotation axis. Approximating sin͑⌬͒ and cos͑⌬͒ according to the first term of their Taylor series expansion gives
which can be further approximated by its own first-order Taylor series expansion as g kគq ͑x,y͒ Ϸ g rគp ͑x,y͒ + ͑⌬x − y⌬͒ ‫ץ‬g rគp ‫ץ‬x
Since Eq. ͑5͒ forms a single constraint over the three displacements ⌬x, ⌬y, and ⌬, more information is required to uniquely recover them for each coordinate ͑x , y͒. This problem is termed the aperture problem 25, 27 and is usually solved by imposing some kind of smoothness over the motion field. The smoothness constraint used by Lucas and Kanade is based on the assumption of constant motion parameters ⌬x, ⌬y, and ⌬, over some neighborhood of pixels. For a staring vibrated camera, the optimal neighborhood is a whole field. For a staggered TDI camera, on the other hand, the optimal neighborhood is a field column ͑as a result of the scanning mechanism͒. Therefore, by denoting a specific column by R, the solution for ⌬x, ⌬y, and ⌬ in Eq. ͑5͒ can be achieved by an implementation of a leastsquares fit to the following error function: 
͑6͒
By taking the three partial derivatives of the error function with respect to ⌬x, ⌬y, and ⌬ and setting them to zero, we obtain the following equation set implemented for each column in the motion estimation process:
where g x ͑x , y͒ = ‫ץ‬g rគp ͑x , y͒ / ‫ץ‬x, g y ͑x , y͒ = ‫ץ‬g rគp ͑x , y͒ / ‫ץ‬y, g t ͑x , y͒ = g kគq ͑x , y͒ − g rគp ͑x , y͒, and A = xg y − yg x . In the discrete implementation, as shown previously, 25, 28, 29 a proper selection of the gradient operators, combined with image smoothing, improves the accuracy of the estimation results, since smoothing attenuates noise, high spatial frequencies, and aliasing. As suggested by Barron et al., 25 we used a 5 ϫ 5 pixel Gaussian filter with standard deviation equal to 1.5 to smooth the two LR fields. The spatial derivative mask used to estimate the spatial derivative components in Eqs. ͑7͒ was ͑−1,8,0, −8,1͒ / 12. Finally the estimated products in Eqs. ͑7͒ were smoothed using separable and isotropic 5 ϫ 5 pixel kernel with effective 1-D weights of ͑0.0625, 0.25, 0.375, 0.25, 0.0625͒. The temporal derivative g t , in our implementation, was computed using the differential mask ͑−1,1͒.
Iterative refinement and hierarchical implementation
Since the preceding equations were obtained under assumptions valid only for small displacements, the following iterative procedure is implemented to improve the accuracy for larger displacements 30, 31 :
1. Initially assume a zero displacement between the two fields g rគp ͑x , y͒ and g kគq ͑x , y͒ over the region of interest R. 2. Calculate the displacements ⌬x, ⌬y, and ⌬ using Eqs. ͑7͒, and add it to the existing displacement estimates. 3. Warp g kគq ͑x , y͒ toward g rគp ͑x , y͒ using the current estimates of ⌬x, ⌬y, and ⌬, and then return to phase 2 until the residual differences between consecutive displacement estimations approach zero.
Note that only 3 coefficients ͑out of 12͒ in Eqs. ͑7͒, which depend on the current input field g kគq ͑x , y͒, must be recomputed every iteration. This saves time in the iterative process.
To increase the speed and the robustness of the described iterative procedure, a hierarchical differential technique based on a Gaussian pyramid data structure is used. 32 First, the motion parameters ⌬x, ⌬y, and ⌬ are computed according to the preceding iterative procedure for the lowest resolution level in the pyramid, where even large displacements become small. The computed parameters are then interpolated into the next higher resolution level; the motion estimate is corrected through a few iterations, and again interpolated to the next resolution level. This process continues until the original full-size image is reached.
PSF Estimation
The vibration PSF is created here for each pixel using the estimated displacements of its column and of the next N − 1 adjacent columns. The displacements of the columns are related to the pixel shifts according to Eq. ͑3͒. Thus, the total PSF of both the sensor and the vibrations, for each pixel ͑x , y͒ that belongs to column R in k'th LR image is
where PSF sensor ͑xЈ , yЈ͒ is the single TDI stage PSF ͑de-scribed in Sec. 2͒, denotes the convolution operator, and
where ⌬x k ͑j͒, ⌬y k ͑j͒, and ⌬ k ͑j͒ are the displacements of column j for either the even or the odd field of the k'th LR image ͑relative to the reference field͒. The estimated total PSF is then used in the POCS reconstruction process described in the next section.
POCS Reconstruction Algorithm
The high resolution image f͑n 1 , n 2 ͒ can be estimated from the vibrated LR image sequence ͕g k ͑m 1 , m 2 ͖͒ by using the POCS SR method. [14] [15] [16] [17] 21 This method allows flexibility in modeling the imaging process, and therefore enables handling shift-varying degradations.
According to this method, f͑n 1 , n 2 ͒, which is assumed to be an element of the Hilbert space, is known to have m properties ͑constraints͒ 1 , 2 , ... , m . Associated with each property i is a set C i that is the set of all the signals having the property i , so that f͑n 1 , n 2 ͒ must belong to the intersection set C s = പ i=1 m C i , assuming this intersection is not empty. Often the sets C i are closed ͑they include their boundary points͒, convex ͑meaning that if s 1 , s 2 C i , then s 1 + ͑1−͒s 2 C i for any 0 ഛ ഛ 1͒, and also contain an associated projection operator P i that maps an arbitrary point within the Hilbert space to the closest point within the set. Relaxed projection operators T i = ͑1− i ͒I + i P i , 0Ͻ i Ͻ 2 ͑I is the identity operator͒, can also be defined and used in finding an estimate in the intersection set C s .
The central theorem of the POCS is as follows.
where f ͑0͒ is an arbitrary starting point in the Hilbert space, converges weakly to a feasible solution that lies in C s .
There are generally two types of closed convex sets. The first type is composed of data constraint sets, which are imposed according to the specific input data. The second type contains a priori constraints that can be imposed from some prior knowledge about the type of the solution we are looking for. The constraints used here are 1. A data constraint set, [14] [15] [16] [17] 21 defined as follows for each pixel of each LR image g k ͑m 1 , m 2 ͒:
where r k ͑s͒ ͑m 1 , m 2 ͒ is the residual, which indicates the similarity between f͑n 1 , n 2 ͒ and an arbitrary member
and ␦ 0 ͑m 1 , m 2 , k͒ is a bound reflecting the statistical confidence with which the actual image is a member of the set C k ͑m 1 , m 2 ͒. 2. An amplitude constraint set, [14] [15] [16] [17] 21 that bounds the image gray levels in the range ͑␣ , ␤͒:
The projections of an arbitrary f ͑l͒ onto the sets C k ͑m 1 , m 2 ͒ and C A , respectively, are defined as follows [14] [15] [16] [17] 21 : 
Efficient Algorithm for Reconstruction of a SR Video
Usually it is not possible or not preferable to collect all the images before applying the POCS method. Reasons for that may be computer memory limitations or real-time requirements. Therefore, to decrease computation ͑time and memory load͒ we incorporate into the POCS a technique 33, 34 that performs an efficient iterative procedure for SR video reconstruction by producing an updated SR image after each acquired LR image, instead of producing a single SR image after acquiring and processing a whole set of LR images.
According to this technique ͑illustrated schematically in Fig. 3͒ , whenever a new LR image g k ͑m 1 , m 2 ͒ is acquired, the current SR image f ͑k−1͒ is projected onto the data constraint set C k ͑m 1 , m 2 ͒ ͓Eq. ͑11͔͒, followed by a projection onto the amplitude constraint set C A ͓Eq. ͑14͔͒. This results in a new improved SR image f ͑k͒ , relative to f ͑k−1͒ , that satisfies also all the a priori constraints. In other words, each LR image is employed only once in the POCS process, and not several times ͑iteratively͒ as done in the standard POCS implementation. acquired LR image, and determine one of its fields as a reference field. 2. Set the initial guess f ͑0͒ ͑n 1 , n 2 ͒ of the highresolution image f͑n 1 , n 2 ͒ by interpolating the reference field to the dimensions of the SR grid ͑using a 2-D interpolation, such as bicubic interpolation or bilinear interpolation͒.
Estimate the vibration vectors of the k'th LR image
g k ͑m 1 , m 2 ͒ according to the motion estimation procedure described in Sec. 3. Specifically, calculate for each column j =0,1, ... , M 1 − 1 the terms ⌬x kគeven ͑j͒, ⌬y kគeven ͑j͒, and ⌬ kគeven ͑j͒ and ⌬x kគodd ͑j͒, ⌬y kគodd ͑j͒, and ⌬ kគodd ͑j͒, which denote, respectively, the horizontal, vertical, and angular displacements between column j of the reference field, and column j of the even and odd fields of g k ͑m 1 , m 2 ͒. 4. Calculate the total PSF for each pixel of g k ͑m 1 , m 2 ͒ according to Eq. ͑8͒. 5. Compute the residual r k ͑f ͑k−1͒ ͒ ͑m 1 , m 2 ͒ for each pixel, according to Eqs. ͑12͒ and ͑13͒. 6. Implement a stopping measure such as the root mean-square error ͑RMSE͒:
where g k ͑m 1 , m 2 ͒ is the simulated image at the kЈth iteration ͓Eq. ͑13͔͒, and ʈ ʈ 2 is the Euclidian norm. 15 7. If e ͑k͒ does not satisfy a stopping criterion, proceed to step 8; otherwise, stop the algorithm. 8. Project f ͑k−1͒ ͑n 1 , n 2 ͒ toward C k ͑m 1 , m 2 ͒ using the relaxed projection operator T k ͑m 1 , m 2 ͒ of Eq. ͑15͒. 9. Perform the amplitude constraint C A ͓Eq. ͑14͔͒, by applying the projection operator of Eq. ͑16͒ on the resulting image from step 8. This results in a new improved SR image f ͑k͒ ͑n 1 , n 2 ͒. 10. Return to step 3 with k = k +1 ͑if a new LR image is acquired͒.
Note that since under vibration conditions the shifts of each pixel oscillate around a zero mean, it is possible over a long sequence to evaluate the shifts with respect to static conditions ͑and not with respect to a reference field͒. This may produce geometrically more accurate SR images, but requires acquiring a long sequence of LR images ahead of applying the described SR reconstruction method.
Results
The proposed algorithm was implemented on both simulated and real mechanically degraded video sequences. In the example shown here, the real degraded video was captured by a thermal imaging system, in the 8-to 13-m wavelength range, manufactured by Electro Optic Systems Ltd. ͑ELOP͒. This system is a staggered TDI camera with six TDI stages, a margin of 29 pixels between the odd and the even field sensors, and a 30-Hz video rate. The purpose of the simulation is to enable a comparative evaluation of the results given the original video sequence and the true vibration vectors. Figure 4͑a͒ presents a part of "Lena" image that contains 384ϫ 384 pixels. This image, which serves as the highresolution image f͑n 1 , n 2 ͒ that we want to reconstruct, was used according to Eq. ͑1͒ to create a sequence of 100 LR images ͕g k ͑m 1 , m 2 ͖͒, each containing 128ϫ 128 pixels, as follows. First, random vibration vectors were constructed for all the fields that compose the LR video sequence using Eq. ͑2͒. The amplitudes and the frequencies were calculated according to the vibration PSD ͑power spectral density͒ that was given by the camera manufacture. This PSD has most of its energy concentrated in the lower frequency range. The phases were modeled as random variables equally distributed on ͓0,2͔. Using the vibration vectors, the PSF of each LR pixel was calculated according to Eq. ͑8͒. The rotation axis was set to be the optical axis, and six TDI stages were assumed. A zero-mean white Gaussian noise was added, such that the SNR of each image in the sequence was around 20 dB. Figure 4͑b͒ presents the first image of the LR video sequence. Note that the image is noisy and also degraded by shift-variant blur and comb effects. For a better perception of the sensor and motion blurring effects, the even field of the composite LR image of Fig. 4͑b͒ is shown in Fig.   Fig. 4 ͑a͒ Original ͑ground-truth͒ high-resolution image, ͑b͒ the first composite LR image of a 100 images video sequence created using a simulation of a vibrated staggered TDI camera with six TDI stages, and ͑c͒ the even field of the composite LR image of ͑b͒.
Simulation and Superresolution of a Vibrated Video Sequence
4͑c͒. Note that although the number of pixels is different in each image, the presented images occupy the same size, illustrating the differences in resolutions according to the perceived quality.
The POCS-based SR reconstruction algorithm outlined in Sec. 4.1 was initialized using the image of Fig. 5͑a͒ . This initial SR image was produced by applying a bicubic interpolation to the image of Fig. 4͑c͒ , which was used as a reference field, forming a 384ϫ 384 up-sampled image ͑three times the horizontal resolution and six times the vertical resolution of the LR field͒. The choice of other interpolation schemes ͑such as a bilinear interpolation͒ is also possible, since it hardly affects the results. Similarly to Patti et al., 21 the relaxation parameter was set to be 0.1, and the statistical confidence parameter ␦ 0 ͑m 1 , m 2 , k͒ was set to be 0.01, while the range of the gray levels was from 0 to 255. Afterward ͑step 3 in Sec. 4.1͒, whenever an LR image was acquired, its vibration vectors were estimated for each of its LR fields, relative to the reference field, using the hierarchical differential subpixel motion estimation method presented in Sec. 3 with a three-level Gaussian pyramid. An example for such estimation is shown in Fig. 6 , which compares the original versus the estimated displacements, of the odd field columns of Fig. 4͑b͒ , relative to the columns of the reference field ͓Fig. 4͑c͔͒. Figure 5͑b͒ shows the SR image reconstructed after processing 100 LR images ͑200 LR fields͒ according to the algorithm outlined in Sec. 4.1. It is clear that the restored image has considerably better resolution ͑less blur͒ and less noise than any of the recorded images of Figs. 4͑b͒ and 4͑c͒ or the initial bicubic interpolated image shown in Fig. 5͑a͒ . To appreciate the nature and spatial distribution of the approximation obtained, Figs. 5͑c͒ and 5͑d͒ display the absolute error ͑amplified for better visibility͒ between the original ground-truth image ͓Fig. 4͑a͔͒ and the images shown in Figs. 5͑a͒ and 5͑b͒, respecFig. 7 Convergence of the iterative process as a function of the iteration number. Fig. 5 ͑a͒ Initial SR image computed using a bicubic interpolation of the reference field shown in Fig. 4͑c͒ . The sampling rate was increased by three in the horizontal direction, and by six in the vertical direction. ͑b͒ The SR image obtained after processing 100 composite LR images using the proposed algorithm outlined in Sec. 4.1. The restored versus the degraded video are available on the web. 35 ͑c͒ The absolute error ͑difference͒ between the initial SR image of ͑a͒ and the original ground-truth image ͓Fig. 4͑a͔͒. ͑d͒ The absolute error ͑difference͒ between the SR image of ͑b͒ and the original ground-truth image ͓Fig. 4͑a͔͒. The brightness values in both error images were increased by 200% for a better appearance.
Fig. 6
Original ͑true͒ versus the estimated vibration vectors for the odd field of Fig. 4͑b͒ relative to the reference field shown in Fig. 4͑c͒ : ͑a͒ along the scan direction, ͑b͒ perpendicular to the scan direction, and ͑c͒ around the rotation axis of the camera.
tively. We can see that the reconstructed SR image in Fig.  5͑b͒ is quite similar to the original ideal ͑ground-truth͒ high-resolution image shown in Fig. 4͑a͒ . Figure 7 presents the RMSE ͓Eq. ͑17͔͒ as a function of the iteration number. We can see that after processing of approximately 20 LR images, the algorithm converges and no more improvement is noticeable. This can also be deduced by observing the full restored SR video versus the degraded LR video, which are available on the Web. Figure 8͑a͒ presents the first image of a video sequence recorded under vibration conditions. The sequence contains 100 LR images, each cropped to contain 256ϫ 256 pixels ͑composed of two 128ϫ 256-pixel interleaved odd and even fields͒. The recorded image shown in Fig. 8͑a͒ is noisy and also degraded by shift-variant blur and comb effects. We can see, for example, that the comb effects in the left portion of the image are generally larger than the comb effects in its right portion. For a better perception of the blurring effects ͑without the comb effects͒, the even field of the composite LR image of Fig. 8͑a͒ is shown in Fig. 8͑b͒ .
SR of a Real-Degraded Video Sequence
In this case, the SR algorithm outlined in Sec. 4.1 was initialized ͑with the same relaxation and statistical confidence parameters as in Sec. 5.1͒ using the image of Fig.  9͑a͒ . This initial SR image was produced by applying a bicubic interpolation to the image of Fig. 8͑b͒ , which served as a reference field ͑producing a 768ϫ 768 upsampled image͒.
For each acquired LR image, its vibration vectors were estimated ͑for both of its LR fields͒ relative to the reference field using the hierarchical differential motion estimation process ͑described in Sec. 3͒ with a three-level Gaussian pyramid. The estimated vibration vectors for the odd field of the composite LR image of Fig. 8͑a͒ are shown in Fig.  10 .
The SR image obtained after processing 100 LR images is shown in Fig. 9͑b͒ . It is clear that the reconstructed SR image has considerably better resolution and less noise than any of the recorded images of Fig. 8 or the bicubic interpolated image shown in Fig. 9͑a͒ . For example, we can see that the reconstructed SR image of Fig. 9͑b͒ contains bars on the window farthest to the left ͑top portion of the figure͒ and also a part of a dark antenna ͑at the right portion of the figure͒, which are not seen ͑or barely seen͒ in the images of Figs. 8 and 9͑a͒. Figure 11 presents the RMSE as a function of the iteration number. Again, we can note that the algorithm converges rapidly so that after processing of approximately 20 LR images, no more improvement is noticeable. This can be realized as well by observing the full restored SR video versus the degraded LR video, which are also available on the Web. 
Comparative Examination
A comparison is carried out here with other standard SR techniques that use several LR images as well as with the method of Hochman et al. 22 ͑using only the two fields of a single interlaced LR image͒, which was extended in this work. We start by implementing a standard ͑nonuniform interpolation͒ SR technique [36] [37] [38] considered to represent the most intuitive approach since it implements separately and consecutively the three basic stages of the SR process: reg- Fig. 8͑a͒ relative to the reference field shown in Fig. 8͑b͒ : ͑a͒ along the scan direction, ͑b͒ perpendicular to the scan direction, and ͑c͒ around the optical axis of the camera. Fig. 11 Convergence of the iterative process for the real degraded video reconstruction.
Fig. 12
Results of applying alternative SR techniques to the video sequence used in Sec. 5.1 ͓compare all the results to Fig. 5͑b͔͒ : ͑a͒ reconstruction using Delaunay triangulation and a Wiener filter deblurring, ͑b͒ reconstruction using Delaunay triangulation and a damped Richardson-Lucy deblurring, ͑c͒ a standard POCS reconstruction using only the first three LR images ͑six fields͒ of the video sequence, and ͑d͒ same as ͑c͒, but using only the first LR image ͑two fields͒ of the video sequence.
istration, interpolation, and deblurring. In this technique, the gradient-based registration algorithm of Lucas and Kanade is used to estimate the shifts between the acquired LR frames 36, 38 ͑performed here according to Sec. 3.1͒. Then, Delaunay triangulation 37, 38 ͑a built-in MATLAB function griddata͒ was utilized to place the LR frames onto a uniformly spaced high-resolution grid. Finally, a conventional deblurring Wiener filter 36 was applied with the sensor PSF described in Sec. 2. Figures 12͑a͒ and 13͑a͒ show the results of implementing this SR technique with the same LR video sequences used in Secs. 5.1 and 5.2, respectively. We can see that although these images are significantly better than the degraded ones shown in Figs. 5͑a͒ and 9͑a͒, they are somewhat blurrier relative to the SR images shown in Figs. 5͑b͒ and 9͑b͒. Results of deblurring using the damped Richardson-Lucy algorithm 37 ͑instead of a Wiener filter͒ are presented in Figs. 12͑b͒ and 13͑b͒ . The images also seem blurrier relative to the SR images of Figs. 5͑b͒ and 9͑b͒, respectively. This can be attributed to the fact that only the sensor blur was considered ͑as usually done in the SR literature͒. Therefore, the importance of modeling the shift-variant vibration blur ͓according to Eq. ͑8͔͒ is evident. Note that when this blur is taken into account and appropriately estimated, we found that the POCS produces similar reconstruction results compared to other techniques that enable handling shift-varying degradations, such as the IBP ͑iterative back projection͒ method 10, 11, 31 . In addition, although some SR techniques [18] [19] [20] [21] incorporate estimation of shift-variant blurs, they are not applicable in our case since the common low-frequency vibration blur cannot be modeled by a single parameter.
Next, we address the question of how many LR images are required to obtain a good-quality SR image. We can conclude from Figs. 7 and 11 that about 20 LR images are required to obtain a good-quality SR image. However, recall that the proposed reconstruction algorithm employs each LR image only once in the POCS process ͑Sec. Figs. 5͑b͒ and 9͑b͒ . This is probably so because at least nine LR images are required ͑ideally͒ for a resolution enhancement factor of three. [10] [11] [12] [13] For a comparison purpose, we implemented the same algorithm using only the first LR image ͑two fields͒ of the video sequences. The results, using five iterations, are shown in Figs. 12͑d͒ and 13͑d͒ . It can be seen that in this case, the improvement over the bicubic interpolated images shown in Figs. 5͑a͒ and 9͑a͒ is hardly noticeable. This demonstrates the limits of using the POCS method with a single LR image as was done previously by Hochman et al. 22 This means that even when the PSF is recovered quite successfully, the blurred LR image still lacks all the information required for a high-quality SR reconstruction. Table 1 presents quantitative results of the simulation comparisons in this section, by presenting the RMSE between the original ͑high-resolution͒ ground-truth image ͓Fig. 4͑a͔͒ and its various SR approximations. These quantitative results support the visual assessments concluded here.
Conclusions
A TDI scanning mechanism is a technique that enables photography under low-light-level conditions, which is particularly significant in thermal imaging. As a result of the camera vibrations that frequently occur in various imaging systems, the captured images may suffer from shift-variant degradations. The degradation is more severe for a staggered TDI camera, composed of two spatially shifted TDI sensors.
This paper proposed an SR reconstruction algorithm for the case of a video sequence captured by a vibrated TDI camera. Subpixel motion estimation with respect to translation and rotation was carried out using an appropriate hierarchical differential method. The estimated motion was used to estimate the shift-variant PSF, which was then used in a POCS-based efficient ͑recursive͒ algorithm, in which the high-resolution video is updated whenever a new LR image is acquired. The algorithm was applied to simulated video sequences and also to real degraded video sequences acquired by a thermal staggered TDI camera. Results show significantly improved higher resolution videos that contain more details, and less noise, relative to the captured degraded videos ͑the video comparisons appear on a Web site 35 ͒.
The method developed here extends and improves a previous method 22 for restoration of a single image captured by a translational vibrated staggered TDI camera. Although the method proposed here was implemented to our staggered TDI camera, it is not limited to TDI cameras that contain a staggering structure, since each field of the staggered ͑interleaved͒ LR image is treated as an independent image in the SR process. A comparison to other methods as well as to the previous one shows that the proposed method is more suitable for SR reconstruction of vibrated video sequences. 
