ABSTRACT A graph is an interval graph tf and only if each of Its verttces can be associated with an interval on the real hne m such a way that two vertices are adjacent m the graph exactly when the corresponding mtervals have a nonempty mtersectmn An effictent algonthrn for testing tsomorpinsm of interval graphs ts unplemented using a data structure called a PQ-tree. The algorithm runs m O(n + e) steps for graphs having n vemces and e edges It is shown that for a somewhat larger class of graphs, namely the chordal graphs, lsomorpinsm is as hard as for general graphs
Introductwn
Let G be a graph; let V be its set of vertices and let E be its set of edges. Let n be the number of vertices and e be the number of edges. G is said to be the intersection graph of a family of sets F--(S,}~-1 if there is a one-to-one correspondence between V and F such that two vertices are adjacent if and only if the corresponding sets have a nonempty intersection. For example, G is said to be an interval graph if it is the intersection graph of a family of intervals on the real line, that is, if it is possible to set up a one-to-one correspondence between its vertices and a set of intervals on the real line such that two vertices are adjacent if and only if the corresponding intervals have a nonempty intersection. The set of intervals is called an intersection model for G. Figure I gives an example of an interval graph and its intersection model. The problem of characterizing such graphs was posed by Haj6s [9] . Since then a number of interesting applications for interval graphs
181.
Although the general problem of determining graph isomorphism appears to be hard, for some special classes of graphs isomorphism can be decided efficiently [1, 11, 12] . For example, for planar graphs, it can be decided in O(n) time [12] . In this paper we discuss the problem of deciding isomorphism for interval graphs and for chordal graphs. We show that for interval graphs, isomorphism can be decided in O(n + e) time. The isomorphism algorithm is based on the recognition algorithm in [4] . First we construct a PQ-tree [4] for each graph; next we attach labels to the trees in such a way as to guarantee that the labeled trees represent the graphs up to isomorphism. Then we compare the trees using a modified version of the tree isomorphism algorithm of [1, 11] . For chordal graphs, on the other hand, we show that the isomorphism question is as hard as arbitrary graph isomorphism, using a technique similar to that of [10] . Most of the ideas in this paper can be found in the authors' theses [2, 16] . Additional results, dealing with the complexity of isomorphism for a class of graphs between the interval graphs and chordal graphs, can be found in [3] .
A Characterizatwn of Interval Graph Isomorphism
A clique of a graph G is a maximal subset of V all of whose elements are adjacent. For each vertex v, let C(v) be the set of cliques which contain v. The following characterization is due to Fulkerson and Gross.
THEOREM [6] .
G is an interval graph if and only if there exists a linear ordering of its cliques such that for each vertex v, the elements of C(v) appear consecutively within the ordering.
In the interval graph recognition algorithm in [6] , G is immediately rejected if it fails to be a chordal graph; if G is chordal, [6] demonstrates a polynomial time algorithm to construct all of its cliques. It is easy to see from this algorithm that a chordal graph has at most n cliques, and that the sum of their sizes is O(n + e).
The Fulkerson-Gross characterization is used in [4] to produce the following algorithm to test whether G is an interval graph. 
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Recently O(n + e) algorithms have been developed to determine whether G is chordal and to fred all of its cliques [16, 18] ; nonetheless, Algorithm 1 at first appears to be terribly inefficient, since the set H which is being manipulated can be very large. However, [4] shows how to implement this algorithm to run in O(n + e) time by a very careful choice of the data structure for H; this data structure is called a PQ-tree. A PQ-tree is an ordered tree whose nonterminal nodes (i.e. all nodes except the leaves) fall into two classes, namely the P-nodes and Q-nodes; a nonterminal node is said to be of type P or Q. Two trees T and T' are said to be equivalent, written T = T', if one may be obtained from the other by applying any combination (possibly none) of the following two classes of transformations, called equivalence tran~ormations:
(a) arbitrarily reordering the children of a P-node, (b) reversing the ordering of the children of a Q-node.
(A structure similar in principle to a PQ-tree was used in a planar graph recognition algorithm [15] , although it was not described as a tree; in [4] it is shown how the idea in [15] may be streamlined and implemented efficiently to produce several efficient algorithms.)
A PQ-tree is proper if each P-node has at least two children, and each Q-node has at least three children. Henceforth we will always assume that the PQ-trees we are considering are proper. The frontier of a PQ-tree is the ordering of its leaves obtained by reading them from left to right. The frontier of a node t, written F(t), is the frontier of the subtree rooted at t. An ordering of the leaves of T is consistent with T if it is the frontier of a tree equivalent to T. The set of all orderings consistent with T is called the consistent set of T, and is denoted CONSISTENT(T). Figure 2 shows a PQ-tree and two other equivalent PQ-trees; in this and subsequent figures, P-nodes are drawn as circles, Q-nodes as rectangles, and leaves as dots. When it is desirable to represent a node without specifying its type, a small triangle will be used; large triangles will represent subtrees.
In our applications, we will let the leaves of T be the cliques of G. It turns out that Algorithm 1 can be implemented efficiently by manipulating a tree T such that II is CONSISTENT(T). In fact, the following may be proven. An implementation of this test has been programmed [ 19] ; the implementaUon contains a number of interesting ideas not present in [4] . Also, Fischer and Ladner have made numerous helpful suggestions about the implementation of the algorithm [5] .
T:
The tree guaranteed by this theorem will henceforth be denoted T(G). We begin to attack the question of determining isomorphism of two interval graphs G and G' by comparing T(G) and T(G').
The following theorem tells us that isomorphic graphs will have equivalent PQ-trees. PROOf. If two trees have different numbers of leaves, they can clearly neither be equivalent nor have identical consistent sets. Thus we may assume both trees have the same number of leaves; let this common number be m. We now prove the theorem by induction on m. If m --1 then there is only a single PQ-tree, consisting of only one leaf node, and the theorem is trivially true.
Assume then that the theorem is true for all trees with less than m leaves, where m > 1.
Let T1 and Te be two trees having m leaves with CONSISTENT(TO = CONSIS-TENT(T2). We claim that the roots of T~ and Tz (necessarily nonterminal nodes) either are both P-nodes having subtrees which can be set into one-to-one correspondence in such a way that pairwlse they are isomorphic or else they are both Q-nodes whose subtrees m left-to-right order (or the reversal) are pairwise isomorphic. This is sufficient to establish that T1 -ffi T2. We prove the claim by first showing that each root has the same number of subtrees, and that these subtrees partition the leaves in the same way; that is, we show that there is a one-to-one correspondence between the subtrees of T1 and T2 such that corresponding trees have the same sets of leaves. Pick any subtree T' of the root of T~. Its leaves appear somewhere in T2.
Suppose these leaves occur in more than one subtree of the root of T2. Consider two such subtrees. If either one of these subtrees does not consist entirely of leaves from T' then we have the situation on the left in Figure 3 , where x and y are leaves in one subtree of T2, z is in a different subtree of T2, and both y and z are in T' but x is not. We can reverse the entire left subtree in T2 to obtain an equivalent tree in which x separatesy and z; this is shown on the right of Figure 3 . This is a contradiction because y and z can only be separated by leaves of T'. Thus we know that if the leaves of T' occur in more than one subtree of Tz then they comprise all of the leaves of those subtrees.
Continuing the assumption that the leaves of T' are in more than one subtree of T2, let y and z be two leaves of T' which are in distinct subtrees of Tz; note that since T~ has at least one other subtree in addition to T' we can choose a leaf x which is not in T'. By the discussion above we know that x is in no subtree of T2 which contains leaves from T' and thus x, y, and z appear in distinct subtrees in T2. This implies that the root of T2 is a Qnode since otherwise we could rearrange three of its subtrees as m Figure 4 and obtain a contradiction as before. But if the root is a Q-node we are again in trouble. We can 
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x y z Fla. 5 Two possible frontiers for T1, at least one of which ts mcons,stent with T2 having a Q-node root rearrange T~ so that x is closer to eithery or z; see Figure 5 . This contradicts the fact that if x, y, and z are in separate subtrees of the root of T2, and tf this root is a Q-node, then the relative order of x, y, and z is determined up to reversal. We are thus left with the conclusion that all leaves of T' must occur within a single subtree of T2. Thus the partition of the leaves of T1 induced by the subtrees of its root must be a refinement of the partition of the leaves of T~ induced by the subtrees of its root. A symmetric argument shows that the same statement is true if we interchange the roles of T~ and T2. Thus the two partitions must in fact be identical, as was desired. Note that this implies that both roots have the same number of children; call this number r.
The next claim is that the roots are either both P-nodes or both Q-nodes. If r = 2 both roots must be P-nodes, since the trees are proper. If r ~_ 3, and the roots are of different types, assume without loss of generality that T~ has a P-node root and T2 has a Q-node root. Then we could choose leaves x, y, and z such that we have the situation in Figure 6 in which y always occurs between x and z in T2 but not in T~. This verifies the second claim.
Finally, we see that the subtrees are pairwise isomorphic (given the pairing determined by the partitioning of leaves) by use of the inductive hypothesis. E] Theorem 1 enables us to conclude that if G and G' are isomorphic, then T(G) and T(G') are equivalent. Now we attack the converse problem: we wish to guarantee that if T (G) and T(G') are equivalent, then G and G' are isomorphic. Unfortunately, however, this is not the case; it is possible for graphs which are not isomorphic to have equivalent PQtrees. Figure 7 illustrates the problem we face. In order to overcome this problem, we will have to modify the PQ-tree so that it gives more information about the structure of the graph. For any vertex v in G, let the characteristic node of v, written CHAR(v), be the deepest node t in Tsuch that F(t) contains C(v). We will often use the inverse image of this function; if t is a node in T, let 
CHAR-1(t) = (v E V[t = CHAR(v)}.
Given a subset S of the leaves of T, it is useful to classify a node t of T as pertinent with respect to S If F(t) contains some element of S and empty wtth respect to S if F(t) does not contain any element of S; the pertinent nodes are further classified as full with respect to S if F(t) is composed entirely of elements of S, or parttal with respect to S if F(t) contains some elements in S and some not in S When the set S is clear from the context, the phrase "with respect to S" wdl be omitted.
LEMMA 1 Let S be a nonempty set which appears consecuttvely in all elements of CONSISTENT(T) Then either (a) there ts a P-node or leaf whose frontier comprtses prectsely S, or (b) there ts a consecutive sequence of chddren of a Q-node q such that the unton of the frontiers of the nodes in the sequence ts S

PROOF
Let t be the deepest node m T whose frontier contains S. Consider three cases Case 1. Node t is a leaf. Then the frontier of t contains only t, so (a) holds trivially.
Case 2. Node t is a P-node. We will show that F(t) comprises precisely S. Assume the contrary in order to derive a contradiction. Since t is the deepest node whose frontier contains S, t must have at least two pertinent children; also, by assumption, t must have at least one partial or empty child. Thus we may consxder two subcases. Subcase 2.1. Node t has an empty child. Permute the chddren of t so that the empty chdd appears between two pertinent children. Then clearly S is not consecutive in the frontier; this contradicts the hypothesis of the theorem. Subcase 2.2. Node t has a partial child tl. Let C: be a leaf which is a descendant of tl and is in S; similarly, let Ce be a leaf which is a descendant of tl and is not in S. Recall that t has at least two pertinent children, and let C~ be a descendant in S of a pertinent child of t other than tl. If Ce appears between C: and C~, S is clearly not consecutive in the frontier, a contradiction. Otherwise, reverse the frontier of tl by reversing the chddren of all nodes which descend from t~ (including t~ itself). Then Ce will appear between C: and C~, so we again have the desired contradiction.
Case 3. Node t is a Q-node. Let t~, t2, ..., tk be the children of t m order from left to right. Let t, (respectwely t:) be the leftmost (respectwely rightmost) pertinent child of t.
Note that since t is the deepest node whose frontier contains S, t must not equalj. Now all children between t, and t: must be full, since otherwise S would not be consecutive in the frontier. Thus all that remains to be shown is that t, and tj are full. Assume for a contra&cUon that they are not both full; without loss of generality assume that t, is partial.
Then as in subcase 2.2, either S is not consecutive in the frontier, or by reversing the frontier of t, we can prevent S from being consecutive. This final contradiction completes the proof. O We will now attach labels to the nodes of the PQ-trees; these labels will consist of strings of integers which indicate how the sets C(v) are distributed over the frontier of the tree.
The labels are defined as follows. The resultant labeled tree is denoted Tz(G). This labeling is dlustrated in Figure 8 .
THEOREM 2. A labeled PQ-tree contains enough information to reconstruct G up to tsomorphlsm.
PROOF. Given a labeled PQ-tree T, we construct a graph G' on a set V' of vertices which contains the following elements. In view of the definition of the labels, these correspond in a natural way to elements of 
CHAR-I(q).
Associate with each vertex v' E V' a set C'(v') as follows. If v' has the form (t, r), let C'(v') be the set of elements of F(t).
THEOREM 3. Two graphs G and G' are isomorphic if and only zf TL(G) ~-TL(G').
PROOF. This follows easily from Theorems 1 and 2.
[2]
The Interval Graph Isomorphism Algorithm
Let N be the number of nodes in the PQ-tree under consideration. Since the interval graph is a chordal graph, it can have at most n chques [6, 7] ; thus the PQ-tree has at most n leaves. But since the tree is proper, each interior node has at least two children, so we may PROOF. By a stmple induction on the level of nodes, we may conclude that the nodes added to FLIST are precisely the full nodes in the tree. However, a node is deleted when its parent is added, so we conclude that at the end of FLOOP, FLIST contains a node t if and only if t is full but the parent of t is not. Then by Lemma 1 and the defmmon of the labeling, it is easy to see that the algorithm labels the tree correctly.
LEFT ~--the minimum of NUMBER[t] over all t m FLIST, RIGHT *--the maximum of NUMBER[t] over all t m FLIST, append the pair (LEFT, RIGHT) to LABEL[q],
To see that the algorithm is linear, first consider the time spent in VLOOP. Note that since T is proper each node has at least two children. From this it follows readily that the number of full nodes with respect to a set S is linear in IS I. Thus the number of passes through FLOOP for any vertex is O(I C(v)I); summing this over all vertices gives O(n + e). At first glance, step RESET may seem to require time proportional to the number of nodes in the tree; however, if we maintain a list of nodes whose fields are changed, we may reset their count fields to 0 in O(I C(v)l) time. The remainder of the processing for a vertex is also easily seen to be O(1C(v)I), so the amount of time spent in VLOOP is linear. Now consider the time spent in the sorts m step SORT. We use Algorithm 3.1 of [11, so the time for one sort is bounded by the length of LABEL[q] plus the range of values of the elements of LABEL [q] . From the definition of the labels, a bound is
O(ICHAR-~(q)I + CCOUNT[q]).
(1)
Summing (1) over all Q-nodes gives O(n + N), which is O(n). []
To test for L-equivalence of trees, we may use the following algonthm, which is based on the tree isomorphism algorithm in [1, l l]. The algorithm places a labeled tree T into a form which is canonical for L-equivalence; that is, T and T' are L-equivalent if and only if the algorithm maps them into the same tree. A bit of explanation of the notation used in the algorithm will be helpful. LABEL" [q] denotes the label q would have if its children were reversed. A[t] is a sequence which is associated with a node t during the algorithm; it consists of a string over the positive integers and the symbols 'C', 'P', and 'Q'. The index of a sequence in a family of sequences is defined as follows. Given a family of sequences A~, A2, ..., Ak, sort them into lexicographically nondecreasmg order. Eliminate duplicates. If a sequence A is the ith element in the resulting ordering of distinct sequences, we say that i is the index of A in the family. When performing a sort, we shall arbitrarily adopt the collating sequence 'C'<'P'<'Q'<0< 1<2< .... PROOF. Suppose we run the algorithm once on T1 and once on T2. Let i and j each be 1 or 2; i and./may or may not be equal. Let t (respectively t') be a node at level m in T, (respectively Tj). If ta is a node in a tree Ta, define Ta(ta) to be the subtree in Ta which is rooted at ta; that is, Ta(t~) is the tree which includes ta and all of its descendants. We may prove by induction on m that the following four statements are equivalent:
The details of the induction are not difficult and will be omitted. The lemma then follows immediately from (a) and (c) if we let t (respectively f) be the root of T1 (respectively 72). [] 
We will now show that the time used m the mth pass through LOOP is bounded by (2 
Chordal Graph Isomorphism Is Hard
It is interesting to ask whether the efficient test for isomorphism outlined above may be extended to a larger class of graphs. One class of graphs which might be considered is the class of chordal graphs. As mentioned in the Introduction, the class of chordal graphs properly contains the class of interval graphs [14] . We now show that it would be optimistic indeed to try to extend the isomorphism algorithm presented here to cover the class of chordal graphs. The method is very similar to that used in [ 10] to prove that isomorphism for certain other classes of graphs is as hard as for arbitrary graphs.
THEOREM 5. Arbitrary graph isomorphism is polynomially reducible to chordal graph isomorphism.
(See [13] for more information about polynomial reducibility.) PROOf. Define a mapping Mfrom an arbitrary graph G = (V, E) to a graph G' = (V', E') as follows. To avoid confusion, elements of V' will be called points and elements of E' will be called lines. V' contains a point for each vertex and each edge of G; call these vpoints and e-points, respectively. E' contains a line connecting each pair of v-points as well See Figure 9 . It is apparent that this mapping may be carried out in polynomial time.
Next we show that G' is chordal. Consider any cycle of length greater than three in G'.
We examine two cases.
Case 1. The cycle contains only v-points. Then it certainly has a chord, since all vpoints are adjacent.
Case 2. The cycle contains an e-point. Then the two points adjacent to this point must be v-points, and hence are adjacent; thus we have the desired chord. Now assume that G has at least four vertices; this creates no serious loss of generality, since we are only concerned with the asymptotic behavior of the algorithms. We will show that G' contains enough information to enable us to reconstruct G, up to isomorphism. First note that we can tell which points of G' are v-points and which are e-points: since all v-points are adjacent, all have degree at least equal to n -1, which is greater than 2; on the other hand, an e-point always has degree 2, since it always is adjacent to exactly two vpoints. Finally, we can tell whether vertices of G are adjacent by checking whether the corresponding v-points are adjacent to a common e-point. Thus we can reconstruct G from G' up to isomorphism.
We may therefore reduce the problem of testing isomorphism of G1 and G2 to the problem of testing isomorphism of M(G1) and M(G2), establishing the theorem. E]
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