Conceptual models help us to understand complex phenomena, and they are often used to guide nursing research. Conceptual models typically depict causal relationships among several variables for the purpose of explaining when, how, and why human phenomena occur (Lindley & Walker, 1993) . The inclusion of several variables to explain mental health phenomena is especially appropriate because rarely is one factor the sole cause of mental health problems such as depression, lack of motivation, or ineffective coping.
In a model, causal relationships between variables may depict direct effects, moderating effects, mediating effects, and, as yet less common in nursing research, reciprocal effects. Direct effects between independent and dependent variables do not usually present statistical and interpretative problems. However, the terms moderating and mediating effects in causal models can be problematic. The frequent interchangeable use of these terms has led to inappropriate analytical strategies and misinterpretation of causal relationships (Baron & Kenney, 1986) . Conversely, reciprocal effects between two dependent variables are usually handled appropriately by knowledgeable researchers using sophisticated statistical techniques with structural equation analysis. The purpose of this article is to explain theoretical differences between moderator and mediator variables and describe appropriate statistical strategies for both conditions.
MODERATING EFFECTS
A moderator variable speci es when or under what conditions a predictor variable in uences a dependent variable (Baron & Kenny, 1986; Holmbeck, 1997) . A moderator variable may reduce or enhance the direction of the relationship between a predictor variable and a dependent variable, or it may even change the direction of the relationship between the two variables from positive to negative or visa versa (Lindley & Walker, 1993) .
A moderator variable can be considered when the relationship between a predictor variable and a dependent variable is strong, but most often it is considered when there is an unexpectedly weak or inconsistent relationship between a predictor and a dependent variable (Baron & Kenny, 1986; Holmbeck, 1997; Lindley & Walker, 1993) . The moderating effect is typically expressed as an interaction between predictor and moderator variable (Aldwin, 1994; Baron & Kenny, 1986; Holmbeck, 1997) .
For example, a researcher may hypothesize that depression in family caregivers (the dependent variable or y) is predicted by two independent variables: the care recipients' severity of impairment (x1) and dysfunctional family dynamics (x2). When depression (y) is regressed on "impairment" (x1) and on "dysfunctional family" (x2), the researcher nds only a weak relationship between impairment and depression, but the relationship between dysfunctional family and depression is signicant. Because the relationship between impairment and depression had been expected to be signi cant, the researcher formulates a new hypothesis, namely that dysfunctional family dynamics moderate, or in this case, enhance the effect of care recipients' impairment on caregiver depression. A third independent variable is, therefore, introduced, that is, the interaction term of impairment £ dysfunctional family (x3). This new variable (x3) tests whether dysfunctional family (x2) is a moderator variable. When x3 is added to the regression analysis and found to have a signi cant relationship with depression, the moderator hypothesis is supported (Figure 1 ). The interpretation of this nding is that the effect of impairment on depression depends on, or is conditional on, the level (or severity) of dysfunctional family dynamics. If the interaction term had not been introduced, an incorrect conclusion would have been that care recipients' impairment severity is not a predictor of depression in caregivers. Conversely, if the interaction term was found to be insigni cant, the moderator hypothesis would not be supported. The correct interpretation in that situation would be that dysfunctional family dynamics are signi cant predictors of depression but the care recipients' impairment characteristics are not.
It should be noted that moderator variables are always at the same level as predictor variables in regard to their roles as causal variables. This means that in any model they are antecedent or exogenous to dependent variables.
Statistical Strategies for Testing Moderating Effects
Moderator variables can be at the interval, continuous, or ratio level, and they can also be categorical (Baron & Kenny, 1986; Lindley & Walker, 1993) . Depending on the type (level) of the moderator variable, different statistical analyses are used to measure and test the differential effects. The statistical tests are multiple regression analyses, structural equation modeling (SEM), and analysis of variance (ANOVA; Baron & Kenny, 1986; Holmbeck, 1997) .
Multiple Regression Analyses
When predictor and moderator variables are interval or continuous, multiple regression analyses are used for testing moderating effects. Most commonly, researchers assume that a continuous moderator variable alters the relationship between the independent and dependent variables in a linear function (Baron & Kenny, 1986) . Using the example shown in Figure 1 in which both moderator and dependent variable are continuous, the following statistical analyses would be appropriate. First, the predictor variables "impairment" and "dysfunctional family" are entered into the regression equation to test their main effects. This is followed by the interaction term which is generated by multiplying the predictor by the moderator (impairment £ dysfunctional family). Depending on the researcher's conceptual framework, the main effects can be entered into the equation in hierarchical, stepwise, or simultaneous methods (Cohen & Cohen, 1983) . Although the main effects may be entered in any order, they must be entered rst and before the interaction term (impairment £ dysfunctional family) is introduced at a separate step. If the change in R 2 (1R 2 ) for the interaction term is statistically signi cant, it is said to have a moderating effect, and the moderator hypothesis is supported (Aldwin, 1994; Baron & Kenny, 1986; Holmbeck, 1997) . Table 1 shows hypothetical data for the above discussed example. Note that the change in R 2 (.02) is signi cant at the p D 0:05 level.
Interpretations of statistically signi cant interactions require several steps. First, the researcher calculates low, medium, and high levels for "impairment" and also for "dysfunction" which are usually de ned as the mean ¡1 standard deviation (SD) for low levels, the mean for median levels, and the mean C1 SD for high levels. Simple regression equations are then solved for each level of the moderator. (For a more detailed discussion on these regression equations refer to Aldwin, 1994) . The obtained regression lines for high, medium, and low values of the moderator variable are then plotted to determine whether there is a buffering, enhancing, or situation-speci c effect (Aldwin, 1994; Cohen & Cohen, 1983; Holmbeck, 1997) . Figure 2 shows that when the level of dysfunctional family dynamics is high, the stronger the relationship between care recipient impairment and caregiver depression is. This represents an enhancing effect of the moderator variable. Figure 2 also shows that when dysfunctional family dynamics are low (bottom line ), there is no relationship between recipients' impairment level and caregiver depression.
Researchers must also be aware of the problem of multicollinearity that may result when the variables being multiplied to generate the interaction term (impairment £ dysfunctional family in the above example) are highly correlated with each other. Multicollinearity causes "bouncing betas" in which the direction of the beta terms can shift from previously positive to negative relationships or vice versa (Cohen, 1978) . For example, the previously identi ed positive relationship between dysfunctional family dynamics and caregiver depression could become negative if care recipients' impairment (x1) and dysfunctional family relations (x2) were highly correlated.
Multicollinearity may be reduced by centering continuous predictor and moderator variables. This is accomplished by subtracting the sample mean from the respective variable, thereby obtaining a centered deviation score with a mean of zero. Centering the beta terms reduces the magnitude of the correlations between the independent variables, thus reducing multicollinearity (Aldwin, 1994) .
Structural Equation Modeling (SEM)
Although multiple regression analyses are useful to test moderating effects, SEM, which is based on maximum likelihood analysis, should be used if any of the following conditions exist: (1) the model is nonrecursive, (2) the model has correlated residuals, or (3) the model has multiple indicator variables for unobserved (or latent) variables (Pedhazur, 1982) . Nonrecursive models, that is, models with reciprocal relationships, cannot be analyzed with regression analysis. However, with SEM it is possible to separate out the confounding aspects of reciprocal effects (Biddle & Marlin, 1987; Peyrot, 1996) . SEM also makes allowances for errors in measurements in the statistical model. Measurement errors are important because they can attenuate the relationship between two variables (Baron & Kenny, 1986; Peyrot, 1996) . Moreover, SEM is capable of generating solutions for models in which unobserved variables (known as "constructs" or "latent" variables ) are measured by multiple indicators (Biddle & Marlin, 1987; Mason-Hawkes & Holm, 1989; Pedhazur, 1982; Peyrot, 1996) .
Although a number of SEM statistical programs have been developed, the two most well known are LISREL VIII (Joreskog & Sorbom, 1993) and EQS (Bentler, 1995) . It is highly recommended that researchers who want to use these programs obtain advanced statistical education and analysis training.
Analysis of Variance (ANOVA)
When both the predictor and moderator variable are dichotomous (categorical), 2 £ 2 ANOVA (also called two-way ANOVA) is used for testing moderating effects. For example, the researcher may want to know if the results for two different types of therapy for caregiver depression, that is, group therapy versus individual therapy (coded A/B) are in uenced by the presence or absence of reported agitated behavior in care recipients (coded no/yes ). The two-way ANOVA will provide main effects for the predictor variables (treatment A and treatment B). Next, ANOVA provides the effect for the interaction between the predictors (treatment A and B £ agitation ). If the interaction term is statistically signi cant, the moderator hypothesis is supported. Sample means for each situation are then used to plot and visually demonstrate the interaction, that is, sample mean depression scores for group therapy in the presence or absence of agitated behavior and sample mean depression scores for individual therapy in the presence or absence of agitated behavior (Polit, 1996) . As shown in Figure 3 , the plotted graph may reveal a crossed interaction. This would indicate that caregiver depression is lowest for those who received group therapy (the solid line) and reported agitation in their care recipient; but group therapy was less effective for caregivers who did not report agitation. Figure 3 also shows that depression is higher for those caregivers who received individual therapy and reported agitation, but depression is lower when there is no report of agitation.
MEDIATING EFFECT
A mediator variable represents an intervening variable or, stated differently, a mechanism through which an independent variable is able to in uence a dependent variable (Baron & Kenny, 1986; Peyrot, 1996) . A mediator explains how or why a relationship exists between the predictor and dependent variable, and a mediator is often an attribute or an intrinsic characteristic of individuals (Holmbeck, 1997; Lindley & Walker, 1993; Peyrot, 1996) . In contrast to moderating effects which are most commonly introduced when there is an unexpected weak relationship between predictor and dependent variable, there must be a signi cant relationship between the predictor and the dependent variable before testing for a mediating effect (Baron & Kenny, 1986 ).
For example, researchers have found that women undergoing breast cancer treatment who use active forms of coping live longer than women who use more passive coping styles (Greene & Larson, 1991; Greer & Morris, 1975; Morris, Greer, Pettingale, & Watson, 1981) . A possible interpretation of this nding would be that active forms of coping directly affect longevity. In actuality, active coping involves health behaviors such as exercising, good nutrition, and adherence to medications, all of which facilitate the prescribed treatment regime, and hence the treatment regime affects the person's longevity. Active coping may not have a direct effect on longevity, but only a mediating effect by facilitating other things that do directly affect longevity (Aldwin, 1994 ). In the example described above, the mediator speci es the mechanism by which the given effect of the treatment regime occurs; the mediator indirectly affects health outcomes (Aldwin, 1994; Baron & Kenny, 1986) . As shown in Figure 4 , a mediator is a third variable that falls in the causal pathway between the predictor variable and the dependent variable.
The model in Figure 4 assumes a three-variable system. First, a direct and signi cant relationship between "treatment regime" (A) and "longevity" (C) is established (see Figure 4a) . After introducing the mediator variable "coping" (B), the path between A and C becomes nonsigni cant (Figure 4b ). However, A now in uences the mediator B, and B in uences C. This can be interpreted as the treatment regime having an indirect effect on longevity through coping. In a "trimmed" model, the path between A and C could be deleted. It should be noted that statistical textbooks (e.g., Polit, 1996; Tabachnick & Fidell, 1996) tend to use the terms mediated and indirect effects interchangeably.
Statistical Strategies for Testing Mediating Effects
Mediating effects can be investigated through path analysis and SEM strategies. Path analysis is a series of regression equations that track out the direct and indirect pathways between predictor and dependent (or outcome) variables. SEM strategies are based on maximum likelihood analysis and, as previously noted, are necessary if the model includes unobserved (i.e., unmeasured) variables that are represented by several indicator variables, or if the model includes reciprocal effects or has correlated residuals.
Multiple Regression Analyses
Prior to using path analytic regression techniques, Pearson correlations among variables in the model are examined. Using the example in Figure 4 , the predictor A (treatment regime) must be signi cantly associated with the dependent variable C (longevity ) and with the mediator B (coping ). Furthermore, the mediator B (coping ) must be signi cantly associated with the dependent variable C (longevity ). After signi cant correlations have been established, three multiple regression analyses are performed (Cohen & Cohen, 1983) .
In the rst regression, the signi cance of the path from A to B is examined. In the second regression, the signi cance of the path A to the dependent variable C is examined. Finally, the signi cance of the path B to C is examined in the third regression by using A and B as predictors of C. In the third equation simultaneous entry, rather than hierarchical entry, is used. Simultaneous entry allows for controlling the effect of A while the effect of B on C is examined, and controlling the effect of B while the effect of A on C is examined (Baron & Kenny, 1986; Holmbeck, 1997) . The results are then compared, that is, the relative effect of A on C (when B is controlled in the third equation ) to the effect of A on C (when B is not controlled in the second equation ). The sequence of these regression equations is summarized in Table 2 .
If the path A to C in the third equation is reduced to zero, it provides strong evidence for a single, dominant mediator. If the residual path A to C is not zero, it indicates that multiple mediating factors may be operating. Many nursing phenomena have multiple causes, and to nd a path reduced to zero is unlikely. In reality, therefore, nurse researchers will look for mediators that signi cantly decrease path A to C instead of trying to eliminate the relationship between the independent and dependent variables altogether (Baron & Kenny, 1986) . The degree to which the effect is reduced (i.e., the change in the regression coefcient in Equation 3 versus the regression coef cient in Equation 2) indicates how powerful the mediator is (Baron & Kenny, 1986; Holmbeck, 1997) .
Structural Equation Modeling (SEM)
When the model to be tested has multiple indicators for unobserved (latent) variables, SEM is used for testing mediating effects (Holmbeck, 1997) . Assuming a model with a latent predictor variable (A), a hypothesized latent mediator variable (B), and a latent outcome variable (C), factor analytic techniques are generally used rst to generate the latent variable constructs. Once this has been accomplished, the mediating effect is tested by assessing the t of the A to B to C model. Interpretation is similar to the regression approach. If there is a mediating effect, the A to C path is reduced to nonsigni cance when B (the mediator variable) is in the model. However, if the path from A to C remains signi cant even when B is in the model, a mediating effect cannot be assumed.
To arrive at these interpretations with SEM strategies, the overall model is tested under two conditions: (1) when the A to C path is constrained to zero, and (2) when the A to C path is not constrained. (Constraining a path means that the path is not estimated. ) The computer print-out will provide a modi cation index for the constrained path that can guide the researcher in deciding whether the path should be included or deleted. A modi cation index value of <2 generally means that adding the path would not signi cantly improve the overall t of the model. The two models (with and without the A to C path) can also be compared by calculating a nested chi-square statistic (Munro, 1997) . The difference should be signi cant to indicate that one model is a better t than the other; the model with the smaller chi-square is chosen because it indicates the better t (Munro, 1997) .
If a mediating effect has been demonstrated and the researcher has deleted the A to C path, the chosen model can then be evaluated with a chi-square signi cance test and one or several goodness of t indices. Correct interpretation of these tests is important. When testing one, that is, the chosen model, the chi-square compares whether the actual data (the measures obtained by the researcher) and the theoretical structure of the model differ from each other; therefore, chi-square test in this situation should be insigni cant to indicate that data and theory are congruent (Munro, 1997) . Because chi-square tests can be in uenced by sample size, the goodness-of-t index (GFI) and the adjusted-goodnessof-t index (AGFI; adjusted for the degrees of freedom in the model) are used. The two tests are independent of sample size. A good t of the model to the data is indicated by a value of .90 or greater (Polit, 1996) .
It should be noted that while the terms mediating and indirect effects are used interchangeably in path analysis, Holmbeck (1997) has discussed important distinctions between mediating and indirect effects when using SEM. For example, Capaldi, Crosby, and Clark (1996) utilized SEM to detect an indirect effect even though signi cance of a direct effect between the predictor (A) and criterion (C) had not been established. The researchers did nd, however, that the relationship between the predictor (A) and mediator (B) and the relationship between the mediator (B) and dependent variable (C) were signi cant. In this situation it would be correct to state that the researchers tested the signi cance and found support for an indirect pathway. It would be incorrect to state that a mediating pathway had been tested.
CONCLUSION
Moderators and mediators serve different functions in causal models, and accurate interpretation of these functions is important to mental health clinicians and researchers. Table 3 summarizes the major points of this discussion.
A moderator variable speci es when or under what conditions a predictor variable in uences the dependent variable; a mediator explains how or why a relationship exists between the predictor and dependent variable. Moderators are most often introduced when the relationship between predictor and dependent variables is unexpectedly weak; mediator variables are introduced only after a signi cant relationship between a predictor and a dependent variable has been established. Moderators are always at the same level as predictor variables, whereas mediator variables lie between a predictor and a dependent variable. These distinctions are important if nurses are to accurately depict causal relationships 
