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1. Introduction
In this paper, we introduce a new operator, which improves and generates a p-Laplace operator for some p > 1, and we
study the existence of countably many positive solutions of nth-order m-point nonlinear boundary value problems of the
form
(ϕ(p(t)u(n−1))(t))′ + a(t)f (u(t), u′(t), . . . , u(n−2)(t)) = 0, 0 < t < 1, (1.1)
with the boundary value conditions
u(i)(0) = 0, i = 0, 1, . . . , n− 3,
u(n−2)(0) =
m−2∑
i=1
αiu(n−2)(ξi), u(n−1)(1) = 0, (1.2)
where ϕ : R → R is an increasing homeomorphism and positive homomorphism and ϕ(0) = 0. Here ξi ∈ (0, 1) with
0 < ξ1 < ξ2 < · · · < ξm−2 < 1 and αi satisfies αi ∈ [0,+∞), 0 < ∑m−2i=1 αi < 1, p ∈ C([0, 1], (0,+∞)),
f ∈ C([0,+∞)n−1, [0,+∞)), a : [0, 1] → [0,+∞) and has countably many singularities in [0, 12 ).
A projection ϕ : R→ R is called an increasing homeomorphism and positive homomorphism if the following conditions
are satisfied:
(1) if x ≤ y, then ϕ(x) ≤ ϕ(y), for all x, y ∈ R;
(2) ϕ is a continuous bijection and its inverse is also continuous;
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(3) ϕ(xy) = ϕ(x)ϕ(y), for all x, y ∈ R+.
In the above definition, condition (3) can be replaced by the following stronger condition:
(4) ϕ(xy) = ϕ(x)ϕ(y), for all x, y ∈ R,where R = (−∞,+∞).
Remark 1.1. If conditions (1), (2) and (4) hold, thenϕ is homogenous and generates a p-Laplace operator, i.e.,ϕ(x) = |x|p−2x,
for some p > 1.
Remark 1.2. It is well known that a p-Laplacian operator is odd. However, the operator which we defined above is not
necessary odd, see Example 5.2.
Recently, the existence and multiplicity of positive solutions for the second order and p-Laplacian operator with multi-
point boundary value problems, i.e., p(t) ≡ 1 and ϕ(x) = x, ϕ(x) = |x|p−2x, for some p > 1, have received wide attention,
see [1–3,5–7,9,10] and references therein. We know that the oddness of a p-Laplacian operator is key to the proof. However,
in this paper we define a new operator which improves and generates a p-Laplacian operator for some p > 1 and ϕ that
is not necessarily odd. Moreover, for increasing homeomorphism and positive homomorphism, operator and research has
proceeded very slowly, see [8,12]. In particular, the existence of countably many positive solutions for nth-order m-point
boundary value problems still remains unknown.
In [11], Liu and Zhang studied the existence of positive solutions of quasi-linear differential equation of the form
(ϕ(x′))′ + a(t)f (x(t)) = 0, 0 < t < 1,
x(0)− βx′(0) = 0, x(1)+ δx′(1) = 0,
where ϕ : R→ R is an increasing homeomorphism and positive homomorphism and ϕ(0) = 0. They proved the existence
of one or two positive solutions by using a fixed point index theorem in cones.
In [3], Zhou and Su studied the quasi-linear equation with a p-Laplacian operator
(φp(u(n−1)))′ + g(t)f (u(t), u′(t), . . . , u(n−2)(t)) = 0, 0 < t < 1,
u(i)(0) = 0, 0 ≤ i ≤ n− 3,
u(n−1)(0)− B0(u(n−1)(ξ)) = 0, n ≥ 3,
u(n−1)(0)− B1(u(n−1)(η)) = 0, n ≥ 3,
where φ(s) is a p-Laplacian operator. They used the fixed point index theory to find conditions for the existence of one
solution, and of multiple solutions. We emphasize that the results of the paper [3] are not replaced by ϕ which we defined
above.
But whether or not we can obtain countably many positive solutions of the nth-order m-point boundary value problem
(1.1) and (1.2) still remains unknown. So the goal of the present paper is to improve and generate a p-Laplacian operator
and establish some criteria for the existence of countably many solutions.
We shall assume that the following conditions are satisfied.
(C1) ϕ : R→ R is an increasing homeomorphism and positive homomorphism;
(C2) f ∈ C([0,+∞)n−1, [0,+∞)), and αi satisfies 0 <∑m−2i=1 αi < 1;
(C3) p ∈ C([0, 1], (0,+∞)) is a nondecreasing function;
(C4) There exists a sequence {ti}∞i=1 such that ti+1 < ti, t1 < 12 , limi→∞ ti = t0 > 0, and limt→ti a(t) = ∞, i = 1, 2, . . ., and
0 <
∫ 1
0
a(t)dt < +∞.
Moreover, a(t) does not vanish identically on any subinterval of [0, 1].
The plan of the paper is as follows. In Section 2, for the convenience of the reader we give some definitions. In Section 3,
we present some lemmas in order to prove our main results. Section 4 is developed to present and prove our main results.
In Section 5 we present two examples of increasing homeomorphism and positive homomorphism operators.
2. Some definitions and fixed point theorems
In this section, we provide background definitions from the cone theory in Banach spaces.
Definition 2.1. Let (E, ‖.‖) be a real Banach space. A nonempty, closed, convex set P ⊂ E is said to be a cone provided the
following are satisfied:
(a) if y ∈ P and λ ≥ 0, then λy ∈ P;
(b) if y ∈ P and−y ∈ P , then y = 0.
If P ⊂ E is a cone, we denote the order induced by P on E by≤, that is, x ≤ y if and only if y− x ∈ P .
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Definition 2.2. A map α is said to be a nonnegative, continuous, concave functional on a cone P of a real Banach space E, if
α : P → [0,∞)
is continuous, and
α(tx+ (1− t)y) ≥ tα(x)+ (1− t)α(y)
for all x, y ∈ P and t ∈ [0, 1].
Definition 2.3. Given a nonnegative continuous functional γ on a cone P of E, for each d > 0 we define the set
P(γ , d) = {x ∈ P : γ (x) < d} .
The following fixed point theorems are fundamental and important for the proofs of our main results.
Theorem 2.1 ([4]). Let E be a Banach space and P ⊂ E be a cone in E. Let r > 0 defineΩr = {x ∈ P : ‖x‖ < r}. Assume that
T : P⋂Ω r → P is a completely continuous operator such that Tx 6= x for x ∈ ∂Ωr .
(i) If ‖Tx‖ < ‖x‖ for x ∈ ∂Ωr , then
i(T , Ωr , P) = 1.
(ii) If ‖Tx‖ > ‖x‖ for x ∈ ∂Ωr , then
i(T , Ωr , P) = 0.
Theorem 2.2 ([9]). Let P be a cone in a Banach space E. Let α, β and γ be three increasing, nonnegative and continuous
functionals on P, satisfying
γ (x) ≤ β(x) ≤ α(x), ‖x‖ ≤ Mγ (x),
for some c > 0 and M > 0 and all x ∈ P(γ , c). Suppose there exists a completely continuous operator T : P(γ , c) → P and
0 < a < b < c such that
(i) γ (Tx) < c, for all x ∈ ∂P(γ , c);
(ii) β(Tx) > b, for all x ∈ ∂P(β, b);
(iii) P(α, a) 6= ∅, and α(Tx) < a, for all x ∈ ∂P(α, a).
Then T has at least three fixed points x1, x2, x3 ∈ P(γ , c) such that
0 ≤ α(x1) < a < α(x2), β(x2) < b < β(x3), γ (x3) < c.
3. Preliminaries and lemmas
Let E = {u ∈ Cn−2[0, 1] : u(i)(0) = 0, i = 0, 1, . . . , n − 3}. Thus E is a Banach space when endowed with the norm
‖u‖ = supt∈[0,1] |u(n−2)(t)|. Now let
K = {u ∈ E : u(n−2)(t) is a nondecreasing and nonnegative concave function on [0, 1]} .
Obviously K is a cone in E.
We can easily get the following lemmas.
Lemma 3.1. Suppose (C4) holds. Then we have the following conclusions:
(i) for each constant θ ∈ (0, 12 ), we have
0 <
∫ 1−θ
θ
a(t)dt < +∞,
(ii) the function
H(t) =
∫ 1−t1
t
1
p(s)
ϕ−1
(∫ 1−t1
s
a(τ )dτ
)
ds+
m−2∑
i=1
αi
∫ t
t1
1
p(s)ϕ
−1
(∫ t
s a(τ )dτ
)
ds
1−
m−2∑
i=1
αi
is continuous and positive on [t1, 1− t1]. Furthermore,
L = min
t∈[t1,1−t1]
H(t) > 0.
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Proof. Firstly, we can easily obtain (i) from condition (C4).
Next, we prove conclusion (ii). It is easily seen that H(t) is continuous on [t1, 1− t1]. Let
H1(t) =
∫ 1−t1
t
1
p(s)
ϕ−1
(∫ 1−t1
s
a(τ )dτ
)
ds,
H2(t) =
m−2∑
i=1
αi
∫ t
t1
1
p(s)ϕ
−1
(∫ t
s a(τ )dτ
)
ds
1−
m−2∑
i=1
αi
.
Then from condition (C4), we know that H1(t) is strictly monotone decreasing on [t1, 1− t1] and H1(1− t1) = 0. Similarly,
the function H2(t) is strictly monotone increasing on [t1, 1 − t1] and H2(t1) = 0. So the function H(t) = H1(t) + H2(t) is
positive on [t1, 1− t1], which implies L = mint∈[t1,1−t1] H(t) > 0. 
Lemma 3.2 ([7]). Let u ∈ K and θ of Lemma 3.1, then
u(n−2)(t) ≥ θ‖u‖, t ∈ [θ, 1− θ ].
Lemma 3.3 ([3]). Suppose that conditions (C2)–(C4) hold. Then the solution u(t) of problem (1.1), (1.2) satisfies:
u(t) ≤ u′(t) ≤ · · · ≤ u(n−1)(t), 0 ≤ t ≤ 1,
and for any θ ∈ (0, 12 ) in Lemma 3.2, we have
u(n−3)(t) ≤ 1
θ
u(n−2)(t), θ ≤ t ≤ 1− θ.
Now, we define an operator T : K → E by
(Tu)(t) =
∫ t
0
∫ ζ1
0
· · ·
∫ ζn−3
0
w(ζn−2)dζn−2dζn−3 · · · dζ1, (3.1)
where
w(t) =
∫ t
0
1
p(s)
ϕ−1
(∫ 1
s
a(τ )f (u(τ ), u′(τ ), . . . , u(n−2)(τ ))dτ
)
ds
+
m−2∑
i=1
αi
∫ ξi
0
1
p(s)ϕ
−1
(∫ 1
s a(τ )f (u(τ ), u
′(τ ), . . . , u(n−2)(τ ))dτ
)
ds
1−
m−2∑
i=1
αi
.
Then it is easy to see that (Tu)(n−2)(t) ≥ 0 (0 ≤ t ≤ 1), ϕ[p(t)(Tu)(n−1)](t) ≥ 0 and [ϕ(p(t)(Tu)(n−1)(t))]′ =
−a(t)f (u(t), u′(t), . . . , u(n−2)(t)) ≤ 0, togetherwith p(t) anondecreasing function,weknow (Tu)(n−2) is a concave function.
This shows that T (K) ⊂ K .
The following lemma follows from the Arzela–Ascoli Theorem.
Lemma 3.4. Let conditions (C1)–(C4) hold. Then T : K → K is completely continuous.
4. Main results
For notational convenience, we let
λ1 = 1L , λ2 =
p(0)(1−
m−2∑
i=1
αi)∫ 1
0 ϕ
−1
(∫ 1
s a(τ )dτ
)
ds
.
The main results of this paper are the following.
Theorem 4.1. Suppose that conditions (C1)–(C4) hold. Let {θk}∞k=1 be such that θk ∈ (tk+1, tk) (k = 1, 2, . . .). Let {rk}∞k=1 and{Rk}∞k=1 be such that
Rk+1 < θkrk < rk < mrk < Rk, k = 1, 2, . . . .
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Furthermore, for each natural number k we assume that f satisfies:
(C5) f (v1, v2, . . . , vn−1) ≥ ϕ(mrk), for all 0 ≤ v1, v2, . . . , vn−2 ≤ rk/θk, θkrk ≤ vn−1 ≤ rk,
(C6) f (v1, v2, . . . , vn−1) ≤ ϕ(MRk), for all 0 ≤ v1, v2, . . . , vn−1 ≤ Rk,
where m ∈ (λ1,∞) and M ∈ (0, λ2). Then the boundary value problem (1.1) and (1.2) has infinitely many solutions {uk}∞k=1
such that
rk ≤ ‖uk‖ ≤ Rk, k = 1, 2, . . . .
Proof. Since 0 < t0 < tk+1 < θk < tk < 12 , k = 1, 2, . . . , then for any k ∈ N and u ∈ K , by Lemma 3.2 we have
u(n−2)(t) ≥ θk‖u‖, t ∈ [θk, 1− θk]. (4.1)
Consider the sequences {Ω1,k}∞k=1 and {Ω2,k}∞k=1 of open subsets of E defined by
Ω1,k = {u ∈ K : ‖u‖ < rk} , k = 1, 2, . . . ,
Ω2,k = {u ∈ K : ‖u‖ < Rk} , k = 1, 2, . . . .
For a fixed k and u ∈ ∂Ω1,k, from (4.1) we have
rk = ‖u‖ ≥ u(n−2)(t) ≥ θk‖u‖ = θkrk, t ∈ [θk, 1− θk].
Since (t1, 1− t1) ⊂ [θk, 1− θk],we consider the following three cases:
(i) If ξ1 ∈ [t1, 1− t1], then from (3.1), condition (C5) and Lemma 3.1, we have
‖Tu‖ = (Tu)(n−2)(1)
=
∫ 1
0
1
p(s)
ϕ−1
(∫ 1
s
a(τ )f (u(τ ), u′(τ ), . . . , u(n−2)(τ ))dτ
)
ds
+
m−2∑
i=1
αi
∫ ξi
0
1
p(s)ϕ
−1
(∫ 1
s a(τ )f (u(τ ), u
′(τ ), . . . , u(n−2)(τ ))dτ
)
ds
1−
m−2∑
i=1
αi
≥
∫ 1−t1
ξ1
1
p(s)
ϕ−1
(∫ 1−t1
s
a(τ )f (u(τ ), u′(τ ), . . . , u(n−2)(τ ))dτ
)
ds
+
m−2∑
i=1
αi
∫ ξ1
t1
1
p(s)ϕ
−1
(∫ ξ1
s a(τ )f (u(τ ), u
′(τ ), . . . , u(n−2)(τ ))dτ
)
ds
1−
m−2∑
i=1
αi
≥ (mrk)

∫ 1−t1
ξ1
1
p(s)
ϕ−1
(∫ 1−t1
s
a(τ )dτ
)
ds+
m−2∑
i=1
αi
1−
m−2∑
i=1
αi
∫ ξ1
t1
1
p(s)
ϕ−1
(∫ ξ1
s
a(τ )dτ
)
ds

= mrkH(ξ1) > mrkL > rk = ‖u‖.
(ii) If ξ1 ∈ [0, t1], then from (3.1), condition (C5) and Lemma 3.1, we have
‖Tu‖ = (Tu)(n−2)(1)
=
∫ 1
0
1
p(s)
ϕ−1
(∫ 1
s
a(τ )f (u(τ ), u′(τ ), . . . , u(n−2)(τ ))dτ
)
ds
+
m−2∑
i=1
αi
∫ ξi
0
1
p(s)ϕ
−1
(∫ 1
s a(τ )f (u(τ ), u
′(τ ), . . . , u(n−2)(τ ))dτ
)
ds
1−
m−2∑
i=1
αi
≥
∫ 1−t1
t1
1
p(s)
ϕ−1
(∫ 1−t1
s
a(τ )f (u(τ ), u′(τ ), . . . , u(n−2)(τ ))dτ
)
ds
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≥ (mrk)
[∫ 1−t1
t1
1
p(s)
ϕ−1
(∫ 1−t1
s
a(τ )dτ
)
ds
]
= mrkH(t1) > mrkL > rk = ‖u‖.
(iii) If ξ1 ∈ [1− t1, 1], then from (3.1), condition (C5) and Lemma 3.1, we have
‖Tu‖ = (Tu)(n−2)(1)
=
∫ 1
0
1
p(s)
ϕ−1
(∫ 1
s
a(τ )f (u(τ ), u′(τ ), . . . , u(n−2)(τ ))dτ
)
ds
+
m−2∑
i=1
αi
∫ ξi
0
1
p(s)ϕ
−1
(∫ 1
s a(τ )f (u(τ ), u
′(τ ), . . . , u(n−2)(τ ))dτ
)
ds
1−
m−2∑
i=1
αi
≥
m−2∑
i=1
αi
∫ 1−t1
t1
1
p(s)ϕ
−1
(∫ 1−t1
s a(τ )f (u(τ ), u
′(τ ), . . . , u(n−2)(τ ))dτ
)
ds
1−
m−2∑
i=1
αi
≥ (mrk)

m−2∑
i=1
αi
1−
m−2∑
i=1
αi
∫ 1−t1
t1
1
p(s)
ϕ−1
(∫ 1−t1
s
a(τ )dτ
)
ds

= mrkH(1− t1) > mrkL > rk = ‖u‖.
Thus in all cases, Theorem 2.1 implies that
i(T , Ω1,k, K) = 0. (4.2)
On the other hand, let u(t) ∈ ∂Ω2,k, we have u(n−2)(t) ≤ ‖u‖ = Rk, and by (C6)we have
‖Tu‖ = (Tu)(n−2)(1)
=
∫ 1
0
1
p(s)
ϕ−1
(∫ 1
s
a(τ )f (u(τ ), u′(τ ), . . . , u(n−2)(τ ))dτ
)
ds
+
m−2∑
i=1
αi
∫ ξi
0
1
p(s)ϕ
−1
(∫ 1
s a(τ )f (u(τ ), u
′(τ ), . . . , u(n−2)(τ ))dτ
)
ds
1−
m−2∑
i=1
αi
≤
∫ 1
0
1
p(0)
ϕ−1
(∫ 1
s
a(τ )f (u(τ ), u′(τ ), . . . , u(n−2)(τ ))dτ
)
ds
+
m−2∑
i=1
αi
∫ ξm−2
0
1
p(0)ϕ
−1
(∫ 1
s a(τ )f (u(τ ), u
′(τ ), . . . , u(n−2)(τ ))dτ
)
ds
1−
m−2∑
i=1
αi
≤ MRk
p(0)
1
1−
m−2∑
i=1
αi
[∫ 1
0
ϕ−1
(∫ 1
s
a(τ )dτ
)
ds
]
= Rk = ‖u‖.
Thus Theorem 2.1 implies that
i(T , Ω2,k, K) = 1. (4.3)
Hence, since rk < Rk for k ∈ N , (4.2) and (4.3), it follows from the additivity of the fixed point index that
i(T , Ω2,k \Ω1,k, K) = 1, for k ∈ N.
Thus T has a fixed point inΩ2,k \Ω1,k such that rk ≤ ‖uk‖ ≤ Rk. Since k ∈ N was arbitrary, the proof is complete. 
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In order to use Theorem 2.2, we let θk < rk < 1 − θk with θk of Theorem 4.1, and define the nonnegative, increasing,
continuous functionals γk, βk, and αk by
γk(u) = max
θk≤t≤rk
u(n−2)(t) = u(n−2)(rk),
βk(u) = min
rk≤t≤1−θk
u(n−2)(t) = u(n−2)(rk),
αk(u) = max
θk≤t≤1−θk
u(n−2)(t) = u(n−2)(1− θk).
It is obvious that for each u ∈ K ,
γk(u) ≤ βk(u) ≤ αk(u).
In addition, by Lemma 3.3, for each u ∈ K ,
γk(u) = u(n−2)(rk) ≥ rk‖u‖.
Thus
‖u‖ ≤ 1
rk
γk(u), for all u ∈ K .
For convenience, we denote
λ = 1
p(0)
1
1−
m−2∑
i=1
αi
[∫ 1
0
ϕ−1
(∫ 1
s
a(τ )dτ
)
ds
]
,
ηk = θkp(1)
[
ϕ−1
(∫ 1
1−θk
a(τ )dτ
)]
.
Theorem 4.2. Suppose that conditions (C1)–(C4) hold. Let {θk}∞k=1 be such that θk ∈ (tk+1, tk) (k = 1, 2, . . .). Let {ak}∞k=1,{bk}∞k=1 and {ck}∞k=1 be such that
ck+1 < ak < rkbk <
rkλ
ηk
bk < ck.
Furthermore, for each natural number k assume that f satisfies:
(C7) f (v1, v2, . . . , vn−1) < ϕ
( ck
λ
)
, for all 0 ≤ v1, v2, . . . , vn−1 ≤ ckrk ,
(C8) f (v1, v2, . . . , vn−1) > ϕ
(
bk
ηk
)
, for all 0 ≤ v1, v2, . . . , vn−2 ≤ bkrk , bk ≤ vn−1(t) ≤
bk
rk
,
(C9) f (v1, v2, . . . , vn−1) < ϕ
( ak
λ
)
, for all 0 ≤ v1, v2, . . . , vn−1 ≤ akrk .
Then the boundary value problem (1.1) and (1.2) has three infinite families of solutions {u1k}∞k=1, {u2k}∞k=1 and {u3k}∞k=1
satisfying
0 ≤ αk(u1k) < ak < αk(u2k), βk(u2k) < bk < βk(u3k), γ (u3k) < ck, for n ∈ N.
Proof. We define the completely continuous operator T by (3.1). So it is easy to check that T : K(γk, ck)→ K , for k ∈ N .
We now show that all the conditions of Theorem 2.2 are satisfied. To make use of property (i) of Theorem 2.2, we choose
u ∈ ∂K(γk, ck). Then
γk(u) = max
θk≤t≤rk
u(n−2)(t) = u(n−2)(rk) = ck.
This implies that 0 ≤ u(n−2) ≤ ck for [0, rk]. If we recall that ‖u‖ ≤ 1rk γk(u) = 1rk ck. Then we have
0 ≤ u(i)(t) ≤ ck
rk
, 0 ≤ t ≤ 1, i = 0, 1, . . . , n− 1.
Thus assumption (C7) implies
f (u(t), u′(t), . . . , u(n−2)(t)) < ϕ
( ck
λ
)
, 0 ≤ t ≤ 1.
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Therefore
γk(Tu) = max
θk≤t≤rk
(Tu)(n−2)(t) = (Tu)(n−2)(rk)
=
∫ rk
0
1
p(s)
ϕ−1
(∫ 1
s
a(τ )f (u(τ ), u′(τ ), . . . , u(n−2)(τ ))dτ
)
ds
+
m−2∑
i=1
αi
∫ ξi
0
1
p(s)ϕ
−1
(∫ 1
s a(τ )f (u(τ ), u
′(τ ), . . . , u(n−2)(τ ))dτ
)
ds
1−
m−2∑
i=1
αi
≤
∫ 1
0
1
p(0)
ϕ−1
(∫ 1
s
a(τ )f (u(τ ), u′(τ ), . . . , u(n−2)(τ ))dτ
)
ds
+
m−2∑
i=1
αi
∫ ξm−2
0
1
p(0)ϕ
−1
(∫ 1
s a(τ )f (u(τ ), u
′(τ ), . . . , u(n−2)(τ ))dτ
)
ds
1−
m−2∑
i=1
αi
≤ ck
λp(0)
1
1−
m−2∑
i=1
αi
[∫ 1
0
ϕ−1
(∫ 1
s
a(τ )dτ
)
ds
]
= ck.
Hence condition (i) is satisfied.
Secondly, we show that (ii) of Theorem 2.2 is fulfilled. For this we select u ∈ ∂K(βk, bk). Then βk(u) =
minrk≤t≤1−θk u
(n−2)(t) = u(n−2)(rk) = bk. This fact implies that u(n−2)(t) ≥ bk, for rk ≤ t ≤ 1. Noticing that ‖u‖ ≤
1
rk
γk(u) ≤ 1rk βk(u) =
bk
rk
, we have
bk ≤ u(n−2)(t) ≤ bkrk , for rk ≤ t ≤ 1.
By (C8), we have
f (u(t), u′(t), . . . , u(n−2)(t)) > ϕ
(
bk
ηk
)
.
Therefore
βk(Tu) = min
rk≤t≤1−θk
(Tu)(n−2)(t) = (Tu)(n−2)(rk)
=
∫ rk
0
1
p(s)
ϕ−1
(∫ 1
s
a(τ )f (u(τ ), u′(τ ), . . . , u(n−2)(τ ))dτ
)
ds
+
m−2∑
i=1
αi
∫ ξi
0
1
p(s)ϕ
−1
(∫ 1
s a(τ )f (u(τ ), u
′(τ ), . . . , u(n−2)(τ ))dτ
)
ds
1−
m−2∑
i=1
αi
≥
∫ rk
0
1
p(s)
ϕ−1
(∫ 1
rk
a(τ )f (u(τ ), u′(τ ), . . . , u(n−2)(τ ))dτ
)
ds
≥ bk
ηk
θk
p(1)
[
ϕ−1
(∫ 1
1−θk
a(τ )dτ
)]
= bk.
Hence condition (ii) is satisfied.
Finally, we verify that (iii) of Theorem 2.2 is also satisfied. Noting that u(n−2)(t) ≡ ak4 , 0 ≤ t ≤ 1 is a member of
K(αk, ak) and αk(u) = ak4 < ak. We have K(αk, ak) 6= ∅. Now let u ∈ ∂K(αk, ak). Then αk(u) = maxθk≤t≤1−θk u(n−2)(t) =
u(n−2)(1 − θk) = ak. This implies that 0 ≤ u(n−2)(t) ≤ ak, 0 ≤ t ≤ 1 − θk. Noticing that ‖u‖ ≤ 1rk γk(u) ≤ 1rk αk(u) =
ak
rk
,
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we get
0 ≤ u(i)(t) ≤ ak
rk
, 0 ≤ t ≤ 1, i = 0, 1, . . . , n− 1.
Then assumption (C9) implies
f (u(t), u′(t), . . . , u(n−2)(t)) < ϕ
(ak
λ
)
, 0 ≤ t ≤ 1.
As before, we get
αk(Tu) = max
θk≤t≤1−θk
(Tu)(t) = (Tu)(1− θk)
=
∫ 1−θk
0
1
p(s)
ϕ−1
(∫ 1
s
a(τ )f (u(τ ), u′(τ ), . . . , u(n−2)(τ ))dτ
)
ds
+
m−2∑
i=1
αi
∫ ξi
0
1
p(s)ϕ
−1
(∫ 1
s a(τ )f (u(τ ), u
′(τ ), . . . , u(n−2)(τ ))dτ
)
ds
1−
m−2∑
i=1
αi
≤
∫ 1
0
1
p(0)
ϕ−1
(∫ 1
s
a(τ )f (u(τ ), u′(τ ), . . . , u(n−2)(τ ))dτ
)
ds
+
m−2∑
i=1
αi
∫ ξm−2
0
1
p(0)ϕ
−1
(∫ 1
s a(τ )f (u(τ ), u
′(τ ), . . . , u(n−2)(τ ))dτ
)
ds
1−
m−2∑
i=1
αi
≤ ak
λp(0)
1
1−
m−2∑
i=1
αi
[∫ 1
0
ϕ−1
(∫ 1
s
a(τ )dτ
)
ds
]
= ak.
Thus (iii) of Theorem 2.2 is satisfied. Since all hypotheses of Theorem 2.2 are satisfied, the assertion follows. 
Remark 4.1. If we add the condition a(t)f (u(t), u′(t), . . . , u(n−2)(t)) 6≡ 0, t ∈ [0, 1], to Theorem 4.2, we can get three
infinite families of positive solutions {u1k}∞k=1 {u2k}∞k=1 and {u3k}∞k=1 satisfying
0 < αk(u1k) < ak < αk(u2k), βk(u2k) < bk < βk(u3k), γ (u3k) < ck, for n ∈ N.
5. Examples and remark
There exists a function a(t) satisfying condition (C4).
Example 5.1. Let
δ =
(
pi2
3
− 9
4
)
, t∗ = 15
32
, ti = t∗ −
i∑
k=1
1
2(k+ 1)4 , i = 1, 2, . . . .
Consider the function a(t) : [0, 1] → (0,∞), a(t) =∑∞i=1 ai(t), t ∈ [0, 1], where
ai(t) =

2
(2i− 1)(2i+ 1)(ti+1 + ti) , 0 ≤ t <
ti+1 + ti
2
,
1
δ(ti − t) 12
,
ti+1 + ti
2
≤ t < ti,
1
δ(t − ti) 12
, ti < t ≤ ti + ti−12 ,
2
(2i− 1)(2i+ 1)(2− ti − ti−1) ,
ti + ti−1
2
< t ≤ 1.
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It is easy to see that t1 = 716 < 12 , ti − ti+1 = 12(i+2)4 , i = 1, 2, . . . (note
∑∞
i=1
1
i4
= pi490 ), and
t0 = lim
i→∞ ti =
15
32
−
∞∑
k=1
1
2(k+ 1)4 =
31
32
− pi
4
180
>
1
5
and because
∑∞
i=1
1
i2
= pi26 ,we have
∞∑
i=1
∫ 1
0
ai(t)dt =
∞∑
i=1
2
(2i− 1)(2i+ 1) +
1
δ
∞∑
i=1
[∫ ti
ti+1+ti
2
1
(ti − t) 12
dt +
∫ ti+ti−1
2
ti
1
(t − ti) 12
dt
]
= 1+
√
2
δ
∞∑
i=1
[
(ti − ti+1) 12 + (ti−1 − ti) 12
]
= 1+ 1
δ
∞∑
i=1
[
1
(i+ 2)2 +
1
(i+ 1)2
]
= 1+ 1
δ
[
pi2
3
− 9
4
]
= 2.
Therefore∫ 1
0
a(t)dt =
∞∑
i=1
∫ 1
0
ai(t)dt = 2 <∞.
This implies Condition (C4).
Example 5.2. As an example we mention the boundary value problem
(ϕ(p(t)u(n−1)(t))(t))′ + a(t)f (u(t), u′(t), . . . , u(n−2)(t)) = 0, 0 < t < 1,
u(i)(0) = 0, i = 0, 1, . . . , n− 3,
u(n−2)(0) =
m−2∑
i=1
αiu(n−2)(ξi), u(n−1)(1) = 0,
(5.1)
where
ϕ(u) =
 u
3
1+ u5 , u ≤ 0,
u6 u > 0.
Here αi, a(t) ∈ ((0, 1), [0,∞)) and f satisfies the conditions of Theorem 4.1. It is clear that ϕ : R → R is an increasing
homeomorphism and positive homomorphism and ϕ(0) = 0.
Remark 5.1. Because p-Laplacian operators are odd, they do not apply to our example. Hencewe generalize boundary value
problems p-Laplacian operators and the results [3,6,7,10] do not apply to the example.
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