Due to the problem of vanishing gradients, BRNN cannot learn long-term dependencies efficiently with gradient descent. To tackle the long-term dependency problem, we propose segmented-memory recurrent neural network (SM-RNN) and develop a bidirectional segmented-memory recurrent neural network (BSMRNN) . We test the performance of BSMRNN on the problem of information latching. Our experimental results show that BSMRNN outperforms BRNN on long-term dependency problems.
Introduction
Recurrent neural networks (RNNs) are contextdependent networks that use their recurrent connections to store and update contextual information. Standard RNNs are causal in the sense that the output at time t does not depend on future inputs. For certain categories of sequences, the output at time t depends on both the past inputs and the future inputs. For example, in DNA and protein sequences, the structure and the function of a region may strongly depend on information located both upstream and downstream of the region. Gianluca Pollastri et al. have developed a noncausal architecture called Bidirectional Recurrent Neural Network(BRNN) for protein secondary structure (PSS) prediction [3] . The BRNN uses a pair of chained hidden state variables to store contextual information contained in the upstream and downstream portions respectively. The output is then obtained by combining the two hidden representations of context.
Bengio et al. have provided theoretical and experimental evidence showing that learning long-term dependencies is difficult if gradient descent algorithms are employed to train RNNs [1] . They argue that for many practical applications the goal of RNNs is robust information latching. More specifically, they proved that the necessary conditions of robust information latching bring a problem of vanishing gradients. The generalized back propagation algorithm for training BRNN is gradient descent essentially, thus the error propagation in both the forward and backward chains is also subject to exponential decay. In the practice of PSS prediction, the BRNN can utilize information located within about ±15 amino acids around the residue of interest. It fails to discover relevant information contained in even further portions [3] .
In this paper, we propose a noncausal recurrent architecture called bidirectional segmented-memory recurrent neural network(BSMRNN), which is capable of capturing farther upstream context and downstream context than BRNN.
Segmented-memory recurrent neural networks 2.1. Architecture
As we observe, during the process of human memorization of a long sequence, people tend to break it into a few segments, whereby people memorize each segment first and then cascade them to form the final sequence. The process of memorizing a sequence in segments is illustrated in Figure 1. In Figure 1 , gray arrows indicate the update of contextual information associated to symbols and black arrows indicate the update of contextual information associated to segments; numbers under the arrows indicate the sequence of memorization.
Based on the observation on human memorization, we believe that RNNs are more capable of capturing longterm dependencies if they have segmented-memory and imitate the way of human memorization. Following this intuitive idea, we propose Segmented-Memory Recurrent Neu- RNN has hidden layer H1 and hidden layer H2 representing symbol-level state and segment-level state respectively. Both H1 and H2 have recurrent connections among themselves. The states of H1 and H2 at the previous cycle are copied back and stored in context layer S1 and context layer S2 respectively. Most importantly, we introduce into the network a new attribute interval, which denotes the length of each segment.
Dynamics
In order to implement the segmented-memory illustrated in Figure 1 , we formulate the dynamics of SMRNN with interval=d as below:
The variables in the above equations have the following meanings:
• n Z , n Y , n X and n U denote the numbers of neurons at output layer, hidden layer H2 (context layer S2), hidden layer H1 (context layer S1) and input layer respectively.
• W zy ij denotes the connection between the ith neuron at output layer and the jth neuron at hidden layer H2.
• W yy ij denotes the connection between the ith neuron at hidden layer H2 and the jth neuron at context layer S2.
• W yx ij denotes the connection between the ith neuron at hidden layer H2 and the ith neuron at hidden layer H1.
• W xx ij denotes the connection between the ith neuron at hidden layer H1 and the jth neuron at context layer S1.
• W xu ij denotes the connection between the ith neuron at hidden layer H1 and the jth neuron at input layer.
We now explain the dynamics of SMRNN with an example( Figure 3 ). In this example, the input sequence is di-
Figure 3. Dynamics of segmented-memory recurrent neural network
vided into segments with equal length 3. Then symbols in each segment are fed to hidden layer H1 to update the symbol-level context. Upon completion of each segment, the symbol-level context is forwarded to the next layer H2 to update the segment-level context. This process continues until it reaches the end of the input sequence, then the segment-level context is forwarded to the output layer to generate the final output. In other words, the network reads in one symbol per cycle; the state of H1 is updated at the coming of each single symbol, while the state of H2 is updated only after reading an entire segment and at the end of the sequence. The segment-level state layer behaves as if it cascades segments sequentially to obtain the final sequence as people often do: Every time when people finish one segment, they always go over the sequence from the beginning to the tail of the segment which is newly memorized, so as to make sure that they have remembered all the previous segments in correct order(see Figure 1 ).
Learning strategy
The SMRNN is trained using an extension of the Real Time Recurrent Learning algorithm [2] . Every parameter P is initialized with small random values then updated according to gradient descent:
where α is the learning rate and E t is the error function at time t.
Derivatives associated to recurrent connections are calculated in a recurrent way. Derivatives of segment-level state at time t depend on derivatives at time t − d where d is the length of each segment.
where δ ik denotes the Kronecker delta function(δ ik is 1 if i = k and 0 otherwise). Derivatives of symbol-level state at time t are dependent on derivatives at time t-1.
Bidirectional segmented-memory recurrent neural network
In Gianluca Pollastri's bidirectional recurrent neural network, the forward subnetwork and the backward subnetwork are conventional recurrent neural networks. we replace them with segmented-memory recurrent neural networks and obtain a novel architecture called Bidirectional Figure 4 .
The contextual information is contained in the vectors F t and B t . Let vector I t encode the input at time t, vectors F t and B t are defined by the following recurrent bidirectional equations:
where φ() and ψ() are nonlinear transition functions. They are implemented by a forward SMRNN N φ and a backward SMRNN N ψ respectively (left subnetwork and right subnetwork in Figure 4 ). Usually the number of input neurons is equal to the size of input alphabet, i.e. |Σ i |. Symbols in the sequences are presented to the input layer with one-hot coding. When a l (the l-th symbol in the input alphabet) is read, the kth element of the input vector is I k = δ(k, l)(δ(k, l) is 1 if k = l and 0 otherwise). The number of output units is equal to the size of output alphabet, i.e. |Σ o |. The inference in BSMRNN is straightforward. The forward SMRNN updates its states F t from left to right, following eq. 9. Similarly, the backward SMRNN updates its states B t from right to left, following eq. 10. After the forward and backward propagations have taken place, the output at position t is then obtained by combining the two hidden representations of context.
where ζ() is realized by MLP N ζ (top subnetwork in Figure 4) . Learning in BSMRNN is also gradient-based. The weights of subnetwork N ζ are adjusted in the same way as standard MLP. The derivatives of the error function with respect to states F t and B t are calculated and injected into N φ and N ψ respectively. Then the error signal is propagated over time in both directions and the weights of N φ and N ψ are adjusted using the same formulas as those of causal SMRNN (refer to section 2.3).
Experiment
For evaluation of BSMRNN, we investigate a slight modification on the information latching problem described in [1] . In the modified latching problem, the BSMRNN is trained to classify two different sets of sequences. For each sequence X = X 1 X 2 . . . X T , the class C(X) ∈ {0, 1} depends only on the first L values and the last L values of the sequence:
(12) In our experiments, we predefine a constant sequence A = A 1 A 2 . . . A T . Sequence X is classified as member if its prefix and postfix are identical to the prefix and postfix of sequence A respectively, otherwise it is classified as nonmember. That is
The forward subnetwork reads in X 1 . . . X T 2 from left to right and the backward subnetwork reads in X T 2 +1 . . . X T from right to left. Finally, the outputs of the subnetworks are combined by the MLP to decide the membership of the sequence. The values X L+1 · · · X T −L are irrelevant for determining the class of the sequence, however, they may affect the evolution of the dynamic system and eventually erase the internally stored information about the initial values of the input. We suppose L fixed and allow sequences of arbitrary length T L. By increasing T , we will be able to create a long-term dependency problem.
We carried out the first experiment on a BSMRNN with interval=10 and obtained results illustrated in 
Concluding remarks
The test on the problem of information latching indicates that BSMRNN is able to capture much longer ranges of dependencies than BRNN. However, there is a tradeoff between efficient training of gradient descent and longrange information latching. For BSMRNN, the training algorithm is also gradient descent essentially, hence BSM-RNN does not circumvent the problem of long-term dependencies. Nevertheless, BSMRNN can greatly improve the performance on long-term dependency problem. Therefore, BSMRNN will be able to improve the performance on PSS prediction, which is a long-term dependency problem.
