Introduction
Non-matching mesh (or grid) methods are numerical approximations to partial differential equations in which the discretization of the computational domain does not match its boundary (see for example the review in [9] ). The interest is obvious: mesh generation is greatly simplified and it is easy to deal with domain motion when it occurs. Moreover, when Cartesian grids are used, the numerical approximation itself can also be simplified, using for example simple and efficient finite difference schemes. However, and in order to fix ideas, we will assume throughout that the finite element method is used as numerical formulation.
The problem of having the computational domain embedded in a mesh is the prescription of boundary conditions, particularly when these are of essential or Dirichlet type, that is to say, the unknown of the problem itself must be equal to a given datum. Let us describe the problem to be solved. Consider the situation depicted in Fig. 1 . A domain Ω ⊂ R d , d = 2, 3, with boundary Γ = ∂Ω (red curve in Fig. 1 ), is covered by a mesh that occupies a domain Ω h = Ω in ∪ Ω Γ , where Ω in ⊂ Ω is formed by the elements interior to Ω and Ω Γ is formed by a set of elements cut by Γ. In turn, let us split Ω Γ = Ω Γ,in ∪ Ω Γ,out , where Ω Γ,in = Ω ∩ Ω Γ and Ω Γ,out is the interior of Ω Γ \ Ω Γ,in . Note that Ω = Ω in ∪ Ω Γ,in .
Suppose we want to solve a boundary value problem for the unknown u in Ω with the mesh of Ω h already created and boundary conditions u =ū on Γ. The obvious choice would be:
• Obtain the nodes of Γ (circles in Fig. 1 ) from the intersection with the element edges.
• Split the elements of Ω Γ,in so as to obtain a grid matching the boundary Γ.
• Prescribe the boundary condition u h =ū in the classical way, where u h denotes the approximate solution.
This strategy leads to a local remeshing close to Γ that is involved from the computational point of view. Obviously, the implementation of the strategy described is very simple for unstructured simplicial meshes, but it is not so easy if one wants to use other element shapes and, definitely, prevents from using Cartesian meshes. Moreover, if the boundary Γ evolves in time the number of degrees of freedom changes at each time instant, thus modifying the structure and sparsivity of the matrix of the final algebraic system.
The time evolution of the computational domain is in fact a paradigmatic situation for the use of non-matching meshes, since they are required if one wants to use a fixed mesh during all the calculation. In the classical Arbitrary Lagrangian-Eulerian (ALE) approach to solve problems in computational fluid dynamics, the mesh in which the computational domain is discretized is deformed (see for example [13] ). This is done according to a prescribed motion of part of its boundary, which is transmitted to the interior nodes in a way as smooth as possible so as to avoid mesh distortion. The Fixed-Mesh-ALE (FM-ALE) formulation proposed in [11] has a different motivation. Instead of assuming that the computational domain is defined by the mesh boundary, we assume that there is a function that defines the boundary of the domain where the flow takes place. It may be given, for example, by the shape of a body that moves within the fluid, or it may need to be computed, as in the case of level set functions. It may be also defined discretely, by a set of points. When this boundary function moves, the flow domain changes, and that must be taken into account at the moment of writing the conservation equations that govern the flow, which need to be cast in the ALE format. If essential (Dirichlet) boundary conditions need to be prescribed on the moving boundaries, this prescription must account for the fact that the mesh will not match these boundaries.
Other possibilities to use a single grid in the whole simulation can be found in the literature, each one having advantages and drawbacks. They were designed as an alternative to body fitted meshes and can be divided into two main groups, corresponding in fact to two ways of prescribing the boundary conditions on the moving boundary [10] :
• Introduction of a force term. The boundary conditions are taken into account through a force term, which appears either in the strong or in the weak form of the equations. Among this type of methods, let us cite for example the Immersed Boundary method as a variant of the Penalty method, where punctual forces are added to the momentum equation, and the Fictitious Domain method, where the solid boundary conditions are imposed through a Lagrange multiplier.
• Approximate boundary conditions. Instead of adding a force term, these methods impose the boundary conditions in an approximate way once the discretization has been carried out, either by modifying the differential operators near the interface (in finite differences) or by modifying the unknowns near the interface.
The Immersed Boundary Method (IBM) in its original form [23] consists in adding punctual penalty forces computed from physical models (elastic membranes, in the original reference) in the domain boundary, so that the boundary conditions are fulfilled. The method is first order accurate even if second order approximation schemes are used, although formal second order accuracy has been reported in [19] . The more recent Immersed Interface Method achieves higher order accuracy by avoiding the use of the Dirac delta distribution to define the forcing terms (see [20, 21, 25] ). The Penalty method is similar to the previous one in the sense that a force term is added to the momentum equations. The difference is due to the fact that the penalty parameter is simply required to be large enough to enforce the boundary conditions approximately [24] , and not computed based on physical grounds as the IBM.
Another approach is the use of Lagrange multipliers to enforce the boundary conditions. However, the finite element subspaces for the bulk and Lagrange multiplier fields must satisfy the classical inf-sup condition, which usually leads to the need for stabilization. Moreover, additional degrees of freedom must be added to the problem. The use of Lagrange multipliers is the basis of the Fictitious Domain Method [16, 17] .
A different possibility for imposing boundary conditions is the use of preexisting grid nodes. This is the case of the FM-ALE method [11, 12, 3] and the hybrid Cartesian/IBM for Cartesian grids [15, 26, 22] . In this work we will concentrate on a method of this type, where only information on the values of the unknown at mesh nodes will be used to prescribe the boundary conditions in an approximate way.
Perhaps the simplest method to impose boundary conditions on non-matching meshes that uses only degrees of freedom at mesh nodes is Nitsche's method (see for example [18] ). In essence, it consists in adding a term penalizing the difference between the unknown and the boundary condition it has to satisfy, adding also some additional terms for consistency (and symmetry). In [8] we proposed a method in which mesh degrees of freedom external to the computational domain are used to impose that the boundary condition be approximated as closely as possible. Even if the method has a very good numerical performance and we favor its use in flow problems, the final system of equations is non-symmetric even for symmetric problems. The method can be related to Nitsche's method if both are viewed as methods to minimize a certain difference between the unknown and the boundary condition. See [8] for details.
In [14] a new way to prescribe Dirichlet conditions was proposed. It is based on the use of a hybrid formulation with an additional element-wise discontinuous flux field enforcing the boundary condition. This flux can be condensed, yielding a problem posed in terms of the original unknowns only. No analysis is available for this method. Its main drawback is, as for the method in [8] , that the final problem is non-symmetric even if the original one is symmetric. In [4] a modification was proposed, in which new terms were added to ensure consistency and symmetry for symmetric problems. Moreover, a stability analysis was performed for the problems treated, namely, the convection-diffusion equation and the incompressible Navier-Stokes equations.
The present paper can be considered a follow up of [4] . Here we present the methodology described in this reference for an abstract elliptic problem and apply it to several examples. Apart from the Poisson problem and the Stokes problem using stabilized finite element formulations already discussed in [4] , we also consider Darcy's problem, in primal and dual forms, with inf-sup stable and with stabilized formulations, as well as inf-sup stable approximations to the Stokes problem and the three-field version of it. In summary, we present nine examples, two of which already appeared in [4] , and an abstract approach to the method proposed.
The new abstract approach of the method is presented in Section 2. We explain the idea starting from a classical variational description of the problem to be solved. This ensures that the final problem will be symmetric by construction. The advantage of the method proposed with respect to the related Nitsche's method is that the "penalty" parameter needs not being large for stability. In Section 3 we briefly recall the method for Poisson's problem, whereas in Section 4 we apply the formulation to Darcy's problem and in Section 5 to the Stokes problem. The results of some numerical experiments are shown in Section 6 and conclusions are drawn in Section 7.
Description of the method for an abstract problem
Let us consider an elliptic problem of the form: find u : Ω −→ R n such that
where n is the number of unknowns, L is a symmetric linear elliptic operator, f : Ω −→ R n is a given force term andū : Γ −→ R n a given boundary datum. D is an operator on functions defined on Γ that depends on the number of components of u which can be prescribed.
Suppose that problem (1)- (2) is well posed (maybe in a distributional sense) if u ∈ Xū, where Xū = {v ∈ X | Dv = Dū} and X is an appropriate functional space. If X is the dual of X, the duality arising from the integral will be denoted by ·, · Ω , whereas the duality between the corresponding space of traces Λ and its dual Λ will be denoted by ·, · Γ . The L 2 inner product in a domain ω will be written as (·, ·) ω . Being L symmetric and elliptic, problem (1)-(2) corresponds to the Euler-Lagrange equations for the optimization of a certain functional F : Xū −→ R. For conciseness, let us assume that F is positive-definite, so that this optimization is in fact a minimization, i.e.,
Taking the first variation of F in the direction of δu ∈ X 0 , the solution to problem (3) satisfies
where
Still at the continuous level, we may reformulate the previous problems (3) and (4) using Lagrange multipliers to enforce the boundary condition (2) . The analogue to problem (3) consists of finding [u, λ] ∈ X × Λ as the solution to
whereas the analogue of (4) is:
Note that in (6)- (7), u, δu ∈ X. Let us consider now the finite element approximation to the problem. Let Ω h the domain that covers Ω introduced above, and let P h = {K} a finite element partition of Ω h of size h, which for simplicity we will assume quasi-uniform throughout. All finite element spaces and functions constructed from P h will be identified with a subscript h. These are assumed to be defined on Ω h , not only on Ω. Since Γ is interior to Ω h , the exact imposition of the Dirichlet condition implied by (3) and (4) cannot be translated at the discrete level. However, the discrete counterpart of (5) and (6)- (7) is straightforward. In particular, the former corresponds to the optimization of the functional
in X h × Λ h , whereas the latter reads:
Note that the possible integrals involved in the bilinear form B appearing in (6) and (9) need to be performed over Ω. This may lead to the need of splitting the elements cut by Γ for integration purposes (see [4] ). Likewise, Γ will probably need to be approximated, for example by piecewise polynomials of the same order as the finite element interpolation.
It is important to note that in order to have a well posed problem the finite element spaces X h and Λ h must satisfy an inf-sup condition, that can be expressed by saying that for each λ h ∈ Λ h there exists v h ∈ X h \ {0} such that
for a constant β > 0. Here and below, · Y stands for the norm in a functional space Y . The method we propose can be described as a modification of the previous Lagrange multiplier technique. The idea is to link the Lagrange multiplier with the variable u h by imposing that it is equal, in a least squares sense, to the trace on Γ of the appropriate flux of u h or, when u h itself is a flux, by imposing that it is equal to the flux of the Lagrange multiplier. This flux depends on the problem to be solved, and some examples will be presented in the following sections. Let us write it as σ h = Fu h , and let σ n,h be an appropriate trace of σ h on Γ. In the case u h itself is a flux, we will write u h = Fµ h , but let us consider the former case for the sake of conciseness. If Σ h is the space where σ h is defined, instead of the discrete version of (5) we propose to optimize the functionalĜ
instead of G in (8) , where N is sufficiently large. It acts as the penalty parameter of the formulation although, as we shall see, it needs not being very large to ensure stability of the formulation. Note that at this point it is in general dimensional. In particular, if F is positive defined the problem to be solved is
The discrete variational equations corresponding to the optimization of (12) read as follows:
This is the method that we shall apply to different problems in what follows, and whose stability will be analyzed in each case. We note that we have introduced the method at the discrete level, and in particular the norms in which stability will be proven make sense only in the discrete case.
Poisson's problem
In this section we will consider the scalar Poisson's problem, which consists of finding u : Ω −→ R such that
with k > 0. Using the notation introduced in the previous section, now we have that n = 1, L = −k∆, D is the identity for functions defined on Γ, and:
We may also take N = N 0 k, with N 0 dimensionless. The problem is well posed in X = V = H 1 (Ω), the space of functions whose derivatives of order up to one are square integrable. The space of traces is Λ = H 1/2 (Γ). Let V h ⊂ H 1 (Ω h ) be a finite element space for the discrete finite element solution u h and Σ h the space to approximate σ h . Functional (12) is noŵ
where in this case τ n,h = n · τ h for τ h ∈ Σ h , n being the unit normal at Γ external to Ω.
Problem (14)- (15) now reads:
Note that the problem can be easily symmetrized by changing the sign of the second equation. Problem (19)- (20) was presented already in [4] , with the only modification that in this reference σ h is only defined on Ω Γ (see Fig. 1 ), and thus the integrals involving σ h and δσ h need to extend only over the elements cut by Γ.
In [4] it is also explained how the method compares to the classical Nitsche's method. It is shown that in essence there is a modification of the penalty term of this method, so that instead of penalizing the difference between the unknown and the the boundary condition what is penalized is the product of this difference times a weighting term which depends on the surface to volume ratio of each boundary element. See [4] for details.
Stability of problem (19)- (20) was also proved in [4] . Here we shall repeat it with slight modifications because the ideas involved in the proof will allow us to prove stability for the other examples presented in this paper, which involve additional ingredients.
The bilinear form associated to problem (19) - (20) is
We shall prove that this bilinear form is stable in the norm
Recall that h is the size of the finite element partition, which we assume quasi-uniform for the sake of simplicity. Stability of (21) relies on the following a compatibility condition between the spaces V h and Σ h :
Here and below we use the symbol for ≤ up to positive dimensionless constants, and likewise for . It is shown in [4] that conditions (23)- (24) hold in two cases of practical interest, namely, the case in which continuous equal interpolation is used for both V h and Σ h and the case in which V h is made of continuous linear interpolations and Σ h of discontinuous piecewise constants. The latter is particularly interesting, since it allows one to eliminate the degrees of freedom associated to σ h in (19)- (20) and end up with a problem posed in terms of the degrees of freedom of u h only.
The stability result for (21) is the following:
Assume that (23)- (24) hold and that
Proof. Let us start noting that for N 0 > 1
Given u h , let τ u h be the element in Σ h that satisfies (23)- (24) with v h = u h . We have that
After using Young's inequality in the last terms we arrive at
From (25)- (26) it follows that
where the theorem follows.
Once stability is established, optimal convergence can be proven using more or less conventional techniques, since the method can be understood as a consistent method introducing the appropriate unknowns. The convergence analysis is however beyond the scope of this paper.
Darcy's problem
In this section we shall apply the general methodology described in Section 2 to the mixed form of the Poisson equation, which consists of finding u : Ω −→ R and q : Ω −→ R d such that
and satisfying appropriate essential boundary conditions. These depend on the functional setting of the problem, leading to the so called mixed primal and mixed dual forms of Darcy's problem (see [5] ). Moreover, the finite element approximation requires either to satisfy inf-sup conditions between the approximating spaces for u and q or to use stabilization techniques (see [1] ). Thus, in this section we shall in fact describe the approximation to Darcy's problem with weak imposition of boundary conditions and prove its stability in four cases.
Primal form of Darcy's problem
In the primal form of Darcy's problem equations (27)- (28) are understood (in a distributional sense) with u ∈
Thus, only traces of u exist on Γ, and therefore essential boundary conditions consist of imposing u there. The problem to be solved is thus that of finding u and q satisfying
In this case the problem is exactly equivalent to (16)- (17), so that at the continuous level it has no interest. However, at the discrete level the fact that variables u and q may be interpolated arbitrarily opens the door to approximations different to that of the classical Poisson's problem. Using the notation introduced in Section 2 and assuming that the unknown is organized in the form [q, u], we now have that
As for Poisson's problem, we may take
Note that now (29)-(31) are the equations corresponding to a saddle point of F , and not to a minimum.
Galerkin finite element approximation
d the finite element space to approximate q and Σ h the space to approximate the flux to prescribe in a weak form (31). Following the ideas of Section 2, the method we propose consists in optimizing the functional
over R h × V h × Σ h , which corresponds to (12) for the problem we are considering. As for Poisson's problem,
This is the formulation we propose to approximate in a weak sense boundary condition (31) for Darcy's problem in primal form and using the Galerkin finite element approximation. Note that the solution is σ h ≈ q h , but in a weak sense. Variable σ h allows one to prescribe (31) and its interpolation can be completely different to that of q h . In particular, as for Poisson's problem, it can be condensed at the element level if it is discontinuous. It has to be remarked that the term σ n,h , δu h Γ in (33) would not be well defined at the continuous level if σ n,h is replaced by n · q, since this term is not defined on Γ. Thus, the equations written make only sense at the discrete level and introducing the new variable σ h .
In the following we shall prove that this formulation is stable. In order to guarantee this, we will require two conditions. The first is a relationship between V h and Σ h that is exactly the same as for Poisson's problem, that is to say, we assume that (23)- (24) hold. The second is quite natural: we also assume that the classical infsup condition between R h and V h required for the well-posedness of the problem when Dirichlet conditions are prescribed holds, that is to say,
for a constant β > 0. Note that the continuous counterpart of (35) is automatic, since for v ∈ H 1 (Ω) it suffices to take r = ∇v to check that it holds with β = 1. This is also true whenever functions in R h are gradients of functions in V h , but not for arbitrary interpolations. Note that we assume in this case that (35) holds with the integrals performed over Ω. In other cases this would be too restrictive, and we will need to assume classical inf-sup conditions with integrals taken over Ω h .
The bilinear form associated to problem (32)- (34) is given by
We next prove that it is stable in the norm
Theorem 2. Assume that (23)- (24) 
Proof. Note first that for N 0 > 1 we have
Let r u h the function that allows one to guarantee (35) for v h = u h . We may normalize it so that r u h L 2 (Ω) = ∇u h L 2 (Ω) and we have that
Using Young's inequality for the last terms we obtain
Given u h , let now τ u h be the element in Σ h that satisfies (23)- (24) with v h = u h . We have that
From (38), (39) and (40) it follows that
if β 1 and β 2 are small enough. It is easily seen that if
, and the proof is complete.
Stabilized finite element approximation
The Galerkin finite element approximation described above requires the compatibility condition (35) for being stable. Except for cases in which R h is made of functions of the form ∇v h , with v h ∈ V h , it is not easy to satisfy. In order to avoid the need to satisfy it, it is possible to use stabilized finite element methods. It is not our purpose here neither to motivate nor to discuss them in detail. We will simply use the simplest stabilization method presented in [1, 2] for the Darcy and the Stokes problems. In fact, we favor the orthogonal subscales stabilization (OSS) introduced in [6] , but we will use the most popular stabilization method because our only objective is to show how stabilization and the weak imposition of essential boundary conditions presented in this paper work together.
The stabilized finite element method we consider reads as follows:
with B DPG given by (36) and where τ q and τ u are the so called stabilization parameters. In order to get optimal stability and convergence for the primal form of Darcy's problem they need to be computed as We next show that the bilinear form B DPS is stable in the norm
DPG is defined in (37)
Proof. The proof is similar to that of Theorem 3, and thus we will only stress the difference. For N 0 > 1 and τ 0 q < 1 we immediately get
so that now we do not need (35) to get control on the gradient of u h . It only remains to get control on the boundary norm of u h , which can be done exactly as in Theorem 2 (note that the stabilization terms do not involve the extra unknown σ h ). Details are omitted.
Matrix structure
Let us now study the matrix structure of the final problem. We will focus in the Galerkin form of the problem, and we will consider the space for the Lagrange multipliers to be rich enough and elementwise discontinuous so that they can be condensed. After operating, We will arrive to a method which is very similar to Nitsche's method, the only difference being in the definition of the penalty term. The associated algebraic form of the Galerkin primal form of Darcy problem is:
the description of each term is presented in Table 1 . Let us suppose that Σ h is chosen such that R h ⊂ Σ h , and Σ h is elementwise discontinuous, then:
From (48):
Since R h ⊂ Σ h ,
Replacing in (47):
Again making use of:
The final variational form of the problem after condensation of the Lagrange multipliers is:
where the algebraic counterpart of c(δu
σσ can be computed locally at the element level. Note also that the only difference with respect to Nitsche's method is in the definition of c(δu h , u h ), which would be a boundary mass matrix in the case of Nitsche's method.
Dual form of Darcy's problem
The same equations (27)-(28) can be understood (in the sense of distributions) in a different functional setting to the one analyzed above. We may consider less regularity for u and more regularity for q. In particular, the problem is also well posed if u ∈ L 2 (Ω) and q ∈ H(div, Ω), the space of functions in L 2 (Ω) with divergence in L 2 (Ω). In this case, the traces of u are not defined on Γ, but the normal component of q has a well defined trace. Thus, the problem we consider now consists of finding u and q such that
In this case the problem has a functional framework different to the Poisson problem (16)- (17) . Note also that u is defined up to constants, i.e., u ∈ L 2 (Ω)/R. Using the notation introduced in Section 2,
In this problem, the unknown with essential boundary conditions is itself a flux, and so we link it to the Lagrange multiplier µ by imposing that the discrete approximation to q be equal to the flux of the approximation of the Lagrange multiplier in a least squares sense.
As before, N = N 0 k, with N 0 dimensionless. The problem is well posed in
Galerkin finite element approximation
Let V h ⊂ L 2 (Ω)/R be the finite element space to approximate u, R h ⊂ H(div, Ω h ) the finite element space to approximate q and Σ h the space to approximate the scalar whose flux allows one to prescribe in a weak form (53).
Following the ideas of Section 2, the method we propose consists in optimizing the functional
where γ > 0 and L 0 is a characteristic length of problem, which will be required at several instances for dimensional consistency. The need for the last term is to prove stability of the Galerkin approximation, and will be clear in the proof of Theorem 4 below. It can be observed that for the critical point of G the third term links the new Lagrange-multiplier-type variable to the flux, whereas the fourth term links it to the primal variable, in both cases in a least-squares sense.
for all δq h ∈ R h , δu h ∈ V h and δµ h ∈ Σ h . This is the formulation we propose to approximate in a weak sense boundary condition (53) for Darcy's problem in dual form and using the Galerkin finite element approximation. Contrary to the previous cases, the space of the new unknown introduced, Σ h , needs to be made of continuous functions (or otherwise inter-element jumps need to be introduced, in a discontinuous Galerkin way). Therefore, (56) does not allow one to eliminate the degrees of freedom of µ h at the element level. In this case, the benefit of the present method compared to a standard Lagrange multiplier technique is not the reduction of the number of degrees of freedom, but only to deal with unknowns defined on the whole computational domain rather that with unknowns defined only on Γ, as Lagrange multipliers would be. In order to prove that the formulation proposed is stable, we will need two compatibility conditions. The first one is the 'dual' version of (23)- (24), and read as follows:
Note that we have used again the length scale L 0 . Changing this length scale only implies a change in the constant involved in (58). As for (23)- (24), it can be shown that this condition holds in the case of equal order interpolation to construct R h and Σ h , which in this problem is the only interesting case (recall that µ h in (54)-(56) cannot be condensed). The second condition we require is the well posedness of Darcy's problem when boundary conditions are imposed in the classical way, which in turn can be split into two conditions. First, we require that:
for a constant β > 0. Again, we have assumed this condition to hold when integrals are extended over Ω, not over Ω h . The last case would require a minor modification in the proof of stability (see the proof of Theorem 6 below). The second requirement is that the term (q h , δq h ) Ω understood as a bilinear form in
, requiring coercivity of (q h , δq h ) Ω in Z h amounts to say that:
Examples of pairs V h -R h that satisfy conditions (59) and (60) are the Raviart-Thomas or the Brezzi-DouglasMarini elements (see [5] , for example).
The bilinear form associated to problem (54)- (56) is given by
We next prove that it is stable in the norm 
Proof. Let us start noting that, for N 0 > 1,
Condition (60) allows us to take
Let r u h be the function that allows one to guarantee (59) for v h = u h , normalized so that
It is easily checked that
Let us elaborate on the last term. Since ∂Ω Γ,out = ∂Ω h ∪ Γ and n · r u h = 0 on ∂Ω h , with the normal to ∂Ω Γ,out opposite to the normal to Γ, we have that
Since the measure of Ω Γ,out tends to zero as h → 0, we may write
with ϕ(h) → 0 as h → 0. The norms on the right-hand-side can be understood as normalizing factors. Therefore
From (63), (64) and (65) 
for h sufficiently small. It is observed from (65) that we have to have some control of µ h L 2 (Ω) , and this is why we have introduced the term multiplied by γ > 0 in (61). It remains to control the boundary term in (62), which can be done as in the previous cases using (57)-(58). It η q h ∈ Σ h is the function that allows one to guarantee (57) for r h = q h , it can be verified that
for an appropriate β .The proof concludes checking that
Stabilized finite element approximation
As for the primal form of Darcy's problem, the alternative to satisfy the compatibility condition (59) is to use a stabilized finite element formulation. Again, we refer to [1, 2] for background about the method we use.
The stabilizing terms to be added to the Galerkin formulation are the same as for the primal form of the problem. Therefore, the method reads:
with B DDG given by (61). The stabilization parameters are different to those employed for the primal form of the problem. In order to get optimal stability and convergence for the dual problem they need to be computed as
with τ 0 q and τ 0 u dimensionless algorithmic constants. We next show that the bilinear form B DDS is stable in the norm
where 
Proof. The proof is similar to that of Theorem 4. For N 0 > 1 and τ 0 q < 1 we get
so that now we do not need (60) to get control on the divergence of q h . To get control on the boundary norm of q h we can proceed as in Theorem 4. It only remains to get control on u h 2 L 2 (Ω) . To this end, we can make use of the inf-sup condition that holds at the continuous level, as in [1] , page 1981. We omit the technical details.
Matrix structure
Let us consider the simplified Galerkin weak form of the dual form of Darcy's problem:
The problem in algebraic form is:
with the definition of each term given in Table 2 and Table 1 . Table 2 : Algebraic terms for the dual form of Darcy's problem.
We choose Σ h such that V h ⊂ Σ h , and Σ h is elementwise discontinuous. From (76) we get:
Replacing in (76):
µµ K µu U = 0. We note that, due to V h ⊂ Σ h :
and then (76) can be written as:
Again, due to V h ⊂ Σ h :
where the algebraic counterpart of
µµ G µq Q. Again, the only difference with respect to a standard application of Nitsche's method to the dual form of Darcy's problem is in the definition of d(q h , δq h ), which would consist in a boundary mass matrix times a penalty parameter in Nitsche's method.
Stokes' problem
In this section we consider a third example of elliptic problem, namely, the Stokes problem for an incompressible material. To fix ideas, we will use the terminology of fluid mechanics to refer to the unknowns and the physical properties. The techniques of Section 2 can be directly applied with the appropriate identification of the unknowns, operators and functional spaces in play.
For completeness, we will consider two versions of the problem. We will start with the most classical twofield approach, involving only velocities and pressures as variables, and then we will describe how to deal with the three-field approach, where deviatoric stresses are considered as an independent variable. In both cases, we shall describe the Galerkin and a stabilized finite element formulation.
Two-field approach
Let u : Ω −→ R d be the velocity and p : Ω −→ R the pressure of a fluid moving in Ω of (kinematic) viscosity ν and subject to a body force f . The Stokes problem consists of finding u and p as the solution to the boundary value problem
whereū is a given velocity prescribed on Γ and ∇ S u stands for the symmetrical part of ∇u. Using the notation of Section 2 and organizing the unknowns as [u, p], now we have that
where I is the identity in R d . We now choose N = N 0 ν, with N 0 dimensionless. The problem is well posed in the space 
Galerkin finite element approximation
Let V h ⊂ V and Q h ⊂ Q be the finite element spaces constructed from the finite element partition to approximate V and Q, respectively, and let Σ h be the space of the new variable to be introduced for enforcing (79) weakly. Using the ideas presented in Section 2, the method we propose consists of optimizing the functional
on V h × Q h × Σ h , and problem (14)- (15) in this case reads:
is not our intention to analyze convergence of this method, but only stability, let us remark a key ingredient for the numerical solution to converge to the continuous solution, namely, consistency. If u h is replaced by u, p h by p and σ h by 2ν∇ S u, it is easy to check that (80)-(82) hold. For this, it is crucial to have the boundary terms involving the pressure.
The bilinear form of this problem is:
In order to prove this, we shall need two conditions. The first is the vector counterpart of the compatibility condition (23)- (24), that will allow us to control the boundary term. It reads:
Note that now Σ h is a space of symmetric tensors. Obviously, (85)- (86) hold under the same conditions as (23)- (24) . The second condition is that the velocity-pressure pair V h -Q h is inf-sup stable for the problem imposing the essential boundary conditions in a classical way on Ω h , that is to say,
with β > 0 and v h vanishing on ∂Ω h . In the conforming approximation we use,
Theorem 6. Assume that N 0 > 1 and that (85)- (86) and (87) 
Proof. Similarly to the Poisson problem in Theorem 1, it can be shown that
where β 1 is an appropriate constant andτ is the function that guarantees that (85)-(86) hold for v h = u h . In order to get control on the pressure, we make use of (87) for q h = p h . Let v p h be the element in V h for which (87) holds. Let us start noting that, since v
On the other hand, since the measure of Ω Γ,out tends to zero when h → 0 and using standard inverse inequalities, it follows that
where ϕ(h) → 0 as h → 0 and the last norms can be understood as normalizing factors. From (89) and (90) is follows that
it is readily checked that
This, together with (88), allows us to prove the theorem using the same arguments as in the previous results.
Stabilized finite element approximation
As for Darcy's problem, both in primal and dual forms, we can avoid the need of satisfying the inf-sup condition (87) by modifying the Galerkin finite element formulation and use instead a stabilized finite element method. Assume for the sake of simplicity that Q h is made of continuous functions. The method we consider here is the following:
and τ 0 a dimensionless constant. See [1] and references therein for background about this method as well as for the treatment of discontinuous pressure interpolations.
If we define the norm
the following result is easily proved using the same techniques as for the previous theorems: 
Let us finally remark that
(Ω) using the inf-sup condition that holds for the continuous problem, that is to say, the norm (84) could also be used in this case.
Three-field approach
To conclude the examples of elliptic problems where the methodology described in Section 2 can be applied, let us consider the three-field version of the Stokes problem for incompressible flows. The problem consists of finding the velocity u : Ω −→ R d , the pressure p : Ω −→ R and the deviatoric stress τ : Ω −→ R d×d solution of the boundary-value problem
Using the notation of Section 2, now we may identify n = s + d + 1, s being the number of components of
As for the two-field case, we now choose N = N 0 ν, with N 0 dimensionless. The problem is well posed in the space
sym is the space of symmetric second order tensors with square-integrable components and the space of traces is Λ = H 1/2 (Γ) d , the trace operator being [τ , u, p] → u| Γ .
Galerkin finite element approximation
Let T h ⊂ T , V h ⊂ V and Q h ⊂ Q be the finite element spaces constructed from the finite element partition to approximate T , V and Q, respectively, and let Σ h be the space of the new variable to be introduced for enforcing the boundary condition weakly. The functional to be optimized now iŝ
, and problem (14)- (15) in this case reads:
It turns out that the norm in which B S3G is stable is
In order to prove that this, we shall need two conditions. The first is again the compatibility condition between V h and Σ h encountered for the two-field formulation, i.e., (85)-(86). The second condition is that the stress-velocitypressure combination T h -V h -Q h is inf-sup stable for the problem imposing the essential boundary conditions in a classical way on Ω h , that is to say, condition (87) holds as well as
with β > 0. There are a few triplets T h -V h -Q h known to satisfy (87)-(95) (see references and comments in [7] ). 
The proof uses a combination of the techniques employed in Theorem 2 for Darcy's problem in primal form and in Theorem 6 for the two-field Stokes problem, in both cases using the Galerkin finite element approximation.
Stabilized finite element approximation
Finally, we can also consider a stabilized finite element method for the three-field Stokes problem. When boundary conditions are imposed in the classical way, the method we will consider is similar to the one proposed and analyzed in [7] , obtained by replacing the orthogonal projection of this reference by the identity applied to finite element residuals. It allows one to avoid the need of satisfying (87)-(95).
Assume for the sake of simplicity that T h and Q h are made of continuous functions. The formulation we propose is the following: 
we have that 
In this case, the proof uses a combination of the techniques employed in Theorem 3 for Darcy's problem in primal form and in Theorem 7 for the two-field Stokes problem, in both cases using a stabilized finite element approximation.
Numerical examples
In this section we show some numerical examples which illustrate the performance of the proposed methods for weakly imposing essential boundary conditions in non-matching meshes. The numerical examples are applied to the Poisson problem, the stabilized mixed form of Darcy's problem, and the stabilized two-field Stokes problem. 
Poisson's Problem
For the Poisson problem, we solve the heat equation in a circle of radius 1. The external domain over which the finite element mesh extends is the [1, 1] × [−1, 1] square. A structured linear triangle mesh is used in this domain and we look for the solution to Poisson's problems with unit diffusion coefficient and uniform unitary source term. The unknown is set to zero in the boundary of the domain. The space for the Lagrange multipliers Σ h is taken to be piecewise constant and discontinuous across interelement boundaries. The analytical solution to this problem is u(x, y) = Fig. 2 shows the errors u − u h L 2 (Ω) versus the element size h, for the proposed method. It can be concluded from the convergence curve that optimal (quadratic) convergence for Poisson's problem is obtained when linear elements are used. In Fig. 3 the solution field and its gradient are presented. Finally, Fig. shows the difference between the solution gradient k∇u h and the Lagrange multipliers σ h . It can be observed that in interior elements they coincide. In elements which are cut by the boundary the values for the Lagrange multipliers differ from the values for the gradients. The largest differences are observed in elements in which the interior volume is small with respect to the length of the element boundary. This agrees with what is expected from equation (21).
Darcy's problem
In this numerical example we test the proposed method for the stabilized, mixed form of Darcy's problem. The analyzed problem is the same as in the Poisson problem, but in this case we introduce an additional variable for the fluxes. Both the temperature u h and the fluxes q h fields are approximated using triangular linear finite elements. Again the space for the Lagrange multipliers Σ h is taken elementwise discontinuous, but in this case the interpolation space is linear. As in the previous example, this choice for Σ h allows to condensate the Lagrange multipliers and end up with a problem written only in terms of u h and q h . Fig. 5 shows the u h and q h solution fields, which are very similar to the ones obtained for the Poisson problem. The convergence plot for several mesh sizes is shown in Fig. 6 . It can be observed that u h converges quadratically, while the convergence for q h is second order for coarse meshes but linear as the mesh is refined. This agrees with the expected convergence rates for the stabilized Darcy problem in mixed form.
In Fig. 7 we plot the difference between the fluxes q h and the Lagrange multipliers σ h for the primal form of Darcy's problem. The difference is null in interior elements, and the largest differences are again found in elements which have a small interior volume compared to the size of the element boundary.
Stokes' Problem
This numerical example involves the solution of the stationary Stokes flow past a cylinder. Linear interpolations are used for both the velocity and the pressure fields, but the Lagrange multipliers are approximated as piecewise discontinuous. The setting of the problem is shown in Fig. 8 . A parabolic inflow profile with unitary mean horizontal velocity is set on x = 0. Velocity is prescribed to zero on y = 0 and y = 1 and on the cylindric boundary. Fig. 9 shows the resulting velocity and pressure fields. In Fig. 10 the error versus the mesh size is plotted, both for the velocity and for the pressure fields. Results for each mesh size have been compared against results in a much finer mesh (160000 elements). Quadratic convergence rates are obtained in both cases. Finally, the gradient of the velocity field k∇u h is shown in Fig. 11 together with the difference between this gradient and the stress Lagrange multipliers σ h . As in the previous examples, they are exactly equivalent everywhere except in the boundary elements, where maximum differences are observed in elements with a large surface/interior volume ratio. 
Conclusions
In this paper we have presented a general methodology for imposing essential boundary conditions in finite element approximations where the boundary of the computational domain does not match the element boundaries. The method can be described starting from the classical Lagrange multiplier technique, but then relating the Lagrange multiplier to the flux of the problem in a least-squares sense. It is therefore variationally founded. Except for the Darcy problem in dual form, the new variable can be condensed at the element level. In all cases, it is defined on the whole computational domain (or maybe just close to the boundary), and not only on the boundary where essential boundary conditions need to be imposed. The final method resembles also Nitsche's methods, but the penalty parameter needs not to be very large.
We have analyzed the stability of the method in a variety of elliptic problems. We have tried to stress the stability requirements for the new field introduced, as well as to show how do they interact with the conditions for stability of the original problem being solved. In the case of the mixed methods treated, both the cases of inf-sup stable interpolations and of stabilized finite element methods have been studied. Altogether, we have presented nine stability results, two of which were already presented in [4] . Other elliptic problems, such as the elasticity equations or Maxwell's problem, could be treated with the same technique to prescribe boundary conditions.
Numerical experiments have shown that the method proposed works well, and that it displays optimal order of convergence, although we have preferred not to analyze convergence in this work. Even if we have motivated it from the optimization of a functional associated to an elliptic problem, the method as such can be applied to other type of problems. The study of its performance in more general situations, particularly in flow problems, was already started in [4] and deserves further research. In particular, it can be an alternative to Nitsche's method to prescribe Dirichlet conditions in a way less stringent than incorporating them in the approximation space.
