We present an up-to-date survey of theoretical concepts and results in the field of one-dimensional magnetism and of their relevance to experiments and real materials. Main emphasis of the chapter is on quantum phenomena in models of localized spins with isotropic exchange and additional interactions from anisotropy and external magnetic fields. Three sections deal with the main classes of model systems for 1D quantum magnetism: S = 1/2 chains, spin chains with S > 1/2, and S = 1/2 Heisenberg ladders. We discuss the variation of physical properties and elementary excitation spectra with a large number of model parameters such as magnetic field, anisotropy, alternation, next-nearest neighbour exchange, etc. We describe the related quantum phase diagrams, which include some exotic phases of frustrated chains discovered during the last decade. A section on modified spin chains and ladders deals in particular with models including higher-order exchange interactions (ring exchange for S = 1/2 and biquadratic exchange for S = 1 systems), with spin-orbital models and mixed spin (ferrimagnetic) chains. The final section is devoted to gapped one-dimensional spin systems in high magnetic field. It describes such phenomena as magnetization plateaus and cusp singularities, the emergence of a critical phase when the excitation gap is closed by the applied field, and field-induced ordering due to weak three-dimensional coupling or anisotropy. We discuss peculiarities of the dynamical spin response in the critical and ordered phases.
Heisenberg ladders
Spin ladders consist of two or more coupled spin chains and thus represent an intermediate position between one-and two-dimensional systems. The prototype of a spin ladder is shown in Fig. 1a and consists of two spin chains (legs) with an additional exchange coupling between spins on equivalent positions on the upper and lower leg (i.e. on rungs). The interest in spin ladders started with the observation that this ladder with standard geometry and antiferromagnetic couplings is a spin liquid with a singlet ground state and a Haldane type energy gap even for S = 1/2 [156] . More generally, spin ladders with an arbitrary number of antiferromagnetically coupled chains and arbitrary spin value S extend the class of spin liquids: For half-odd-integer spin and an odd number of legs they are gapless, whereas they exhibit a Haldane type energy gap otherwise (for a review of the early phase of spin ladder research see [11] and for a review of experiments and materials see [157] ). Spin ladders are realized in a number of compounds and interest in these materials was in particular stimulated by the hope to find a new class of high temperature superconductors. However, so far only two SrCuO spin ladder materials were found which become superconducting under high pressure: T c is about 10 K for Sr 0.4 Ca 13.6 Cu 24 O 41 at 3 GPa pressure [158] . Nevertheless, theoretical interest continued to be strong since generalized spin ladder models cover a wide range of interesting phenomena in quantum spin systems and on the other hand allow to study in a reduced geometry interacting plaquettes of quantum spins identical to the CuO 2 plaquettes which are the basic building blocks of HTSC's. In this section we will concentrate on reviewing the properties of spin ladder models which connect seemingly disjunct quantum spin models. 
Quantum phases of two-leg S = 1/2 ladders
The prototype of quantum spin ladders has the geometry shown in Fig. 1a and is defined by the Hamiltonian
with exchange energies J L along the legs and J R on rungs. The 'standard' ladder results for equal antiferromagnetic exchange J L = J R = J > 0. Whereas the corresponding classical system has an ordered ground state of the Néel type the quantum system is a spin liquid with short range spin correlations, ξ ≈ 3.2 (in units of the spacing between rungs) and an energy gap ∆ ≈ 0.5J R [159, 160] at wave vector π. Regarding the similarity to the Haldane chain indicated by these properties it was therefore tempting to speculate that the ladder gap is nothing but the Haldane gap of a microscopically somewhat more complicated system. In order to discuss this speculation we consider the system of Eq. (1) with varying ratio J R /J L . In the strong coupling limit with J R /J L positive and large, the ladder reduces to a system of noninteracting dimers with the dimer excitation gap ∆ dimer = J R . With increasing J L the gap decreases to become ∆ ≈ 0.4J R in the weak coupling limit [161, 162] . On the other hand, for large negative values, the formation of S = 1 units on rungs is favored and the system approaches an antiferromagnetic S = 1 chain (with effective exchange 1 2 J L ). However, these two simple and apparently similar limiting cases are separated by the origin, J R = 0, corresponding to the gapless case of two independent S = 1/2 chains. The relation between ladder gap and Haldane gap therefore does not become clear by this simple procedure (see the early discussion by Hida [163] ).
Before we approach this point in more detail, we shortly consider the ladder Hamiltonian Eq. (1) for the alternative case of ferromagnetically interacting legs, J L < 0: The classical ground state then is the state of two chains with long range ferromagnetic order, oriented antiparallel to each other. One would speculate that this ferromagnetic counterpart of the standard ladder is less susceptible to quantum fluctuations since without rung interactions the ground state for S = 1/2 is identical to the classical ground state. This is, however, not the case: An arbitrarily small amount of (antiferromagnetic) rung exchange leads to the opening up of a gap as shown by analytical [164] [165] [166] and numerical [167] methods. The situation is somewhat more involved (and interesting) when the exchange interactions are anisotropic: up to some finite rung coupling the classical ground state survives for an anisotropy of the Ising-type in the leg interactions and a spin liquid ground state of the Luttinger liquid type appears for leg anisotropy of the XY type [165, 166] .
The relation between Haldane and ladder gap can be clarified when the somewhat generalized model for a S = 1/2 ladder shown in Fig. 1b, with the Hamiltonian
J L S n,α · S n+1,α + n (J 1 S n,1 · S n,2 + J 2 S n,2 · S n+1,1 ) (2) is studied. This model is mostly known under the name of zigzag ladder, i.e. two Heisenberg chains with zigzag interactions, but it can be viewed alternatively as a chain with alternating exchange J 1 , J 2 and NNN interactions J L . If either J 1 or J 2 vanishes the Hamiltonian reduces to the ladder geometry with two legs and rungs. For J 1 = J 2 , the model reduces to the Heisenberg chain with NNN interactions already discussed in section ??, including the quantum phase transition from the Heisenberg chain universality class to the (twofold degenerate and gapped) dimer crystal ground state at J 1 = J 2 = α : If the exchange coupling along the chain alternates between J 1 on even bonds and J 2 < J 1 on odd bonds, |0 I continues to be the ground state for J 2 = 1 2 as long as
It is instructive to study this more general model introduced by White [169] , for several reasons: The ground state phase diagram for various combinations of the variables J 1 , J 2 , J L allows to discuss the relations between a number of seemingly different models by continuous deformation of the interaction parameters [169] [170] [171] and it serves as an instructive example for quantum phase transitions depending on the parameters in interaction space. Moreover it allows to make contact to real quasi 1D materials by showing the position in this diagram in rough correspondence to their interaction parameters.
In the following we present and discuss three ground state phase diagrams, in order to cover (partly overlapping) the full phase space in the variables J 1 , J 2 , J L . Evidently the phase diagrams are symmetric under exchange of J 1 and J 2 and we will discuss only one of the two possible cases.
(a) Fig. 2a shows the phase diagram J 2 vs J 1 , assuming a finite value of J L > 0 as energy unit. It has been established by various methods that the only phase transition lines occur at J 2 = −2J 1 /(2 + J 1 ) (transition to the ferromagnetically ordered ground state) and along the line J 1 = J 2 > −4. This line is a line of first order quantum phase transitions for 0 < J 1 = J 2 < α −1 c and of second order quantum phase transitions for
(in the following we use finite value of J L > 0 as energy unit and restrict to the J 1 > J 2 half of the plane).
The origin J 1 = J 2 = 0 corresponds to the gapless case of two noninteracting Heisenberg chains, whereas on the line J 1 = J 2 > 0 one has one S = 1/2 Heisenberg chain with NNN interaction. This line separates two distinct gapped regimes, each containing the limit of noninteracting dimers J 1 → ∞ resp. J 2 → ∞, the standard ladder, an effective S = 1 chain and the Shastry-Sutherland (SS) line.
The concept of string order can be extended to ladders [172, 173] introducing two complementary string order parameters in the J 1 −J 2 phase diagram: For J 1 > J 2 (phase D2) singlets are found preferably on the rungs and the remaining antiferromagnetic leg exchange then leads to a tendency towards triplets, i.e. S = 1 units on diagonals. This implies a vanishing value for O lad,1 whereas a finite string order parameter O lad,2 develops. This type of string order characterizes the standard ladder (J 1 = 1, J 2 = 0) and becomes identical with the S = 1 chain string order parameter for J 2 → −∞. The complementary situation is true for J 1 < J 2 : rungs and diagonals as well as O lad,1 and O lad,2 exchange their roles. In the field theoretic representation of the generalized ladder [13, 174, 175] O lad,1 and O lad,2 correspond to Ising order resp. disorder parameters. Both order parameters become zero on the line
c (gapless line) whereas they change discontinuously following the discontinuous change in ground state when the line
(line with two degenerate ground states) is crossed. Thus it is possible to deform various gapped models, noninteracting dimers, the standard ladder and the S = 1 Haldane chain, continuously into each other without closing the gap if one stays on the same side of the line J 1 = J 2 . Then the ladder gap evolves into the dimer gap when the rung coupling increases to infinity and the dimer gap evolves into the Haldane gap when two dimers on neighboring rungs interact ferromagnetically via J 2 , forming S = 1 units on diagonals. However, when the standard ladder is deformed into a S = 1 chain by changing rung dimers from antiferromagnetic to strongly ferromagnetic, one moves to a different symmetry class since the line J 1 = J 2 is crossed.
For ferromagnetic couplings J 1 , J 2 < 0 there is a regime of disorder due to competing interactions before ferromagnetic order sets in. This applies in particular to the limit −4 < J 1 = J 2 < 0, a ferromagnetic chain with AF NNN exchange. It is usually taken for granted that the corresponding ground state of this frustrated chain is in an incommensurate phase and gapless; however, a recent interesting speculation [176] suggests the presence of a tiny but finite gap on some part of this line.
(b) In Fig. 2b the phase diagram in the variables J 2 vs J L is presented, assuming a finite value of J 1 > 0 as energy unit. This choice of variables displays most clearly the neighborhood of the dimer point (the origin in this presentation) and the situation when ferromagnetic coupling is considered on the legs and on one type of inter-leg connections. The dividing line between the two dimer/Haldane phases D1 and D2 appears now as the line J 2 = 1 with the end of the gapless phase at J L = α c and the Majumdar-Ghosh point at J L = 1 2 . The gap on this line starts exponentially small from zero at the Kosterlitz Thouless transition at J L = α c , goes through a maximum at J L ≈ 0.6 and drops to zero exponentially for J L → ∞ (two decoupled chains) [149, 177] .
The Shastry-Sutherland (SS) lines
2 in D1 are to be considered as disorder lines where spin-spin correlations in real space become incommensurate [178, 179] . The precise properties in the incommensurate regime beyond these lines have not been fully investigated up to now. The SS line extends into the range of ferromagnetic couplings and (in D2) ends at J L = 1 2 J 2 = −1. This point lies on the boundary of the ferromagnetic phase,
. This boundary is obtained from the instability of the ferromagnetic state against spin wave formation. There are indications that ground states on this line are highly degenerate: states with energies identical to the ferromagnetic ground state are explicitly known for
(a matrix product ground state, see subsection 4.2) and for a family of states which exhibit double chiral order as studied in ref. [180] .
As mentioned before, the ladder is gapless on the line J 2 = 1, J L < 0 (antiferromagnetic Heisenberg chain with ferromagnetic NNN exchange), but an infinitesimal alternation, J 2 = 1 drives it into the gapless phase, smoothly connected to the Haldane/dimer phase. At strongly negative values of J 1 the phase diagram of Fig. 2b shows the second order phase transition from the ferromagnetic to the antiferromagnetic S = 1 chain at Fig. 2c the phase diagram in the same variables J 2 vs J L is shown, but assuming a finite ferromagnetic value of |J 1 | = −J 1 > 0 as energy unit. This choice of variables allows to discuss the situation for two ferromagnetic couplings. The origin is identified as the limit of noninteracting spins 1 and the neighborhood of the origin covers both the ferro-as the antiferromagnetic S = 1 chain, depending on the direction in parameter space.
Matrix product representation for the two leg S = 1/2 ladder
The matrix product representation introduced for the S = 1 chain above can be extended to ladders and is found to be a powerful approach to describe spin ladder ground states in the regime covered by the J 1 -J 2 phase space of the model of Eq. (2). It formulates possible singlet ground states as a product of matrices g n referring to a single rung n, |.. = n g n . Matrices g n as used in section ?? are generalized to include the possibility of singlets on a rung and read [170] :
(Note that the triplet part of (5) is equivalent to (??) up to a unitary transformation; here we keep the original nonation of [170] .) We now show that the ground states of the Majumdar-Ghosh chain can be written in the form of a matrix product. This is trivially true for |0 II which is obtained for u = 1, v = 0. It is also true for the state |0 I if it is formulated in terms of the complementary spin pairs [2, 3] , [4, 5] . . . used in |0 II : We start from the representation of a singlet as in Eqs.(??,??) and write
after defining the matrix with state valued elements
to replace the singlet, Eq. (??) as new unit. The explicit form for g is
which is identical to Eq. (5) with u = v = 1/ √ 2.
Matrix product states: general formulation
The above construction of the matrix product ansatz for S = 1 2 ladders can be generalized for arbitrary 1D spin systems [181] . Let {|γSµ } be the complete set of the spin states of the elementary cell of a given 1D spin system, classified according to the total spin S, its z-projection µ and an (arbitrary) additional quantum number γ. Define the object g as follows:
where jm|λq, Sµ are the standard Clebsch-Gordan coefficients, c γ are free c-number parameters, and T λq are irreducible tensor operators acting in some auxiliary space, which transform under rotations according to the D λ representation. Then it is clear that g transforms according to D j and thus can be assigned "hyperspin" quantum numbers jm. Then, building on those elementary objects g i (where i denotes the i-th unit cell) one can construct wave functions with certain total spin almost in the same way as from usual spin states. For instance, for a quantum 1D ferrimagnet with the excess spin j per unit cell the state with the total spin and its z-projection both equal to N j would have the form
where the trace sign denotes an appropriate trace taken over the auxiliary space. The choice of the auxiliary space M determines the specific matrix representation of the operators T λq ; the space M can be always chosen in a form of a suitable decomposition into multiplets M = αJ ⊕M αJ , and then the structure of the matrix representation is dictated by the Wigner-Eckart theorem:
αJM
The reduced matrix elements T λ,αJ,α ′ J ′ and the coefficients c γ are free parameters. Matrix product states (MPS) are particularly remarkable because the matrices g 1 g 2 , g 1 g 2 g 3 , etc. all have the same structure (6) if they are constructed from the "highest weight" components g (j,m=j) . This self-similarity is actually an indication of the deep connection of singlet MPS and the densitymatrix renormalization group technique, as first pointed out by Ostlund and Römmer [182] and developed later in works of Sierra et al. [183] [184] [185] .
A few examples
In the simplest case of a two-dimensional M = {|J = 1 2 , M }, the allowed values of λ are 0 and 1, and T 1q are just proportional to the usual Pauli matrices σ q , and T 00 is proportional to the unit matrix. If one wants the wavefunction to be a global singlet, the simplest way to achieve that is to have the construction (7) with j = 0. Then, for the case of S = 1 chain with one spin in a unit cell, one obtains exactly the formula (??), with no free parameters.
Higher-S AKLT-type VBS states can be also easily represented in the matrix product form. In this case one has to choose M = {|S/2, M }, then the only possible value of λ is S, and, taking into account that 00|Sq, Sµ = δ q,−µ (−1)
S−µ , we obtain
For a generic quantum ferrimagnet, i.e., a chain of alternating spins 1 and 
where | ↑ , | ↓ and | ± 
Excitations in two-leg S=1/2 ladders
The excitation spectrum in this simplest ladder type spin liquid is similar to that of a Haldane chain: The lowest excitation is a triplet band with minimum energy at q = π and a continuum at q = 0. Since the ground state is a disordered singlet, a spin wave approach (which would result in a gapless spectrum) is inappropriate. In different regimes of the space of coupling constants, different methods have been developed to deal approximately with the low-lying excitations :
Weak coupling regime
In the weak coupling regime, close to two independent chains, the bosonization approach can be applied to decide whether the excitation is gapless or gapped. The standard situation is that the coupling between legs is relevant and a gap develops for arbitrarily small coupling. Some examples are: antiferromagnetic interactions in the standard rung geometry [177] (the gap is linear in J R , the numerical result is ∆ ≈ 0.4J R [162] ), antiferromagnetic interactions in the zigzag geometry [186] , and antiferromagnetic interactions for isotropic ferromagnetic legs [165] . The gapless (Luttinger liquid) regime of the decoupled chains can survive, e.g. for ferromagnetic legs with XY-type anisotropy and antiferromagnetic coupling [166] .
Strong coupling regime
In the strong coupling regime, close to the dimer limit the lowest elementary excitation develops from the excited triplet state of a dimer localized on one of the rungs which starts propagating due to the residual interactions. For the Hamiltonian of Eq. (2) the dispersion to first order is (we choose J 1 ≫ J 2 to be the strong dimer interaction)
with α L = J L /J 1 and α 2 = J 2 /J 1 . The excitation gap is at either q = 0 (for J 2 > 2J L in the lowest order, alternating AF chain type spectrum) or q = π (J 2 < 2J L , ladder type spectrum). For a finite regime in the space of coupling constants an expansion in the dimer-dimer couplings leads to converging expressions for the low-energy frequencies. Expansions have now been carried out up to 14 th order by the methods of cluster expansion [68, 187, 188] and are convergent even close to the isotropic point.
We note two curiosities: In a small but finite transition regime, the minimum of the dispersion curve changes continuously from q = 0 to q = π [187, 189] ; on the Shastry-Sutherland line, α L = α 2 /2 the energy of the mode at q = π is known exactly, ω(q = π) = J 1 .
For nearly Heisenberg chains with NNN interaction and small alternation dimer series expansions have been used extensively to investigate further details of the spectra in e.g. CuGeO 3 [68] . Bound states for the standard spin ladder have been calculated to high order [190] and used to describe optically observed two-magnon states in (La,Ca) 14 Cu 24 O 41 [191] .
The strong coupling approach has also been applied to describe interacting dimer materials such as KCuCl 3 , TlCuCl 3 [192, 193] with 3D interactions and (C 4 H 12 N 2 )Cu 2 Cl 6 (= PHCC) [194] with 2D interactions. These interactions are quantitatively important but not strong enough to close the spin gap and to drive the system into the 3D ordered state. The dimer expansions are much more demanding than in 1D, but nevertheless were done successfully up to 6 th order [195, 196] .
Bond boson operator approach
This approach makes use of the representation of spin operators in terms of the so-called bond bosons [197] . On each ladder rung, one may introduce four bosonic operators s, t a (a ∈ (x, y, z)) which correspond to creation of the singlet state |s and three triplet states |t a given by
Then the rung spin-1 2 operators S 1,2 can be expressed through the bond bosons as
One may check that the above representation satisfies all necessary commutation relations, if the following local constraint is assumed to hold:
which implies that the bond bosons are 'hardcore' (no two bosons are allowed to occupy one bond), and, moreover, exactly one boson must be present at each bond/rung. The constraint is easy to handle formally (e.g. in the path integral formulation), but practically one can do that only at the meanfield level [198] , replacing the local constraint by a global one, i.e., (13) is assumed to be true only on average, which introduces rather uncontrollable approximations.
In a slightly different version of the bond boson approach [199] , the vacuum state is introduced as corresponding to the state with fully condensed s bosons. Then for spin operators one obtains the formulae of the form (12) with s replaced by 1, and instead of the constraint (13) one has just a usual hardcore constraint t † · t = 0, 1. This version is most useful in the limit of weakly coupled dimers (e.g., J 1 ≫ J 2 , J L ). Passing to the momentum representation, one obtains on the quadratic level the effective Hamiltonian of the form
where the amplitudes A k , B k are given by the expressions
Thus, neglecting the boson interaction, one obtains for the excitation energy
which coincides with the corresponding RPA expression. Upon comparison to the full systematic series of the perturbation theory, one can see that (16) contains only the leading contributions at each cosine term cos(nk) of the complete series and misses the remaining terms starting in the second order [187] . The Hamiltonian (14) does not take into account any interaction between the bosons. One may argue that the most important contribution to the interaction comes from the hardcore constraint, which is effectively equivalent to the infinite on-site repulsion U .
The effect of the local hardcore constraint can be handled using the socalled Brueckner approximation as proposed by Kotov et al. [199] . In this approach, one neglects the contribution of anomalous Green's functions and obtains in the limit U → ∞ the vertex function
, where k andhω are respectively the total momentum and energy of the incoming particles, with
The corresponding normal self-energy Σ(k, ω) is
Here Ω k is the renormalized spectrum, which is found as a pole of the normal Green function
where
. The quasiparticle contribution to the above Green function is given by
which defines the renormalization factors Z k , the Bogoliubov coefficients u k , v k and the spectrum Ω k as follows [131] :
where Σ ± and their derivatives are understood to be taken at ω = Ω k . The system of equations (17), (18), (21) has to be solved self-consistently with respect to Z and Σ. This approach is valid as long as the boson density
q remains small, ensuring that the contribution of anomalous Green's functions is irrelevant [199] .
It should be remarked that the original expressions of Kotov et al. [199] can be obtained from (21) as a particular case, assuming that Σ(k, ω) is almost linear in ω in the frequency interval (−Ω k , Ω k ); however, this latter assumption fails if one is far away from the phase transition, i.e. if the resulting frequency ω is not small comparing to J 1 .
The above way of handling the hardcore constraint is quite general and can be used in other problems as well, e.g., one can apply it to improve the results of using the variational soliton-type ansatz (??), (??) for the S = 1 Haldane chain [131] .
Bound domain wall approach
The low-lying excited states in spin ladders in the dimer phase can be discussed in a domain wall representation qualitatively rather similar to the antiferromagnetic Ising chain in section 2.3. In the limit of a twofold degenerate ground state (i.e. on the line
, excitations can be discussed in terms of pairs of domain walls, mediating between these two states [168] .
Moving away from this line into the regime J 1 = J 2 where bond strengths alternate, a pair of domain walls feels a potential energy linear in the distance between them since the two dimer configurations now have different energies. As a consequence, all domain walls become bound with well defined dispersion ω(q). The frequency is lowest for the state originating from the simplest pair of domain walls, obtained by exciting one dimer leading to a triplet state. Thus one makes connection with the strong coupling limit and establishes that the free domain wall continuum upon binding develops into the sharp triplet excitation ('magnon') of the Haldane type. For a more quantitative description of the transition between bound and unbound limits, several variational formulations have been developed [189, 200, 201] . Of particular interest is the limit of J L ≫ J 1 , i.e. weakly coupled gapless chains which can be studied by bosonization techniques [186] . The zigzag structure is responsible for a "twist" interaction which induces incommensurabilities in the spin correlations.
A particular simple example for a system with unbound domain walls is the Majumdar-Ghosh state ( (2)); a domain wall here means a transition from dimers on even bonds to dimers on odd bonds or vice versa and implies the existence of a free spin 1/2, justifying the name spinons for these excitations. For each free spin 1/2 the binding energy of half a dimer bond is lost, producing an energy gap J/2 which is lowered to a minimum value of J/4 at q = 0. For a chain with periodic boundary conditions the excitation spectrum consists of pairs of these spinons which, owing to isotropy, bind into 4 degenerate states, a triplet and a singlet. Because of the degeneracy of the two ground states these spinons can move independently (completely analogous to the domain walls of the Ising chain with small transverse interactions of section 2.3), their energies therefore simply add and lead to an excitation continuum. For a finite range of wave vectors centered around q = π bound states with lower energies exist [168, 200] . The excited state with lowest energy, however, remains the triplet/singlet at q = 0.
Moving away from the Majumdar-Ghosh point on the line with two degenerate ground states towards the quantum phase transition at J L = Jα c , the energy of the spinons diminishes until they become gapless at the phase transition. Similar in spirit to the approach from the antiferromagnetic Ising phase, this is another way to approach the gapless excitation spectrum of the Heisenberg chain [202] . Since it preserves isotropy in spin space at each stage, it nicely demonstrates the fourfold degeneracy of the spinon spectrum with one triplet and one singlet, originating from the two independent spins 1/2.
Multileg ladders
A natural generalization of the two-leg AF ladder is a general n-leg S = 1 2 ladder model with all antiferromagnetic rung and leg couplings. Except being an interesting theoretical concept representing a system "in between" one and two dimensions, this model is realized in strontium copper oxides of the Sr n−1 Cu n+1 O 2n family [11] . It turns out that the analogy between the regular two-leg S = 1 2 ladder and the S = 1 Haldane chain can be pursued further, and n-leg ladders with odd n are gapless, while ladders with even n exhibit a nonzero spectral gap ∆ [203, 204] . One may think of this effect as cancellation of the topological terms coming from single S = 1 2 chains [174, [204] [205] [206] . The problem can be mapped to the nonlinear sigma model [206] with the topological angle θ = πn and coupling constant g ∝ n −1 , so that there is a similarity between the n-leg S = 1 2 ladder and a single chain with S = n/2. The gap ∆ ∝ e −2π/g vanishes exponentially in the limit n → ∞, recovering the proper two-dimensional behavior.
Instructive numerical results are available for systems of up to 6 coupled chains: improving earlier DMRG studies [159] , calculations for standard nleg ladders using loop cluster algorithms [161, 162] clearly show the decrease of the gap for n even (from 0.502 J for n = 2 to 0.160 J for n = 4 and 0.055 J for n = 6). Further detailed results by this method were obtained for correlation lengths and susceptibilities [162, 207] .
Modified spin chains and ladders
Until now, we have considered only models with purely Heisenberg (bilinear) spin exchange. One should remember, however, that the Heisenberg Hamiltonian is only an approximation, and generally for S > 1/2 one has also "non-Heisenberg" terms such as (S l · S l ′ ) m , m = 2, . . . , 2S whose strength depends on the Hund's rule coupling. For S = 1 2 , exchange terms involving four or more spins emerge in higher orders of the perturbation theory in the Hubbard model. Those non-Heisenberg terms are interesting since they lead to a rather rich behavior, and even small admixture of such interactions may drive the system in the vicinity of a phase transition.
ladders with four-spin interaction
In case of a two-leg spin-1 2 ladder the general form of the isotropic translationally invariant spin ladder Hamiltonian with exchange interaction only between spins on plaquettes formed by neighboring rungs reads as
where the indices 1 and 2 distinguish lower and upper legs, and i labels rungs. The model is schematically represented in Fig. 3 . There is an obvious symmetry with respect to interchanging S 1 and S 2 on every other rung and simultaneously interchanging J L , V LL with J D , V DD . Less obvious is a symmetry corresponding to the so-called spin-chirality dual transformation [208] . This transformation introduces on every rung a pair of new spin-1 2 operators σ, τ , which are connected to the 'old' operators S 1,2 through
Applying this transformation to the generalized ladder (22) 
It is an interesting fact that all models having the product of singlet dimers on the rungs as their exact ground state are self-dual with respect to the above transformation, because the necessary condition for having the rung-dimer ground state is [209] 
It is worthwhile to remark that there are several families of generalized S = 1 2 ladder models which allow an exact solution. First Bethe-ansatz solvable ladder models were those including three-spin terms explicitly violating the time reversal and parity symmetries (see the review [210] and references therein). Known solvable models with four-spin interaction include those constructed from the composite spin representation of the S = 1 chain [211] , models solvable by the matrix product technique [209] , and some special models amenable to the Bethe ansatz solution [212] [213] [214] . Among the models solvable by the matrix product technique, there exist families which connect smoothly the dimer and AKLT limits [215] . This proves that these limiting cases are in the same phase.
There are several physical mechanisms which may lead to the appearance of the four-spin interaction terms in (22) . The most important mechanism is the so-called ring (four-spin) exchange. In the standard derivation based on the Hubbard model at half-filling, in the limit of small ratio of hopping t and on-site Coulomb repulsion U , the magnitude of standard (two-spin) Heisenberg exchange is J ∝ t 2 /U . Terms of the fourth order in t/U yield, except bilinear exchange interactions beyond the nearest neighbors, also exchange terms containing a product of four or more spin operators [216] [217] [218] . Those higher-order terms were routinely neglected up to recent times, when it was realized that they can be important for a correct description of many physical systems. Four-spin terms of the V LL type can arise due to the spin-lattice interaction [219] , but most naturally they appear in the so-called spin-orbital models, where orbital degeneracy is for some reason not lifted [220] .
Ring exchange
Ring exchange was introduced first to describe the magnetic properties of solid 3 He [221] . Recently it was suggested that ring exchange is non-negligible in some strongly correlated electron systems like spin ladders [222, 223] and cuprates [224, 225] . The analysis of the low-lying excitation spectrum of the p-d-model shows that the Hamiltonian describing CuO 2 planes should contain a finite value of ring exchange [224, 225] . The search for ring exchange in cuprates was additionally motivated by inelastic neutron scattering experiments [226] and NMR experiments [227] [228] [229] . These materials contain spin ladders built of Cu atoms. The attempts to fit the experimental data with standard exchange terms yielded an unnaturally large ratio of J L /J R ≈ 2 which is expected neither from the geometrical structure of the ladder nor from electronic structure calculations [230] . It can be shown that inclusion of other types of interactions, e.g., additional diagonal exchange, does not help to solve this discrepancy [223] .
The ring exchange interaction corresponds to a special structure of the four-spin terms in (22) , namely V LL = V RR = −V DD = 2J ring . Except adding the four-spin terms, ring exchange renormalizes the "bare" values of the bilinear exchange constants as well:
Thus, an interesting and physically motivated special case of (22) is that of a regular ladder with rung exchange J 1 , leg exchange coupling J 2 , and with added ring exchange term, i.e.,
It turns out that the line J ring = J 2 belongs to the general family of models (25) with two remarkable properties [209] : (i) on this line the product of singlets on the rungs is the ground state for J ring < J 1 /4 and (ii) a propagating triplet is an exact excitation which softens at J ring = J 1 /4 [222] . Thus, on this line there is an exactly known phase transition point and one knows also the exact excitation responsible for the transition. The transition at J ring = J 2 = J 1 /4 is from the rung-singlet phase (dominant J 1 ) to the phase with a checkerboard-type long range dimer order along the ladder legs (see Fig. 6 below) . In the (J ring , J 1 ) plane, there is a transition boundary separating the rung singlet and dimerized phase [222, 231] , and arguments based on bosonization suggest that in the limit J ring , J 1 → 0 this boundary is a straight line J ring = const · J 1 . In the vicinity of this line, even a small value of J ring can strongly decrease the gap. For higher values of J ring , according to recent numerical studies [208, 232] , additional phases appear in the phase diagram (see Fig. 4 ): one phase is characterized by the long-range scalar chiral order defined as mixed product of three spins on two neighboring ladder rungs, and another phase has dominating short-range correlations of vector chirality (??). Actually, under the dual transformation (23) staggered magnetization maps onto vector chirality, and checkerboard-type dimerizations is connected with the scalar chirality, so that the two additional phases may be viewed as duals of the Haldane and dimerized phase.
It is now believed [223] that inclusion of ring exchange is necessary for a consistent description of the excitation spectrum in the spin ladder material La 6 Ca 8 Cu 24 O 41 . This substance turns out to be close to the transition line to the dimerized phase, and therefore has an unusually small gap. ladder with equal rung and leg exchange JL = JR = J and ring exchange Jring = K (from [232] , LRO stands for long range order).
Since the measured value of the energy gap sets the scale for the determination of the exchange parameters, this implies that actual values of these parameters are considerably higher compared to an analysis neglecting ring exchange. This solves the long-standing puzzle of apparently different exchange strength on the Cu-O-Cu bonds in ladders and 2D cuprates. Stimulated by infrared absorption results [233] and neutron scattering results on zone boundary magnons in pure La 2 CuO 4 [234] , ring exchange is now also believed to be relevant in 2D cuprates with large exchange energy. In the following we shortly discuss this related question:
In 2D magnetic materials with CuO 2 -planes the basic plaquette is the same as in the ladder material discussed above. The signature of cyclic exchange in the 2D Heisenberg model which is usually assumed for materials with CuO 2 −planes is a nonzero difference in the energies of two elementary excitations at the boundary of the Brillouin zone,
For the 2D Heisenberg antiferromagnet with its LRO, elementary excitations are described to lowest order in the Holstein-Primakoff (HP) spin wave approximation. In this approximation ∆ ∝ J ring results, i.e. ∆ vanishes for the Heisenberg model with only bilinear exchange. Higher order corrections to the HP result as calculated in [235, 236] lead to ∆ ≈ −1.4·10 −2 J. This theoretical prediction is in agreement with the experimental result in copper deuteroformate tetradeuterate (CFTD), another 2D Heisenberg magnet, but differs from the value ∆ ≈ +3 · 10 −2 J found from neutron scattering experiments in pure La 2 CuO 4 . In this latter material, diagonal, i.e. NNN interactions would have to be ferromagnetic to account for the discrepancy and can therefore be excluded, but a finite amount of ring exchange, J ring ∼ 0.1 J, is in agreement with observations. CFTD and La 2 CuO 4 appear to differ in nothing but their energy scale (J ≈ 1400K for La 2 CuO 4 and J ≈ 70K for CFTD) and experimental results would be contradictory when bilinear and biquadratic exchange scale with the same factor. This is, however, not the case: In terms of the basic Hubbard model with hopping amplitude t and on-site Coulomb energy U one has J ∝ |t| 2 /U and J ring ∝ |t| 4 /U 3 . Thus, the relative strength of the ring exchange J ring /J ∝ J/U is material-dependent. In two materials with the same ions and therefore identical single-ion Coulomb energies, any differences result from different hopping rates. Thus in materials with high energy scale J such as La 2 CuO 4 the relative importance of cyclic exchange is enhanced and it is therefore observable whereas cyclic exchange goes unnoticed in materials with low energy scale such as CFTD.
Spin-orbital models
Modified ladder models (22) arise also in one-dimensional systems with coupled spin and orbital degrees of freedom which can be described by a two-band orbitally degenerate Hubbard model at quarter filling. In this case orbital degrees of freedom may be viewed as pseudospin-1 2 variables: one of the ladder legs can be interpreted as carrying the real spins S 1,i ≡ S i and the other one corresponds to the pseudospins S 2,i ≡ τ i . The corresponding effective Hamiltonian for the two-band Hubbard model was first derived by Kugel and Khomskii [220] . In addition to the spin exchange J S and effective orbital exchange J τ , its characteristic feature is the presence of strong spin-orbital interaction terms of the form (S i · S i+1 )(τ i · τ i+1 ), which is equivalent to the four-spin interaction of the V LL type in (22) . Generally, the above Hamiltonian has an SU(2) symmetry in the spin sector, but only U(1) or lower symmetry in the orbital sector. Under certain simplifying assumptions (neglecting Hund's rule coupling, nearest neighbor hopping between the same type of orbitals only, and only one Coulomb on-site repulsion constant) one obtains a Hamiltonian of the form
with J S = J τ = J and K = 1 4 J, which possesses hidden SU(4) symmetry [212, 237] . At this special point, the model is Bethe ansatz solvable [238] and gapless. This high symmetry can be broken in several ways depending on the microscopic details of the interaction, e.g., finite Hund's rule coupling and existence of more than one Coulomb repulsion constant makes the three parameters J S , J τ and K independent, reducing the symmetry to SU(2) × SU(2), and further breaking to SU(2)× U(1) is achieved through local crystal fields which can induce considerable anisotropy in the orbital sector.
= Orbitals
One Ion The phase diagram of the model (26) is extensively studied analytically [239] [240] [241] as well as numerically [240, 242, 243] . The SU(4) point lies on the boundary of a critical phase which occupies a finite region of the phase diagram. Moving off the SU(4) point towards larger J S , J τ , one runs into the spontaneously dimerized phase with a finite gap and twofold degenerate ground state. The weak coupling region J S = J τ ≫ |K| of the dimerized phase is a realization of the so-called non-Haldane spin liquid [219] where magnons become incoherent excitations since they are unstable against the decay into soliton-antisoliton pairs. At the special point J S = J τ = 3 4 K the exact ground state [244] is a checkerboard-type singlet dimer product shown in Fig. 6a , which provides a visual interpretation of the dimerized phase for K > 0. Solitons can be understood as domain walls connecting two degenerate ground states, see Fig. 6b , and magnons may be viewed as soliton-antisoliton bound states, in a close analogy to the situation at the Majumdar-Ghosh point for the frustrated spin-1 2 chain [168] . Numerical and variational studies [245] show that solitons remain the dominating low-energy excitations in the finite region around the point J S = J τ = 3 4 K, but as one moves from it towards the SU(4) point, magnon branch separates from the soliton continuum and magnons quickly become the lowest excitations.
For weak negative K one also expects a spontaneously dimerized phase [219] , but now instead of a checkerboard dimer order one has spin and orbital singlets placed on the same links. A representative exactly solvable point inside this phase is J S = J τ = J = − 1 4 K, K < 0, which turns out to be equivalent to the 16-state Potts model. At this point, the model has a large gap of about 0.78J and its ground state can be shown to be twofold degenerate [214] .
S = 1 bilinear-biquadratic chain
The isotropic Heisenberg spin-1 AF chain is a generic example of a system in the Haldane phase. However, the most general isotropic exchange interaction for spin S = 1 includes biquadratic terms as well, which naturally leads to the model described by the following Hamiltonian:
The AKLT model considered in Sect. ?? is a particular case of the above Hamiltonian with tan θ = 1 3 . There are indications [246] that strong biquadratic exchange is present in the quasi-one-dimensional compound LiVGe 2 O 6 . The points θ = π and θ = 0 correspond to the Heisenberg ferro-and antiferromagnet, respectively. The bilinear-biquadratic chain (27) has been studied rather extensively, and a number of analytical and numerical results for several particular cases are available. It is firmly established that the Haldane phase with a finite spectral gap occupies the interval −π/4 < θ < π/4, and the ferromagnetic state is stable for π/2 < θ < 5π/4, while θ = 5π/4 is an SU(3) symmetric point with highly degenerate ground state [247] . An exact solution is available [238] for the Uimin-Lai-Sutherland (ULS) point θ = π/4 which has SU(3) symmetry. The ULS point was shown [248] to mark the Berezinskii-Kosterlitz-Thouless (BKT) transition from the massive Haldane phase into a massless phase occupying the interval π/4 < θ < π/2 between the Haldane and ferromagnetic phase; this is supported by numerical studies [249] .
The properties of the remaining region between the Haldane and ferromagnetic phase are more controversial. The other Haldane phase boundary θ = −π/4 corresponds to the exactly solvable Takhtajan-Babujian model [250] ; the transition at θ = −π/4 is of the Ising type and the ground state at θ < −π/4 is spontaneously dimerized with a finite gap to the lowest excitations [249, [251] [252] [253] [254] [255] [256] . The dimerized phase extends at least up to and over the point θ = −π/2 which has a twofold degenerate ground state and finite gap [257] [258] [259] .
Chubukov [260] used the Holstein-Primakoff-type bosonic representation of spin-1 operators [261] based on the quadrupolar ordered "spin nematic" reference state with S = 0, S , is a disordered nematic phase. Early numerical studies [262] have apparently ruled out this possibility, forming a common belief [263, 264] that the dimerized phase extends all the way up to the ferromagnetic phase, i.e., that it exists in the entire interval 5π/4 < θ < 7π/4. However, recent numerical results [265, 266] indicate that the dimerized phase ends at certain θ c > 5π/4, casting doubt on the conclusions reached nearly a decade ago.
Using special coherent states for S = 1,
subject to the normalization condition u 2 +v 2 = 1 and gauge-fixing constraint u · v = 0, one can show [267] that for θ slightly above 5π 4 the effective lowenergy physics of the problem can be described by the nonlinear sigma model of the form (??). The topological term is absent and the coupling constant is given by
(note that in this case smallness of g is not connected to the large-S approximation). By the analogy with the Haldane phase, this mapping suggests that for θ > 5π/4 the system is in a disordered state with a short-range nematic order and exponentially small gap ∆ ∝ e −π/g . The antiferromagnetism unit vector l gets replaced by the unit director u and the opposite vectors u and −u correspond to the same physical state, which makes the model live in the RP 2 space instead of O(3). The main difference from the usual O(3) NLSM is that the RP 2 space is doubly connected, which supports the existence of disclinations -excitations with a nontrivial π 1 topological charge. However, the characteristic action of a disclination is of the order of sin θ and thus the low-energy physics on the characteristic scale of ∆ should not be affected by the disclinations.
Mixed spin chains: ferrimagnet
In the last decade there has been much interest in 'mixed' 1d models involving spins of different magnitude S. The simplest system of this type is actually of a fundamental importance since it represents the generic model of a quantum ferrimagnet described by the Hamiltonian
where S n and τ n are respectively spin-1 and spin-1 2 operators at the nth elementary magnetic cell (with S z eigenstates denoted in the following as (+, 0, −) and (↑, ↓), respectively). An experimental realization of such a system is the molecular magnet NiCu(pba)(
According to the Lieb-Mattis theorem [269] , the ground state of the system has the total spin S tot = L/2, where L is the number of unit cells. There are two types of magnons [270, 271] : a gapless "acoustical" branch with S z = L/2 − 1, and a gapped "optical" branch with S z = L/2 + 1. The energy of the "acoustical" branch rises with field, and in strong fields those excitations can be neglected, while the "optical" magnon gap closes at the critical field.
A good quantitative description of the ferrimagnetic chain can be achieved with the help of the variational matrix product states (MPS) approach [34, 181] . The MP approach is especially well suited to this problem since the fluctuations are extremely short-ranged, with the correlation radius smaller than one unit cell length [181, 270, 271] . The ground state properties, including correlation functions, are within a few percent accuracy described by the MPS |Ψ 0 = tr(g 1 g 2 · · · g L ), where the elementary matrix has the form (9) and the variational parameters u, v are determined from the energy minimization. The variational energy per unit cell is E var = −1.449, to be compared with the numerical value E g.s. ≃ 1.454 [139, 181] . According to (6), the above matrix has the "hyperspin" quantum numbers ( The MPS approach works also very well for the excited states [34] . The dispersion of optical magnons can be reproduced within a few percent by using the MPS ansatz |n = tr(g 1 g 2 · · · g n−1 g n g n+1 · · · g L ) with one of the ground state matrices g n replaced by the matrix
which carries the "hyperspin" (
2 ) and contains two free parameters f , w . Generally the states |n are orthogonal to Ψ 0 , but are not orthogonal to each other. Since the states with a certain momentum |k = n e ikn |n obviously depend only on w, one parameter in (31) is redundant and can be fixed by requiring that one-magnon states {|n } become mutually orthogonal [34] . The resulting variational dispersion for the optical magnon is in excellent agreement with the exact diagonalization data [34] ; the variational value for the optical magnon gap is ∆ var ≃ 1.754 J, to be compared with the numerically exact value ∆ opt = 1.759 J [139, 270] .
Several other mixed-spin systems were studied, particularly mixed-spin ladders which may exhibit either ferrimagnetic or singlet ground states depending on the ladder type [272, 273] .
Gapped 1D systems in high magnetic field
The presence of an external magnetic field brings in a number of new features. In gapped low-dimensional spin systems, the gap will be closed by a sufficiently strong external magnetic field H = H c , and a finite magnetization will appear above H c [274] . For a system with high (at least axial) symmetry the high-field phase at H > H c is critical [275] [276] [277] and the lowenergy response is dominated by a two-particle continuum [278] [279] [280] . When the field is further increased, the system may stay in this critical phase up to the saturation field H s , above which the system is in a saturated ferromagnetic state. Under certain conditions, however, the excitations in this high-field phase may again acquire a gap, making the magnetization per spin m "locked" in some field range; this phenomenon is known as a magnetization plateau and has been receiving much attention from both theoretical and experimental side [122, 203, [281] [282] [283] [284] [285] [286] [287] [288] [289] [290] [291] . Other singularities of the m(H) dependence, the so-called magnetization cusps [292, 293] , may arise in frustrated systems. In anisotropic systems with no axial symmetry the high-field phase has long-range order and the response is of the quasi-particle type [275, 276] .
The critical phase and gapped (plateau) phase
In a one-dimensional spin chain with the spin S, a necessary condition for the existence of a plateau is given by the generalized Lieb-Schulz-Mattis theorem [122] discussed in section ?? as the requirement that lS(1 − M ) is an integer number, where l is the number of spins in the magnetic unit cell, and M = m/S is the magnetization per spin in units of saturation. This condition ensures that the system is allowed to have a spectral gap at finite magnetization, so that one needs to increase the magnetic field by a finite value to overcome the gap and make the magnetization grow. It yields the allowed values of M at which plateaux may exist, but it does not guarantee their existence. For a mixed spin system with ions having different spins S i the quantity lS in the above condition would be replaced by the sum of spin values over the unit cell i S i . The number l may differ from that dictated by the Hamiltonian in case of a spontaneous translational symmetry breaking. A trivial plateau at M = 0 is obviously possible for any integer-S spin chain, which is just another way to say that the ground state has a finite gap to magnetic excitations.
As an intuitively clear example of a magnetization plateau one can consider the S = 3 2 chain with large easy-plane single-ion anisotropy described by the Hamiltonian
If D ≫ J, the spins are effectively suppressed to have S z = ±1/2, and with increasing field to H ∼ J one gets first to the polarized m = 1/2 (M = 1/3) state (see Fig. 8a ), and the magnetization remains locked at m = 1/2 up to a much larger field H ∼ D, where it gets finally switched to m = 3/2 [122] .
An experimentally more relevant example is a S = 1 chain with alternating bond strength, where l = 2 and a nontrivial plateau at M = 1 2 is allowed. In the strong alternation regime (weakly coupled S = 1 dimers) this plateau can be easily visulaized as the state with all dimers excited to S = 1, S z = +1 (see Fig. 8b ). The M = 1/2 plateau was experimentally observed in magnetization measurements up to 70 T in NTENP [294] .
Very distinct magnetization plateaux at M = dimers. The nature of those plateaux is, however, most probably connected to three-dimensional interactions in combination with an additional structural transition which produces three different dimer types [296] .
Plateaux and critical phase in an alternated S = 
zigzag chain
Another simple example illustrating the occurrence of a plateau and the physics of a high-field critical phase is a strongly alternating S = 1 2 zigzag chain, which can be also viewed as a ladder in the regime of weakly coupled dimers, as shown in Fig. 9 . For a single dimer in the field, the energy of the S z = +1 triplet state |t + becomes lower than that of the singlet |s at H = J. If the dimers were completely decoupled, then there would be just one critical field H (0) c = J and the magnetization M would jump from zero to one at H = H (0) c . A finite weak interdimer coupling will split the point H = H c into a small but finite field region [H c , H s ]. Assuming that the coupling is small and thus H c and H s are close to J, one can neglect for each dimer all states except the two lowest ones, |s and |t + [289, 290] . The Hilbert space is reduced to two states per dimer, and one may introduce pseudospin- Hamiltonian in the reduced Hilbert space takes the form
where the effective coupling constants are given by
At h = 0, depending on the value of the parameter ε = J z /| J xy |, the effective spin-1 2 chain can be in three different phases: the Néel ordered, gapped phase for ε > 1, gapless XY phase for −1 < ε < 1, and ferromagnetic phase for ε < −1. Boundaries between the phases are lines β = 6α and β = 2α/3, as shown in Fig. 9 . It is easy to understand what the magnetization curve looks like in different phases. In the XY phase the magnetization per spin of the effective chain m( h) reaches its saturation value 1 2 at h = ±h c , where h c = | J xy | + J z . Point h = −h c can be identified with the first critical field H = H c , and h = +h c corresponds to the saturation field H s . The symmetry h → − h corresponds to the symmetry against the middle point H = (H c + H s )/2. This symmetry is only valid in the first order in the couplings α, β and is a consequence of our reduction of the Hilbert space. The magnetization M = m + 1 2 of the original chain has only trivial plateaux at M = 0 and M = 1, as shown in Fig. 9c . Near the first critical field H c the magnetization behaves as (H − H c ) 1/2 . This behavior is easy to understand for the purely XY point J z = 0. At this point the model can be mapped to free fermions with the dispersion E(k) = J xy cos k − h which is quadratic at its bottom. The magnetization M is connected to the Fermi momentum k F via M = 1 − k F /π, which yields the square root behavior. Further, if the fermions are interacting, this interaction can be neglected in the immediate vicinity of H c where the particle density is low, so that the square root behavior is universal in one dimension (it can be violated only at special points where the fermion dispersion is not quadratic, or in presence of anisotropy which breaks the axial symmetry).
In the Néel phase there is a finite gap ∆, and m stays zero up to h = ∆, so that in the language of the original chain there is a nontrivial plateau at M = 1 2 whose width is 2∆ (Fig. 9c) .
A few other examples
A similar mapping to an effective S = 1 2 chain can be sometimes achieved for systems with no obvious small parameter. An instructive example is the AKLT chain (??) in strong magnetic field H [297, 298] . The zero-field gap of the AKLT model is known to be ∆ ≃ 0.70 [111] , and we are interested in the high-field regime H > H c ≡ ∆ where the gap closes. One may use the matrix product soliton ansatz (??), (??) to describe the triplet excitation with µ = +1. States |µ, n with different n can be orthogonalized by putting in (??) a/b = 3 [131] . Further, one may introduce effective spin-1 2 states |α n = | ↑ , | ↓ at each site, making the identification
where the matrix g n is either the ground state matrix (??) if |α n = | ↑ , or the matrix (??) corresponding to the lowest S z = +1 triplet if |α n = | ↓ , respectively. Then the desired mapping is achieved by restricting the Hilbert space to the states of the above form (35) . The resulting effective S = 1 2 chain is described by the Hamiltonian
where J xy = 10 9 , h ≃ (H − 1.796), and the interaction constants V m are exponentially decaying with m and always very small, V 1 = −0.017, V 2 = −0.047, V 3 = 0.013, V 4 = −0.0046, etc. [297, 298] Thus, if one neglects the small interaction V m , then in the vicinity of H c the AKLT chain is effectively described by the XY model, i.e. by noninteracting hardcore bosons.
The critical phase appears also in a ferrimagnet (30) : in an applied field the ferromagnetic magnon branch acquires a gap which increases with the field, while the optical branch goes down and its gap closes at H = ∆ opt ≃ 1.76 J. A mapping to a S = 1 2 chain can be performed [34] in a way very similar to the one described above for the AKLT model, using the MP ansatz with the elementary matrices (9) and (31) . Restricting all effective interactions to nearest neighbors only, one obtains the effective Hamiltonian of the form (33) , where J xy ≃ 0.52, J z ≃ 0.12, h e ≃ (H − 2.44) are determined by the numerical values of the optimal variational parameters in the matrices (9) and (31) [34] . Similarly to (36) , the complete effective Hamiltonian contains exchange interactions exponentially decaying with distance, but this decay is very rapid, e.g., the next-nearest neigbor exchange constants J (2) xy ≃ 0.04, J (2) z ≃ 0.02, so that one may safely use the reduced nearest-neighbor Hamiltonian.
For both the ladder and the ferrimagnet, in the critical phase the temperature dependence of the low-temperature part of the specific heat C exhibits a rather peculiar behavior [34, 299, 300] . With the increase of the field H, a single well-pronounced low-T peak pops up when H is in the middle between H c and H s . When H is shifted towards H c or H s , the peak becomes flat and develops a shoulder with another weakly pronounced peak at very low temperature. This phenomenon can be fully explained within the effective S = 1 2 chain model [34] and results from unequal bandwidth of particle-type and hole-type excitations in the effective spin-1 2 chain [301] : In zero field the contributions into the specific heat from particles and holes are equal; with increasing field, the hole bandwidth grows up, while the particle bandwidth decreases, and the average band energies do not coincide. This leads to the presence of two peaks in C(T ): holes yield a strong, round peak moving towards higher temperatures with increasing the field, and the other peak (due to the particles) is weak, sharp, and moves to zero when h tends to ±h c .
Magnetization cusp singularities
Cusp singularities were first discovered in integrable models of spin chains [302] , but later were found to be a generic feature of frustrated spin systems where the dispersion of elementary excitations has a minimum at an incommensurate value of the wave vector [292, 293] . The physics of this phenomenon can be most easily understood on the example of a frustrated S = . Assume we are above the saturation field, so that the ground state is fully polarized. The magnon dispersion
has a minimum at k = k 0 = π ± arccos(1/4j). The gap at k = k 0 closes if the field H is reduced below the saturation value H s = 1 + 2j + 1/(8j). If one treats magnons as hardcore bosons, they are in one dimension equivalent to fermions, and in the vicinity of H s , when the density of those fermions is low, they can be treated as free particles. If H cusp < H < H s , where H cusp = 2 corresponds to the point where ε(k = π) = 0, there are two Fermi seas (four Fermi points), and if H is reduced below H cusp they join into a single Fermi sea. It is easy to show that the magnetization m behaves as
so that there is indeed a cusp at H = H cusp , see 
Response functions in the high-field phase
The description of the critical phase in terms of an effective S = 1 2 chain is equivalent to neglecting certain high-energy degrees of freedom, e.g., two of the three rung triplet states in case of the strongly coupled spin ladder. Those neglected states, however, form excitation branches which contribute to the response functions at higher energies, and this contribution is generally easier to see experimentally than the highly dispersed low-energy continuum of the particle-hole ("spinon") excitations coming from the effective S = 1 2 chain. In case of an axially anisotropic system, the continuum will collapse into a deltafunction, and weights of low-and high-energy branches will be approximately equal. Those high-energy branches were found to exhibit interesting behavior in electron spin resonance (ESR) and inelastic neutron scattering (INS) experiments in two quasi-one-dimensional materials, Ni(C 2 H 8 N 2 ) 2 Ni(CN) 4 (known as NENC) [303] and Ni(C 5 H 14 N 2 ) 2 N 3 (PF 6 ) (abbreviated NDMAP) [304] .
As mentioned before, the physics of the high-field phase depends strongly on whether the field is applied along a symmetry axis or not.
Response in an axially symmetric model
Let us consider the main features of the response in the critical phase of the axially symmetric system using the example of the strongly coupled ladder addressed in the previous subsection. In order to include the neglected |t − and |t 0 states, it is convenient to use the hardcore boson language. One may argue [298, 305] that the most important part of interaction between the bosons is incorporated in the hardcore constraint. Neglecting all interactions except the constraint, one arrives at the simplified effective model of the type
where µ = 0, ±1 numbers three boson species (triplet components with S z = µ), t = α − β/2 is the hopping amplitude which is equal for all species, and ε µ = J − µH.
The ground state at H > H c contains a "condensate" (Fermi sea) of b +1 bosons. Thus, at low temperatures for calculating the response it suffices to take into account only processes involving states with at most one b 0 or b −1 particle: (A) creation/annihilation of a low-energy b +1 boson; (B) creation/annihilation of one high-energy (b −1 or b 0 ) particle, and (C) transformation of a b +1 particle into b 0 one.
The processes of the type (A) can be considered completely within the model of an effective S = 1 2 chain, for which analytical results are available [306] [307] [308] . For example, the transversal dynamical susceptibility χ xx (q, ω) = χ yy (q, ω) for q close to the antiferromagnetic wave number π is given by the expression
Here A x (H) is the non-universal amplitude which is known numerically [309] , v is the Fermi velocity, and η = 1 − 1 π arccos( J z / J xy ) (neglecting interaction between b +1 bosons corresponds to J z = 0). This contribution describes a lowenergy "spinon" continuum, and the response function has an edge singularity at its lower boundary. A similar expression is available for the longitudinal susceptibility [306] ; for the longitudinal DSF of the XY chain in case of zero temperature a closed exact expression is available as well [49] , and for T = 0 the exact longitudinal DSF can be calculated numerically [56] . Applying the well-known relation S αα (q, ω) = 1 π 1 1−e −ω/T Imχ αα (q, ω), one obtains in this way the contribution I A (q, ω) of the (A) processes to the dynamic structure factor. The processes of (B) and (C) types, which correspond to excitations with higher energies, cannot be analyzed in the language of the S = 1 2 chain. Consider first the zero temperature case for (B)-type processes. The model (37) with just one high-energy particle present is equivalent to the problem of a single mobile impurity in the hardcore boson system. The hopping amplitudes for the impurity and for particles are equal, and in this case the model can be solved exactly [310] . Creation of the impurity leads to the orthogonality catastrophe [311] and to the corresponding edge-type singularity in the response.
In absence of the impurity, the eigenstates of the hardcore boson Hamiltonian (37) can be represented in the form of a Slater determinant constructed of the free plane waves
e ikix (L is the system length), with an additional antisymmetric sign factor attached to the determinant, which ensures symmetry of the wave function under permutations of k i (this construction points to the equivalence between fermions and hardcore bosons which is a peculiarity of dimension one).
Let us assume for definiteness that the total number of b +1 particles in the ground state N is even. The allowed values of momenta k i are then given by
where the numbers I i should be all different and half-integer. The ground state |g.s. is given by the Fermi sea configuration with the momenta filling the [k F , 2π − k F ] interval, the Fermi momentum being defined as
The energy of is E = N i=1 (ε +1 + 2t cos k i ), and the total momentum P = i k i of the ground state is zero (mod2π). Since the hopping amplitudes for "particles" and "impurities" are equal, it is easy to realize that the above picture of the distribution of wave vectors remains true when some of the particles are replaced by the impurities: they form a single "large" Fermi sea.
The excited configuration
with a single impurity boson b µ having the momentum λ can be also exactly represented in the determinantal form [310] with determinants containing wave functions ϕ i (x) which become asymptotically equivalent to the free scattering states
in the thermodynamic limit; for noninteracting hardcore particles the phase shifts δ i = −π/2. The total momentum of the excited state is
, and its energy is given by
Here the allowed wave vectors k ′ i and λ are determined by the same formula (39) , but since the total number of particles has changed by one, the numbers I i are now integer.
The matrix element (µ,
s. , which determines the contribution to the response from the (B)-type processes, is nonzero only if the selection rules λ = q, P ′ = P + q are satisfied [298] , and is proportional to the determinant M f i = det{ ϕ i |ψ j } of the overlap matrix. Due to the orthogonality catastrophe (OC), the overlap determinant is generally algebraically vanishing in the thermodynamic limit,
The response is, however, nonzero and even singular because there is a macroscopic number of "shake-up" configurations with nearly the same energy.
The OC exponent β can be calculated using the results of boundary conformal field theory (BCFT) [312] . For this purpose it is necessary to calculate the energy difference ∆E f between the ground state and the excited state |f , including the 1/L corrections. Then in case of open boundary conditions the OC exponent β, according to BCFT, can be obtained as
Here v F = 2t sin k F is the Fermi velocity, so that ∆E min = πv F /L is the lowest possible excitation energy, and ∆E f is the O(1/L) part of ∆E f (i.e., with the bulk contribution subtracted). In this last form this formula should be also valid for the periodic boundary conditions, then ∆E min should be replaced by 2πv F /L. For noninteracting hardcore bosons one obtains β = 1 2 . It is worthwhile to note that this value for the OC exponent coincides with the one obtained earlier for the regime of weak coupling [313] by means of the bosonization technique.
The value of the OC exponent is connected to another exponent α = 1−β which determines the character of the singularity in the response,
where ω µ (q) is the minimum energy difference between the ground state and the excited configuration. For example, at q = π, where the strongest response is expected, the lowest energy excited configuration is symmetric about k = π and is given by λ = π, k
As q moves further from π, λ must follow q, and in order to satisfy the selection rules one has to create an additional particle-hole pair to compensate the unwanted change of momentum. Away from q = π this configuration does not necessarily have the lowest energy, and there are other configurations with generally large number of umklapp-type of particle-hole pairs, whose energy may be lower, but, as discussed in [305] , their contribution to the response can be neglected because the corresponding OC exponent is larger than 1 for this type of configurations.
At finite temperature T = 0 the singularity gets damped. The contribution of B-type processes to the dynamical susceptibility χ(q, ω) is proportional to the following integral:
where Ω ≡ ω − ω µ (q) is the deviation from the edge. Then for the dynamical structure factor S(q, ω) one obtains
From (44) one recovers the edge singularity behavior (42) at T = 0. For H > H c there will be also a contribution from C-type transitions corresponding to the transformation of b +1 bosons into b 0 ones. Those processes do not change the total number of particles and thus do not disturb the allowed values of the wave vector, so that there is no OC in this case. The problem of calculating the response is equivalent to that for the 1D Fermi gas, with the only difference that we have to take into account the additional change in energy ε 0 −ε +1 which takes place in the transition. The well-known formula for the susceptibility of a Fermi gas yields the contribution of C-type processes into the response:
where ε µ (k) = ε µ + 2t cos k, and n µ = (e εµ/T + 1) −1 is the Fermi distribution function. This contribution contains a square-root singularity, whose edge is located at
and which survives even for a finite temperature.
Role of weak 3D coupling in the axially symmetric case: Bose-Einstein condensation of magnons
In the axially symmetric case, the high-field phase is gapless and thus is extremely sensitive to even a small 3D interaction. If one views the process of formation of the high-field phase as an accumulation of hardcore bosonic particles (magnons) in the ground state, then the most important effect is that in a 3D system those bosons can undergo the Bose-Einstein Condensation (BEC) transition. In one dimension there is no difference between hardcore bosons and fermions, and instead of BEC one obtains, as we have seen, a Fermi sea. In 3D coupled system, increasing the field beyond H c leads to the formation of the Bose-Einstein condensate of magnons. The U(1) symmetry gets spontaneously broken, and the condensate wave function picks a certain phase which is physically equivalent to the transverse (with respect to the field) staggered magnetization.
The idea of field-induced BEC was discussed theoretically several times [275, 278, 280] , but only recently such a transition was observed [314] in TlCuCl 3 , which can be viewed as a system of weakly coupled S = 1 2 dimers. The observed behavior of magnon density (longitudinal magnetization) n as a function of temperature T was in a qualitative agreement with the predictions of the BEC theory: with increasing T from zero to the critical temperature T c the magnetization decreases, and then starts to increase, so that the minimum of n occurs at T = T c . There was, however, some discrepancy between the predicted and observed field dependence of the critical temperature: according to the BEC theory, T c ∝ (H − H c ) φ with φ = 2/3, while the experiment yields rather φ ≈ 1/2 [314, 315] . The reason for this discrepancy seems to be clarified in the recent work [316] : since in TlCuCl 3 experiments the critical temperature T c becomes comparable with the magnon gap ∆, one has to take into account the "relativistic" nature of the magnon dispersion ε(q) = √ ∆ 2 + v 2 k 2 , which modifies the theoretical T c (H) curves and brings them in a good agreement with the experiment. The BEC exponent φ = 2/3 is recovered only in a very narrow interval of fields close to H c [317] .
Due to the spontaneous symmetry breaking the elementary excitations in the ordered (BEC) phase become of a quasiparticle type, i.e., edge-type singularities characteristic for the purely 1D axially symmetric system (with unbroken symmetry) are replaced by delta functions. The response in the 3D-ordered (BEC) phase of TlCuCl 3 was measured in INS experiments of Rüegg et al. [318, 319] and was successfully described within the bond-boson mean-field theory [320] . The observed field dependence of gaps resembles the 1D picture of Fig. 11 , with a characteristic change of slope at H = H c where the long-range 3D order appears.
To understand the main features of the dynamics in the 3D ordered highfield phase of a weakly coupled dimer system, it is instructive to consider an effective dimer field theory which is in fact a continuum version of the very successful bond boson calculation of Ref. [320] . The theory can be constructed using dimer coherent states [321] 
where the singlet state |s and three triplet states |t j , j = (x, y, z) are given by (11) , and A, B are real vectors which are in a simple manner connected with the magnetization M = S 1 + S 2 , sublattice magnetization L = S 1 − S 2 , and vector chirality κ = (S 1 × S 2 ) of the spin dimer:
We will assume that we are not too far above the critical field, so that the magnitude of the triplet components is small, A, B ≪ 1. Assuming further that all exchange interactions are isotropic, one gets the following effective Lagrangian density in the continuum limit:
Here a plays the role of the lattice constant, (∇A)
, and the energy constants β, m, m, λ 0,1,2 depend on the details of interaction between the dimers. For example, in case of purely bilinear exchange only between neighboring dimers of the type shown in Fig. 3 , they are given by
The spatial derivatives of B are omitted in (49) because they appear only in terms which are of the fourth order in A, B. Generally, we can assume that spatial derivatives are small (small wave vectors), but we shall not assume that the time derivatives (frequencies) are small since we are going to describe high-frequency modes as well.
The vector B can be integrated out, and under the assumption A ≪ 1 it can be expressed through A as follows:
After substituting this expression back into (49) one obtains the effective Lagrangian depending on A only:
where v is the magnon velocity, v 2 = 1 2 (β ma 2 /h 2 ), and the quadratic and quartic parts of the potential are given by
Note that the cubic in A term in (51) must be kept since it contributes to the U 4 potential. Now it is easy to calculate the excitation spectrum in the whole range of the applied field H which we assume do be directed along the z axis. At zero field, there is a triplet of magnons with the gap ∆ = √ m m, which gets trivially split by fields below the critical field H c = ∆, so that there are three distinct modes with the energies E µ = ∆ + µH, µ = S z = 0, ±1. For H > H c the potential energy minimum is achieved at a finite A = A 0 ,
.
All orientations of A 0 in the plane perpendicular to H are degenerate. This U(1) symmetry is spontaneously broken, so that A 0 chooses a certain direction, let us say A 0 x. Then above H c the Bose-condensed ground state is to leading order a product of single-dimer wavefunctions of the type (47), which mix three states: a singlet |s and two triplets | ↑↑ , | ↓↓ . From this, it is clear that this BEC transition cannot be correctly described within an approach based on the reduced Hilbert space with only two states |s , | ↑↑ per dimer. The spectrum at H > H c can be obtained in a straightforward way. One of the modes always remains gapless (the Goldstone boson), while the two other modes have finite gaps given by
where the coefficients γ ν ≡ λ ν (H 2 − ∆ 2 )/[2(λ 0 m 2 + λ 1 H 2 )]. In the limit of a simplified interaction with λ 1,2 = 0 the gaps do not depend on the interaction parameters and acquire the compact form ∆ z = H, ∆ xy = √ 6H 2 − ∆ 2 , which compares rather well with the INS data [318, 319] on TlCuCl 3 . It is worthwhile to note a certain similarity in the field dependence of the spectra in 3D and 1D case: the quasiparticle modes in the 3D case behave roughly in the same way as the edges of continua in the 1D case.
Response in an anisotropic system
Typically, quasi-one-dimensional materials are not completely isotropic. For example, up to our knowledge there is no experimental realization of the isotropic S = 1 Haldane chain, and in real materials like NENP or NDMAP the single-ion anisotropy leads to splitting of the Haldane triplet into three distinctive components. When the axial symmetry is explicitly broken, the system behavior changes drastically: the high-field phase is no more critical and acquires a long-range order even in the purely 1D case.
We will illustrate the general features of the behavior of a gapped anisotropic 1D system in magnetic field by using the example of the strongly alternated anisotropic S = Since this system consists of weakly coupled anisotropic dimers, one may again use a mapping to the dimer field theory as considered above for 3D coupling. One again obtains a Lagrangian of the form similar to (49) , but the quadratic part of the potential energy gets distorted by the anisotropy: instead of (mA 2 + mB 2 ) one now has j {m j A jn |ǫ ijn |(J j + J n ), λ 0 = J ′ , λ 1 = 2J ′ , λ 2 = −J ′ , β = J ′ . Due to this "distortion", the effective Lagrangian obtained after integrating out B takes a somewhat more complicated form
and
with F defined in (51) Having in mind that the alternated S = 1 2 chain, the Haldane chain, and S = 1 2 ladder belong to the same universality class, one may now conjecture that in the form (56-57) the above theory can be also applied to a variety of other anisotropic gapped 1D systems, with the velocities v i and interaction constants m i , m i , λ i treated as phenomenological parameters.
Several phenomenological field-theoretical description of the strong-field regime in the anisotropic case were proposed in the early 90s [275, 276, 322] . One can show that the Lagrangian (56) contains theories of Affleck [275] and Mitra and Halperin [322] as particular cases: after restricting the interaction to the simplified form with λ 1,2 = 0 and assuming isotropic velocities v i = v, Affleck's Lagrangian corresponds to the isotropic B-stiffness m i = m, while another choice m i = m i yields the theory of Mitra and Halperin.
For illustration, let us assume that H z. Then the quadratic part of the potential takes the form
and the critical field is obviously H c = min{(m x m y ) 1/2 , (m y m x ) 1/2 }. At zero field the three triplet gaps are given by ∆ i = (m i m i ) 1/2 . Below H c the energy .
Below H c the mode energies do not depend on the interaction constants λ i , while the behavior of gaps at H > H c is sensitive to the details of the interaction potential. It is easy to see that in the special case m i = m i , the above expression transforms into
which exactly coincides with the formulas obtained in the approach of Tsvelik [276] , as well as with the perturbative formulas of [323, 324] and with the results of modified bosonic theory of Mitra and Halperin [322] who postulated a bosonic Lagrangian to match Tsvelik's results for the field dependence of the gaps below H c . The present approach was applied to the description of the INS [304] and ESR [325] experiments on the S = 1 Haldane material NDMAP and yielded a very good agreement with the experimental data, see Fig. 12 . It turns out that for a satisfactory quantitative description the inclusion of λ 1,2 is important, as well as having unequal stiffness constants m i = m i .
