mRNA translation is the fundamental process of decoding the information encoded in mRNA molecules by the ribosome for the synthesis of proteins. The centrality of this process in various biomedical disciplines such as cell biology, evolution and biotechnology, encouraged the development of dozens of mathematical and computational models of translation in recent years. These models aimed at capturing various biophysical aspects of the process. The objective of this review is to survey these models, focusing on those based and/or validated on real largescale genomic data. We consider aspects such as the complexity of the models, the biophysical aspects they regard and the predictions they may provide. Furthermore, we survey the central systems biology discoveries reported on their basis. This review demonstrates the fundamental advantages of employing computational biophysical translation models in general, and discusses the relative advantages of the different approaches and the challenges in the field.
INTRODUCTION
Proteins are principal actors in all intra-cellular activities. The protein coding potential inscribed in a species' DNA is converted into proteins through the fundamental cellular process of gene expression, the two major cellular biophysical stages of which are the transcription of the gene to mRNA molecules by the RNA polymerase, and the translation of the mRNA molecules to proteins by the ribosome.
Surprisingly, generally there is only a limited degree of correlation between the levels of mRNAs and their encoded proteins (1) (2) (3) (4) , emphasizing the significant effect of posttranscriptional regulation on protein levels.
Furthermore, it was shown that translation and its efficiency have substantial effect on the organismal fitness, as it is the intracellular process with the highest energy consumption (5) (6) (7) . Notably mRNA translation is a central intracellular process which can affect, be related, or interleaved with all central biological phenomena including protein folding, mRNA degradation, ribosomal collisions, abortion and allocation, transcript evolution, tumorigenesis, amongst others (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) (19) (20) (21) (22) (23) .
In recent years, various large scale techniques for estimating variables related to mRNA translation have been developed (1, (3) (4) (24) (25) (26) (27) (28) (29) (30) (31) (32) (33) (34) (35) (36) (37) (38) (39) (40) (41) . Thus, in the recent and following years computational models of translation on the basis of high-throughput, genome-wide datasets, are expected to be instrumental in deciphering this process (1) (2) 7, 12, 19, . Specifically, a central challenge in the field is to infer computational/mathematical biophysical models that consider various aspects of translation based on large scale data.
Indeed in recent years, dozens of studies aimed at modelling various aspects of the translation process. These models differ (and sometimes overlap) in their resolution, complexity, running times, assumptions, and more. Additionally, some of these models have been used for uncovering various fundamental biological phenomena.
The objective of this review is to report the advances in the field of computational large scale biophysical modelling of translation which are based on biological data. We first briefly review large scale biological experiments that can be used for inferring such models, and define what a biophysical model is. The main aim is to cover aspects such as the complexity of the models, their running time, the biological phenomena they uncover, and open challenges in the field. We believe that this is the first comprehensive review on this topic; thus, it is expected to be helpful to researchers studying translation via a quantitative manner.
It is important to mention that while there are some thorough previous reviews related to the field or to per-tinent topics (see, for example, (71, 72) ), here we focus on various aspects that haven't been comprehensively covered/examined before:
First, we review only models that consider biophysical aspects of the process. Second, we focus on studies that connect the model(s) to real large scale biological measurements and/or provide predictions related to translation of real genes. Third, we present some specific examples of the models' parameter estimation. Fourth, we consider/discuss the complexity of the models and their running times (when possible), and compare the different models based on these measures. Finally, we review systems biology results suggested based on these models.
We believe that the review will be helpful for a very diverse audience. For example, computational/synthetic biologists reading the review will mainly learn about the open questions in the field, the advantages related to each model, and the data that can be used with these models. Systems biologists / genomics researchers will mainly learn about the type of questions that can be answered via these models. Experimentalists (e.g. people studying RNA, gene regulation, and molecular biology) are expected to gain some basic knowledge regarding TASEP based models, and what they can afford them.
Large scale experimental data related to translation
Data related to translation is a crucial factor in accelerating the development of predictive modeling of this process, and for improving its understanding. Thus, we begin with a brief description of the experimental technologies in the field.
Specifically, these data are used for inferring various free parameters of the models and evaluating their performances. Today, it is rather easy to perform large scale measurements of mRNA levels (73) while, for technical reasons, the technologies for performing large scale measurements of protein abundance lag behind. For example, the GEO database includes hundreds of thousands of large scale measurements of mRNA levels, whilst there are only a few such large scale measurements of protein abundance (1, 3, (29) (30) (there are at least two orders of magnitude less measurements of post-transcriptional gene expression stages/aspects, for example, protein levels, translation rates, degradation rates of proteins and mRNA molecules, etc). Thus, researchers are frequently 'forced' to use mRNA levels, the rather rough proxy of protein abundance, instead of the protein abundance itself. Concurrently, technologies to measure various aspects related to translation are now rapidly emerging, transforming our understanding of this process (1, 3, (24) (25) (26) (27) (28) (29) (30) (31) (32) (33) (34) (35) (36) (37) (38) (39) (40) . Among others, these include proteomic techniques to measure absolute protein levels (1, 3, (29) (30) 40, 74) , tRNA levels (7, 26, 39, (75) (76) , mRNA folding (33) , elongation dynamics (27) , and fractionation of mRNA-ribosome complexes (polysomes) to estimate not only the number of ribosomes on each mRNA (24, (77) (78) , but even the positions of individual ribosomes on each mRNA (25, 34, (79) (80) (81) (82) (83) (84) (85) (86) (87) (88) (89) (90) (91) (using an experimental technique called Ribo-Seq), translation initiation positions (92, 93) , mRNA degradation rates (36, 37) , protein degradation rates (94, 95) , and co-translational protein folding (96, 97) .
Most of the large scale measurements related to mRNA translation are based on endogenous genes.
The main disadvantage of analyzing endogenous genes is the fact that these genes are shaped by evolution, thus, hindering the ability to understand the causality of the observed correlation between various variables related to translation efficiency (40, (98) (99) (100) . For example, ribosomal proteins have certain amino acid contents which relate to their function, and are known to be highly expressed. As each amino acid is encoded by specific codons they induce/affect various properties of the transcript (e.g. codon usage bias, GC content, mRNA folding). Thus, by analyzing such endogenous genes we may wrongly deduce that these transcript features affect translation efficiency. Furthermore as the different determinants of translation efficiency are correlated (e.g. highly expressed genes have both more efficient codons and more efficient initiation signals) and are under selection, it is difficult to evaluate the contribution of each of them to the translation speed (100) .
An additional experimental strategy for studying the variables affecting protein levels and their regulation is via synthetic biology and heterologous gene expression. This approach includes manipulating the nucleotides of a transcript or parts of it, and/or measuring them out of their original endogenous setting, to understand the way translation aspects are encoded in the transcript. Recently, new datasets of protein abundance measurements of heterologous genes have emerged (40, 99, (101) (102) (103) (104) . Each of these libraries includes many versions of proteins; each such version includes an amino acid sequence identical to the original gene but with a different set of codons (i.e. synonymous modifications). Thus, by analyzing such datasets it is possible to overcome the two aforementioned problems (40, 46, 102) . The heterologous genes datasets, on the other hand, may have two major problems of their own. First, in order to derive general conclusions about translation, many such datasets of heterologous genes based on numerous amino acid sequences should be generated (significantly more than those existing today). Second, in many cases heterologous genes are expressed in extreme and unnatural regimens, complicating the generalization of their analyses results to endogenous genes (6) . Thus, these datasets instigate cautious analysis as well.
Together, these advances provide an enhanced account of basic cellular processes, with extensive implications for our understanding of the regulatory signals encoded in the transcript (e.g. the nature of codon biases), biophysical properties of transcripts, dynamics of translation, and transcript evolution.
However, it is important to mention that today there are no direct large scale in vivo measurements related to many fundamental aspects of translation. For example, we cannot directly measure initiation rates, codon decoding rates, ribosome abortion rates, etc. Thus, one challenge in the field is the inference of such variables from the available data mentioned above. In addition, most of the relevant experimental datasets include (sometimes extreme) non trivial biases (see, for example, (105)); thus, another fundamental challenge, interleaved with the objective of developing biophysical translation models, is the accurate filtering/handling of these biases.
Nucleic Acids Research, 2016, Vol. 44, No. 19 9033 The biophysical vs. machine learning approaches As aforementioned, we survey the computational biophysical approaches for modeling mRNA translation based on these data. At this stage we would like to briefly mention that there are two major approaches for modelling/predicting translation, the machine learning approach and the biophysical approach. The biophysical approach is usually based on predictive simulations that are inspired by biophysical understanding of the studied processes. These simulations include biophysical phenomena such as diffusion, interactions between particles, folding of macro-molecules, etc. The machine learning approach, on the other hand, is based on statistical predictive inference of relations between sequence features and gene expression aspects, and it does not necessarily require prior knowledge of the biophysical gene expression mechanisms.
Machine learning is the more 'traditional' approach for practically predicting large scale gene translation, protein levels, or related variables (1) (2) (3) 45, 102, (106) (107) . These models weigh the value of all the different variables to generate a prediction of, for example, protein levels. The main advantage of this approach is that it is relatively simple, no prior knowledge related to the biophysics of translation is required, and no knowledge related to the direction/causality of the relations is needed. This approach can often yield very significant predictions and improve our understanding regarding the transcript features relevant to translation efficiency.
The biophysical approach on the other hand, which captures the dynamics and physical nature of the process, is frequently used in ('simple') simulations without analyzing and modeling large scale biological data (108-111). The major advantage of the biophysical approach is the fact that it enables a better understanding of the biophysics of translation and its different regulatory stages than the machine-learning approach. Though theoretical physical models and simulations related to translation have been suggested nearly five decades ago (109, 112) , only recently have such approaches been implemented on real large-scale genomic data. Translation or protein synthesis consists of a complex system of chemical reactions, which ultimately results in the decoding of the mRNA and the production of a protein. The complexity of this reaction system makes it difficult to quantitatively connect its input parameters (such as translation factors, ribosome concentrations, tRNA concentrations, mRNA codon composition or energy availability) to output parameters (such as protein synthesis rates or ribosome densities) (71) .
The simplest comprehensive (whole-cell) biophysical model of translation should consider the following aspects:
1. A (possibly) different speed/time for each codon, which is related to the local biophysical properties of the mRNA (e.g. its folding and the encoded amino acids), and their interaction with trans factors and/or the availability of such trans factors (e.g. tRNA levels). 2. Initiation rates (which are affected by the properties of the mRNAs and initiation factors, and global factors such as the concentrations of ribosomes and translation factors).
3. The fact that more than one ribosome can translate an mRNA at a certain time point. 4. Excluded volume interactions between ribosomes and possible traffic-jams. 5. The stochastic nature of the process. 6. The movement has a directionality (in the case of translation it is totally asymmetric). 7. The fact that different mRNA molecules compete for the same pool of ribosomes (and other translation factors); i.e. limited resources.
All the points above are known to be fundamental aspects of the canonical translation mechanism in all domains of life (5). The list above was chosen based on the majority of the previous studies in the field (as reviewed in this manuscript).
Of course, there are various (some less canonical) aspects of translation that are not mentioned above (e.g. ribosome recycling) that appear in some of the reviewed computational models. Importantly there are fundamental translation aspects that have not been considered in biophysical translation models (e.g. re-initiation after translating a uORF, frame shifts, numerous alternative initiation start sites, to name a few).
Currently there is no computational predictive model that considers all the aspects above; however, as described below, there are models that consider many of these aspects. In the following sections we review the models suggested in the field sorted according to their complexity (see also, Figures 1 and 2 ).
Models that are based on averaging estimations of codon decoding rates
The simplest biophysical models of translation assume a 'speed' (or decoding rate) for each codon and average these speeds over the codons of a gene. The estimated speed of each codon can be inferred based on various gene expression variables such as tRNA levels, ribosome densities, and/or mRNA levels. Thus, these models consider only aspect 1 (but in some cases, as described below, they indirectly also consider aspect 7).
As a typical example of these models we would like to describe in further detail the tRNA Adaptation Index (tAI, (48, 113) , see Figures 1A and 2 ). While there were previous models that aimed at estimating the translation rate of a gene based on averaging weights related to the optimality of each codon (114) (115) (116) and based on their frequencies; the tAI is the first that aimed at considering basic aspects related to the biophysics of translation.
The tAI assumes that the relative concentrations of the tRNA molecules that recognize a codon have a significant effect on the codon translation rate, and it gauges the availability of the different tRNA molecules for each codon along an mRNA. Though this is clearly a very rough approximation of the reality and there are many additional relevant factors, the tAI has been shown to have high performance levels, and is employed as a main feature in many of the more sophisticated predictors (2, (46) (47) .
This measure is determined by combining the estimated thermodynamic properties of the codon-anticodon interac- The simplest TASEP (totally asymmetric simple exclusion process) model, which considers a single mRNA and its length , 'infinite' ribosomal pool (i.e. no feedback between the initiation rate and the ribosomes on the mRNAs), ribosome length , single initiation rate ␣, single elongation rate ␥ , single termination rate ␤. (C) An intricate TASEP model including all the canonical aspects necessary towards a whole cell simulation: finite ribosomal pool, ribosome length , genome-wide mRNAs, their levels m i , lengths η i , and secondary structures, transcript specific initiation rates α i , codon specific elongation rates γ cj (based on numerous factors such as tRNA concentrations), transcript specific termination rates β i , transcript specific re-initiation rates τ i ,. Each of the three main stages of gene translation, namely initiation, elongation, and termination, can be broken down to the multifarious steps comprising them, see, for example, Zhang et al. (51) .
tion, taking into account that due to wobble interactions, several anti-codons can recognize the same codon, with different efficiency weights. Let n i be the number of tRNA isoacceptors recognizing codon i. Let tCGNij be the copy number of the jth tRNA that recognizes the ith codon, and let S ij be a parameter corresponding to the efficiency of the codon-anticodon coupling between codon i and tRNA j. Currently the S ij are inferred by optimizing the correlation between the tAI and gene expression measurements.
The absolute adaptiveness, W i, for each codon i is defined as (48, 113) : (46) which is a deterministic mean field approximation of the TASEP, modeled here with a single initiation rate for comparability; the model of (128) which is a deterministic TASEP model (DTASEP); the RFMNP (129) which is a general dynamical model for large-scale simultaneous mRNA translation and competition for ribosomes based on combining several ribosome flow models (RFMs); and a relatively simple TASEP which has an infinite ribosome reservoir, a single initiation rate, a single termination rate, individual codon rates, calculated across the entire genome, but for each gene separately (in this sense we assume an infinite set of ribosomes). The comparison was performed on 6664 S. cerevisiae coding sequences, with aside from the tAI, the individual codon times/rates were calculated according to two estimation methods: (i) What we termed the tAR, tRNA Adaptation Rate, which is estimated based on the tAI logic. (ii) The TDR, Typical Decoding Rate, which is described in (161) , and the initiation rate was taken to be 0.8 based on (209) . The RFMNP is initiation dependent thus using a single initiation rate for it makes no sense, thus they were estimated to be the measured ribosomal read count divided by the mRNA levels and then normalized to have a median of 0.8. In addition we constrained the free ribosome pool to be 15% (24) of the total number of ribosomes (which is around 200 000 (210)). The running times are of course parameter dependent, and we tried to make them as similar as possible for comparability. We used Matlab 2015b for all simulations.
them by the maximal of all the 61 W i ). The tAI of a gene is the geometric mean of the w i of its codons.
Recently novel indexes/models aimed at improving the estimation of codon decoding rates using similar ideas but in a more accurate manner:
The normalized translation efficiency (nTE) index (68) considers both the 'supply' (the number of tRNA of each type) and 'demand' (i.e. the number of codons of each type in the transcriptome) of tRNA species. This is achieved via normalizing the w i values of the tAI by the frequency of the corresponding codons in the transcriptome.
Another recent index named the mean of the typical codon decoding rate (MTDR) (117) , aimed at estimating the typical translation rate of each codon based on RiboSeq (25) (after filtering experimental biases and considering aspects such as ribosomal traffic jams). By definition this index also aims at considering both the 'supply' of tRNA species and their demand, in addition to other aspects of the process, such as amino acid availability and AminoacyltRNA synthesis levels and the possible diffusion rates of different tRNAs, not considered in the other indexes mentioned above.
Both the nTE and the MTDR partially consider aspect 7 in the previous section: competition on limited elongation resources.
It is important to mention that many predictors and models integrated the tAI (or similar measures) into more complicated multivariate models (1-2,47,118-119). Such models try to predict gene expression aspects based on many transcript features, where the tAI (or similar measures) is only one of the features, but often has been one of the most predictive variables (2, 47, (118) (119) .
Finally, one fundamental disadvantage of the models described above is the fact that they attribute a single speed to each coding region (which is presumably the mean of all the codons' decoding rates). However, in recent years a natural generalization to these models has been used for studying various biological phenomena (7, 68) : compute a vector (or a profile) of estimated nominal decoding rates (the decoding rates when there are no interactions between ribosomes and traffic jams) which includes a value for each codon instead of an average of all these values (see Figures 1C and  3A ).
Rudimentary totally asymmetric simple exclusion process (TASEP) models
The idea that protein synthesis involves unidirectional ribosomal movement along an mRNA molecule, was proposed by Warner and Rich in 1962 (71,120) . The statistical properties of ribosome movement were explored initially by Zimmerman and Simha (121, 122) , and then refined by MacDonald and Gibbs (108, 123) . In these works mRNAs were considered as lattices on which ribosomes move with specific hopping probabilities, the latter being functions of the intrinsic kinetics of elongation; the ratio of initiation, elongation and termination rates (which determine ribosome density on the messenger RNA); and the probability that progress of a ribosome is unimpeded by preceding ribosomes (which is itself a function of the ribosome density on the message) (71) . The statistical approach as developed by MacDonald and Gibbs (108, 123) continued to be developed theoretically and eventually became known as the 'Totally Asymmetric Simple Exclusion Process' or TASEP model for translation. The model is called TASEP since it assumes that the movement of the ribosomes is only in one direction, from the 5 end to the 3 end ('Totally Asymmetric'), a particle (ribosome) can only hop to the next position (codon) in the lattice ('Simple'), and only if it is empty; i.e. there are excluded volume interactions ('Exclusion').
Characteristics of early versions of the TASEP include assumptions of limitless ribosome-supply (which is related to a very high probability of ribosome attachment to the transcript, which affects the initiation rate), a single, uniform elongation rate-constant along the mRNA, and a coarsegrained description of the elongation process, which is simply regarded as a 'hopping-probability' (71, (124) (125) (126) (127) (Figures 1B and 2 ).
In the case of the rudimentary TASEP models, the assumption is that the initiation rate is constant and/or not coupled/related to the number of available ribosomes. In other models, which will be discussed in the next section, the initiation rate is affected by the number of available ribosomes via the fact that the number of ribosomes is finite (increasing the number of ribosomes on one mRNA should cause a decrease in the number of ribosomes on other mRNAs). Specifically, if the number of mRNAs (and ribosomes on the mRNA) is very small/large (respectively) relatively to the total number of mRNAs/ribosomes in the cell the initi-ation rate of the gene is expected to be practically constant / change (respectively) when there are changes in the codons of the genes and/or the ribosome density along the mRNAs, as these changes have negligible/significant (respectively) effect on the ribosome pool and other mRNAs.
More comprehensive models of the TASEP or deterministic mean field approximations of it include different translation rates for different codons (44, 46, (53) (54) (Figure 1C ). It is important to mention that even though the translation process is stochastic some of the models were based on a deterministic approximation of the process (46, 51, (128) (129) . In (128) , for example, each codon has a deterministic nominal decoding time, ribosomes have excluded volume interactions, and they cover nine 9 codons. These models are usually computationally faster (among others, due the fact that they do not require averaging over many possible trajectories of the model), and can be analysed analytically in a simpler manner.
For a simple and intuitive example according to the Ribosome Flow Model (RFM) (46) (Figure 2 ), a ribosome that occupies the ith site moves, with rate λ i , to the consecutive site provided the latter is not occupied by another ribosome. Transition rates are determined by the codon composition of each site and the tRNA pool of the organism. Briefly, the elongation rate associated with a codon is proportional to the abundance of the tRNA species that recognize it, taking into account the affinity of the interactions between the tRNA species and the codons. Denoting the probability that the ith site is occupied at time t by p i (t), it follows that the rate of ribosome flow into/out of the system is given by: λ[1 − p 1 (t)] and λ n p n (t) respectively. Hence, the rate of ribosome flow from site i to site i + 1 is given by:
. Thus we get the following set of differential equations that describe the process of translation elongation:
The steps of the mechano-chemical cycle of individual ribosomes during the elongation stage were not captured explicitly in the simple TASEP models due to the one single 'hopping' parameter that was used to describe the rate of translation of one codon. Moreover, these basic TASEP models neither incorporate any mechanism for specifically selecting the correct amino acid monomer, nor do they allow for the possibility of translational error, etc. Therefore, such TASEP models are too simple to account for the effects of various mechano-chemical processes on the statistical properties of polysomes (58, 72, 111, (130) (131) (132) (133) (134) . Finally, these models did not consider more complicated and global aspects of translation such as competition between mRNA molecules on ribosomes and translation factors, and between cognate and near-cognate tRNAs.
For a thorough review of TASEP modelling and its development we refer the reader to (72) and (71).
Complex totally asymmetric simple exclusion process (TASEP) models
It is easy to see that each of the different stages of a rudimentary TASEP (described in the previous subsection) actually represents various/many sub-stages and aspects of the translation process. For example, these aspects can include, among others, the different conformational steps of the ribosome during one iteration of elongation (56, 59, (135) (136) , the initiation itself includes various sub-steps (5 end recognition, scanning, start codon recognition, etc) (55, 137) that are usually not modeled in a rudimentary TASEP, the unfolding of the mRNA (61, (138) (139) , the diffusion of tRNA molecules (19, 46, 51, 54, (61) (62) 66, 69, 131, 134, (140) (141) (142) , interactions between the nascent peptide and the ribosome (61, (143) (144) , diffusion of elongation factors (42) , the addition of an amino acid to the growing polypeptide chain (5), tRNA molecule release (51), re-cycling of elongation factors (58, 65, 145) , ribosome frame-shift (146) , interactions between ribosomes and ribosome drop-off (46, (53) (54) 59, 69, 131, 135, 142) , mRNA decay (70), and many additional aspects ( Figure 1C ).
Indeed in recent years, various 'complex' TASEP models that consider some of these phenomena have been suggested. Specifically, these models consider not only linear initiation-elongation-termination, but also additional more detailed aspects of the process. For instance, some of these models divided each stage (or elongation iteration) of the translation process into multiple sub-steps, while others considered phenomena such as scanning during the initiation step and/or ribosome recycling ( Figure 1C ).
For example, Ciandrini et al. (54) suggested a TASEP model where each elongation step dynamics includes two sub-steps: (1) the recognition of the cognate tRNA with rate k i depending on the codon i , and (2) the translocation towards the next codon with rate ␥ . At the last codon, the ribosomes detach and release the protein with a rate ␤ (termination).
Zhang et al. (51) developed a more complicated model in which the rate of translation of a single codon in the cell is determined by following four subsequent processes: (i) attachment of the amino acid to its cognate tRNA by the corresponding aaRS; (ii) aa-tRNA forms a ternary complex (TC) with GTP-bound elongation factor (EF-Tu in prokaryotes and eEF1A in eukaryotes); (iii) TC diffuses to a ribosome requesting it and transfers the amino acid to the growing polypeptide chain, whereby the tRNA is released; and (iv) the GDP-bound elongation factor is regenerated into its GTP-bound state by EF-Ts (prokaryotes) or EF-1B/C (eukaryotes) (see Figure 1C ). In addition they modelled spatial diffusion of the TC complexes around ribosomes translating repetitive sequences using a Brownian random-walker model.
Mitarai et al. (69) developed and analyzed a translation model that captures in addition to the basic TASEP features, also the fact that ribosomes recycle. Specifically they added a parameter corresponding to the fact that with a certain probability a ribosome finishing translating the mRNA can immediately start another round of translation (e.g. due to the cyclicization of the mRNA molecule). Among others, they used their model to investigate the efNucleic Acids Research, 2016, Vol. 44, No. 19 9037 fect of sequences of synonymous codons on ribosome traffic, based on codon-dependent rates estimated from experiments. They quantify the ability of codon usage to regulate ribosome traffic by simulating the translation of several natural genes, and demonstrate that those with a high codon usage bias, tend to have the ability to reduce ribosome collisions, hence optimizing the cellular investment in the translation apparatus. Recently, it was also demonstrated how ribosomal recycling can be modelled and analyzed via an RFM based approach (147) .
In (61), the authors developed and analyzed a TASEP based model where the nominal codon decoding rate of each codon is affected by three different components: (i) the adaptation of the codon to the tRNA pool; (ii) the strength of the local mRNA folding of the 40 nucleotides downstream of the codon; (iii) the net charge of the 31 amino acids inside the exit tunnel--as the exit tunnel is negatively charged a positive charge is expected to slow down the ribosome.
In summary, the most important advantages of the TASEP (rudimentary and complex) models are related to the fact that they theoretically can capture and provide high resolution predictions of all the important local aspects of translation dynamics (aspects 1-6 in the third section). In addition, the fact that the different mRNAs are not 'connected' can enable accelerating and parallelizing the simulations. However, the models cannot capture aspects related to the coupling between the translation components (e.g. tRNAs, mRNAs, ribosomes) (aspect 7 in the third section) such as the 'competition' between mRNAs for ribosomes. It is clear that more complex translation models are preferred if the estimated parameters in the models are accurate and the running time is feasible, but this is obviously not always the case.
Whole cell simulations of translation
Currently there are no models that consider all the fundamental mRNA translation aspects at a cellular level. However, there are previous studies that contributed towards developing such a model. The aim of this section is to review some of these studies, specifically we review models which consider the dynamics of many interacting mRNA molecules. While there are quite a few previous studies that aimed at analyzing many mRNAs in the cell in a single model (51) (52) 129, (148) (149) (150) (151) (152) (153) (154) (155) (156) (157) , many of them are based on mathematical analyses and simulations that are based on artificial genes and/or a small number of genes. As explained below, even the more comprehensive models suggested recently do not consider all the fundamental relevant translation aspects.
Many studies have demonstrated/suggested the importance of considering the 'competition' of mRNAs on a finite pool of resources (149) (150) (151) (152) (153) (154) (155) (156) (157) (158) . Specifically, unlike many other models of translation (46, 53, 65) , which treat each mRNA molecule in isolation and assume an inexhaustible supply of free ribosomes that initiate the message at a constant rate, those models consider simultaneously every tRNA, mRNA, and ribosome molecule in the cell, and so capture the indirect effects of one gene's translation on another's. In particular, if many ribosomes are engaged in translating the mRNAs of one gene, this reduces the pool of free ribosomes and tRNAs available to translate other genes ( Figures 1C  and 3B ).
For example, Siwiak et al. (67) developed a TASEP based comprehensive and quantitative model of translation, enabling the estimation of translation parameters which are difficult to measure experimentally. They model the number of transcripts, ribosome density, protein abundance, tRNAs' decoding specificities, average cell volume, mean codon translation time, total transcript translation time, total time required for translation initiation and elongation, translation initiation rate, average number of active ribosomes in a cell, ribosome size/coverage, mRNA half-lives (optionally).
Shah et al. (62) developed a continuous-time, discretestate Markov model of translation in a yeast cell. The model keeps track of every ribosome and tRNA molecule; according to the model, at any time point each ribosome/tRNA molecule is either freely diffusing in the cell or bound to a specific mRNA molecule at a specific codon position. Their model includes many parameters and describes translation dynamics at a single-nucleotide resolution for the entire transcriptome. In combination with ribosomal profiling data (Ribo-Seq), they aimed at using their model to infer the initiation rates of all abundant yeast transcripts, and systematically explore how the codon usage, transcript abundance, and initiation rates of genes jointly determine protein yield and cellular growth rate. The rates of initiation and elongation are based on physical parameters that have been experimentally determined in yeast, including the cell volume, the abundances of ribosomes and tRNAs, and their diffusion constants.
Another whole cell model which includes translation modeling was suggested by Karr et al. (156) . This model was based on the human pathogen Mycoplasma genitalium and aimed at including all of its molecular components and their interactions (specifically translation). It is important to mention, however, that the resolution of translation modelling was not high and most aspects mentioned above (e.g. ribosome interactions and traffic jams during elongation, different codon decoding rates, initiation modelling, etc.) were not included. Similarly, Roberts et al. developed a whole cell simulation based on E. coli (159) ; also in this case they assume that a single rate-limiting event affects translation, ignoring the fundamental higher resolution details related to the translation process.
We conclude that currently there are no models that are based on real data that encapsulate all fundamental mRNA translation aspects. For example, the following canonical aspects (mentioned in the previous section) are not considered in (62, 67, 156, 159) : the different conformational steps of the ribosome during one iteration of elongation, the different sub-steps of the initiation stage (5 end recognition, scanning, start codon recognition), the unfolding of the mRNA and interactions with mRNA folding, interactions between the nascent peptide and the ribosome, re-cycling of elongation factors, ribosome frame-shift, ribosome dropoff, to name a few.
Parameter estimation for the biophysical models
In this section, we provide some specific examples of parameter usage and estimation in some of the biophysical models described. There are variables such as protein levels (1, 3, (29) (30) 40, 74) , mRNA levels (160), number of ribosomes on the mRNA (24, (77) (78) , that can be directly measured; however, as described here, other parameters can be estimated only via developing sophisticated approaches, which require a good understanding of the biophysics of translation, molecular evolution, machine learning, and more.
One fundamental parameter in biophysical translation models is the nominal decoding rate of codons. Various methods for estimating this parameter have been suggested in recent years. One approach is based on the tAI or normalized versions of it (2, (46) (47) (48) 61, 68, 113) . The tAI was described above. One of the most challenging issues when computing the tAI is the selection of a meaningful set of S ij 's, which are the selective constraints on the efficiency of the codon-anticodon coupling. Since translation efficiency, also in terms of adaptation to the tRNA pool, is expected to be higher for highly expressed genes, it was suggested to find the set of S ij -values that maximize the correlation between expression levels and tAI values (48) . This was first achieved based on microarray data from yeast (48) ; later, measurements of protein levels were used to optimize these values (7) . Recently, it was suggested that these values can be estimated per organism, even when there are no gene expression measurements, based on optimizing the correlation with codon usage bias (113) . Another component of the tAI is the tRNA concentration; today there are very few measurements of tRNA levels (7, 26, 39, (75) (76) ; however, it was suggested that tRNA copy numbers correlate with tRNA levels (48) , and in many studies they are used as a proxy for tRNA levels. Codon decoding time estimation may be improved via considering the demand vs. supply of codons (68) .
Recently, it was suggested that codon decoding rates can be estimated based on ribosome profiling data (161, 162) . To this end, ribosome profiling (Ribo-Seq) data should be normalized to control for the different initiation rates and mRNA levels of genes; then, based on the histogram of the normalized Ribo-Seq values of each codon the typical decoding rate can be estimated. In (161) a novel filter was suggested that enabled estimating the typical codon decoding rate via filtering various problems/phenomena such as pauses/biases/ribosomal traffic jams related to the RiboSeq protocol and the translation process. A newer study (163) has suggested inferring the elongation rates and initiation rates of mRNAs by finding parameters that yield the best fitting of the state variables (profiles of local ribosome densities) of the TASEP to the corresponding RiboSeq measurements.
An additional fundamental parameter which cannot be inferred in a trivial manner is the translation initiation rate. Translation initiation estimation is not trivial since it is based on many aspects such as the ribosome's attempt to bind the mRNA, the concentration of initiation factors and the presence of secondary structures in the 5 UTR region, the nucleotide composition surrounding the start codon, the number of START codons in the 5 UTR and their nucleotide context, and more (5, (54) (55) (92) (93) 98, 137, 164 ). An approach for estimating translation initiation was suggested in (54): they estimate mRNA-specific in vivo translation initiation rates on a genome-wide basis by integrating a computational model of mRNA translation with experimental datasets of ribosome occupancy. They first apply their TASEP based translation model which predicts the translation rate J and the ribosome density on each mRNA as a function of the translation initiation rate ␣. Then, by utilising genome-wide experimental data of ribosome density ρ ϕ they identify the physiological translation initiation rate α ϕ as the one which, when used in their simulations, replicates the experimentally observed density:
This yields a translation initiation rate value α ϕ for each mRNA.
Recently, it was suggested that the ribosome drop off rate can be predicted based on the analysis of the decrease in ribosome density along coding regions via ribosome profiling data (165) . These data can be used in the future when ribosome drop off rates are integrated into translation models.
Finally, a good source that includes many parameters related to translation (e.g. ribosomes' size, initiation rates, codon decoding rates, diffusion coefficients, etc) based on measurements or estimations is the biological numbers database BioNumbers (166) . Parameters from this database can be used in future development of translation models.
It is important to emphasize that some of the translation parameters (e.g. ribosome footprint size) are probably universal or very similar for various organisms; other parameters (e.g. initiation rates and ribosome drop off) can be estimated for various organisms when the related data (e.g. ribosome profiling) is available. However, there are parameters that currently are not available at a genome wide level for multiple organisms (e.g. ribosome recycling rates and non-programmed frame shift rates).
Comparison of different models in terms of running time and complexity
In the previous sections, we described various representative biophysical models of translation. In the Table 1 below we include a comparison of some of the recently suggested models. We focused on the following aspects: scope of the biophysical modelling, computational complexity (expected running time), number of parameters in the model, and properties of the model, etc.
Systems biology studies based on computational biophysical translation models
In this section we briefly review some central biological results and discoveries derived from the translation biophysical models. A central objective is to demonstrate how biophysical models of translation can contribute to biomedical science; specifically, as we explain, they enable understanding fundamental topics related to genome evolution, translation biophysical dynamics, and regulatory processes related to translation (see also Table 2 and Figure 3) . 
Stochastic / Deterministic
Translation is only small part of the model.
*DM--deterministic model. The relative running times estimations are derived based on the analysis performed and depicted in Figure 2 ; the estimated running ranking is 1-4 where 1 is typically related to a very fast model which is based on averaging estimations of codon rates; 2 is typically related to deterministic TASEP models; 3 is typically related to simple stochastic TASEP models; and 4 is related to models expected to be slower than a simple stochastic TASEP such as comprehensive whole cell simulations. The number of parameters reported is the minimal one used for conventional usage of the model. We considered only models that were used to analyse large scale genomic data. A simple TASEP (as described above) includes an initiation rate, codon independent elongation rate, termination rate, mRNA length (there is a single mRNA), number of codons covered by a ribosome. A simple TASEP with codon dependant rates for simplicity will be termed TASEPC.
Among others based on the tAI (48) it was suggested that genome size and tRNA gene redundancy determine the action of natural selection on codon usage in all living organisms ( Figure 3H ). Their findings suggest that an optimal combination of these factors exists, for which the action of translational selection is maximal. Moreover, they stress how the lack of duplicated tRNA genes might explain the absence of translationally selected codons in bacteria with small genomes.
A different study employed the tAI to suggest that cell cycle regulated genes tend to include codons that are not translationally efficient to generate cell cycle-dependent oscillations in protein levels (167) . They suggest that due to oscillations of tRNA species during the cell cycle, these codons enable oscillations of the protein levels of these genes.
More recent studies based on genomic profiles (or profiles of single genes or gene groups) of measures of nominal translation elongation speed, such as the tAI, enabled discovering various translation signals that are selected for and are related to translation efficiency, ribosomal and other factors allocations, and co-translational protein folding. For example, it was suggested that the first 30-50 codons are slower to improve ribosomal allocation and protein folding (6) (7) 12, 98, 168) (Figure 3A) , and that evolution tends to cluster codons that can be decoded by the same tRNA to improve tRNA recycling via improving their effective diffusion to the ribosome (6, 12, 42) . Based on various methods for generating profiles of the normalized translation efficiency index, it was recently proposed that the folding of the protein is partially effected by the local translation elongation speed (66, 68) (Figure 3D ). For example, it was suggested that translation elongation is lower downstream of the protein domain boundaries probably to improve the fidelity of co-translational domain-wise protein folding (57, 66) . Similar ideas related to elongation and cotranslational folding have been suggested based on additional techniques including the tAI and TASEP based models (98, 169) .
Numerous studies have employed various TASEP models to understand how evolution shapes the distribution of codons to improve ribosomal allocation and prevent ribosomal collisions. For example, it was suggested that clusters of rare codons near the 5 of the coding region decreases the effective initiation rate, the number of ribosomes on the mRNA, and the probability of ribosomal collisions and abortions (7, 128) . Similarly, it was proposed that higher codon usage bias (or adaptation to the tRNA pool) helps prevent traffic jams and improves ribosome allocation (69, 170) , and that codon arrangement, rather than simply codon bias, has a key role in determining translational efficiency (54) . Furthermore it was shown that codon bias may act as a gene expression regulator by favouring codons with high tRNA gene copy numbers in highly expressed genes, and with low tRNA gene copy numbers in lowly expressed genes (46, 171) .
Another line of research connects biophysical models of translation and coding sequence evolution (44, 65, 170) . Among others, based on such models it was suggested that a combination of nonsense errors and codon usage bias can have a large effect on the probability that a ribosome will complete transcript translation. In addition, they showed position dependent selection on codons, and suggested that nonsense errors can play an important role in shaping codon usage bias and can be used for predicting protein levels.
Moreover, Ciandrini et al. (54) used TASEP to identify the initiation rate, ribosome traffic dynamics and response to ribosome availability, of different classes of mRNAs, demonstrating that this classification based on translational dynamic maps onto known classes of gene functionality ( Figure 3B and G) .
An important question studied with TASEP models is the relative rate limiting step of translation, these studies have demonstrated that depending on the condition or organism both initiation and elongation may be rate limiting (7, 54, 60, 62) . Specifically, nowadays there is much emphasis on initiation being the rate limiting step and the principle determinant of translation 'efficiency'. However, the behavior of TASEP is a function of its three main parameters/stages (initiation, elongation, termination); two TASEP parameters/stages (initiation, elongation) are relevant when the termination is not rate limiting or is negligible (as usually assumed). A related topic is the phase diagram of the TASEP as a function of the initiation and typical/mean elongation rate (see, for example, (172)). It is common to divide the dynamics of the TASEP to three phases (see, Figure 3F ): (i) Low density phase--which is related to the case where the initiation is rate limiting (i.e. much lower than the minimal elongation rate); thus, the number of ribosomes on the mRNA and traffic jams is very low/negligible. (ii) High density phase--which is related to the case where the initiation is high (higher than the typical/mean elongation); thus, elongation is rate limiting and the number of ribosomes on the mRNA and traffic jams is high. (3) The third phase is maximal current--in this case, given the elongation rate, the initiation rate has similar levels which maximizes the translation rate. It is important to remember that ribosomes are extended objects that cover around 10 codons each; this contributes to the shrinking (relatively to the case where the TASEP particles occupy only one codon/cell) of the parameter space of the 'low density' phase, so that they render the cases where the initiation is 'rate limiting' less likely (111) .
Furthermore, when considering only the mean measured initiation rate and elongation rates and a model of a single mRNA the initiation is clearly more rate limiting (123) ( Figure 3G ). However, more complicated models demonstrate that this is not the case (52, 54, 60, 71, 109) . For example, recent experimental results show that eukaryotic ribosomes may translate mRNAs in multiple cycles before entering the free ribosome pool (71, 173) . This would greatly affect the translation control, and compared with singlecycle models, it could transfer significant levels of control to the elongation stage. Another example is related to the fact that mRNAs actually 'compete' over a finite ribosome pool; thus, initiation and elongation are coupled: higher elongation rate is related to faster release of ribosomes and higher effective initiation rate (129, (149) (150) (153) (154) (155) (156) (157) .
At what ribosome depletion level translation control is transferred to elongation depends in complex ways on the codon composition of the genome. The average speed of translation is not only a function of the number of slow codons in a message, but also of their distribution (46, 50, 54, 61, 66, 69, 71, 131, (174) (175) (176) (177) .
Another topic (which overlaps with the previously discussed) studied by a variety of models ranging from the simpler to the more complex, is the demand vs. supply of tRNAs, amino acids, ribosomes, and other factors, or the competition of mRNAs on various factors. Various studies assumed and suggested that this issue is a major determinant shaping coding regions and organismal evolution (19, 46, 51, 54, 62, 66, (68) (69) 131, 134, (140) (141) 149) .
Additional facets explored included understanding the translation regimes in various genes, and the explanations to observed variables such as protein levels, ribosome densities, mRNA levels, and mRNA half lives. These include the study of the distributions of variables such as initiation rates and ribosomal densities and collisions, that cannot be easily measured, but can be estimated based on biophysical models and gene expression measurements (53, 62, 67, 70) .
Another interesting line of research that can only be studied via biophysical models of translation is the relation between local mRNA folding dynamics and translation dynamics, although to date very few papers tackled this issue or introduced this aspect into biophysical translation modeling. It was suggested, for example, that strong local folding slows down the elongation rate--the ribosome has helicase activity and more time is needed to unfold regions with stronger local mRNA folding (61) . Another study has recently also focused on the effect of the ribosome on the mRNA structure via its unfolding of the mRNA during translation (139) (Figure 3C ). In (61) a TASEP model was devised where the nominal elongation rate of a codon is proportional to e k*FE where FE is the (negative) local folding energy of the 40nt downstream of the translated codon, and k is a parameter that was inferred based on fitting the model (ribosome density profile) to ribosome profiling data. In (139) they assume that the dwell time of a codon is proportional to the predicted mean base pairing probability of the codon's three nucleotides. In addition, various studies connected the mRNA folding at the beginning of the ORF to translation initiation efficiency--specifically weak folding surrounding the start codon enables efficient recognition of the start codon and the initiation signals surrounding it by the pre-initiation complex, while strong folding may contribute to the pre-initiation complex missing the start codon ( Figure 3E ) (40, (98) (99) 178) . A thermodynamic model which calculates the initiation rate in prokaryotes based on the difference in Gibbs free energy before and after the 30S complex assembles onto an mRNA transcript was suggested by (179) . In this model, various free energy terms are calculated and integrated, including: (i) The energy released when the last nine nucleotides of the 16S rRNA co-folds and hybridizes with the mRNA subsequence at the 16S rRNAbinding site. (ii) The energy released when the tRNA fMet 's anticodon hybridizes to the start codon. (iii) The folding energy of the mRNA subsequence surrounding the start codon prior to binding with the 30S complex. Finally, the effect of folding on translation, mentioned above, may suggest that the local mRNA folding landscape has shaped transcript evolution in various ways (98, (180) (181) (182) . Thus, local mRNA folding is an important 'intersection' that connects the sequence composition of the transcript with the dynamics of translation initiation/elongation and the molecular spatial/temporal evolutionary patterns of the transcript.
Moreover, many studies based on the biophysical translation models aimed at predicting various gene expression variables such as mRNA levels, protein levels, protein degradation rates, and ribosome densities based only on the genomic sequences (46) (47) 51, 54, 60, 66, 171) .
DISCUSSION AND CONCLUSIONS
We reviewed dozens of biophysical computational/mathem atical models related to ribosomal movement. We offer six major points for comparison among these models/papers:
1. Number of parameters needed to be estimated: on the one hand, models based on larger numbers of variables describe fine-tuned aspects of translation and capture larger fractions of the biological knowledge related to translation; on the other hand often there is no knowledge regarding the values of many of the parameters of the model, and/or estimation of these parameters is impossible or extremely noisy. Thus, subsequently these models cannot be used for providing predictions based on or related to real biological data. Furthermore, the major disadvantage when developing a model with many (161, 163) parameters is overfitting (183) , or accumulation of error due to individual errors in the different parameters. 2. Computational running times of model simulations: the running time of some of the measures/models is very short (48) , while in others (111) the running time can be several orders of magnitude longer (as compared in (46)). The running time becomes an important issue when the objective is to analyze the entire genomes of complex eukaryotes with various/multifarious sets of variables. 3. The biophysical aspects modeled: which aspects of translation are modeled and which are not. The simplest models include mainly/only the effect of tRNA levels on ribosomal codon decoding time, while the newer more complex models include many additional aspects. For example, notable extensions that were introduced to the TASEP include multiple competing mRNA species (62, 67, 71, 129, 156) , up to complete, genome-wide transcriptomes (51-52,71); mRNA transcription and decay (70, 184) ; ribosome-induced peptidyltRNA hydrolysis in response to translational errors ('ribosome editing', (185)); aminoacyl-tRNA synthesis (19, 46, 51, 54, 62, 66, 69, 131, 134, (140) (141) , ribosomal slow-down at mRNA secondary structures (57, 66, 138) ; competition for a finite pool of ribosomes (151) (152) 186) ; and the use of rate constants and species concentrations rather than rates (71, 109) , to mention a few. 4. Exact mathematical solutions versus simulations: The possibility of mathematically analyzing a model is a great advantage. Currently, there is no exact solution for a simple TASEP with non-homogenous hopping rates; thus, there is no solution for more comprehensive models based on the TASEP. However, in some cases a mathematical analysis is possible via various approximations, and answering questions in an indirect manner such as mean field approximations (see, for example, (46, 72, 176, (187) (188) (189) (190) ). 5. Discrete models vs. an approximation of the models as continuous: The original TASEP based models are discrete; the number of ribosomes on the mRNA is an integer. However, there are various approximations for describing translation which are continuous (e.g. the RFM (46, 191) ). In these cases, the ribosomal densities are defined as real numbers (for example, it can be a probability to see a ribosome in a certain region). Continuous models are often easier to analyze mathematically (187) , and are thus more advantageous in that sense, but are a cruder approximation of the reality. 6. What kind of predictions do the models provide in comparison to real data: connecting the model to real measurements is important. Specifically, the possibility to show that the model prediction correlates/matches with biological measurements should help evaluating the model, and predictive models have various advantages in biomedical research. Some of the models/papers mentioned here were not based on a comprehensive analysis of large scale biological data and validation of the prediction they provide, while others are more strongly connected to real data.
The points above demonstrate that it is not trivial to rank the different models mentioned in this review. Almost all the models have relative advantages in some cases. Thus, the user of such models should carefully assess his specific research aims before choosing a model.
We would like to emphasize that this review was focused on translation (and specifically translation elongation), since this is by far the most studied gene expression aspect in this context. We believe that in the near future models similar to the ones mentioned here can be used to study and focus on additional gene expression steps such as transcription (192) , intracellular transport (193) , and translation initiation (63, (194) (195) .
There are many challenges and open questions in the field:
First, in many cases some of the predictions (e.g. correlation with protein levels) provided by biophysically more comprehensive models of mRNA translation are similar (or even inferior) to the ones obtained for much simpler models (1, 118) . However, there are many aspects that can be provided only by comprehensive biophysical translation models; for example, these include ribosomal traffic jams, interactions between ribosomes, ribosomal drop-off rate, stochasticity in translation rate, and more. One major challenge in this context is related to the fact that there are currently no measurements related to these variables, thus, they cannot be accurately evaluated. Ramp and ribosome allocation: the ramp is a region characterized by slower elongation speed and codons less adapted to the tRNA pool, and may provide several physiological benefits, such as increasing the distances between ribosomes, promoting improved ribosomal allocation, and reducing ribosomal collisions and jamming, thus reducing the cost of wasted ribosomes and of spontaneous or collision-induced abortions (7, 211) . Red indicates a slow codon decoding rate (as illustrated in H). (B) Competition between ribosomes: since the amount of ribosomes in a cell is finite, the ribosome consumption of one mRNA will affect all others. For example, mRNAs consuming many ribosomes due to their properties (such as strong folding, or relatively slow codons), prevent them from re-entering the pool, thus reducing the initiation rates of all the other mRNAs (129, 212) . (C) mRNA folding and translation elongation: mRNA folding tends to slow down ribosome elongation, however ribosomes also tend to unfold the mRNA (61, 139) . (D) Co-translational folding: local discontinuous translation rates temporally separate the translation of segments of the peptide chain and actively coordinate their co-translational folding, to promote accurate folding of the peptide. Pink represents the codon rates enabling correct folding of the ␣-helix domain, while orange the ␤-sheet domain (15, 68) . (E) The mRNA folding near the start codon affects translation initiation efficiency. Specifically, weak folding surrounding the start codon enables efficient recognition of the start codon and the initiation signals surrounding it by the pre-initiation complex (left), while strong folding may contribute to the pre-initiation complex missing the start codon (right). (F) The three different phases of the TASEP as a function of the initiation and elongation rate. (G) Rate limiting steps: for instance, efficient/non-efficient ribosome binding sites and weak/strong mRNA structure at the end of the 5 UTR can promote either up/down regulation of translation (7, 46, 54, (60) (61) (62) 66, 71, 209, 168, 173) . (H) The effect of the tRNA levels on codon decoding rates: codons that are recognized by low-abundance tRNA isoacceptors are decoded more slowly than those recognized by high-abundance tRNAs (19, 42, 46, 48, 51, 54, 66, 68, 140, 149) . Codon decoding rates are illustrated by the following colouring scheme -dark blue represents fast, red represents slow, light blue represents neutral.
As mentioned, one of the future challenges in the field is developing a whole cell simulation related to all mRNA translation aspects. Today there are models that consider the competition among many mRNAs (51) (52) 129, (148) (149) (150) (156) (157) but omit additional central phenomena (e.g. interaction with the mRNA folding, the nascent peptide, ribosome drop off, initiation mechanisms, ribosome recycling, ribosome frame shift); some of these aspects were analyzed in simpler, single mRNA based, models (e.g. see (46, (53) (54) (55) 57, 59, 61, 66, 69, 131, 135, (137) (138) (142) (143) (144) 147) ). A later challenge includes developing comprehensive detailed models that connect all the gene expression steps and not only translation.
Another challenge is related to developing organism and tissue specific models of translation. As mentioned, a useful biophysical model of translation should include parameters that reflect the intracellular regime (e.g. number of ribosomes, concentration of translation factors, de-coding rates, etc.), since these parameters vary among different organisms and cellular conditions an important step in the field will be to infer them for various organisms/tissues/conditions. Specifically, since most of the studies in the field are based on popular model organisms such as E. coli and S. cerevisiae, it will be important to develop such models for organisms from the three domains of life.
The organism specific models should provide organism/tissue specific answers to the biological questions and debates mentioned above (see Figure 3) .
Moreover, there are central aspects related to translation that are today not considered in any of the models. The limited resources mentioned in the context of translation models in this review include mainly the ribosome pool and other translation factors. However, the cellular energy, i.e. ATP, is also a very important rate limiting factor for translation initiation and elongation which is not studied explicitly in our context.
Translation is known to be the most energy consuming intracellular process, consuming most (up to 75%) of the cellular energy (196) .
Thus, it makes sense to develop models that explicitly consider the metabolic cost of translation together with the dynamics of the process. These models can, for example integrate metabolic modelling (197) with translation dynamics models to answer and consider aspects such as: the metabolic cost of traffic jams (e.g. due to ribosome drop off, and the energetic cost of jammed ribosomes); the energetic cost of synthesizing ribosomes (i.e. translating the ribosomal proteins); the energetic cost of generating other translation factors (e.g. tRNAs, ribosomal RNA); the relation/connection between competition of mRNAs for translation factors and their competition for cellular energy.
Initial attempts in this direction have been recently suggested (198) ; however, these studies haven't considered the fundamental questions mentioned above.
The energetic aspects of translation, specifically its very high energetic cost, are clearly the central relation between the intracellular dynamics of translation and its effect on the way evolution shapes transcripts. Thus, considering explicitly energy consumption as a rate limiting resource is particularly important for molecular evolution studies that study translation via its biophysical modelling.
Another central challenge in the field is related to studying/modelling translation dynamics not under the assumption of steady state. While there are some theoretical papers that aimed at studying the dynamics of the translation models (199) (200) (201) , currently there are no translation modelling studies that are based on biological data which focus on questions related to the dynamics of translation. The studies overviewed in this review focused on reporting steady state estimations related to the translation process. The assumptions in all these cases are that the number of translation factors, mRNAs, ribosomes, etc, are close to constant (small fluctuations around steady state), the mRNA life times are much longer than their translation times, and translation is studied not during the cell cycle or major changes in the system (e.g. G0--cell cycle arrest), etc. Thus, typical values of variables such as translation rates, initiation rates, and the number of ribosomes can be estimated and studied.
Little attention has been dedicated in the literature to study the processes beyond steady-state. For example, during transition from one state to the other of cellcycle/cell division/cell growth we expect to observe significant absolute/relative changes in the levels of translation factors such as tRNAs, elongation factors, initiation factors, number of ribosomes, number of mRNAs and more (5, 167, (202) (203) (204) . Thus, if we study the translation dynamics during the cell cycle it does not make sense to assume steady state and compute single typical values for each of the state variables during the entire cell cycle. Currently the main bottleneck related to the study of translation dynamics via computational biophysical models not during steady state is the data--there are no high resolution measurements of variables (e.g. tRNA levels, number of ribosomes, Ribo-Seq, mRNA levels, etc.) during different states of the cell, such as at different cell cycle steps, that enable inferring the relevant model parameters. In addition, it is important to remember that the data available today related to translation measurements (e.g. Ribo-Seq) is an average over many cells/mRNAs; accurate measurements of translation in real time (205) (206) (207) or single cell/single transcript measurements of translation should contribute towards the accurate modelling of translation dynamics without the steady state assumption.
