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Abstract
We propose and study an evolutionary minority game (EMG) in which the agents are allowed to
choose among three possible options. Unlike the original EMG where the agents either win or lose
one unit of wealth, the present model assigns one unit of wealth to the winners in the least popular
option, deducts one unit from the losers in the most popular option, and awards R (−1 < R < 1)
units for those in the third option. Decisions are made based on the information in the most
recent outcomes and on the characteristic probabilities of an agent to follow the predictions based
on recent outcomes. Depending on R, the population shows a transition from self-segregation in
difficult situations (R < Rc) in which the agents tend to follow extreme action to cautious or less
decisive action for R > Rc, where Rc(N) is a critical value for optimal performance of the system
that drops to zero as the number of agents N increases.
PACS numbers: 02.50.Le, 05.65.+b, 89.90.+n, 05.40.-a
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I. INTRODUCTION
Agent-based models of complex adaptive systems [1] have recently attracted much at-
tention among scientists in different research areas [2, 3, 4]. Typically, these models consist
of a competing population in which agents decide based on some global information. The
information is, in turn, the result of the collective behavior of the population. An outstand-
ing example of an agent-based model is that of the Minority Game (MG), which is a binary
version of Arthur’s bar attendance problem [5], proposed by Challet and Zhang [6]. In the
MG, agents compete to be in a minority group and make decisions based on information
generated by the actions of the agents in previous rounds without direct interaction among
the agents. The population show interesting cooperative actions [7, 8, 9, 10]. The MG
forms the basis of many interesting agent-based models in recent years [11], and many of
its variations were proposed in connection to possible applications in areas such as complex
systems and econophysics [3]. These variations differ from the original MG mainly in the
way in which the adaptive ability of the agents is introduced into the models.
In the Evolutionary Minority Game (EMG) proposed by Johnson et al. [12, 13, 14, 15, 16],
an odd number N of agents decide to choose one of two options, 0 or 1, at each time step.
The agents who are in the minority (majority) group win (lose) and are awarded (deducted)
one point. Every agent holds the same dynamical strategy of simply following the most
recent trend, together with two individual parameters, namely a score and a probability p
(0 ≤ p ≤ 1). The probability p is the chance that an agent decides to follow the strategy’s
prediction and 1−p is the chance that the agent decides to act opposite to the current trend.
The p-value of an agent is allowed to change, if the agent does not perform well. If the score
of an agent drops below a threshold d (d ≤ 0), the agent replaces his p-value by a new value
randomly taken within a range r of the original p-value and his score is reset to zero. The
most interesting feature in EMG is that agents who behave in an extreme way (i.e., using
p ≈ 0 and p ≈ 1) perform better than the cautious ones (i.e., using p ≈ 0.5) [12, 13]. This
in turn leads to a self-segregation of the population in the sense that the distribution of
p-values tends to peak at p ≈ 0 and p ≈ 1. Hod and Nakar [17] studied a modified version
of EMG with a biased payoff function, i.e., the points awarded to winners and deducted
from losers are different. The authors found that self segregation occurs only if the ratio
R of the point awarded to the point deducted is greater or equal to unity. For R < 1, i.e.,
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corresponding to difficult situations in which winning in a turn cannot compensate losing
in another turn, the distribution of p-values shows the feature of clustering by which agents
tend to be more cautious or less decisive and take on p-values around 0.5.
Motivated by real-life scenarios in which there may be more than one winning decisions
with different payoffs and by the different behavior of the modified EMG [17] for R ≥ 1
and R < 1, we propose and study a generalized version of EMG with three possible options.
The agents in the most (least) popular option are deducted (awarded) one point, while the
agents in the third option are awarded R points, where R may be positive or negative with
|R| < 1. Each agent has the probabilities (p1, p2, p3 = 1−p1−p2) to follow the prediction of
the most current trend of the outcomes. It is found that a transition from self-segregation
in the distribution of p-values to cautious behavior occurs as R changes. At some critical
value Rc, the system performs optimally. The plan of the paper is as follows. In Section
II, the three-option EMG is defined. We present and discuss results of detailed numerical
simulations in Section III. Results are summarized in Section IV.
II. THREE-OPTION EMG
The present model represents a generalization of the original EMG [12] from two options
to three options. Our model is motivated by situations in which there may be more than
one winning or losing options. Many agent-based models were proposed, for example, with
possible applications related to the features observed in financial markets [3]. Taking the
financial market as an example, agents may have many choices on whether to invest on
the stock market, the money market, bonds, derivatives, etc., depending on the availability
of funds, the level of risk that one may want to handle, and the agent’s confidence level.
Usually a market of higher risk also brings a higher earning if the correct investment is made.
Within a chosen market, there are good investments and bad investments. Thus there may
be several good decisions among the various markets at the same time. A similar situation
also happens when one decides on the options for pension fund investments, for which choices
such as growth, balanced, and stable funds are available. On the more entertaining side,
betting on horse racing also provides choices of different levels of risk through different
betting pools like win, place, quinella (i.e., betting on the first and second places not in
order), etc. All these situations involve the choice of several options, with a different payoff
for each option.
To include multiple options into EMG, we consider a number N of agents where N is
not a multiple of 3. Each agent chooses among three options, say, 1,2 and 3, at each time
step. The agents in the side with the least (most) number of agents, i.e., in the minority
(majority) side, win (lose) and are awarded (deducted) one point, while the agents in the
third option with intermediate number of agents get R point, where R may be negative or
positive and |R| < 1. The outcome in increasing number of agents, i.e., increasing popularity,
choosing the three options (Ω1(t),Ω2(t),Ω3(t)) at the time step t forms the publicly known
information of the game. For example, the outcome (3, 1, 2) implies that option 3 (2) is the
least (most) popular option. Every agent uses the set of outcomes of the most recent m time
steps, µ(t) = {(Ω1(t−m+1),Ω2(t−m+1),Ω3(t−m+1)), · · · , (Ω1(t−1),Ω2(t−1),Ω3(t−1))},
as the information to predict the current trend. For given m, there are a total of 3m × 2m
different µ(t). The agents are also provided with a strategy that corresponds to the outcomes
of the most recent occurrences of each of the 3m×2m possible µ, as in the original EMG [12].
This strategy gives the most recent trend, i.e., what happened in terms of popularity among
the three options the last time that a particular µ occurred. The strategy is dynamical in
the sense that it changes as the game proceeds.
At any time step of the game, each agent carries his own set of probabilities (p1, p2, p3 =
1 − (p1 + p2)), with 0 ≤ p1 ≤ 1, 0 ≤ p2 ≤ 1, and 0 ≤ (p1 + p2) ≤ 1. Given the most
recent m outcomes, i.e., for given µ(t), an agent has the probability p1 (p3) to choose the
predicted least (most) popular option as suggested by the strategy, and probability p2 to
follow the prediction on the intermediate option. Initially, the p-value of each agent is
assigned randomly, and the score is set to zero. As the game proceeds, the performance is
registered in the score of the agents. If an agent’s score falls below a certain threshold value
d (d ≤ 0), he is allowed to replace his p-values by new values of p1 and p2 within a range r
centered at the current values p1 and p2, and his score is reset to zero. Since p3 = 1−p1−p2,
it is sufficient to work in the p1-p2 space. A reflective boundary condition [12] is imposed
in the (p1, p2)-space to ensure that the requirements 0 ≤ pi ≤ 1 (i = 1, 2, 3) are satisfied.
Therefore, evolution comes in by allowing agents to modify their p-values. The present
model is different from an earlier version of multiple-choice EMG proposed by Metzler and
Horn [18] in that we allow for possibly more than one winning options. The model is also
different from the previously proposed multiple-choice MG [19, 20] in that the second least
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popular option may also be a winning choice and adaptability is introduced through the
p-values instead of different strategies assigned to the agents.
III. RESULTS
Extensive numerical simulations have been carried out to study the p-value distribution
P (p1, p2) in the population. Consider a system with N = 1001 agents, m = 3, r = 0.2 and
d = −4. Figure 1 shows typical P (p1, p2) on a grey-scale 2D plot projected on to the p1-p2
plane for three different values of R (R=-0.5, 0.043, 0.5). Results are obtained by averaging
over 10 independent runs for each value of R, with an initially uniform distribution. In each
run, the distribution is obtained in a time window of 105 time steps, after transient behavior
dies off. In constructing P (p1, p2), the p1-axis and p2-axis are each divided into 25 divisions,
i.e., each division corresponds to 0.04. The distribution P (p1, p2) is normalized so that
∫ ∫
P (p1, p2)dp1dp2 = 1. The distribution P (p1, p2) for R=-0.5 is rather flat, implying that
there is no advantage in having any specific set of (p1, p2, p3) over others. As R increases, the
number of agents taking on extreme actions ((p1, p2, p3) ≈(1,0,0) or (0,1,0) or (0,0,1)), i.e.,
persistently making a certain choice, increases, and there exists a small range of R in which
P (p1, p2) ≈ 0 for intermediate values of (p1, p2) (see Fig.1(b)). The distribution P (p1, p2) is
nearly symmetric about (p1 ≈ 0.3, p2 ≈ 0.3) with peaks around (p1, p2)=(0,1),(1,0) and (0,0).
This behavior is analogous to the segregation of agents into extreme actions in the original
EMG [12, 13, 14, 15]. The result implies that in order to flourish in such a population in
difficult situations (R < 0), an agent should behave in an extreme way. This segregation
behavior leads to an enhancement in the performance of the population as a whole in that
the number of agents in the least popular option takes on a value approaching the limit
N/3, as allowed by the definition of the winning minority side. Although results are shown
only for the case of m = 3 and d = −4, the steady state distribution P (p1, p2) does not
depend sensitively on m and d, and the initial distribution. When R is further increased (see
Fig.1(c)), the game allows for more winners than losers. In this case, the agents become less
decisive or cautious. The distribution shows a peak at about (p1 ≈ 0.36, p2 ≈ 0.28), implying
that the strategy’s prediction of the winning option will be too crowded to win. It should be
noted that the steady state distribution in this case is dependent on the initial distribution.
It is analogous to the freezing phenomena in the original EMG when the resource level is
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high [16]. Here R plays the role of a resource level in that a positive R implies a majority of
agents will earn a reward per turn. The lifespan L(p1, p2), defined as the average duration
for an agent holding (p1, p2) between modifications of p-values, shows similar behavior as
the distribution P (p1, p2).
The performance of the system can be related to the average number of agents in each
option and the fluctuations (variance) in the number of agents making a particular choice
over time. Figure 2 shows the average number of agents (right axis) in the most (least)
popular option and the third option and the variance σ2/N in the number of agents (left
axis) for different values of R (m=3, d=-2 and r=0.2), respectively. The average number
of agents in each option takes on values close to N/3, with the winning option determined
by a margin of about 10 agents. For R < 0, i.e., when there are more losers than winners,
the number of agents in each option is insensitive to R. As R increases to the vicinity
of R ≈ 0, the average number of agents in the least (most) popular option also reaches a
maximum (minimum) at some value Rc with Rc ≈ 0, signifying an enhanced performance
of the system. Interesting, the number of agents in the third (intermediate) option remains
flat and close to N/3 over a wide range of R. As R is further increased (0 < R < 1),
more agents choose to follow the strategy’s prediction on the least popular option and the
predicted option becomes the most popular and hence too crowded to win. As a result,
fewer agents choose the least popular (winning) option.
The dependence of the variance σ2/N on R, for each of the options, is non-monotonic
and shows a corresponding drop and reaches a minimum at R ≈ Rc. A smaller fluctuation
implies a higher number of winners per turn, and hence better performance as a whole. The
results imply an optimum cooperation in the population. For R > Rc, the variance increases
with R. For comparison, the dashed line gives the the variance σ2rand/N for random decisions
in a multiple-choice game which is given by
σ2rand
N
=
1
N
N∑
m=0
qN−m(1− q)mCmN ((N −m)−Nq)
2 (1)
where q is the probability of taking a side. For three three-option case, q = 1/3, and
σ2rand/N = 2/9. It should be noted that the variance σ
2/N for all the values of R studied is
smaller than σ2rand/N , implying that the agents are actually benefitted from the evolutionary
nature of the game. Thus, Rc signifies an optimal reward (resource) of the system in that
at R = Rc, a maximum fraction of the total possible reward per turn, e.g., (N − 2)/3− (1−
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R)(1 + (N − 2)/3) for N = 1001, is actually awarded to the agents.
To look closer into the change in the agents’ behavior for different values of R, it is
convenient to study the separation in the p-values among the agents in the population. We
define an averaged separation S by
S =
2
N(N − 1)T
T∑
t=1
N∑
i,j=1
∑
α=1,2,3
[pα(i)− pα(j)]
2, (2)
where T is the time window for taking the average. The separation S is thus a mean over the
difference squared of the p-values of the agents. Segregation in p-values among the agents
corresponds to a larger value of S. Figure 3 shows the average separation S for different
population sizes N=1001, 500, 200 and 101 (m = 3, r = 0.2, d = −4). For negative R, the
fraction of agents taking extreme action is small, so the average reduced distance is small.
As R increases, more agents show extreme behavior, resulting in a rapid increase in S with a
maximum near R = Rc. The peak in S becomes narrower as the system size becomes larger.
For R > Rc, the separation S drops quite rapidly and attains a value smaller than that of
R < 0. The results in Fig.3 indicate that we may identify the value of Rc(N) as the value
of R at which the separation S attains a maximum. The resulting Rc(N) (inset of Fig.3)
shows that Rc drops monotonically with N to a value of Rc ≈ 0.04 for N = 1001. The trend
of the results proposes that Rc may approach the value of 0 as N is further increased.
IV. SUMMARY
We have proposed and studied a three-option evolutionary minority game with different
payoffs to the agents in each of the options. Our model is a generalization of the original
two-option EMG. Interesting behavior, including self-segregation into extreme groups and
non-decisiveness, are found, depending on the payoff to the third option (besides the minority
and majority options). In difficult situations (R < Rc), segregation occurs and the agents
prefer to take extreme action ((p1, p2, p3) ≈ (1,0,0) or (0,1,0) or (0,0,1)). For R > Rc, the
p-values of the agents tend to cluster at a common location. Detailed analysis on the average
number of agents taking each option and the corresponding variance revealed an optimal
performance of the system at some value Rc. Studies on systems of different sizes showed
that Rc drop nearly to zero as the number of agents N in the system increases. A negative
and positive value of R correspond to very different situations in that for R < 0 there is a
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majority of losers in the population, while for R > 0 the system allows for a majority of
winners.
Acknowledgments
This work was supported in part by the Research Grants Council of the Hong Kong SAR
Government through the grant CUHK 4241/01P.
[1] See, for example, J. H. Holland, Emergence: From Chaos to Order (Addison-Wesley, Reading,
MA, 1998).
[2] A. Soulier and T. Haplin-Healy, Phys. Rev. Lett. 90, 258103 (2003).
[3] N. F. Johnson, P. Jefferies and P. M. Hui, Financial Market Complexity (Oxford University
Press, Oxford 2003).
[4] N. F. Johnson and P. M. Hui, cond-mat/0306516.
[5] W. B. Arthur, Science 284, 107 (1999).
[6] D. Challet and Y. C. Zhang, Physica A 246, 407 (1997); Physica A 256, 514 (1997); Physica
A 269, 30 (1999).
[7] R. Savit, R. Manuca, and R. Riolo, Phys. Rev. Lett. 82, 2003 (1999).
[8] N. F. Johnson, M. Hart, and P. M. Hui, Physica A 269, 1 (1999).
[9] M. Hart, P. Jefferies, P. M. Hui, and N. F. Johnson, Eur. Phys. J. B 20, 547 (2001).
[10] D. Challet and M. Marsili, Phys. Rev. E 62, 1862 (2000).
[11] For a collection of papers and preprints on the minority game, see the web site
http://www.unifr.ch/econophysics.
[12] N. F. Johnson, P. M. Hui, R. Jonson, and T. S. Lo, Phys. Rev. Lett. 82, 3360 (1999).
[13] T. S. Lo, P. M. Hui, and N. F. Johnson, Phys. Rev. E 62, 4393 (2000).
[14] P. M. Hui, T. S. Lo, and N. F. Johnson, Physica A 288, 451 (2000).
[15] T. S. Lo, S. W. Lim, P. M. Hui, and N. F. Johnson, Physica A 287, 313 (2000).
[16] N. F. Johnson, D. J. T. Leonard, P. M. Hui, and T.S. Lo, Physica A 283, 568 (2000).
[17] S. Hod and E. Nakar, Phys. Rev. Lett.88, 238702 (2002)
[18] R. Metzler and C. Horn, Physica A 329, 484 (2003).
8
[19] R. D’Hulst and G. J. Rodgers, adap-org/9904003.
[20] F. K. Chow and H. F. Chau, Physica A 319, 601 (2003); see also cond-mat/0210608.
9
FIGURE CAPTIONS
Figure 1. The distribution P (p1, p2) of the p-values among the agents in a system of N =
1001 with r = 0.2, m = 3, d = −4 for (a) R = −0.5, (b) 0.043, and (c) 0.5, projected on to
the p1-p2 plane. The grey-scale indicates the value of P (p1, p2).
Figure 2. The average number of agents (right axis) taking the three options (different
symbols) and the corresponding variances σ2/N (left axis) for different values of R. Other
parameters are m=3, d=-2 and r=0.2. The lines are guide to eye. The dashed line gives the
variance in Eq.(1) corresponding to random decisions.
Figure 3. The average separation of probabilities S among the agents for different number
of agents N=1001, 500, 200 and 101 in the system. Other parameters are m = 3, r = 0.2,
d = −4. The separation S shows a maximum at Rc(N). The inset shows the dependence of
Rc on N .
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