Distributed real-time and embedded (DRE) systems designed using component-based software processes must be properly deployed (i.e., the placement of components on hosts) and configured (i.e., the setting of component properties) to realize an operational system that meets its functional and quality-of-service (QoS) needs. Different deployments and configurations (D&Cs) often impact systemic QoS concerns, such as end-to-end response time. Traditional techniques for understanding systemic QoS rely on complex analytical and simulation models, however, such techniques provide performance assurance at design-time only. Moveover, they do not take into account the complete operating environment, which greatly influences systemic performance.
Introduction
Challenges of developing component-based systems. Component-based technologies are raising the level of abstraction so software system developers of distributed realtime and embedded (DRE) systems can focus more on the application's "business-logic". Moreover, componentbased technologies are separating many concerns, such as deployment (i.e., placement of component on host) and configuration (i.e., setting of component properties) [2] , management of the application's lifecycle [3] , and management of execution environment's quality-of-service (QoS) policies [3, 12] , of the application. The result of separating the concerns is the ability to fully address each concern independently of the application's "business-logic" (i.e., its implementation). The technologies that are making this possible include, but are not limited to: CORBA Component Model (CCM), J2EE, and Microsoft.NET.
Although component-based technologies are separating many concerns of DRE system development, realizing systemic (system wide) QoS properties, which is a key characteristic of DRE systems, is being pushed into the realized systems deployment and configuration (D&C) [2] solution space. For example, it is hard for DRE system developers to fully understand systemic QoS properties, such as end-toend response time of system execution paths until the system has been properly deployed and configured in its target environment. Only then would a DRE system developer determine whether different components designed to collaborate with each other may perform better when located on different hosts compared to collocating on the same host, which in turn might give rise to unforeseen software contentions, such as waiting for a thread to handle an event, or event/lock synchronization, or many known software design anti-patterns [13] .
Outside of brute force trial and error, traditional techniques, such as complex analytical and mathematical models [6, 9, 15] , can be used to locate candidate D&Cs that meet the required systemic QoS properties. Although such techniques can locate candidate D&Cs, they provide designtime assurance and do not take into account the complete operating environment. Moreover, using these techniques are beyond the knowledge domain of component-based system developers. Component-based DRE system developers, therefore, need simpler techniques that are intuitive and easier to use that can provide assistance in understanding systemic QoS properties in relation to the realized system's D&C.
Solution Approach → Use baseline profiles to understand the deployment solution space. Each individual component in a component-based DRE system has a baseline profile that captures its performance properties when deployed in isolation to other components. As components are collocated (i.e., placed on the same host) with other components, their actual performance may deviate from its baseline performance profile due to unforeseen software contentions. Ideally, to improve systemic QoS properties for a component-based system, system developers should evaluate each individual component's performance against its baseline profile. This will allow them to understand if a component is performing as expected. Moreover, it will allow them to pinpoint possible problems and recommend new deployments that could possibly improve systemic QoS properties.
This paper describes our solution approach for understanding systemic QoS properties, such as end-to-end response time of system execution paths, in relation to the deployment solution space of component-based DRE systems. Our solution uses baseline profiles for each component, which are obtained by instrumenting and profiling the component in a controlled environment. We then execute a deployment of the system in the target environment and compare its performance against the baseline profile. Finally, based on the percentage error between the current test and the baseline profile, and the history of previous deployments, we recommend a new deployment for experimentation that will either improve/degrade system QoS properties. Our solution is designed so that developers not only converge towards a D&C that ensures systemic QoS properties, but allows system developers to get a better understanding of how different deployments influence systemic QoS properties.
Paper Organization. The remainder of this paper is organized as follows: Section 2 introduces a case study to highlight challenges of software contention; Section 3 discusses our technique for understanding the deployment solution space; Section 4 discusses results of applying our technique to our case study; Section 5 presents related work; and Section 6 provides concluding remarks and future research.
Manifestation of Software Contention: A Case Study Perspective
In this section we use a representative case study from the shipboard computing environment domain to highlight how different deployment and configurations can introduce different software contention problems that impact systemic QoS properties.
The SLICE Shipboard Computing Scenario
The SLICE scenario is a representative example of a shipboard computing environment application. We have used this example in prior work in multiple studies, such as the evaluation of system execution modeling tools [5] and the formal verification [4] . In this paper we use it to highlight software contention issues arising out of different deployment and configurations. We briefly reiterate its description here. The SLICE scenario, which is illustrated in Figure 1 , consists of 7 different component implementations, i.e., the rectangular objects): SenMain, SenSec, PlanOne, PlanTwo, Config, EffMain, and EffSec. The directed lines between the components represent connections for inter-component communication, such as input/output events. The components in the SLICE scenario are deployed across 3 computing nodes and SenMain and EffMain are deployed on separate nodes to reflect the placement of physical equipment in the production shipboard environment. Finally, events that propagate along the path marked by the dashed (red) lines in Figure 1 represent an execution path that must have optimal performance.
Software Contention in the SLICE Scenario
We define software contentions as the deviation of performance as a result of the system's implementation-also characterized as performance anti-patterns [13] . In many cases software contention does not have noticeable affect on hardware utilization. For example, it is possible to achieve high end-to-end response time and low CPU utilization if different portions of the software components (e.g., threads of execution) unnecessarily hold mutexes that prevent other portions of the software (or components) from executing. The (software) component holding the mutex, however, may not be executing on the CPU but be involved in other activities, such as sending data across the network. Likewise, it is possible to achieve high response time if too many components are sending event requests to a single port of another component [10] , which increases the queuing time for handling events. Figure 2 illustrates the results from prior work [5] that used brute force ad-hoc techiques to improve critical path end-to-end response time for the SLICE scenario. As shown in Figure 2 , each test respresents a different deployment and each deployment yields a different critical path end-to-end response time. For example, tests 10 and 11 have a critical path end-to-end response time difference of ∼ 30 msec. We believe this is due to unforeseen software contention resulting from collocating components that were designed and implemented in isolation to other components. The remainder of this paper, therefore, details how we use baseline profiles to understand the deployment solution space and improve systemic QoS performance due to unforeseen software contentions using the SLICE scenario as an example case study.
Using Baseline Profiles to Understand the Deployment Solution Space
This section discusses our technique for using baseline profiles to explore and understand the deployment solution space of component-based DRE systems.
Representing Deployment Solution Space as a Graph
After system composition, a component-based system becomes operational after its deployment and configuration in the target environment. There are, however, many ways to deploy a component-based systems, such as the SLICE scenario in Section 2. For example, Table 1 shows two unique deployments for the SLICE scenario where both differ by the placement of one component; the SenMain component on either Host1 or Host2. When we consider all the unique deployments in the deployment solution space for a component-based systems, it is possible to represent such a space as a graph G = (D, E) where:
• D a set of vertices d ∈ D in graph G that represents a unique deployment d in the deployment solution space D. For example, deploying SenMain then SenSec on a single host H i is the same as deploying SenSec then SenMain on the H i . This is different from traditional bin packing, which is based on permutations [1] . • E is a set of edges e ∈ E where e i,j is an edge between two unique deployments i, j ∈ D. Each edge e signifies moving a single component from one host to another host in the system.
is the set of components deployed on host h in system H for deployment i, then a unique deployment is defined as: The resultant graph G, as shown in Figure 3 , allows us to create a visual representation of the deployment solution space. The visualization, however, has no concrete meaning from the QoS perspective because developers cannot understand how one deployment differs from another deployment except for the unique combination of components on host. We address this problem by assigning a value to each edge e in graph G using Equation 2,
which gives rise to a directed graph G . Figure 4 illustrates G where δ represents some difference of performance in a single QoS dimension, such as end-to-end response time or system throughput. QoS, however, is known to comprise a N -dimensional space [11] , and G shown in Figure 4 is the deployment solution space for a single dimension of QoS, i.e., visualized on a single plane. When we consider N dimensions of QoS, we create an N -planar graph G . Figure 5 illustrates G where each plane represents a single QoS dimension. The value of each edge between unique deployments in different planes, i.e., QoS dimensions, forms a N -tuple vector (δ 1 , 
When also considering the N -planer graph of the N QoS dimension solution space, an edge between the same deployment for each QoS dimension is governed by Axiom 1. This results in a N -tuple vector equal to zero and is, therefore, ignored. Axiom 1. The value of an edge between the same unique deployment in different planes is zero.
Due to the complexity of the N -dimensional QoS solution space in relation to component-based system deployment, we focus on evaluating QoS in a single dimension in this paper. We, therefore, narrow our focus to a 1-planar directed graph (Figure 4 ), which drastically reduces our solution space. The following section details how we can search this solution space to understand and locate deployments to improve systemic QoS properties along a single dimension.
Using Baseline Profiles to Search Deployment Solution Space
Each component in the component-based system produces a baseline profile that details its optimal performance. Such performance is realized when the component is deployed into a controlled and isolated environment, i.e., no interference from other components in the system. As a component is collocated with other component, its performance will begin to deviate from its baseline performance. This is due to both software and hardware contentions.
Hardware contentions can be resolved using traditional analysis techniques, such as queuing theory [9] , because they have more deterministic properties, such as service rate/time, that can be captured in a mathematical model. Software contentions, however, require execution in the target environment to fully locate and understand because it is hard to capture such problems using a model.
In Section 3.1, we discussed how the deployment solution space in a single QoS dimension could be represented as a directed graph G . Each directed edge e ∈ G represents the difference in QoS performance between two unique deployments. When trying to locate candidate D&Cs that meet a specific QoS performance, or improve systemic QoS performance, it is ideal to locate deployments that yield performance metrics for each individual component that are close to their baseline. The problem becomes hard when all components and their interactions must be taken into account all at once.
We, therefore, use the percentage error (Equation 3) between observed and baseline performance of a component and deployment history to search the deployment solution space. We do not use the absolute value in the numerator when calculating the percentage error because the positive/negative sign signifies if QoS improved/worsened. Algorithm 1 lists our algorithm for locating a new deployment after labeling the current edge with the percentage difference in QoS between the previous deployment and the current deployment.
If the current deployment has improved QoS performance in a single dimension, such as end-to-end response time, we use Algorithm 1 to locate a new deployment and continuing improving QoS. As listed in Algorithm 1, given the current graph of the D&C solution space, hosts and components in the system, and baseline and observed performance, we find the component with the max percentage error (Line 8). We then determine if we can relocate the component based on its history (Line 11), such as how often has it been relocated to a new host or how has it performed in previous tests on a given host with other components. If we can relocate the component i, we find a candidate host h to relocate the component to (Line 14).
hist and candidate in Algorithm 1 are placeholders for a domain-specific function that understands how to evaluate the history of the tests and locate a candidate host based on the previous and current test, respectively. Moreover, the hist and candidate functions are used to prevent a greedy approach to frequently selecting the same component and G: current graph of D&C solution space 3:
v: current location in graph G 4:
C: set of components in system 5:
H: set of hosts in system 6:
O: set of current observed performance for C 7:
B: set of baseline performance for C 8:
while ∆ = ∅ do 10: return NULL 30: end procedure host, respectively, as target for relocation-which we call deployment thrashing-and exhaustively searching the solution space 1 .
If the new deployment is unique in G (Line 17) and does not create a cycle, then we add it to the graph and return the new deployment (Line 19). Lastly, we execute the new deployment and repeat the location process for the new deployment. In the case that the current deployment does not improve the desired QoS, we backtrack to the previous deployment from the current deployment (vertex) and repeat the location process, i.e, Algorithm 1. We stop once we backtrack to the initial deployment and cannot locate a candidate component to reassign to a new host. This simple algorithm allows us-and in turn-developers to both understand the deployment solution space and locate solutions that meet QoS expectations. search algorithm discussed in Section 3.
Experiment Design
The SLICE scenario introduced in Section 2.1 consists of 7 different component instances that must be deployed across 3 different hosts. Unlike any previous work that used the SLICE scenario [5] , we do not place any constraints on how the components must be deployed onto their hosts. Instead, we are interested in locating deployments that yield better average end-to-end execution time for SLICE scenario's critical path-irrespective of the 350 msec deadline-based on Algorithm 1 discussed in Section 3.2.
The hist and candidate functions of Algorithm 1 are placeholders for domain-specific functions, i.e, functions that can better analyze the target domain and execution environment. Accordingly, we defined our history function for an individual component (Equation 4 ) and a set of components (Equation 5) as the percentage of times a component has been moved throughout the entire testing process.
As shown later, this ensures that we do not constantly select the same component with the worst percentage error between unique deployments, and select components that may not have the worst percentage error in a test because it may not have been previously moved. The candidate function for selection is expressed in Equation 6 ,
where ∆ v h is the set of percentage error for components deployed on host h ∈ H in deployment v, and identifies the host that contains the set of components with the least average percentage error from their baseline performance. This is conceptually similar to load balancing. [5] , which is a system execution modeling tool for component-based system. CUTS enables developers to rapidly construct high-level behavior models of a system using domain-specific modeling languages [7] and generate emulation code that can be executed and monitored in the target environment. For the target execution environment, we used ISISLab (www.isislab.vanderbilt.edu) at Vanderbilt University, which is a cluster of computers managed and powered by Emulab [16] software. Table 2 lists the specifications of the three hosts we used in ISISLab for our experiments. We used the three ISISLab hosts to measure baseline performance of each component on each host in an isolated and controlled environment. This is necessary because each component's baseline performance is needed for Algorithm 1 in Section 3.2. Table 3 lists the baseline metrics for each component by their input port (e.g., event sink) and output port (e.g., event source). We consolidated the baseline performances for each component on each host because they were equal.
Experiment Results
Interpreting the performance results. There are 7 3 = 343 unique deployments in the SLICE scenario. Table 4 lists the results for testing 17 unique deployments out of the 343-5% of the total unique deployments-for the SLICE scenario. The 17 unique deployments were derived using the search algorithm presented in Section 3.2 and Equations 4, 5, and 6. Out of the 17 unique deployments, we located 6 deployments (i.e., tests 2, 4, 7, 15, 16, and 17) that improved the critical paths end-to-end execution time from the initial deployment.
The number of unique deployments in the SLICE scenario has never been exhaustively tested. We, however, can estimate how good a deployment is by summing the baseline performance for all the components in an execution path-assuming network and queuing performance is negligible since they represent another dimension of QoS-and comparing it against its observed performance. This summation represents the optimal performance for an execution path given there is no contention and and network and queuing overhead.
The sum of the component's performance in the critical path for the SLICE scenario (see Section 2.1) is 155 msec. This is derived by summing the baseline performances for all the components in the critical path, which is given in Table 3 . Test 4, 7, 15, 16, and 17 were the closest test to the optimal baseline end-to-end response time, i.e., < 16% deviation, with test 17 being the closest, i.e., a 12% deviation. We also observed that for all 17 tests, the best end-toend response time performance for the critical path was 169 msec (not present in Table 4 ). Even when all components were deployed onto the same hosts, such as in test 17, the end-to-end response time was greater than the optimal. This is, therefore, evidence of some form of software contention because the event generation rate for the SLICE scenario, i.e, 1 second, is not high enough to produce a workload that causes over-utilization of resources, such as the CPU.
Understanding host selection. Table 4 shows that a majority of the unique deployments did not utilize Host 2. This is attributed to Host 2 always having the worst average percentage error for each test, even when components were deployed in the solution. We did observe similar performance results in our baseline test, however, our technique tries to create deployments where components perform optimally (i.e., close to their baseline) when collocated with other components. Moreover, our candidate function (Equation 6) was defined the avoid hosts that had components with a high percentage error from their baseline performance. We, therefore, did not investigate this anomaly and interpreted such results as recognizing and avoiding "bad" hosts that could potential worsen QoS performance.
Interpreting the search graph. Figure 6 is the partial graph, or ordered tree, for the tests presented in Table 4 . It illustrates the search process of Algorithm 1 using Equations 4, 5, and 6 for their corresponding placeholders in Algorithm 1. As illustrated in Figure 6 , we first started with a random deployment of the SLICE scenario. The second test improves end-to-end response time for the critical path, however, the third test does not improve end-to-end response time. We, therefore, backtracked to the second test and selected a new component to relocate to a different host. This resulted in deriving test 4, which improved end-to-end response time for the critical path. Test 7 had an end-to-end response time close to test 4 (i.e., 0.11% difference), but it was not accepted since it did not improve end-to-end response time. It is, however, possible to use a standard error to determine the probability of accepting QoS performances that are close in value. We, therefore, can conclude that our algorithm can be parameterized with domain-specific functions to logically search the deployment solution space for a componentbased system, and locate deployments that will improve QoS in a single dimension, such as average end-to-end response time, based on component baseline profiles.
Related Work
Traditional analytical techniques, such as rate monotonic analysis [14] , queuing networks [15] , and queuing petri nets [6] , have been used to predict the performance of DRE systems. Such techniques enable system developers to predict performance at design time, however, they require in depth knowledge of the system architecture. Moreover, these techniques do not completely take into account the target operating environment, unless such a model exists and has been verified. Our technique differs from traditional analytical techniques because we evaluate a deployment by executing it in the target environment. We, therefore, are able to take into account the entire operating environment irrespective of system developers having any knowledge of its properties. We also believe that such analytical techniques can be integrated with our approach to analyze candidate deployments before executing them in the target environment to reduce search complexity and false positives.
Diaconescu et al. [3] discusses a framework and technique for improving the performance of component-based system by selecting implementations that are more suitable for a given execution context. Their technique involves "training" an adaptation module, locating performance anomalies in deployed applications, and select implementations that will address the anomaly and improve performance. Our technique is similar in that we use baseline profiles, which can be viewed as "training" to understand component performance. Our approach differs in that we do not focus on run-time adaption to improve performance. Instead, we are focus on locating a collection of unique deployments at design-time that will improve QoS performance, such as end-to-end response time.
Memon et al. [8] discuss a framework and customizable technique for providing continuous quality assurance for applications with a large configuration space. Their technique randomly tests different solutions in the configuration space and when a valid configuration, i.e., one that meets their goal, is found, other configurations related to the good configuration is tested. Our approach is similar to their approach in that our search functions are customizable. Our approach differs in that we do not permutate all possible unique deployments and randomly test until we find a valid deployment. Instead, we start with a random deployment and base subsequent searches on the observations of the current test. Moreover, we base our search criteria on a component's percentage error from its baseline performance instead of testing by solely moving a component to a new host.
Concluding Remarks
Bad deployment choices for a component-based system can have dire effects on systemic QoS properties, such as end-to-end response time. In this paper, we presented a simple technique for locating deployments to improve system QoS along a single dimension of QoS. Our technique uses baseline profiles to calculate the percentage error in a component's performance irrespective of resource utilizations. This performance metric is used in conjunction with domain-specific functions to evaluate the history of a component and locate candidate hosts for relocating individual components based on a component's percentage error and current state of testing.
This approach allows for a flexible technique for searching the deployment solution space for systems that do not suffer from high resource utilization problems. Likewise, as more is learned about the system (and domain), system developers can modify their domain-specific functions to improve search capabilities.
Lessons Learned and Future Research
Techniques for searching deployment solution space is a process that continuously evolves as more is learned about the domain. The following list, therefore, discuss the lessons learned and future research directions:
• The SLICE scenario has 343 unique deployments, however, the solution space has not been exhaustively tested. Future work, therefore, includes exhaustively testing the SLICE scenario's deployment solution space to locate the optimal deployments under various workloads, such as increased event generation rate, to strengthen the validation of our technique. • Manually searching the deployment solution space, regardless of any search algorithm used, is inefficient and error prone. Future work, therefore, includes extending CUTS to automate the process of intelligently searching the solution space. • The generalized QoS problem has a N -dimensional solution space, however, we reduced the solution space to one dimension in this paper to simplify the deployment search problem and focus on the technique. Future work, therefore, will extend our technique to include multiple dimensions of QoS.
