Abstract. In this paper, we investigate the Hölder regularity of solutions to the time fractional Schrödinger equation of order 1 < α < 2, which interpolates between the Schrödinger and wave equations. This is inspired by Hirata and Miao's work [10] which studied the fractional diffusion-wave equation. First, we give the asymptotic behavior for the oscillatory distributional kernels and their Bessel potentials by using Fourier analytic techniques. Then, the space regularity is derived by employing some results on singular Fourier multipliers. Using the asymptotic behavior for the above kernels, we prove the time regularity. Finally, we use mismatch estimates to prove the pointwise convergence to the initial data in Hölder spaces. In addition, we also prove Hölder regularity result for the Schrödinger equation.
Introduction
In this paper, we investigate the Hölder regularity of solutions to the following Cauchy problem, i α D α t u(t, x) = −∆u(t, x) + f (t, x), (t, x) ∈ R + × R n , u(0, x) = u 0 (x), ∂ t u(0, x) = u 1 (x), x ∈ R n , (
where D α t is the Caputo derivative of order 1 < α < 2, which interpolates between the Schrödinger equation (α = 1) and wave equation (α = 2).
Time fractional differential equations have recently become a topic of active research. Many of these papers study the time fractional generalization of the heat equation or the wave equation, with form D α t u(t, x) = ∆u(t, x) + f (t, x), (t, x) ∈ R + × R n , (1.2) which we will refer as 'diffusion-wave' equations. For example, the fundamental solutions of the diffusion-wave equations have been given in [19, 30] and the asymptotic expansions of the fundamental solutions have been fully developed in [1, 15] . The L p t L q x theory for time fractional evolution equations with variable coefficients has been established in [14] . Some probabilistic methods have been used in [6, 7] to study these diffusion-wave equations. Also, see [10, 21, 22] for more topics.
The time fractional Schrödinger equation has been studied in [4, 9, 18, 26, 32, 33 ], but our equation is different because they restrict the order α of the time fractional derivative to the range (0, 1). In contrast, we consider here the time fractional derivative D α t of order α ∈ (1, 2), which has not been considered in the previously mentioned papers. In addition, in our equation (1.1) , the term D α t u is multiplied by i α , which makes it different from the diffusion-wave equation (1.2) . Also, when Using the Fourier-Laplace transform, it is easy to solve the Cauchy problem (1.1) in the sense of mild solutions (see Definition 2.13 below). In this paper, we are interested in the minimal regularity required to understand (1.1) in a pointwise sense. Intuitively, all the terms in the equation make sense pointwise as long as u is C α t in time (see Definition 2.2 below) and C 2 in space. So the question becomes: what regularity should we impose on the initial data (u 0 , u 1 ) so that the mild solution is a classical solution in the sense of Definition 2.15?
To answer this question, we can first look at the endpoint cases α ∈ {1, 2}. For the wave equation (α = 2), it is well known that in order to make sure that the solution is classical (C 2 in both space and time), the initial data should belong to C
[n/2]+2 (R n ). So heuristically, the solution loses [n/2] 'derivatives'. This result can be obtained either by giving an explicit formula for the solution (see Evan's [5] or Miao's [22] ) or by investigating the order of the fundamental solution as a distribution, as in Hörmander's book [11] .
For the Schrödinger equation (α = 1), to the best of the authors' knowledge, classical solutions of this Hölder regularity has not been studied, since it is more natural from physical considerations to study this equation with L 2 based Sobolev spaces. However, we can still ask similar question for the Schrödinger equation: what is the minimal regularity can guarantee the existence of the classical solution? To answer this question, we also prove a new result for the classical Schrödinger equation (see Theorem 1.2 below).
The existence of classical solutions for the diffusion-wave equation (1.2) is proven by studying the asymptotic behavior of the fundamental solution using Fox Hfunctions, see [12, 16, 17, 28] . However, we cannot adapt this method to study (1.1) because in our case, the variable z = i −α xt −α/2 lies in a critical line | arg z| = απ 2 of the corresponding H-functions and the asymptotic behavior on this line cannot be given simply by analyzing the residues of H-functions. Instead, we will use Fourier analysis techniques to study (1.1) for α ∈ (1, 2). In contrast to the fundamental solutions for the diffusion-wave equations which have polynomial decay as |z| → ∞, we prove (see Lemma 3.1 below) that the distributional kernels for (1.1) are oscillating without decay as |z| → ∞. This motivates the study of Fourier multipliers related to (1.1) in Hölder spaces, which allow us to prove the space regularity of solutions. To obtain the time regularity, we prove some upper bounds for the Bessel potentials of the corresponding kernels to verify the exchange of limits and integrals.
Finally, we prove that the initial data is attained in a pointwise sense. As it is well known, this is easy to prove for the wave equation since the fundamental solution is compactly supported, a property also known as the finite speed of propagation. For the Schrödinger equation, finite speed of propagation is not available which complicates the proof. As a replacement, we use 'almost finite speed of propagation', also known as 'mismatch estimates' in the literature (see [13] ). For (1.1) with α ∈ (1, 2), it turns out that analogous mismatch estimates are also true, which allow us to prove that if the initial data belongs to a certain Hölder space, then solutions to (1.1) with α ∈ (1, 2) pointwise attain the initial data.
Our main results are as follows:
, then the mild solution u(t, x) defined by (2.13) is a classical solution defined in (2.15).
For equation (1.1) with α = 1, which is the Schrödinger equation, we only need to prescribe u 0 , that is
and we have the following result:
, then the mild solution defined in (5.1) is a classical solution . Remark 1.3. If we ignore the small ǫ, the Theorem 1.1 and 1.2 are sharp from the perspective of Fourier multiplier results. However, using the methods in this paper, we need a small extra ǫ to guarantee the existence of classical solution. Whether we can remove this ǫ is unclear at this moment. Remark 1.4. Although the problem in this paper is inspired by the wave equation, the methods used here cannot be applied to recover the known results for the wave equation. The main reason is that the Fourier multiplier e i|ξ| 2 α for α = 2 behaves quite differently with the multiplier 1 < α < 2. The corresponding kernel for the former has singularity at |x| = 1, whereas the singular points for the latter appears only at |x| = 0 or |x| = ∞, [25] for the details. This paper is organized as follows. Some preliminaries are given in section 2. In section 3, we derive the asymptotic behavior for the oscillatory kernel functions, and some delicate upper bounds for their Bessel potentials are obtained by using Fourier analysis methods. In subsection 4.1, we explore the Fourier multiplier properties for the oscillatory Mittag-Leffler functions and prove the space regularity in Hölder spaces. In subsection 4.2, the time regularity is proved using the estimates for the Bessel potentials of the corresponding kernels. In subsection 4.3, we prove the pointwise convergence to the initial data by using the almost finite speed propagation property for the solutions. The Schrödinger equation will be discussed in section 5.
Preliminaries
In this section, we will review some basic definitions and properties about the fractional derivatives, Mittag-Leffler functions, Holder spaces and Besov spaces and closely related Bessel potentials. Some results on singular Fourier multipliers are also included. Also we recall one version Faá di Bruno's formula which will be used in our paper later. Finally, the classical solutions and mild solutions are given using the notations introduced above.
We denote by S the Schwartz space on R n and by S ′ of temper distributions. The Fourier transform and the inverse Fourier transform are defined by
and
For a function m(ξ), we can associate it with an operator T m given by
We say that 'm(ξ) is a multiplier from X to Y ' if T m is a bounded operator from X to Y .
2.1.
Fractional derivatives and properties. In this subsection, we review some definitions and properties about fractional derivatives, see [27] . For α > 0, we denote g α (t) for
where Γ(α) is Gamma function. When α = 0, we denote g 0 (t) = δ(t). And the Riemann-Liouville fractional integral of oder α ≥ 0 is defined as follows:
. Let us use ⌈α⌉ to denote the smallest integer greater than or equal to α. Then the Riemann-Liouville fractional derivative of order α > 0 is given by
where
dt m is the classical mth derivative. Generally, the Caputo derivative of order α > 0 is given by
From the above definitions, it is obvious that we need f (t) to be C ⌈α⌉ -times differentiable to define the Caputo derivatives. Whereas, less regularity is required to define its Riemann-Liouville derivatives.
In addition, it is easy to check that the following equation is valid for smooth enough function f (t) using integration by parts,
Therefore, we can redefine the Caputo derivative using Riemann-Liouville fractional derivative according to (2.2) to lower the regularity for f (t). Applying the properties of the Laplace transform, we have
where L denotes the Laplace transform. As we can see from the above equalities, the Laplace transform for the Caputo derivative is simpler than the RiemannLiouville derivative, that is part of the reason why we choose the Caputo fractional derivatives in our paper.
To be more clear, we give the definition D α t for 1 < α < 2 in the following: Definition 2.1. Let 1 < α < 2, using (2.2) we define the fractional Caputo derivative of a function f (t) by
For the above definition, we have
Now we introduce time Hölder space which closely related to the fractional Caputo derivatives above, and it is different with the spatial Hölder spaces which will be introduced later. Definition 2.2. We use C 0 t (0, ∞) to denote the set of all the continuous and uniformly bounded functions with respect to t > 0. For 1 < α < 2, we say a function 
The most interesting properties of the Mittag-Leffler functions are associated with their Laplace transforms,
In the following, we give the asymptotic behavior of Mittag-Leffler functions.
Theorem 2.4. [8, p.64 Theorem 4.3] For 0 < α < 2, β ∈ C, m ∈ N, the following asymptotic formulas hold:
(1) For any z ∈ C, we have
In particular, when |z| ≥ 1, with | arg z| = π 2 , then we have
The next theorem deals with the derivatives of the Mittag-Leffler functions.
2.3. Hölder spaces and Besov spaces. In this subsection, we will recall the Hölder spaces and Besov spaces in R n , see [29] . Let γ = (γ 1 , · · · , γ n ) be a multi-index of non-negative integers, and |γ| = γ 1 + · · · + γ n , then denote
to denote the set of all complex-valued bounded and uniformly continuous functions on R n . When s ≥ 0 is an integer,
If s > 0 is not an integer, then we write s = [s] + {s} with [s] integer, and 0 < {s} < 1, then
In this paper, we use
for every multi-index γ there exists a positive number c γ such that 2
The inhomogeneous Besov space is given by
According to the Lemma 1 in [24] we have the following 'Young's Theorem' in Hölder spaces given as:
Bessel potentials.
In this subsection, we introduce the Bessel potentials and its operator properties acting on the Hölder space.
Definition 2.9 (See [2] ). For any θ ∈ R, the Bessel potential of order θ for a tempered distribution f is defined by
For θ > 0, the function (1 + |ξ| 2 ) −θ/2 is the Fourier transform of a integrable function G θ (x) where
From a straightforward examination of the integral (2.9), we have for some c > 0,
, as |x| → ∞, and (2.10)
The Bessel potential acts like a smoothing operator in Hölder space, in the following sense:
2.5. Singular multipliers. In this subsection, we recall some known results on singular Fourier multipliers (see [25] for more details). Let us denote by
where φ is a smooth function which vanishes in a neighborhood of the origin and equal to 1 outside a compact set. For this multiplier, we denote its kernel by
). According to [25] , we have the following property: Theorem 2.11. [25, Proposition 5.1] When a > 1 and b ∈ R, K + a,b is smooth throughout R n , and
where A, B are constants which depend on a, b and n.
It is easy to notice that K In this paper, we will use the following inhomogeneous multiplier
instead of homogeneous one |ξ| −b , and we give the following corollary.
Corollary 2.12. If we denote bỹ
. To be precise, when a > 1 and b ∈ R,K ± a,b (x) is smooth throughout R n , and
Proof. Since we can writem
is a finite measure. Therefore, the property is valid.
Let X and Y be spaces of functions or distributions on R n , and define M(X, Y ) to be the spaces of all m ∈ S ′ such that m M(X,Y ) < ∞, where
, and
, where the constant C depends only on a, s, θ and n.
2.6. Faá di Bruno's formula. Let us also recall Faá di Bruno's formula for later use. In the following lemma, we use bold symbols to distinguish multi-index integers from integers.
Lemma 2.14. [3, 2.10. Corollary] Assume that x ∈ R n and y ∈ R. Let |γ| ≥ 1,
. There holds:
12)
2.7. Classical solutions and mild solutions. In this subsection, we give the definitions of classical and mild solutions for (1.1).
(1) ∆u(t, x) defines a continuous function of x for every t > 0, (2) for every x ∈ R n , the fractional integral
is continuously differentiable with respect to t > 0, and (3) u(t, x) satisfies the equation (1.1) for every (t, x) ∈ (0, ∞) × R n and the initial conditions in (1.1) for every x ∈ R n .
Recall that E α,β (z) is the Mittag-Leffler function which is given in Definition 2.4. Define
When the initial data is sufficiently regular, we can use the Laplace and Fourier transforms to write the solution as the sum of three terms, Remark 2.17. If u 0 , u 1 ∈ S and f ∈ S for each t > 0, then the mild solution is a classical solution.
Using (2.6), as t|ξ| 2 α → ∞, we have the following results:
14)
|ξ| 2m , and (2.15)
It is obvious that S α (t, ξ), Q α (t, ξ), P α (t, ξ) are oscillating as |ξ| → ∞ for any fixed t > 0.
Remark 2.18. It is easy to check that
Asymptotic properties of the kernels
In this section, we give the asymptotics for the oscillatory kernels and its Bessel potentials for t = 1. In addition, we derive some upper bounds for the the Bessel potentials of the kernels for any t > 0.
First, we consider the case when t = 1. Recall that, for any θ ≥ 0,
2 ) dξ , and
Then we have the following lemma.
are all smooth functions throughout R n \{0} with the following asymptotic behavior as |x| → ∞,
), and (3.2)
where A and B are some constants (which may differ from line to line) which only depend on α, θ and n. They have the following asymptotic behavior as |x| → 0,
4)
In particular, define the constants
Proof. Since the proofs for the three kernels are similar, we only give the details for S α (x). Denote by Φ(ξ) a fixed smooth function that is supported in the unit ball centered at the origin. Recall that
is locally integrable, thus it belongs to S ′ (R n ). Then we can write J θ S α (x) as follows (interpreted in the sense of distributions),
For the second term, we rewrite it as
By Corollary 2.12, S α,θ,2 (x) is a smooth function throughout R n , and
Now we deal with S α,θ,22 (x). Define r α,θ (ξ) as the following term which appears in the integrand of S α,θ,22 (x),
Employing the asymptotic formula (2.6), we have for any integer M ≥ 1,
Using integration by parts, it is easy to see for any integer N ≥ 1
It remains to consider the case when |x| → 0. Using similar estimates for Lemma 3.1 in [32] , we have the following expansion for S α,θ,22 (x), (1) If n > θ + 2, for some positive integer M ,
(2) If n = θ + 2, for some positive integer M ,
where W ∈ L ∞ (R n ), and W 1 (x) ∼ ln |x|, as |x| → 0. (3) If n < θ + 2, then r α,θ (ξ) is integrable. Thus S α,θ,22 (x) is bounded as |x| → 0. In particular, we have
when n < 2 + θ, log 1 |x| , when n = 2 + θ,
Combining (3.7), (3.8), (3.9) and (3.10), gives the asymptotic behavior for J θ S α (x). Notice that, when θ > n α , we have
As for Q α (x) and P α (x), we can derive the desired results using the same method. Now we compare the properties of our kernels with some known results. Here we take θ = 0 and S α (x) to illustrate our ideas. From Lemma 3.1, S α (x) has the following asymptotic behavior as |x| → ∞,
and have the following asymptotic behavior as |x| → 0,
when n = 2, where c > 0 is a constant, and has the following asymptotic behavior as |x| → 0,
when n = 2,
(3.14)
Remark 3.2. Suppose that 1 < α < 2. As |x| → 0, according to (3.12) and (3.14), S h α (x) and S α (x) have the same behavior and they are both in L 1 loc (R n ). As |x| → ∞, due to (3.13), S h α (x) has exponential decay. In contrast, by (3.11), the main term for S α (x) is an increasing polynomial multiplied by an oscillatory term, which causes the solution for (1.1) to lose regularity. Remark 3.3. We can also compare S α (x) with K − 0, 2 α (x). It is easy to see that they have the same asymptotic behavior as |x| → ∞; However, they behaves differently as |x| → 0, since the former one may has singularity at |x| = 0 when the dimension is large. This difference is caused by the reminder term r(ξ) of E α,1 (i α |ξ| 2 ) as |ξ| → ∞.
In the next lemma, we give some upper bounds for the Bessel potentials of the kernels for any arbitrary t > 0. Since (1 + |ξ| 2 ) −θ/2 is not homogeneous, the following results cannot be obtained by scaling. Recall that θ Sα , θ Qα and θ Pα are constants defined in (3.6).
Lemma 3.4. For the Bessel potentials of the kernels S α (t, x), Q α (t, x) and P α (t, x) with arbitrary t > 0, we have the following upper bounds:
(1) (a) If θ > θ Sα and 0 < t < 1, then 
17)
where σ = θα+2−n 2−α > 0. In particular, R n \B(0,1) |J θ Q α (t, x)| dx is bounded uniformly in 0 < t < 1. (b) For θ > θ Qα and t ≥ 1, then
where σ = θα+2−n 2−α > 0. (3) (a) For θ > θ Pα and 0 < t < 1, then
where σ = θα+2α−2−n 2−α > 0. In particular, R n \B(0,1) |J θ P α (t, x)| dx is bounded uniformly in 0 < t < 1. (b) For θ > θ Pα and t ≥ 1, then 20) where σ = θα+2α−2−n 2−α > 0.
Proof. We only prove the estimates for J θ S α (t, x), because the estimates for the other two terms are similarly derived. Performing a change of variables, we can write
Case (a): when 0 < t < 1.
Step 1: First, we claim that, for any integral N , the following estimate is valid,
Then, we have for N large enough,
The claim (3.21) is valid, because on the one hand, by spliting the integral into two parts, i.e. |ξ| ≤ t α 2 and |ξ| ≥ t α 2 , we have the following trivial bound,
On the other hand, define
then it is easy to see that its adjoint operator is T D = −D and
Hence by integrating by parts N times, we have
For I 11 (t, x), since t −α |ξ| 2 ≤ 1, direct calculation yields
Thus,
(3.24)
Combining (3.23), (3.24) , and (3.25), we obtain
Step 2: Next we deal with I 2 (t, x). In order to use the scaling property, let us introduceĨ 2 (t, x), defined as
In this case t −α/2 |ξ| ≥ 1, thus I 2 (t, x) andĨ 2 (t, x) has the same asymptotic as |xt
By the estimates of (3.8), (3.9) and (3.10), when θ > n α , we have 
thus the following is also valid,
With the help of (3.22) and (3.28), when 0 < t < 1, we get that if θ > θ Sα , then
It is easy to notice that the inequality (3.26) is still valid when t > 1. Then we only need to estimate I 2 (t, x). We can rewrite I 2 (t, x) as
When t > 1 and t −α |ξ| 2 ≤ 1, for I 21 , we have
As for
Therefore, when t > 1, we have
This finishes the proof.
Corollary 3.5. For any fixed t 0 > 0, we have
Proof. As in the earlier two proofs, we only prove that the statement is valid for J θ S α (t, x), as the other cases are similarly proven. If 0 < t 0 ≤ 2, define
and if t 0 ≥ 2, define
. By the estimates (3.15) and (3.16), for any t ∈ [
The proof of the main theorem
In this section, we prove Theorem 1.1. We divide our proof into three main subsections, i.e. space regularity, time regularity and pointwise convergence to the initial data.
4.1. Space regularity. In this subsection, by exploring the multiplier properties for the corresponding Mittag-Leffler functions, we prove the space regularity for the mild solution. To start with, we give some estimates for the derivatives of the oscillatory Mittag-Leffler functions.
Lemma 4.1. Let 1 < α < 2, and assume that γ is a multi-index nonnegative integer, then
Proof. Case 1: When |ξ| ≤ 1, since the Mittag-Leffler function E α,1 (i −α |ξ| 2 ) is an entire function, so all its derivatives are bounded. Case 2: When |ξ| > 1, let us denote z = i −1 |ξ| 2 α . By induction, it is easy to verify that
Notice that when 1 < α < 2, we have 2 α − 1 > 0, which implies that |ξ|
→ ∞ is an increasing term, and it is the main term compared with |ξ| −1 as |ξ| → ∞. (1) Firstly, we explain the result is valid for S α (ξ). Let γ be a multi-index. We rewrite S α (ξ) as a function of z, that is S α (ξ) = E α,1 (i −α |ξ| 2 ) = E α,1 (z α ) with
Then we calculate its derivatives by Faá di Bruno's formula Lemma 2.14, and the main term for
By (2.7) and (4.1), we have
(2) Similarly, we can prove that
By the Leibniz rule, we have
By (4.2) and (4.3), we have
The method is the same for P α (x), thus we omit the details. 
Proof. According to Lemma 2.8, we only need to prove that (
. In addition, these results are sharp, in the sense that the operators do not map into C
Proof. The proof for S α (ξ), Q α (ξ), P α (ξ) are similar, thus we only give the details for S α (ξ). Let Φ be a smooth function supported in the unit ball, then by Lemma 4.1, we have
Due to Theorem 2.13, we know that S α (ξ) (1 − Φ(ξ)) is a multiplier from C n α +s (R n ) to C s (R n ). Due to Lemma 4.2, we know S α (ξ)Φ(ξ) is a multiplier from C n α +s (R n ) to C n α +s (R n ). Collecting these two facts give the desired result. Next we illustrate that our index is sharp: assume that S α (ξ) is a Fourier mul-
, which is in contradiction with Theorem 4.4 of Miyachi [25] .
The results for Q α (ξ) and P α (ξ) are similarly proven.
For Mittag-Leffler kernels, we have the following scaling properties by changing variables,
therefore we have proven:
α −2+s (R n ) for any t > 0, then we have u(t, x) ∈ C s (R n ) for every t > 0.
Time regularity.
In this subsection, we will demonstrate that, if
In order to do that, notice if the initial data is regular enough, then we can write
Therefore if we can verify that
exist for every x ∈ R n and it is continuous with respect to t > 0, then we have our desired results.
For the above kernels, we have the following scaling properties.
are all smooth functions throughout R n \{0} and have the following asymptotic behaviors as |x| → ∞, there exist some constants A and B which depends on α, θ and n, such that, 10) and the following asymptotic behaviors as |x| → 0, and
(4.11)
when θ = n + 2,
(4.12)
In addition, if we denote
Proof. The proof is the similar to Lemma 3.1, thus we omit the details. 
Proof. The proof is similar to Lemma 3.4 and omit the details.
is continuous differentiable with respect to t > 0.
. By the dominated convergence theorem, we can change the limit and the integral, thus the following equality is valid,
Proof. It is easy to notice that S α (t, ξ), Q α (t, ξ), P α (t, ξ) are continuous function at t = 0, and S α (0, ξ) = 1, Q α (0, ξ) = 0, P α (0, ξ) = 0.
Step 1: First we claim that if J −θ u 0 has compact support, the pointwise convergence is valid. This is because if
In other words, if we assume that supp(J −θ u 0 ) ⊂ B(0, R) for a fixed R > 0. Then for any δ > 0, there exist 0 < t δ < 1 such that for any 0 < t < t δ and x ∈ R n , we have
Step 2: For general u 0 ∈ C θ (R n ) with θ > n α , we only need to prove that for any x ∈ B(0, 1), u 0 (t, x) → u 0 (x), which is equivalent to χ B(0,1) u 0 (t, x) → χ B(0,1) u 0 (x). For any δ > 0, due to Lemma 4.7 and the integrability of G θ (x), there exist a R δ > 1 such that for any 0 < t < 1, For the above R δ , since Φ R δ J −θ u 0 is compactly supported, then by the step 1, there exists t δ such that for any 0 < t < t δ , we have
that is lim t→0 u 0 (t, x) = u 0 (x) for any x ∈ B(0, 1).
Similarly, we can prove that lim t→0 u 1 (t, x) = 0 and lim t→0 u f (t, x) = 0 under our assumptions. Therefore lim t→0 u(t, x) = u 0 (x)
Step 3: By direct calculation, we have ∂ t u(t, x) = P α (t, x) * u 0 (x) + S α (t, x) * u 1 (t, x) + t 0 H(t − τ, ξ) f (τ, ξ) dξ , where H(t − τ, ξ) = i −α t α−2 E α,α−1 (i −α t α |ξ| 2 ). Notice that H(t − τ, ξ) is locally L 1 as a function of t, using the same argument in step 1, we can prove that under our assumption, lim t→0 ∂ t u(t, x) = u 1 (x).
Thus we verifies the proposition.
The Schrödinger equation
In this section, we discuss the Hölder regularity for the Schrödinger equation and demonstrate that Theorem 1.2 is valid. where S 1 (t, ξ) = e −i|ξ| 2 t , as long as the integral exist.
Lemma 5.2. S 1 (ξ) is a multiplier from C n+s (R n ) to C s (R n ).
Proof. We split S 1 (ξ) into high frequency part and low frequency part. For the high frequency part, it is a multiplier from C n+s (R n ) to C s (R n ) by Theorem 4.4 in [25] . And the low frequency part is a multiplier from C n+s (R n ) to C s+n (R n ) by Lemma 4.2. Thus we arrive at this statement.
For the Schrödinger equation, using the similar estimates in Lemma 3.4 for J θ S 1 (t, x) and J θ ∂ t S 1 (t, x), we can prove that when θ > θ S1 = n, J θ S 1 (t, x) ∈ L 1 (R n ) uniformly in 0 < t < 1 and when θ > n + 2, J θ ∂ t S 1 (t, x) ∈ L 1 (R n ) uniformly in 0 < t < 1. Therefore when u 0 (x) ∈ C n+2+ǫ (R n ), u(t, x) is continuous differentiable with respect to t for every x ∈ R n and it is the pointwise convergence to the initial data using the similar estimates for J θ S 1 (t, x). Thus we omit the details. In conclusion, Theorem 1.2 is valid.
Here we give another simpler proof for the pointwise convergence due to the high regularity for the initial data. where we use the fact that J n+ǫ S 1 (t, x) is controlled by a integrable function pointwise uniformly for 0 < t < 1 to verify the exchange of the integral and the limit. Similarly, we have lim t→0 u f (t, x) = 0. In this way, we proved the pointwise convergence.
