Abstract. In this paper, we use Malliavin calculus to show the existence and continuity of density functions of d-dimensional non-colliding particle systems such as hyperbolic particle systems and Dyson Brownian motion with smooth drift. For this purpose, we apply results proved by Florit and Nualart (1995) and Naganuma (2013) on locally non-degenerate Wiener functionals.
1. Introduction 1.1. Background. In the theory of stochastic differential equations (SDEs), the existence and regularity/smoothness of density functions with respect to the Lebesgue measure of solutions of SDEs is a major research topic for which there are many results and methodologies of study. Let us comment on the approach from parabolic partial differential equations (PDEs) and the approach from stochastic analysis.
Regarding the approach from parabolic PDEs, a fundamental solution of a PDE is known to exist if its coefficients are bounded and Hölder continuous and if its diffusion coefficient is uniformly elliptic (see Friedman [Fri64] ). The fundamental solution is a density function of a solution to the corresponding SDE by the Feynman-Kac formula. The idea of the proof is based on Levi's parametrix method (perturbation of the drift), which has been extended to a solution of an SDE with an L p -valued drift coefficient (Portenko [Por90] ) and a path-dependent drift coefficient (Kusuoka [Kus17] and Makhlouf [Mak16] ). The parametrix method leads to the differentiability (resp. Hölder continuity) of the density function with respect to the initial variable (resp. terminal variable).
On the other hand, as an approach from stochastic analysis, Malliavin calculus is a powerful tool, and it is well-known that, under the Hörmander condition, a solution of an SDE with infinitely differentiable coefficients has a smooth density function. Because there exists a criterion that non-degenerate Wiener functionals in the Malliavin sense admit smooth density functions with respect to the Lebesgue measure, we obtain the result by showing that the solution is non-degenerate. For general theory of Malliavin calculus and applications for solutions of SDEs, see [MT17, Shi04, Nua06, IW89] . However, the criterion cannot be applied to solutions of SDEs with singular coefficients. A squared Bessel process is a typical example of such SDEs; its diffusion coefficient is singular at the origin although the coefficient is locally smooth. Naganuma [Nag13] proposed an approach to access the squared Bessel process. He refined the notion of the local non-degeneracy of Wiener functionals introduced by Florit and Nualart [FN95] and showed that solutions of squared-Bessel-type SDEs (and therefore of Bessel-type SDEs) admit continuous density functions (see [Nag13, Theorem 2.2]). Note that inverse moments of the processes play a crucial role in the argument. As another approach, De Marco [DM11] showed the local existence of smooth density functions of solutions of SDEs if their coefficients are locally smooth.
In this paper, we consider non-colliding particle systems of Dyson type and show that it admits a continuous density function. A typical example of such a system is the β-Dyson Brownian motion, which describes the dynamics of non-colliding Brownian particles. More precisely, for d ≥ 2 and T > 0, the d-dimensional Dyson Brownian motion X = {X(t) = (X 1 (t), . . . , X d (t))
⊤ } 0≤t≤T with a parameter β ≥ 1 is defined by a unique solution of an SDE
+ dW i (t), i = 1, . . . , d,
wherex is a deterministic initial condition belonging to ∆ d = {(x 1 , . . . ,
standard Brownian motion on the canonical probability space (Ω, F , P ) with a filtration {F (t)} 0≤t≤T satisfying the usual conditions. The parameter β is called the inverse temperature. It is known that the process X with β = 1, 2, 4 is obtained as an eigenvalue process of some matrix-valued Brownian motion ( [Dys62] , [AGZ10] , [Kat15] , [Meh04] ). Further, X with β = 2 is obtained as a standard Brownian motion with the non-colliding condition or Doob's h-transform of an absorbing Brownian motion in ∆ d ([Gra99] , [Bia95] ). Therefore, this process is studied using various methods. The existence of density functions of Dyson Brownian motion has been studied in various ways. Because the Dyson Brownian motion with parameter β = 1, 2, 4 is obtained as an eigenvalue process of a matrix-valued Brownian motion, we see the existence of density functions and explicit forms (see [AGZ10, Theorem 2.5.2], [Meh04, Theorem 3.3.1]). For β = 2, we can also derive the density function in the context of Karlin-McGregor formula, Brownian motion with the non-colliding condition and Doob's h-transform (see [Kat15, Theorem 3 .3 and Equation (3.32)]). Meanwhile, as a general framework for an analytical approach to Dyson Brownian motion, a (radial) Dunkl process has been studied. The Dunkl process is a càdlàg Markov process with martingale property and its infinitesimal generator is the Dunkl Laplacian, which is a differential operator with a root system in R d (for more details, see [GRY08] ). Moreover, the semigroup density of the Dunkl process exists and can be express by the normalized spherical Bessel functions (see [Rös98] ). The radial part of Dunkl process is a solution of some stochastic differential equation (see [GRY08, Corollary 6 .6]) valued in the fundamental Weyl chamber of associated root system and its semigroup density also exists and have some representation (and therefore a Dyson Brownian motion has a density for all β ≥ 1 because it is a radial Dunkl process with the root system type A). It is worth noting that in the theory of Dunkl process, the diffusion coefficient σ must be the identity matrix. The aim of the present paper is to apply Malliavin calculus to non-colliding particle systems such as hyperbolic particle systems (see [CL01] ) and Dyson Brownian motion with smooth drift. We prove that under some moment condition (see Assumption 1.1 below), solutions of non-colliding particle systems admit continuous density functions with respect to the Lebesgue measure. We use the result by Florit and Nualart [FN95] and Naganuma [Nag13] to deal with the singularity of the drift coefficient (x i − x k ) −1 . As with Bessel-type processes, the inverse moment of X i (t) − X k (t) plays an important role in the proof. We show the integrability by using the Girsanov transformation for non-colliding particle systems, which was inspired by Yor [Yor80] (this approach can also be found in [Chy06] ).
Main Result.
We treat an extension of (1.1) and consider the existence and continuity of the density function of its solution at time t > 0. We consider a constant diffusion coefficient σ = (σ ij ) 1≤i,j≤d that is an invertible matrix. Next, we introduce a drift coefficient
ing of a singular part a and a smooth part b as follows. Let α = (α ik ) 1≤i,j≤d be a symmetric matrix with non-negative components. For i > j (resp., i < j), we set I ij = (0, ∞) (resp., I ij = (−∞, 0)). We define φ ij :
be a smooth function which has bounded derivatives of all orders (b itself need not be bounded). We set f i = a i + b i . For such coefficients f and σ, we consider a solution X = {X(t)} 0≤t≤T to an
as an extension of (1.1).
Assumption 1.1. Let 0 < T < ∞ be fixed.
(1) Existence and uniqueness of a strong solution X to SDE (1.3) such that
The following is our main theorem. We prove this theorem by showing that X(t) is locally non-degenerate in the sense of [FN95] and [Nag13] . For details, see Section 3. Note that we do not assume that the diffusion matrix σ is identity matrix. For examples of such SDEs, see Corollary 1.5 below.
By similar arguments, we might show the smoothness under stronger assumption for q in Assumption 1.1 (2). It is known that a Dyson Brownian motion can be considered with X(0) =x ∈ ∆ d . However, for proving Theorem 1.2, we need the inverse moment condition (1.4) thus the initial value X(0) =x is not in the boundary of ∆ d .
Next, we propose and prove a criterion of Assumption 1.1. For this purpose, we need additional assumptions on f = a + b and σ as follows. Assumption 1.3.
(1) (a) σ = I, where I is the identity matrix.
are smooth functions such that • µ i depends only on the ith argument, that is, µ i (x) =μ i (x i ) for some one-variable functionμ i . • all derivatives of µ i are bounded (µ i itself need not be bounded).
• c i is bounded together with all its derivatives. We obtain the following for non-identity diffusion matrix σ, which is not considered in the theory of Dunkl process. Finally, we note that our framework covers hyperbolic particle systems. We set µ = 0 and define c = (c 1 , . . . , c d )
Because ψ is smooth and all its derivatives are bounded, c is smooth and all its derivatives are bounded. In addition, we obtain
1.3. Notation and Structure. In the present paper, we use the following notation. For x, y ∈ R n , |x| and x, y denote the Euclidian norm and the Euclidian inner product, respectively. Let Mat n (R) be the set of all real square matrices of size n and Sym n (R) be the set of all real symmetric matrices of size n. We set |A| = (
Mat n (R). Note that the norm | · | is sub-multiplicative; that is, |AB| ≤ |A||B|. For A ∈ Mat n (R) and x ∈ R n , A ⊤ and x ⊤ stand for the transposes of A and x, respec-
1≤i,j≤n as a Mat n (R)-valued function. The Kronecker delta is denoted by δ jk . An indicator function of a set F is denoted by 1 F . This paper is structured as follows. In Section 2, we make some remarks on the drift coefficient f and introduce approximating SDEs of (1.3). In Section 3, we apply Malliavin calculus to non-colliding particle systems by using the approximating SDEs introduced in Section 2. The proof of Theorem 1.2 is deferred to Section 3. In Section 4, we show Theorem 1.4. In Appendix A, we study some properties of matrix-valued ordinary differential equations (ODEs).
Preliminaries
2.1. Remarks on the Drift Coefficient. We show some properties of the singular part a of the drift coefficient f from (1.3).
Lemma 2.1. We have the following:
(1) For all n ∈ N ∪ {0} and ξ ∈ I ij , we have
Proof. We show Assertion (1) by induction. The case for n = 0 follows from the definition. Assume that the assertion holds for some n. Then, we have
By letting h → 0, we obtain the assertion for n + 1. The proof is complete. Direct computation yields Assertion (2).
We show (2.1) and (2.2) by using the following identity:
for any {ξ i } 1≤i≤d and {η ij } 1≤i,j≤d,i =j .
Proof of Lemma 2.2. We show (2.1). From (2.4) and Lemma 2.1 (1), we have
We show (2.2). Lemma 2.1 (2) implies
This expression and (2.4) yield
Direct computation yields (2.3). The proof is complete.
Approximating SDEs.
To apply Malliavin calculus to a solution of (1.3), we must consider how to approximate SDEs. For this purpose, we define for the drift coefficient f a family of approximations {f
First, we define a family of functions {ρ ǫ } 0<ǫ<1 that approximates the function ρ : R → R defined by ρ(ξ) = ξ1 [0,∞) (ξ) as follows. We set
and define
Next, for i = j, we introduce {φ
Finally, we define a
To approximate the solution of (1.3), we consider a solution
(2.5)
Note that this SDE admits a unique strong solution because f (ǫ) is smooth and all its derivatives are bounded for all 0 < ǫ < 1.
Remark 2.3. The functions λ ǫ and ρ ǫ have the following properties.
• 0 ≤ λ ǫ (ξ) ≤ 1 for ξ ∈ R and λ ǫ (ξ) = 0 (resp. 1) for ξ ≤ 0 (resp. ǫ ≤ ξ).
• ρ ǫ is smooth and non-decreasing. We have
In addition, we obtain that ξ ≤ ρ ǫ (ξ) for 0 < ξ < ǫ.
Remark 2.4. Note that {φ (ǫ) ij } 0<ǫ<1 and {a (ǫ) } 0<ǫ<1 are good approximations of φ ij and a, respectively. For example, φ (ǫ) ij is smooth and non-increasing on R. For i > j, φ (ǫ) ij is expressed as
(2.6)
In particular, φ (ǫ) ij (ξ) ≥ 0 for ξ ≤ 0. In addition, we obtain that
for 0 < ξ < ǫ. In the estimate, we used the fact that ξ ≤ ρ ǫ (ξ) for ξ > 0.
We obtain the assertions of Lemmas 2.1 and 2.2 in which φ ij and a are replaced by φ (ǫ) ij and a (ǫ) , respectively. Indeed, we obtain the following.
Lemma 2.5. We have the following.
is symmetric and given by
Proof of Lemma 2.5. Assertion (1) is shown by induction. Indeed, we have
. This is Assertion (1) for n = 0. We can prove the assertion for n ≥ 1 in the same way as for Lemma 2.1 (1). Assertion (2) is a consequence of Assertion (1).
Proof of Lemma 2.6. From (2.6) and (2.7), we see that ξφ
We can prove the same inequality for i < j in the same way. These inequalities imply the inequality part of (2.8). The other assertions are easily proved. Let (Ω, F , P ) be the canonical probability space; that is,
F is the Borel σ-field on Ω, and P is the Wiener measure. Set W (ω) = ω for ω ∈ Ω. Under the probability measure P , W is a d-dimensional standard Brownian motion. The Cameron-Martin space associated with d-dimensional standard Brownian motion is denoted by H; that is, H consists of all elements h ∈ Ω that have a Radon-Nikodym derivativeḣ with respect to the Lebesgue measure anḋ
Let K be a real separable Hilbert space, k ∈ N ∪ {0}, and 1 < p < ∞. We denote by D k,p (K) the Sobolev space of K-valued Wiener functionals defined on
(Ω, F , P ) in the Malliavin sense with differentiability index k and integrability index p. If there is no risk of confusion, we write simply
We use the following sufficient condition to ensure the existence and continuity of a density function of a Wiener functional.
3.2. Malliavin Differentiability. Let X be a solution of (1.3). In this subsection, we show Malliavin differentiability of X(t) for every 0 ≤ t ≤ T (Proposition 3.6).
Throughout of this subsection, we suppose that Assumption 1.1 (1) holds. Before starting our discussion, we comment on the drift coefficients f = a + b and
Combining (2.1) and the linear growth condition of b, we obtain that there exists a positive constant K such that
for any x ∈ ∆ d . In particular, 2 k,l;k>l α kl + |σ| 2 ≤ K holds. From (2.8) and the linear growth condition of b, the same inequality holds for f (ǫ) , and the constant K is independent of ǫ. Since b ′ is bounded, the constant
is finite.
To express the derivative DX(t), we introduce processes Y and Z as solutions to the following Mat n (R)-valued stochastic ODEs:
For auxiliary consideration, we introduce solutions Y (ǫ) and
Here, X (ǫ) is a solution to (2.5). Note that these four ordinary differential equations admit unique solutions with probability one because, for a fixed The next lemma shows the relationship between X, X (ǫ) , and so on.
Lemma 3.2. Under Assumption 1.1 (1), there exists a random variable 0 < ǫ 0 (T ) < 1 such that X (ǫ) (t) = X(t), Y (ǫ) (t) = Y (t), and Z (ǫ) (t) = Z(t) hold for any 0 ≤ t ≤ T and 0 < ǫ < ǫ 0 (T ).
Proof. For every 0 < ǫ < min 2≤i≤d (x i −x i−1 ) ∧ 1, we define a stopping time τ
ensures that a random variable ǫ 0 (T ) := sup{ǫ ∈ (0, 1);
holds for all 0 ≤ t ≤ T and 0 < ǫ < ǫ 0 (T ). This implies that Y (t) = Y (ǫ) (t) and Z(t) = Z (ǫ) (t) hold for any 0 ≤ t ≤ T and 0 < ǫ < ǫ 0 (T ).
We give estimates of Y (t)Z(s) and
Y (ǫ) (t)Z (ǫ) (s) for 0 ≤ s ≤ t ≤ T . Lemma 3.3. For any 0 ≤ s ≤ t ≤ T and v ∈ R d , we have |Y (t)Z(s)| ≤ e M(t−s) √ d, |Y (t)Z(s)v| ≤ e M(t−s) |v|, |Y (ǫ) (t)Z (ǫ) (s)| ≤ e M(t−s) √ d, |Y (ǫ) (t)Z (ǫ) (s)v| ≤ e M(t−s) |v|.
In particular, the absolute values of the eigenvalues of Y (t)Z(s) and Y (ǫ) (t)Z (ǫ) (s) are less than or equal to e M(t−s) . Here, M is a non-negative constant defined by (3.2).
Proof. It follows from (2.2) and (2.9) that the eigenvalues of a ′ (x) and a (ǫ),′ (x) are less than or equal to zero. Recall the boundedness of b ′ and the definition of M .
Using Proposition A.1, we obtain the assertions.
Lemma 3.4. Let 4 ≤ p < ∞. We have
where C is a positive constant that depends only on p, T , and K.
Proof. Because we can give estimates of E[sup 0≤t≤T |X(t)|
in the same way, we consider E[sup 0≤t≤T |X (ǫ) (t)| p ] only. In this proof, C ′ and C ′′ are positive constants that depend only on p, T , and K. Applying Itô's formula to (2.5), we have
where
Recalling (3.1) and settingÃ
We estimate the expectations of sup 0≤t≤T |Ã (ǫ) (t)| p/2 and sup 0≤t≤T |M (ǫ) (t)| p/2 .
From the Jensen inequality, we have
2 ds holds and that 2ξ 2 η 2 ≤ ξ 4 + η 4 for any ξ, η ∈ R. Using these inequalities, the Burkholder-DavisGundy inequality, and the Jensen inequality, we have
Here, C p is a constant that appears in the Burkholder-Davis-Gundy inequality and depends only on p.
Combining the above, we obtain
This and Gronwall's inequality imply the assertion.
From Lemmas 3.3 and 3.4, we obtain the next result on the differentiability of X (ǫ) (t).
Lemma 3.5. Let 0 ≤ t ≤ T and 1 < p < ∞. We have
Furthermore, it holds that
where C is a positive constant that depends only on |x|, K, M , T , and p. 
Proof. We have
where (e 2Mt − 1)/(2M ) = t for M = 0. This implies
Combining this estimate and Lemma 3.4, we obtain (3.4).
Then, we obtain the following results on the differentiability of X(t) and the expression of its derivative DX(t). Proposition 3.6. Let 0 ≤ t ≤ T and 1 < p < ∞. Under Assumption 1.1 (1), we have X(t) ∈ D 1,p (R d ) and
Proof. Lemmas 3.2 and 3.5 imply lim ǫ↓0 X (ǫ) (t) = X(t) a.s., lim ǫ↓0 DX (ǫ) (t) = (RHS of (3.5)) a.s.
Lemma 3.4 implies the uniform integrability of {X (ǫ) (t)} 0<ǫ<1 and {DX (ǫ) (t)} 0<ǫ<1 .
Hence,
Combining these L p -convergences with the closability of D ([Nua06, Proposition 1.2.1], [Shi04, Corollary 4.14]), we obtain the assertion.
3.3. Non-degeneracy. For every 0 < t ≤ T , we show the existence and continuity of the density of a solution X(t) to (1.3). To prove this assertion, we find an
Wiener functional U that satisfies the assumption of Proposition 3.1.
Throughout of this subsection, we suppose that Assumption 1.1 holds. We set
where M is a non-negative constant defined by (3.2) and
Here, γ depends on t; however, we suppress t for notational simplicity. In what follows, we show that an
satisfies the assumption of Proposition 3.1. First, we show that γ is invertible.
Proof. We denote the eigenvalues of Y (t), which may be complex number, by λ 1 , . . . , λ d . We then have |λ i | ≤ e Mt for all 1 ≤ i ≤ d from Lemma 3.3 with s = 0.
Combining the above, we obtain the assertion.
Next, we study the differentiability of Y (t) in the Malliavin sense.
Proof. Let us consider a solution 
jmn (r, s) ds,
To show the assertion by a similar argument to that used for Proposition 3.6, we give uniform estimates of E[|Y 
•mn (r, t)| 2 dr.
In the rest of this proof, we estimate |Ξ (ǫ)
•mn (r, t)| 2 uniformly in r. The fundamental theorem of calculus and the fact that Ξ
We define functions g . We use similar symbols for h
We first estimate g (ǫ),a mn (r, s). From (2.10) and (2.4), we have
By combining this expression, the inequality φ (ǫ),′′ kl (ξ) ≤ 2α kl /ξ 3 for ξ > 0, and Lemma 3.3, we have
where C 1 is a positive constant such that
for any k, l, m, and n, and for r < s. Hence, Young's inequality implies
Next, we estimate g see that there exists a positive constant C 2 that satisfies
for any r ≤ s. Hölder's inequality and Young's inequality imply
Finally, we estimate h
•mn (r, s) ,
•mn (r, s) .
Hence, by using (2.9) and noting the boundedness of b ′ , we have
•mn (r, s)| 2 .
Therefore, Gronwall's inequality implies
C5t .
This and Assumption 1.1 (2) imply that
Proof. We use [Nua06, Proposition 1.2.3] to prove this assertion. Recall that γ . Lemma 3.7 yields 1/ det γ ∈ D 1,2q . Hence, the assertion holds.
Proof. Let A nk (s) be the integrand in (3.6); that is, u nk = · 0 A nk (s) ds. By [Shi04, pp.125-126], the assertion holds if we have
First, we set Ψ(s) = (X i (s)−X j (s)) −2 for i = j and show that Assertions (1), (2), and (3) hold. Assumption 1.1 (2) and Proposition 3.6 yield Assertion (1). Jensen's inequality and Assumption 1.1 (2) imply Assertion (2). Because DΨ(s) is identified with
This estimate and Assumption 1.1 (2) ensure Assertion (3). We are now in a position to prove our main theorem.
Proof of Theorem 1.2. We have X(t) ∈ D 1,p for 1 < p < ∞ with 1/p + 1/q ≤ 1 from Proposition 3.6. From Lemmas 3.9 and 3.10, we have γ
In the rest of this proof, we show DX i , U j H = δ ij . Proposition 3.6 and the definition (3.6) imply
respectively. By summing the product of these terms over n, we obtain
The integration by parts formula implies
From this, we have
The proof is complete.
4. Proof of Theorem 1.4
In this section, we show that Assumption 1.3 implies Assumption 1.1. As a result we obtain Theorem 1.4. We denote by X α,µ+c a solution to (1.3) with α ik = α, b = µ + c, and σ = I and call it a Dyson Brownian motion with a parameter α and a smooth drift µ + c. The goal of this section is to show the following propositions. Proof. Let (X, W ) and (X, W ) be two solutions of (1.3). Itô's formula yields
From (2.4) and (ξ − η)(ξ
The Lipschitz continuity of b implies |B(x,x)| ≤ K|x −x| 2 for some K that is inde-
Gronwall's inequality, we conclude the pathwise uniqueness.
Next, we show the existence of solutions of (1.3). Recall that there exists a unique strong solution of (1. , which is the Girsanov transformation for Bessel processes to restrict its parameter α to 1/2. Note that in this proof, we use only the result on the unique existence of a strong solution of (1.3) with α = 1/2 and c = 0.
Before starting our discussion, we fix the notation. Let α ≥ 1/2. Set ν = α − 1/2 and h(x) = k,l;k>l (x k − x l ) for x ∈ ∆ d . Let X 1/2,µ be a strong solution of (1.3) with α = 1/2 and c = 0. We define processes M = {M (t)} 0≤t≤T and Z = {Z(t)} 0≤t≤T used in the Girsanov transformation by
Because X 1/2,µ satisfies P (X 1/2,µ (t) ∈ ∆ d for all 0 ≤ t ≤ T ) = 1, the process M is well-defined and a local martingale. Although we see that Z is a local martingale because it is a solution of an SDE
we can show that Z is a martingale as follows.
Lemma 4.4. Let Assumption 1.3 (1) and α ≥ 1/2 be satisfied. Then, the process Z is expressed as
and is a martingale.
Proof. We set F (x) = log h(x) = k,l;k>l log(x k − x l ) for x ∈ ∆ d . Then the derivatives of F are given by
Applying Ito's formula and using (4.3), we have
, where
Next, we calculate Z(t). The definition of F yields
From (2.4), we have
which implies
From (4.3), we obtain
Combining the above, we obtain the expression for Z(t).
Next, we show that Z is a martingale. Since µ k (x) ≥ µ l (x) for k > l, from the expression of Z, we have for any p > 1 and stopping time τ ≤ T ,
Lemma 3.4 therefore yields the family of random variables Z(τ ), is uniformly integrable. Hence from [RY99, Proposition 1.7 in chapter IV] , Z is a martingale. 
provided that all the above expectations exist.
Proof. We define a new measure P T (F ) = E[Z(T )1 F ] for F ∈ F (T ). Then, because Z is a martingale, P T is a probability measure. From the Girsanov theorem, the process B = {(B i (t), . . . , B d (t))} 0≤t≤T defined by
is a standard Brownian motion on the probability space (Ω, F (T ), P T ). Moreover, we observe that and thus (X 1/2,µ , B) is a weak solution of (1.3) with α ≥ 1/2 and c = 0 on the probability space (Ω, F (T ), P T ). The uniqueness follows from the uniqueness of the case α = 1/2 and c = 0. This concludes the proof of the statement.
We generalize Lemma 4.5 as follows. Proof. Let (X α,µ , W ) be a weak solution of (1.3) with α ≥ 1/2 and c = 0. We set
t 0 c i (X α,µ (s)) dW i (s). Because M (t) = t 0 |c(X α,µ (s))| 2 ds and c is bounded, the processM satisfies the Novikov condition. Hence, for every q ≥ 1, {Z q (t) = exp(qM (t) − M (t)} 0≤t≤T is a martingale starting at 1.
Next, we prove Assertion (1). By using the Girsanov transformation and the weak existence and uniqueness in law of solutions of (1.3) with c = 0 (Lemma 4.5), we see weak existence and uniqueness in law of solutions of (1.3) with any function c. Note that E[g(X α,µ+c )] = E[g(X α,µ )Z 1 (T )] holds. The proof of Assertion (2) is complete. < ∞, which implies the conclusion.
