In this work we propose an end-user supporting system for humanitarian demining tasks to semiautomatically classify signals of time domain metal detectors. Our multi-stage system consists of a first module to smooth the raw signals, followed by a neural feedforward net to classifly the received signal's decay curve of the localized object at each sensor position. The resulting output activities of this net are accumulated to spatial vectors, which are propagated to a second feedforward net. Its resulting output activities are visualized in a 3D-end user interface and may be analyzed by different signal processing routines to be sensitive to changing soils and environmental conditions.
INTRODUCTION 1.1 Humanitarian Demining
One of the major problems for civilian population during and past military conflicts is the menace caused by landmines [1, 2] . Their direct devasting effects are obvious, but there are also indirect consequences, for example the prohibiting access to arable lands, roads, housing, etc. Besides anti-tank mines, which usually consist of high metal content and therefore are easier to detect, antipersonnel mines (AP) and unexploded ordnance (UXO), i.e. munitions that yet have not detonated, are displaced and endanger individuals. Detection and clearance are usually still being carried out using manual methods, almost employing a hand-held metal detector, which indicates the existence of metal content in the explored soil with an acoustic alarm signal. Each alarm of the device must be examined by the deminer via checking the acoustic "contour" of the object to decide if it is an AP or not. As a matter of course a detection rate of 100% must be obtained.
The clearance rate obtained in this slow procedure does usually not exceed 100 m2 per deminer and day. Metal detectors (MD) cannot differentiate an AP or UXO from metallic debris. Often the soil is contaminated by large quantities of metallic parts like metal scraps, shrapnel, cartridge cases, etc., leading to large false alarm rates (varying between 100 and 1000 alarms for each real mine). Each false alarm means a waste of time and therefore less area being cleared. An automatic detection and classification system to interpret the signals of a metal detector with the objective of decreasing the clearing time would be desirable, but is not realistic and understandably will never be accepted by deminers. Because of this fact the goal is to develop a semi-automatic supporting system to assist the deminer with deciding whether the received signal belongs to an AP or not. More specifically, the system has to facilitate the deminer in classifying a metallic object as certainly being no mine and, if this case cannot be guaranteed, to ease the decision making what kind of mine could be existent.
Unfortunately the abilities to categorize objects, e.g. different mine types, with electromagnetic induction devices are limited because both of the physical boundaries of these detectors and the vast and growing amount of types of antipersonnel mines. As mentioned above, this results in a high rate of false alarms. The advantage in humanitarian demining against military demining (whereas almost a comparatively narrow path must be cleared in order to secure safe movement of troops/convoys) is the matter of fact that in the majority of cases the types of buried landmines are known a priori. Because of this given factor, experienced deminers recommended us to develop the supporting system to detect predetermined mine types instead of trying to develop a general classificator. We used this fact to design a supporting system with the object to decrease the false alarm rate, mainly based on two sequential operating feedforward nets, as described below.
Time domain metal detector basics
Electromagnetic induction devices ("metal detectors") are active, low frequency inductive systems. They contain one or sometimes several coils in their search head. The coil is carrying a electric current Iprim(t) to generate a primary magnetic field Bprim(t) that spreads through the ground. If it hits any metallic object, it reacts with the electric and magnetic properties of the target by inducing eddy currents Jeddy(t), mostly circulating on the surface of the metallic object, also known as "skin effect", and a secondary magnetic field Bsec(t) is generated. Eddy currents emerge because of time-varying magnetic fields, primarily governed by Faraday's Law of induction. The secondary field links back into the receiver coil in the search head, where an electric field Isec(t) is induced and converted into an audio signal. The secondary field Bsec(.t)
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depends on many parameters, e.g. the object's shape, size, permeability and conductivity, the distribution of the primary field Ipr,m(t), and the presence of interfering background signals, which is in particular the ground itself. Besides the frequency domain (or continuous wave) metal detector, which uses an alternating (almost sinusoidal) electric current I(t) at a fixed frequency and amplitude, a commonly used type of metal detector in humanitarian mine sweeping tasks is the time domain metal (TDM) detector. TDM detectors are passing pulses of current through their coil (with a typical repetition rate of the order of 1 kllz), and eddy currents are induced in nearby conductive objects. The exponential decay of the corresponding secondary field, which is slower than the primary one, is observed with time. In presence of metal the generated magnetic field breaks down slower than in absence of metallic parts [3] . Figure 1) shows the schematic shapes of the time dependent behavior of the received magnetic field in different cases. In practice the signal is distorted with noise and the available information content of the decay parameters proposed in theoretical studies [5, 9] could not have been verified yet. Hence in common TDM detectors an integration window to control the volume of the acoustic alarm signal is used (Fig. 2) . For a more detailed description of electromagnetic induction devices refer to [4, 5, 6 ].
MULTI-STAGE SIGNAL PROCESSING AND NEURAL CLASSIFICATORS
Our operator sequence to classify and detect predetermined objects consists of four sequential working modules. The first one is responsible for smoothing the to be analyzed part of the raw signal, which is that part of the raw signal belonging to the default integration window in the receiving phase. Raw data are always scattered with noise, mainly caused by technical pertuberations. This first module works as a preprocessing stage to obtain optimal input vectors for the neural classificators, as described below. Because of performance issues and the comparativily small random noise, a standard local averaging algorithm is applied: Let n1 denote the number of that sample defining the left border and n2 denote the number of sample defining the right border of the integration window outlined in That part of the information of the received data, which allows to discriminate different objects (as far as possible), can be found on the one hand in the time-dependent decay of the induced pulse, but on the other hand definitly also in the spatial shape of the signals when moving the search head over the object. For this reason our neural classificator consists of two sequential feedforward nets. The fact, that the to be found objects are known a priori, implies the application of a supervised learning scheme. The backpropagation algorithm [7, 10] , also known as the Generalized Delta Rule, is a popular algorithm employed for training multi-layer connectionist learning systems with nonlinear (at most sigmoid) activation function. Because of its proved huge bandwidth in applications, its generality and its robustness, the backpropagation algorithm has been applied in our classification system. Its common drawbacks of slow training speed and bad convergence due to being cought up in local minima of the error surface have been successfully handled by the use of a momentum term [8] .
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Considering the dimension of the input vectors of the second net, the usage of the first net to categorize the decay curves now becomes clear. The number of samples of a default integration window averages about 50 samples, dependent on the sample rate. If using just one net and assuming about 100 decay curves (sensor positions) to succesfully categorize the spatial gradients, the number of input neurons of a single net results to -5000 neurons. The task of the first categorizer is to compress the information stored in the decay curves in an automatic manner and thus to save input neurons of the spatial classifier and to increase performance, both in training mode and execution mode.
The last module of the supporting system acts as a postprocessor and consists of different smoothing and visualizing routines, e.g. a 3D-imaging system (Fig. 3) , spatial smoothing routines both in x-and y-direction, scale-and zoom-operators, etc., that can be manually switched on or off by the deminer to deal with different soils and environmental conditions. Because the images of the just pre-and postprocessed data are more suitable for detecting objects quickly ("first review"), the neural nets may be switched off by the deminer. After the detection of different potential mines, the neural classificator is switched on in order to facilitate in classifying the objects. Figure 4 shows an schematic overview of the supporting system.
SAMPLE RESULTS WITH REAL DATA
For evaluation purpose we used real data measured at the European Joint Research Centre test site in Ispra, Italy. The descriptions of the mine fields, measurement conditions and additional data are available online [11] . We used the measurements of field 4C, whose soil consists of pure sand, to condition our supporting system. Figure 5 shows the results after successful training with six objects (mine surrogat of type "M3B" buried in depths Ocm, 5cm, 10cm and 15cm, high metal content reference object on the surface and one pure soil measurement). We trained the second backpropagation net with a maximum width of w(N)=120 sample curves, resulting in 360 input neurons of the second net. The activities of the output neurons v(2) ( 22 (p),..., (2,(2) (p3) have been calculated, postprocessed and visualised with the proposed supporting system (Fig. 5) . In the first picture the correct classification of the mine on the surface, or better its signature, is obvious. Though neuron 2, which is responsible for the classification of the mine buried in 5cm depth, correctly indicates the correct position of the mine, it misleadingly recognizes another object (bullet cartridge, in the center of the upper part of the field) as a mine. This misclassification must be cleared out by comparing the activities of other output neurons at the positions of both objects. For example, the comparison of the results of neuron 3 points out the difference of both objects.
This does apply to neurons 3 and 5, too. The worst case, which is the mine in 15cm depth, cannot be resolved by our supporting system. However the high activities close by the relevant position should be taken by the deminer as an indicator for an increased probability of the presence of a mine being searched for.
The first results illustrated for one example measurement indicates the ability to partially discriminate different objects, if the deminer has been trained to interpret the graphically represented activities of the net's output neurons. Comparable results have been achieved with other soils and training objects.
CONCLUSIONS
We proposed a combined neural supporting system to help the operator determining the type and depth of buried objects when using a standard time domain metal detector. First analyses of the obtained results denote the possible decrease in false alarm rates. The quality of the obtained results is based on the assumption that the to be found objects are known a priori to gather appropriate training vectors. This requirement is fulfilled in the majority of cases in humanitarian demining tasks. The collection process of suitable training vectors can be done on field and/or by access of a database. The online gathering has the advantage of adapting to existing environmental conditions like temperature, soil moisture, etc.
While our approach showed satisfying results with the provided sensorial data from the JRC test site, it must be pointed out that the system will be analyzed this summer with a test campaign in Croatia, where a deminer will collect the data instead of using a robot. This will result in nonlinear movement that has to be compensated by additional routines to calculate the real position of the sensor head for each sample as exact as possible.
Last but not least it again must be pointed out that our system only can support the deminer, and is not able to automatically detect and classifiy different mines. Such an approach would be impossible because of the limited information an electromagnetic induction device can yield.
