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STABLE COUPLING OF NONCONFORMING, HIGH-ORDER
FINITE DIFFERENCE METHODS
JEREMY E. KOZDON† AND LUCAS C. WILCOX†
Abstract. A methodology for handling block-to-block coupling of nonconforming, multiblock
summation-by-parts finite difference methods is proposed. The coupling is based on the construction
of projection operators that move a finite difference grid solution along an interface to a space of
piecewise defined functions; we specifically consider discontinuous, piecewise polynomial functions.
The constructed projection operators are compatible with the underlying summation-by-parts energy
norm. Using the linear wave equation in two dimensions as a model problem, energy stability
of the coupled numerical method is proven for the case of curved, nonconforming block-to-block
interfaces. To further demonstrate the power of the coupling procedure, we show how it allows for
the development of a provably energy stable coupling between curvilinear finite difference methods
and a curved-triangle discontinuous Galerkin method. The theoretical results are verified through
numerical simulations on curved meshes as well as eigenvalue analysis.
Key words. summation-by-parts, weak enforcement, high-order finite difference methods, cou-
pling, stability, accuracy, projection operator, variational form, interface
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1. Introduction. Even though high-order multiblock finite difference methods
are well suited for many problems, limitations arise for particularly complex geome-
tries. For instance, most formulations require that grids conform at multiblock inter-
faces, that is the grids lines must be continuous. This poses a challenge since resolution
constraints in one portion of the domain can result in unnecessarily high resolution
elsewhere in the domain. Furthermore, even though coordinate transforms enable the
use of high-order finite difference methods for complex geometries, well-conditioned
partitioning of complex domains into quadrilaterals in two-dimensions and hexahedra
in three-dimensions can be challenging and/or impossible. The impact of this is a
poorly conditioned Jacobian which has an adverse impact on the time step size and
truncation error.
One approach to overcome these complications is to relax the requirement that
the grid and numerical methods conform across block interfaces. To do this a variety
of interpolation and projection techniques have been proposed including the use of
overlapping grids [2], strong enforcement using ghost points [18], or weak-enforcement
of continuity at block boundaries [11]. Here we particularly highlight the approach
of Mattsson and Carpenter [11] as it is closely related to the work presented below
on the discretization of hyperbolic equations using summation-by-parts (SBP) finite
difference methods. In that paper, compatibility conditions between interpolation op-
erators and the underlying SBP finite difference method were presented which could
be utilized to developed stable discretizations. The paper reported several compatible
interpolation operators for fixed refinement ratio interfaces. The operators proposed
by Mattsson and Carpenter required that at the block level the interfaces be con-
forming (i.e., the corners had to match), a restriction which has been removed by the
work of Nissen, Kormann, Grandin, and Virta [13] (this later work retains the fixed
refinement ratio requirement). To avoid geometric constraints, it has also been pro-
posed to couple high-order finite difference methods with unstructured grid methods.
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Fig. 1.1. Illustration of the computational grids supported by the projection operators described
in this paper. On the left is a conforming two-block SBP grid. In the middle is a nonconforming
(T-intersection) of three SBP blocks; here nonconforming refers to the SBP blocks and not the SBP
grids. On the right is a coupled structured-unstructured grid; in this paper the methods used will
be SBP finite differences and DG grid. In each illustration the thick line between blocks indicates
coupling interfaces, i.e., the locations of the glue grids.
For example, Nordstro¨m and Gong [16] proposed coupling a high-order SBP method
with an unstructured second-order finite volume method.
The class of finite difference methods to be considered in this work are SBP finite
difference methods [8, 9, 19, 12]; see § 2 for the basic SBP ideas used in this work. One
important feature of SBP methods is that the difference operators has an associated
energy norm that discretely mimics integration by parts; this is referred to as the SBP
property.
Here we present a general purpose technique for handling block-to-block coupling
of nonconforming multiblock SBP finite difference methods. This technique also al-
lows for the coupling with unstructured methods such as the discontinuous Galerkin
(DG) method. A few possible grid couplings illustrated in Fig. 1.1. This coupling
procedure uses projection operators that move finite difference grid solutions along
the coupling interface to piecewise functions. It is with respect to the built-in norm
of the SBP finite difference method that the projection operators are constructed;
projection operators with the necessary properties are given in the electronic supple-
ment. The SBP property alone is not sufficient to guarantee stability, SBP preserving
boundary and interface closures are also required. In this work we will achieve this by
enforcing all boundary and interface conditions weakly through the so-called simulta-
neous approximation term (SAT) method [1]; this is similar to the use of numerical
flux terms in the DG method, a fact which will be exploited to stably couple SBP
and DG methods.
Since the projection operators move the solution to a piecewise continuous rep-
resentation (where projections are straight forward to construct), the operators only
need to be constructed once for each finite difference operator. That is projection
operators can be constructed independent of the numerical method and grid on the
other side of an interface. This independence of interface type is one of the features
that enables both development of provably stable couplings between conforming and
nonconforming SBP meshes as well as between SBP and DG methods. The fact that
nonconforming grids can be accommodated enables the development of adaptive mesh
refinement codes using high-order, SBP finite difference methods.
For simplicity of presentation, we take as our model problem the two-dimensional
linear acoustic wave equation in first order form. We prove that the proposed coupling
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is stable for this system of equations as well as provide numerical evidence to confirm
the analytical results. Since the projection operators are constructed based on the
SBP operator, and do not depend on the system of equations being solved, using
standard techniques the extension to other linear symmetric hyperbolic systems should
be possible.
2. Definitions. We begin by stating a few preliminary definitions that are at
the heart of this work.
Definition 2.1 (SBP property). A difference approximation D is called a
summation-by-parts (SBP) approximation to d/dx if it can be decomposed as D =
H−1Q with H being positive definite and Q having the property Q + QT = B =
diag
[−1 0 · · · 0 1], i.e., Q is almost skew-symmetric.
To understand why such a difference approximation is called SBP consider a grid
function f =
[
f0 f1 · · · fN
]T
. The H-weighted inner product of f and Df gives
(f ,Df)H = f
THDf = fTQf =
1
2
fT
(
Q+QT
)
f =
1
2
(
f2N − f20
)
, (2.1)
which is of the same form as the inner product of a continuously differentiable function
f ∈ C1[xl, xr] and df/dx:(
f,
df
dx
)
L2(xl,xr)
=
∫ xr
xl
f
df
dx
dx =
1
2
(
f2r − f2l
)
, (2.2)
where (xl, xr) is an open interval of the real line R, fl = f(xl), and fr = f(xr).
The difference operators commonly referred to as SBP methods are central dif-
ference operators in the interior (with orders: 2, 4, 6, 8, . . . ) which transition to
one-sided approximations near the boundary in such a way that the SBP property is
achieved [8, 9, 12, 19]. This transition to one-sided typically leads to a degradation
in accuracy at the boundary. These SBP operators are subdivided into two classes:
diagonal norm (diagonal H) and block norm (non-diagonal H) operators. For the
diagonal norm operators the boundary accuracy can be at most half the interior ac-
curacy, i.e., if the approximation is 2q-accurate in the interior it is at most q-accurate
at the boundary. For the block norm operators it is possible to construct difference
approximations that are 2q − 1 accurate at the boundary. In both cases the global
accuracy of the scheme is one more than the boundary accuracy, i.e., q + 1 for the
diagonal norm operators and 2q for the block norm operators [3]. For most practical
calculations the diagonal norm operators are used as they result in stable schemes for
problems coordinate transforms and variable coefficients [6, 7, 14, 15, 17]; a notable
exception is the recent work of Mattsson and Almquist [10] where artificial dissipation
is used to stabilize the block norm operators in complex geometries.
A key concept for this work is the definition of an SBP H-compatible projection
operator. This operator will allow us to move from a grid function to a space of
piecewise continuous functions in a manner that is compatible (in an L2(Γ) sense) with
the SBP finite difference method. We call the space of piecewise continuous functions
the glue grid since it allows us to “glue” together differing numerical methods.
To make this more concrete, given a finite difference grid
[
x0 x1 · · · xN
]
let
Gh ⊂ L2(Γ) be a finite-dimensional space of functions, i.e., the space of functions
the glue grid can represent. Let ψ(η) =
[
ψ0(η) ψ1(η) · · · ψK(η)
]T
be a vector
of linearly independent basis functions for Gh, f =
[
f0 f1 · · · fN
]T
be a grid
function, and H be an SBP norm. Our goal is to define a projection operator so
4 J. E. KOZDON AND L. C. WILCOX
x0 x1 x2 x3 x4
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glue grid
0 1 2 3
Fig. 2.1. Alignment of the glue grid, the line with interval boundaries denoted with hatch
marks, and the finite difference grid, denoted with dots representing the grid points, at the leftmost
boundary. The glue grid supports functions which are continuous on each interval, e.g., piecewise
continuous functions. Note that the glue grid and the finite difference grid coincide spatially but
here we have separated them vertically for display purposes.
that a set of coefficients f¯ =
[
f¯0 f¯1 · · · f¯K
]T
can be defined from f such that
f¯(η) =
∑
i f¯iψi(η) = f¯
T
ψ(η) is a compatible representation of the grid function f
in the space Gh. Note that throughout the paper we use the overline notation to
represent quantities defined on the glue grid.
In order to define the H-compatible projection operators we must define the mass
matrix on the glue grid. Namely, the symmetric, positive definite mass matrix is
M =
∫
Γ
ψ(η)ψT (η) dη; thus given two functions f¯(η) = f¯
T
ψ(η) and g¯(η) = g¯Tψ(η)
in Gh the inner product is (f¯ , g¯) = f¯TMg¯.
Definition 2.2 (H-Compatible Projection Operator). Let f be a grid function
and u¯(η) = u¯Tψ(η) ∈ Gh be a glue grid function. We call the projection matrices
P f2g and P g2f H-compatible if for all f and u¯:
uTHf = u¯TMf¯ , (2.3)
where f¯ = P f2gf and u = P g2f u¯, or equivalently
P Tg2fH = MP f2g. (2.4)
Here the subscript f2g stands for projection from the finite difference grid to the glue
grid and g2f from the glue grid to the finite difference grid.
Notice, that nothing in the definition implies that these solutions must be accu-
rate representations of one another and Definition 2.2 will only be used to guarantee
stability. Furthermore, there is no statement that the functions can be moved be-
tween spaces without error, that is we do not assume that P g2fP f2gv = v nor that
P f2gP g2f u¯ = u¯.
It is natural to augment Definition 2.2 with a set of accuracy conditions based on
the particular glue grid space Gh being used. In this work, we let Gh be the space of
discontinuous, piecewise polynomials where the intervals over which the polynomial
are defined align with the finite difference points as shown in Fig. 2.1. Motivated by
Mattsson and Carpenter [11], we require that the operators used in this work satisfy
a set of polynomial accuracy conditions. Namely with a glue grid that can represent
qth order polynomials exactly, we define the qth order polynomial grid function as
f q =
[
0q 1q · · · Nq]T (with the convention that 00 = 1) and let g¯q(η) = g¯Tq ψ(η)
be the same polynomial on the glue grid. We then require that the errors
eg2f = P g2f g¯q − f q, ef2g = P f2gf q − g¯q (2.5)
be zero for all polynomials up to order qi − 1 everywhere except near the boundary
where it is required the error be zero for polynomials up to order qb − 1; here qi and
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SBP grid values of order q−• • • • •
polynomials of order q− − 1
polynomials of order qg − 1
polynomials of order qg − 1
polynomials of order qg − 1
polynomials of order q+ − 1
SBP grid values of order q+• • • • • •
Fig. 2.2. Example of the alignment of a glue grid with two SBP finite difference grids. On the
finite difference grids values are stored at the nodal locations whereas the glue grids stores polynomials
over the indicated intervals. The projection operators associated with the SBP finite difference grid
are defined to go to glue grid that conform to the SBP grid nodes. Since both sides of the interface
do not have the same space of piecewise polynomials, additional projection operators are needed to
move between the polynomial spaces.
qb are the interior and boundary accuracy of the SBP finite difference method being
used. In other words, we require the projection operators to mimic the accuracy of
the SBP finite difference method. These are the same accuracy conditions used in the
finite difference to finite difference operators of Mattsson and Carpenter [11]. The
method we use to construct projection operators that satisfy the above accuracy and
stability conditions using a space of discontinuous, piecewise polynomials are discussed
in Appendix B. Additionally, the electronic supplement to this paper contains code
to generate the operators as well as the operators themselves.
We emphasize again that the only requirement for a projection operator to result
in a stable discretization is Definition 2.2. The accuracy conditions (2.5) only pertain
to the specific choice of Gh in this paper and other conditions may be required for
different glue grid spaces.
The H-compatible projection operators discussed in Appendix B move between
an SBP finite difference solution and a given set of piecewise polynomials of order
q− 1 where q is the accuracy of the finite difference method; see for example Fig. 2.1.
To make these operators useful in practice we need to be able to transition between
glue grid spaces.
To understand why this is, consider the situation shown in Fig. 2.2. Here an
interface between two SBP operators with different grids and orders of accuracy is
shown. Since the operators constructed in Appendix B move between finite difference
grid values and a fixed set of piecewise continuous polynomials (fixed intervals and
orders), the glue grids defined for either side of the interface in Fig. 2.2 will not
conform (i.e., the polynomials may be of a different order and/or the locations of
the interval boundaries may be different). Thus, additional projection operators are
needed to move between the different polynomial orders and intervals.
The projection operators in this work are constructed in a hierarchical fashion
where at each stage we need to construct projections between two different piecewise
polynomial glue grid spaces where one is the subset of the other, i.e., Gah ⊂ Gbh.
The projection operators between spaces are constructed to satisfy an analog of (2.4),
namely
MaP gb2ga = P
T
ga2gb
M b, (2.6)
where Ma and M b are the respective glue grid mass matrices (which are each sym-
metric positive definite given linearly independent basis functions). Since Gah ⊂ Gbh
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then P ga2gb is a basis transformation operation which can be determined independent
of P gb2ga and we have
P gb2ga = M
−1
a P
T
ga2gb
M b. (2.7)
Lemma 2.3. Suppose P f2ga and P ga2f satisfy (2.4) with M = Ma. Further
suppose P gb2ga and P ga2gb satisfy (2.7), then
P f2gb = P ga2gbP f2ga , P gb2f = P ga2fP gb2ga (2.8)
satisfy (2.4) with M = M b.
Proof. By direct calculation we have
P Tgb2fH = P
T
gb2ga
P Tga2fH = P
T
gb2ga
MaP f2ga
= M bP ga2gbP f2ga = M bP f2gb (2.9)
Further, it follows from the nesting of the glue spaces that the accuracy condi-
tions (2.5) are also satisfied by these composition of projection operators. Due to this
and Lemma 2.3 we may assume without loss of generality that P f2g and P g2f project
all the way through to the finest glue space (represented by the middle glue grid in
Fig. 2.2), that is the intermediate spaces are not explicitly considered further in this
work.
3. Acoustic Wave Equation: SBP-SAT Discretization. As a model prob-
lem we consider the two-dimensional acoustic wave equation in first order form:
ρ
∂vi
∂t
+
∂p
∂xi
= 0 (i = 1, 2),
∂p
∂t
+ λ
(
∂v1
∂x1
+
∂v2
∂x2
)
= 0, (3.1)
where v1 and v2 are the particle velocities in the x1 and x2 directions, respectively, and
p is the pressure. Here, ρ is the material density and λ is Lame´’s second parameter
where we assume ρ, λ > 0.
We are interested in discretizing (3.1) on a domain Ω which is the union of curvi-
linear, quadrilateral domains (blocks) {Ωe}. To do so, we transform each domain from
the physical space Ωe to the reference space Ω˜ = [−1, 1] × [−1, 1] via the coordinate
transform xi = xi(ξ1, ξ2), i = 1, 2, with xi being the coordinates in physical domain
and ξi being the coordinates in the reference domain; we assume that the inverse
transforms ξi(x1, x2) also exist. (Note, for simplification of notation we suppress the
geometrical terms dependence on each domain.) The Jacobian determinant is
J =
∂x1
∂ξ1
∂x2
∂ξ2
− ∂x2
∂ξ1
∂x1
∂ξ2
, (3.2)
which gives rise to the metric relations
J
∂ξ1
∂x1
=
∂x2
∂ξ2
, J
∂ξ1
∂x2
= −∂x1
∂ξ2
, J
∂ξ2
∂x2
=
∂x1
∂ξ1
, J
∂ξ2
∂x1
= −∂x2
∂ξ1
. (3.3)
With these definitions, the acoustic wave equation (3.1) can be written as
ρJ
∂vi
∂t
+
∂
∂ξ1
(
J
∂ξ1
∂xi
p
)
+
∂
∂ξ2
(
J
∂ξ2
∂xi
p
)
= 0, i = 1, 2, (3.4)
J
∂p
∂t
+ λ
(
J
∂ξ1
∂x1
∂v1
∂ξ1
+ J
∂ξ2
∂x1
∂v1
∂ξ2
+ J
∂ξ1
∂x2
∂v2
∂ξ1
+ J
∂ξ2
∂x2
∂v2
∂ξ2
)
= 0. (3.5)
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Notice that we have written the transformed equations in skew-symmetric form with
the velocity equations (3.4) written using a conservative transform and the pressure
equation (3.5) using a non-conservative transform. It is common to do both terms
conservatively, but doing this splitting results in a provably stable scheme.
Before presenting an SBP discretization of the governing equations, we first intro-
duce a variational form of the equations on each domain. This is done to highlight the
close connection between SBP finite difference methods and DG methods. To do this
we introduce test functions wi, i = 1, 2, and ϕ which belong to some appropriately
chosen space. Multiplying the velocity equation (3.4) by wi, the pressure equation
(3.5) by ϕ, and integrating over a domain Ω˜ gives
∫
Ω˜
wi
[
ρJ
∂vi
∂t
+
∂
∂ξ1
(
J
∂ξ1
∂xi
p
)
+
∂
∂ξ2
(
J
∂ξ2
∂xi
p
)]
dA
= −
∫
∂Ω˜
wiSJni (p
∗ − p) ds, i = 1, 2, (3.6)∫
Ω˜
ϕ
[
J
∂p
∂t
+ λ
(
J
∂ξ1
∂x1
∂v1
∂ξ1
+ J
∂ξ2
∂x1
∂v1
∂ξ2
+ J
∂ξ1
∂x2
∂v2
∂ξ1
+ J
∂ξ2
∂x2
∂v2
∂ξ2
)]
dA
= −
∫
∂Ω˜
ϕλSJ (v
∗ − v) ds, (3.7)
where p∗ and v∗ are penalty terms (also known as numerical fluxes) that satisfy the
boundary or interface conditions that connect the domains. As discussed below in
the discretization, these values are derived from the numerical solution along the edge
of the block; in the case of interfaces the numerical solution from both sides of the
interface is considered. For most methods, these values are the same (up to a possible
sign change) on either side of an interface, though in this work we will need to relax
this to account for a possible projection error, that is the fact that P g2fP f2g is not
an identity operation. Here, SJ is the surface Jacobian, n1 and n2 are the components
of the outward pointing unit normal (in the x1 and x2 directions, respectively), and
v = n1v1 + n2v2 is the normal component of velocity. For the reference domain
Ω˜ = [−1, 1] × [−1, 1] (which will be used for the finite difference discretization) the
surface Jacobian terms and outward pointing normals for the edge defined by ξi = ±1
are
SJ = J
√(
∂ξi
∂x2
)2
+
(
∂ξi
∂x1
)2
, n1 = ± J
SJ
∂ξi
∂x2
, n2 = ± J
SJ
∂ξi
∂x1
. (3.8)
With the above definition, the boundary integrals can be rewritten as
∫
∂Ω˜
wiSJni (p
∗ − p) ds
=
∫ 1
−1
[wiSJni (p
∗ − p)]ξ1=−1dξ2 +
∫ 1
−1
[wiSJni (p
∗ − p)]ξ1=1dξ2 (3.9)
+
∫ 1
−1
[wiSJni (p
∗ − p)]ξ2=−1dξ1 +
∫ 1
−1
[wiSJni (p
∗ − p)]ξ2=1dξ1,
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ϕλSJ (v
∗ − v) ds
=
∫ 1
−1
[ϕλSJ (v
∗ − v)]ξ1=−1 dξ2 +
∫ 1
−1
[ϕλSJ (v
∗ − v)]ξ1=1 dξ2 (3.10)
+
∫ 1
−1
[ϕλSJ (v
∗ − v)]ξ2=−1 dξ1 +
∫ 1
−1
[ϕλSJ (v
∗ − v)]ξ2=1 dξ1.
Going back to the differential form of the equations, we discretize the reference
domain Ω˜ with an (N1 + 1) × (N2 + 1) grid of equally spaced points. The grid
spacing in the ξi dimension is hi = 2/Ni for i = 1, 2. Thus the (k, l) grid point is
at (ξ1, ξ2) = (kh1 − 1, lh2 − 1) for k = 0, . . . , N1 and l = 0, . . . , N2. We define the
pressure solution vector on the grid as
p =
[
p00 p01 · · · p0N2 p10 · · · pN1N2
]T
, (3.11)
where pkl approximates the pressure p at grid point (k, l); the solution vectors v1
and v2 are similarly defined. An SBP-SAT semi-discretization (discretization only in
space) of (3.4)–(3.5) on a domain Ωe using an (N1 + 1)× (N2 + 1) grid is then
ρJ
dvi
dt
+D1J
∂ξ1
∂xi
p+D2J
∂ξ2
∂xi
p = −H−1Fvi , i = 1, 2, (3.12)
J
∂p
∂t
+ λ
(
J
∂ξ1
∂x1
D1v1 + J
∂ξ2
∂x1
D2v1 + J
∂ξ1
∂x2
D1v2 + J
∂ξ2
∂x2
D2v2
)
= −λH−1Fp.
(3.13)
Here, we have defined the matrices
H = HN1 ⊗HN2 , D1 = DN1 ⊗ IN2 , D2 = IN1 ⊗DN2 , (3.14)
where INi , HNi , and DNi are all matrices of size (Ni + 1)× (Ni + 1) with INi being
the identity matrix, and HNi and DNi being the 1-D SBP finite difference operators
in the ξi direction. The vectors v1, v2, and p are the unknown velocities and pressures
at the finite difference grid points. The diagonal matrices J , ∂ξ1∂x1 ,
∂ξ1
∂x2
, ∂ξ2∂x1 , and
∂ξ2
∂x2
have the respective geometric factors evaluated at the finite difference grid points
along their diagonal. For example, letting Jkl denote the Jacobian determinant (or
its approximation) at grid point (k, l) we define
J = diag
[
J00 J01 · · · J0N2 J10 · · · JN1N2
]
, (3.15)
where diag(·) constructs a diagonal matrix from a given vector; the other diagonal
matrices are defined similarly. For simplicity of the discussion we assume that the
material parameters ρ and λ are constants in Ω.
Before stating the specific form for the penalty terms Fvi and Fp, we note the
similarities between the SBP-SAT discretization and a DG method based on the
integral form. Namely, if H is interpreted as an elemental mass matrix then the left-
hand side of the (3.12)–(3.13) correspond to the body integral terms in (3.6)–(3.7).
Similarly, the right-hand side terms correspond to the boundary integrals. Thus,
the SBP-SAT discretization and the DG method have the same discrete structure.
Additionally, what are commonly referred to as penalty terms in SBP-SAT finite
difference methods are of the same form as the numerical flux terms in DG methods.
This is important because even though the methods are developed using different
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continuous representations (i.e., differential versus variational form), these similarities
will facilitate the stable coupling using the penalty and flux terms, see § 4.2.
The penalty terms in (3.12)–(3.13) are taken to be of the form
Fvi =
(
eW ⊗FWvi
)
+
(
eE ⊗FEvi
)
+
(
FSvi ⊗ eS
)
+
(
FNvi ⊗ eN
)
, (3.16)
Fp =
(
eW ⊗FWp
)
+
(
eE ⊗FEp
)
+
(
FSp ⊗ eS
)
+
(
FNp ⊗ eN
)
. (3.17)
Here the subscripts and superscript W , E, S, and N are used to denote which side of
the domain the penalty term correspond to. For instance, W and E correspond to the
west and east sides of the domain with ξ1 = −1 and ξ1 = 1, respectively. Similarly, S
and N correspond to the south and north with ξ2 = −1 and ξ2 = 1. The vectors eW
and eE have length N1 + 1 and are zero everywhere except the first and last entry,
respectively, where they are 1, i.e.,
eW =
[
1 0 · · · 0]T and eE = [0 · · · 0 1]T ; (3.18)
the vectors eS and eN are defined analogously.
The vectors FWvi and FWp , of length N2 + 1, are the actual penalty terms (or flux
differences) along the west side. These vectors are taken to have the form
FWvi = H2SJWnWi (p∗W − pW ) , FWp = H2SJWλ (v∗W − vW ) . (3.19)
Here SJW and n
W
i are (N2 + 1) × (N2 + 1) diagonal matrices with elements corre-
sponding to the surface Jacobian terms and outward pointing unit normals along the
west face; see (3.8). The vectors pW and vW , of length N2 + 1, are the pressure and
normal components of velocity (v = v1n1 + v2n2), respectively, at grid points along
the west face. Finally, the vectors p∗W and v
∗
W will be set based on the interface
and/or boundary conditions for the block. In the case of interface conditions, these
edge values will need to be set in a consistent manner across the interface. As noted
above, these penalty terms correspond to the numerical fluxes in DG methods, and
stability results through a judicious choice of penalty or flux.
Stability of the semi-discrete discretization, whether a pure multiblock SBP-SAT
discretization or a coupled SBP-DG method, will be based on energy analysis. To do
so we define the energy in a single SBP block as
E =
ρ
2
vT1 JHv1 +
ρ
2
vT2 JHv2 +
1
2λ
pTJHp, (3.20)
and define the total energy in the solution as
E =
∑
blocks
E. (3.21)
Since the governing equations (3.1) are energy conservative with the free surface
boundary condition, it is appropriate to use the following definition of discrete stabil-
ity [4]:
Definition 3.1 (Energy Stability). The semi-discrete discretization is said to
be stable if
dE
dt
≤ 0. (3.22)
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For a single SBP block, the energy dissipation rate is characterized by the follow-
ing lemma:
Lemma 3.2. The single SBP block discretization (3.12)–(3.13) with penalty terms
(3.16)–(3.17) of the form of (3.19) has the energy dissipation rate
dE
dt
=
∑
K={W,E,S,N}
DK , (3.23)
DK =− vTKHKSJKp∗K + vTKHKSJKpK − (v∗K)THKSJKpK , (3.24)
where DK is the dissipation rate along edge K of the block with HW = HE = H2
and HS = HN = H1.
Proof. See Appendix A.
The implication of the lemma is that the energy dissipation rate for a single block
is the sum of the dissipation rate for each of its edges. Thus, we can prove global semi-
discrete energy stability by showing that energy is dissipated across every interface
and boundary.
The crux of a stable coupling is then choosing p∗ and v∗ such that when (3.23) is
summed over all blocks dE/dt ≤ 0. Before continuing on to present how the interface
terms p∗ and v∗ are formulated when projection operators are used, we consider the
form of the penalty terms take for an exterior boundary and when the interface is
conforming (matching grid and SBP finite difference scheme across interface).
3.1. Exterior Boundary Treatment. Since the focus of this work is interface
treatment, we only consider the zero pressure boundary condition p = 0. Numerically,
through the penalty terms, this enforcement is done through a linear combination of
a central and upwind biased penalty; here by central we mean a penalty term that
leads to no energy dissipation. If a block edge K ∈ {W,E, S,N} is an outer boundary,
the penalty terms are taken to be of the form
p∗K − pK = −pK , v∗K − vK = α
pK
Z
, (3.25)
where Z =
√
ρ/λ > 0 is the impedance of the material. Here the parameter α ≥ 0
has been introduced with α = 0 being the central boundary treatment and α = 1
being the fully upwind boundary treatment. The following lemma assures that the
external boundary treatment is dissipative.
Lemma 3.3. If edge K ∈ {W,E, S,N} of an SBP block is an exterior boundary
with penalty terms of the form (3.25) then the energy dissipation rate for the edge is
DK = −α
Z
pTKHKSJKpK , (3.26)
which is non-positive if α ≥ 0.
Proof. Solving penalty term (3.25) for p∗K and v
∗
K gives
p∗K = 0, v
∗
K = vK + α
pK
Z
, (3.27)
and (3.26) follows immediately after substituting p∗K and v
∗
K into the edge dissipation
rate (3.24). The non-positiveness of (3.26) follows from the fact that HK and SJK
are diagonal, positive definite matrices.
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3.2. Conforming Interface Treatment. We call a block interface conforming
when the grid and the H-norm are the same on both sides of the interface; the latter
condition typically implies that the same SBP finite difference method is being used
on both sides of the interface. The interface conditions are continuity of pressure and
the normal component of velocity:
p+ = p−, v+ = −v−. (3.28)
Here we have introduced the superscripts + and − to denote the two sides of the
interface. Recall that v is the normal component of the velocity and thus the minus
sign in the velocity condition is due to the fact that the normals are equal and opposite
on either side of the interface. For the minus side of the interface the penalty terms
can then be written as a combination of the central and upwind penalties:
p∗ − p = p∗ − p− = 1
2
(
p+ − p−)+ αZ
2
(
v+ + v−
)
, (3.29)
v∗ − v = v∗ − v− = −1
2
(
v+ + v−
)− α 1
2Z
(
p+ − p−) , (3.30)
where stability results when α ≥ 0, and the central penalty (zero energy dissipation)
is achieved when α = 0 and the upwind penalty with α = 1.
Lemma 3.4. Consider a single, conforming interface between two SBP blocks with
penalty terms of the form (3.29)–(3.30). Let D− and D+ be the energy dissipation
rate along each side of the interface, then
D− +D+ = − αZ
2
(
v− + v+
)T
HSJ
(
v− + v+
)
− α 1
2Z
(
p− − p+)THSJ (p− − p+) , (3.31)
is non-positive for α ≥ 0.
Proof. Solving (3.29)–(3.30) for p∗ and v∗ on the minus side of the interface gives
p∗ =
1
2
(
p+ + p−
)
+ α
Z
2
(
v+ + v−
)
, (3.32)
v∗ =
1
2
(
v− − v+)+ α 1
2Z
(
p− − p+) . (3.33)
Substituting p∗ and v∗ into (3.24) on the minus side of the interface results in (after
some simplification)
D− = − 1
2
(
v−
)T
HSJp
+ − αZ
2
(
v−
)T
HSJ
(
v+ + v−
)
+
1
2
(
p−
)T
HSJv
+ + α
1
2Z
(
p−
)T
HSJ
(
p+ − p−) . (3.34)
A similar calculation for the plus side of the interface gives
D+ = − 1
2
(
v+
)T
HSJp
− − αZ
2
(
v+
)T
HSJ
(
v− + v+
)
+
1
2
(
p+
)T
HSJv
− + α
1
2Z
(
p+
)T
HSJ
(
p− − p+) . (3.35)
Edge energy dissipation (3.31) then follows since H and SJ are diagonal matrices.
Similarly, the non-positiveness of (3.31) when α ≥ 0 follows from the diagonal, positive
definiteness of H and SJ .
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4. General interface treatment. Our discussion of more general interfaces
begins with the coupling of two SBP finite difference blocks that conform at the block
level (i.e., no hanging multiblock nodes). Throughout we assume that both blocks have
the same continuous coordinate transform along the interface. For example, consider
the case shown in Fig. 1.1 (left panel), where we assume that the block on the right
side of the interface has been transformed with x+1 (ξ1, ξ2) and x
+
2 (ξ1, ξ2), and similarly
the block on the left side has been transformed with x−1 (ξ1, ξ2) and x
−
2 (ξ1, ξ2). With
this notation, both blocks see the same transform along the interface if x+1 (−1, ξ) =
x−1 (1, ξ) and x
+
2 (−1, ξ) = x−2 (1, ξ), where for simplicity we have assumed that the
west face of the right block is connected to the east face of the left block. The glue
grid is then parameterized by the variable −1 ≤ η ≤ 1. Note that we assume nothing
about how many grid points are along this interface, only that they conform at the
continuous level.
The core idea behind the nonconforming interface treatment is that the penalty
terms are computed on a glue grid between the two domains. An example glue grid
between two finite difference methods is shown in Fig. 2.2. As can be seen, the glue
grid between the two domains is defined so that the grid points are nested with the
glue grid interval boundaries.
To move values between the finite difference grid and the glue grid the previously
defined projection operators are used. Namely the operators P−f2g and P
+
f2g move
values from the grid on the minus and plus sides of the interface to the glue grid and
P−g2f and P
+
g2f from the glue grid to the minus and plus side finite difference grids.
We will see that since at the discrete level both sides of the interface may sample
the geometry and metric terms differently, these geometry differences, specifically the
surface Jacobian, must be taken into account in the projection to ensure discrete
stability. To do this we project the square root of the surface Jacobians along with
the grid values to the glue grid; since the surface Jacobian matrices S±J are positive,
diagonal matrices the square root of these matrices are trivial to compute. Hence, the
values that we work with on the glue grid are
p¯± = P±f2g
(
S±J
)1/2
p±, v¯± = P±f2g
(
S±J
)1/2
v±; (4.1)
we note that values on the glue grid are always scaled by square root of the surface
Jacobian. Here, the vectors p± and v± refer only to pressure values and normal
component of velocity along the interface of interest.
With this notation, the penalty terms along a nonconforming interface are:
p∗ − p− = (S−J )−1/2P−g2f (p¯∗ − p¯−)+ 12 [(S−J )−1/2P−g2f p¯− − p−] , (4.2)
v∗ − v− = (S−J )−1/2P−g2f (v¯∗ − v¯−)+ 12 [(S−J )−1/2P−g2f v¯− − v−] , (4.3)
where p¯∗ − p¯− and v¯∗ − v¯− are defined by (3.29)–(3.30) using the values p¯± and v¯±
for p± and v±, respectively. As in the conforming case, the parameter α ≥ 0 controls
the central versus upwind biasness of the scheme. The second term on the right-hand-
side of (4.2) (and (4.3)) is a projection error which arises because P g2fP f2g is not an
identity operation.
An important implication of the penalty terms (4.2)–(4.3) is that the projection
operations for the two sides are independent of the scheme on either side of the
interface and the underlying representation of the geometry. This later fact means
that the geometry does not need to be built into the projection operation. Also
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note that if the interface is conforming, the conforming penalties (3.29)–(3.30) are
equivalent to the nonconforming penalty terms (4.2)–(4.3) if the projection matrices
are taken to be the identity matrix: P±f2g = P
±
g2f = I.
We can now state the first major result of the paper:
Theorem 4.1. Consider a single, nonconforming interface between two SBP
blocks with penalty terms of the form (4.2)–(4.3). Let D− and D+ be the energy
dissipation rate along each side of the interface, then
D− +D+ = − αZ
2
(
v¯− + v¯+
)T
M
(
v¯− + v¯+
)
− α 1
2Z
(
p¯− − p¯+)TM (p¯− − p¯+) , (4.4)
which is non-positive for α ≥ 0.
Proof. Solving (4.2)–(4.3) for p∗ and v∗ on the minus side of the interface gives
p∗ =
(
S−J
)−1/2
P−g2f
(
p¯∗ − p¯−)+ 1
2
[(
S−J
)−1/2
P−g2f p¯
− + p−
]
, (4.5)
v∗ =
(
S−J
)−1/2
P−g2f
(
v¯∗ − v¯−)+ 1
2
[(
S−J
)−1/2
P−g2f v¯
− + v−
]
. (4.6)
Substituting p∗ and v∗ into (3.24) on the minus side of the interface results in (after
some simplification)
D− = − (v−)TH−(S−J )1/2P−g2f (p¯∗ − p¯−)− 12(v−)TH−(S−J )1/2P−g2f p¯−
− (p−)TH−(S−j )1/2P−g2f (v¯∗ − v¯−)− 12(p−)TH−(S−j )1/2P−g2f v¯−. (4.7)
Using property (2.4) of the projection operator the energy dissipation on the minus
side of the interface is
D− = − (v−)T (S−J )1/2(P−f2g)TM (p¯∗ − p¯−)− 12(v−)T (S−J )1/2(P−f2g)TMp¯−
− (p−)T (S−j )1/2(P−f2g)TM (v¯∗ − v¯−)− 12(p−)T (S−j )1/2(P−f2g)TMv¯−
= − (v¯−)TMp¯∗ + (v¯−)TMp¯− − (p¯−)TMv¯∗ (4.8)
where we have used that H and SJ commute since they are diagonal as well as the
definitions of p¯− and v¯−; see (4.1). Solving (3.29) and (3.30), evaluated with p¯± and
v¯±, for p¯∗ and v¯∗ and substituting these values into (4.8) gives (after minor algebraic
manipulations)
D− = − 1
2
(
v¯−
)T
Mp¯+ − αZ
2
(
v¯−
)T
M
(
v¯+ + v¯−
)
+
1
2
(
p¯−
)T
Mv¯+ + α
1
2Z
(
p¯−
)T
M
(
p¯+ − p¯−) . (4.9)
A similar calculation for the plus side of the interface gives
D+ = − 1
2
(
v¯+
)T
Mp¯− − αZ
2
(
v¯+
)T
M
(
v¯− + v¯+
)
+
1
2
(
p¯+
)T
Mv¯− + α
1
2Z
(
p¯+
)T
M
(
p¯− − p¯+) . (4.10)
Summing (4.9) and (4.10) then gives (4.4). Similarly, the non-positiveness of (4.4)
when α ≥ 0 follows from the positive definiteness of M .
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Comparison with Mattsson and Carpenter [11] Interpolation Operators. As noted
above, Mattsson and Carpenter have previously proposed a set of SBP-compatible op-
erators for coupling conforming (at the block level) SBP finite difference methods with
a fixed refinement ratio [11]. These operators, which Mattsson and Carpenter denote
as IF2C and IC2F with F2C and C2F denoting fine to coarse and vice versa, move
a solution all the way from one finite difference grid to the next. Thus, an important
difference with the projection operators we employ here is that there is an interme-
diate glue grid which allows the projection operators to be defined independent of
the coupling; Mattsson and Carpenter’s operators depend on both the refinement
ratio and SBP operator on either side of the interface. Additionally, Mattsson and
Carpenter had to introduce additional constraints in order to ensure stability when
upwind bias penalties/numerical fluxes are used; see Equation (16) of Mattsson and
Carpenter [11]. In their paper, Mattsson and Carpenter note that they were unable
to construct operators which always satisfy these constraints and for some cases dis-
sipation was introduced to stabilize the method. In this work the use of the glue grid
allows us to overcome these extra constraints on the operators as well as the need to
introduce dissipation on the interface; note that in the method we propose here there
is dissipation on the interface and it is controlled by the upwind parameter α. Fi-
nally, the compound operators IF2C = P
+
g2fP
−
f2g and IC2F = P
−
g2fP
+
f2g satisfy the
consistency constraints (15) and the accuracy conditions of Definition 2.4 of Mattsson
and Carpenter [11] (though it should be noted that they are numerically distinct).
4.1. Many-to-many interfaces. We now move on to the case when several
finite difference blocks are coupled together along a single interface. As will be seen,
the treatment for this case is identical to the one-to-one interface case except that
the surface Jacobians of the blocks along the coupling interface must be scaled to
put them into the glue grid space. An example of the sort of coupling considered is
shown in the center panel of Fig. 1.1 where we are interested in the treatment of the
T-intersection (denoted with a thick line); without loss of generality we assume that
the interface occurs in the ξ2 direction for all blocks.
As noted above, we parameterize the glue space with a variable −1 ≤ η ≤ 1.
We let N− be then number of blocks along the minus side of the interface and each
block k, 1 ≤ k ≤ N−, overlaps the glue interface over β−(k−1) ≤ η ≤ β−(k) with
β−(0) = −1 and β−(N−) = 1. We then define the affine interface transform to take
each block interface (which run from −1 ≤ ξ ≤ 1) to the appropriate portion of the
glue interface:
η−(k) =
β−(k−1)(1− ξ−(k)2 ) + β−(k)(1 + ξ−(k)2 )
2
, (4.11)
ξ
−(k)
2 =
(η−(k) − β−(k)) + (η−(k) − β−(k−1))
β−(k) − β−(k−1) , (4.12)
where 1 ≤ k ≤ N− denotes which of the blocks along this side of the interface we
are considering. Since these are affine transforms, their effect on the surface Jacobian
(see (3.8)) will be a constant scaling of
∂ξ
−(k)
2
∂η−(k)
=
2
β−(k) − β−(k−1) =
1
∆−(k)
. (4.13)
Here ∆−(k) is the fraction of the interface which intersects block k. As similar con-
struction is used for the N+ blocks on the other side of the interface.
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Projections to the glue and the penalty terms for each block are then defined as
in (4.1), (4.2), and (4.3) except with the surface Jacobians scaled by 1/∆±(k):
p¯±(k) = P±(k)f2g
(
S
±(k)
J
∆±(k)
)1/2
p±(k), v¯±(k) = P±(k)f2g
(
S
±(k)
J
∆±(k)
)1/2
v±(k),
(4.14)
p∗(k) − p−(k) =
(
S
−(k)
J
∆−(k)
)−1/2
P
−(k)
g2f
(
p¯∗(k) − p¯−(k)
)
+
1
2
(S−(k)J
∆−(k)
)−1/2
P
−(k)
g2f p¯
−(k) − p−(k)
 , (4.15)
v∗(k) − v−(k) =
(
S
−(k)
J
∆−(k)
)−1/2
P
−(k)
g2f
(
v¯∗(k) − v¯−(k)
)
+
1
2
(S−(k)J
∆−(k)
)−1/2
P
−(k)
g2f v¯
−(k) − v−(k)
 . (4.16)
Before going on to state the edge dissipation rates, we note that the change of vari-
ables (4.11)–(4.12) requires a slight modification to the H-compatible definition (2.2),
namely we now use the definition
∆−(k)
(
P
−(k)
g2f
)T
H−(k) = M−(k)P−(k)f2g . (4.17)
Here, H−(k) is the 1-D SBP norm matrix for a grid from −1 to 1 and M−(k) is the
mass matrix for the portion of the glue grid running from β−(k−1) to β−(k). The
difference between the domains of H−(k) and M−(k) gives rise to the ∆−(k) in the
compatibility condition.
We define the solutions vectors on the glue as
v¯± =
 v¯
±(1)
...
v¯±(N
±)
 , p¯± =
 p¯
±(1)
...
p¯±(N
±)
 (4.18)
and the block diagonal glue mass matrix
M =
M
−(1)
. . .
M−(N
−)
 =
M
+(1)
. . .
M+(N
+)
 , (4.19)
where we note that it is equivalent to define M from either the plus or minus side
block mass matrices since they integrate the same space of function after stacking.
With these definitions, we now have the following theorem which guarantees stability
of the interface treatment.
Theorem 4.2. Consider a single, nonconforming interface with N− and N+
SBP blocks on either side of the interface with penalty terms of the form (4.15)–
(4.16). Let D− and D+ be the energy dissipation rate along each side of the interface,
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then
D− +D+ = − αZ
2
(
v¯− + v¯+
)T
M
(
v¯− + v¯+
)
− α 1
2Z
(
p¯− − p¯+)TM (p¯− − p¯+) , (4.20)
is the non-positive for α ≥ 0.
Proof. Solving the penalty terms for p∗(k) and v∗(k) and substituting into (3.24)
gives (after a calculation similar to (4.8)) the edge dissipation rate
D−(k) = −
(
v¯−(k)
)T
M−(k)p¯∗(k) +
(
v¯−(k)
)T
M−(k)p¯−(k)
−
(
p¯−(k)
)T
M−(k)v¯∗(k). (4.21)
Defining the vectors
v¯∗ =
 v¯
∗(1)
...
v¯∗(N
−)
 , p¯∗ =
 p¯
∗(1)
...
p¯∗(N
−)
 , (4.22)
the sum of the contributions from all the blocks on the minus side of the interface can
be written as
D− =
N−∑
k=1
D−(k) = − (v¯−)TMp¯∗ + (v¯−)TMp¯− (p¯−)TMv¯∗. (4.23)
Since this equation is identical to (4.9), the remainder of the proof is identical to that
of Theorem 4.1.
4.2. Connecting with discontinuous Galerkin methods. Besides allowing
for the stable coupling of general finite difference grids, the projection operators de-
fined above can also be used to couple finite difference methods with numerical meth-
ods in variational form. To demonstrate this we consider the coupling of SBP finite
difference methods with a curvilinear, triangle based DG method. We begin by intro-
ducing a triangular, curved element DG method and then proceed to view each DG
element as a small SBP finite difference block, which leads immediately to a stable
coupling between the methods. Though we use one particular DG method, coupling
with other formulations is possible as the coupling is purely done at the numerical
flux level so any scheme that gives rise to similar interface terms will be stable. In
what follows we only highlight the essential parts of the DG formulation that are
necessary to couple it with SBP methods and for a more complete description of DG
the interested reader is directed to, for instance, Hesthaven and Warburton [5].
To introduce the DG method we start with the variational form of the governing
equations (3.6)–(3.7) for a DG element Ωe whose reference element is Ω˜; for the
examples in this paper we use a triangular reference element. Applying integration by
parts to the conservation of momentum (3.6) in order to move the spatial derivatives
from the solution p to the test functions wi we get conservation of momentum in the
form ∫
Ω˜
[
wiρJ
∂vi
∂t
− ∂wi
∂ξ1
J
∂ξ1
∂xi
p− ∂wi
∂ξ2
J
∂ξ2
∂xi
p
]
dA = −
∫
∂Ω˜
wiSJnip
∗ds. (4.24)
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Notice that in the right-hand side of (4.24) depends only on p∗, i.e., the value which
will become the numerical flux. The form of (4.24) with the derivative on the test
function and (3.7) with the derivative on the trial function is sometimes referred to
as the skew-symmetric form of the variational equations.
Discretizing the variational forms (4.24) and (3.7) in space using the DG method
gives rise to the following semi-discretization on each element:
ρMJ
dvi
dt
=DT1M1ip+D
T
2M2ip−
3∑
K=1
LTKP
T
bcniKΩbcSJKp
∗
K , (4.25)
MJ
dp
dt
=− λ (M11D1v1 +M21D2v1 +M12D1v2 +M22D2v2)
−
3∑
K=1
λLTKP
T
bcΩbcSJK
(
v∗K − v−K
)
, (4.26)
where the vector v−K is the normal component of velocity along edge K of the element
evaluated at the cubature points:
v−K = n1KP bcLKv1 + n2KP bcLKv2. (4.27)
Here LK takes the volume terms to edge K of the element and L
T
K takes edge K
terms to the volume; this is similar to the behavior of eW/E ⊗ I and I ⊗ eN/S in
the SBP method. Also as in the SBP method, D1 and D2 are the reference element
differentiation matrices for the two reference coordinate directions. Since we will be
using curved triangular elements, integration is done using a cubature in the volume
and quadratures along the edges of the elements. Thus we introduce the projection
matrices P c and P bc that project from the volume and edge approximations to the
volume and edge cubature points, respectively. At the cubature locations, the matrices
Ωc and Ωbc are diagonal matrices of the integration weights for the volume and an
edge, respectively. To ensure stability of the method, we will assume that Ωc and Ωbc
are positive definite. The element mass matrices in the discretization are defined as
MJ = P
T
c ΩcJP c, M ij = P
T
c ΩcJ
∂ξi
∂xj
P c. (4.28)
Here the diagonal matrices J and ∂ξi
∂xj
are, respectively, the Jacobian determinant
and metric derivatives defined at the cubature points. The diagonal matrices SJK
and niK are the surface Jacobian and the components of the unit normal for edge K,
respectively, defined at the cubature points.
Defining the energy in a DG element as
E =
ρ
2
vT1MJv1 +
ρ
2
vT2MJv2 +
1
2λ
pTMJp (4.29)
as well as the edge projected pressures
p−K = P bcLKp, (4.30)
the energy dissipation rate for a single DG element can be characterized by the fol-
lowing lemma.
Lemma 4.3. The single DG block discretization (4.25)–(4.26) has the energy
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dissipation rate
dE
dt
=
3∑
K=1
DK , (4.31)
DK =−
(
v−K
)T
ΩbcSJKp
∗
K −
(
p−K
)T
ΩbcSJK
(
v∗K − v−K
)
, (4.32)
with energy as defined in (4.29)
Proof. Equation (4.32) follows directly by inserting (4.25)–(4.26) into the time
derivative of (4.29)
dE
dt
=ρvT1MJ
dv1
dt
+ ρvT2MJ
dv2
dt
+
1
λ
pTMJ
dp
dt
, (4.33)
and simplifying using the definition of the edge projected pressures (4.30) and normal
velocity (4.27). The non-positiveness of (4.32) follows from the fact that Ωbc and
SJK are diagonal, positive definite matrices.
4.2.1. Boundary and DG-to-DG numerical flux. When an edge occurs on
the physical boundary, the boundary condition p = 0 is enforced with the numerical
flux
p∗K = 0, v
∗
K − vK = α
pK
Z
. (4.34)
Similarly, the numerical flux between two DG elements is taken to be
p∗ =
1
2
(
p+ + p−
)
+ α
Z
2
(
v+ + v−
)
, (4.35)
v∗ − v− = − 1
2
(
v+ + v−
)− α 1
2Z
(
p+ − p−) . (4.36)
In both cases, as in the SBP case, the parameter α controls the upwind nature of the
numerical flux. For stability α ≥ 0 with the central flux resulting if α = 0 and the
fully upwind flux if α = 1. Note that if p− is subtracted from p∗ these are identical
to the penalty terms previously defined for SBP boundaries (3.25) and conforming
interfaces (3.29)–(3.30).
Lemma 4.4. If edge K of a DG element is an exterior boundary with penalty
terms of the form (4.34) then the energy dissipation rate for the edge is
DK = −α
Z
(
p−K
)T
ΩbcSJKp
−
K , (4.37)
which is non-positive if α ≥ 0.
Proof. Follows directly by using (4.34) in (4.32).
Lemma 4.5. Consider a single interface between two DG elements with penalty
terms of the form (4.35)–(4.36). Let D− and D+ be the energy dissipation rate along
each side of the interface, then
D− +D+ = − αZ
2
(
v− + v+
)T
ΩbcSJ
(
v− + v+
)
− α 1
2Z
(
p− − p+)TΩbcSJ (p− − p+) , (4.38)
is non-positive for α ≥ 0.
Proof. Equation (4.38) follows directly by addingD++D+ and using the definition
of the numerical flux (4.35)–(4.42). The non-positiveness of (4.38) follows from the
fact that Ωbc and SJK are diagonal, positive definite matrices.
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4.2.2. SBP-to-DG interface. We now consider the case of an edge correspond-
ing to an interface with an SBP block. Note that in general the edge of an SBP block
will be connected to many DG elements as shown in Fig. 1.1 and thus a similar pro-
cedure will be required as was used in § 4.1 for connecting many SBP blocks across
one interface. For simplicity, we assume that the DG element only connects to a sin-
gle SBP block and that the coupling occurs along the east face of the SBP block (as
shown in the right panel of Fig. 1.1). We index the glue grid using the SBP coordinate
transform, so η = ξ2 in Fig. 1.1 where ξ2 is the second metric coordinate of the SBP
block. Let the DG element intersect the glue grid over the interval [η1, η2]. Since the
surface Jacobian for the DG element is defined for the element’s reference space on
the boundary of length γ, we have to scale the surface Jacobian before projecting to
the glue space as was done in the many-to-one SBP case of § 4.1. Thus we define the
scaled and projected DG solution as
v¯− = P−f2g
(
S−J
∆−
)1/2
v−, (4.39)
p¯− = P−f2g
(
S−J
∆−
)1/2
p−, (4.40)
where ∆− = (η2 − η1)/γ and P−f2g is the projection from the DG element edge
cubature points to the portion of the glue grid it overlaps with. Similarly we define
the projection back from the glue to the DG element edge as P−g2f .
If we use polynomial basis functions of order q for DG and set the glue grid space
to a higher order polynomial space, then we have that P−g2fP
−
f2g = I, that is there
is no projection error as there was for the SBP solution; note that the converse is not
true as the glue grid is a higher order space. With this assumption, we can now define
the DG numerical flux when connected to the SBP finite difference solution as
p∗ =
(
S−J
∆−
)−1/2
P−g2f p¯
∗, (4.41)
v∗ − v− =
(
S−J
∆−
)−1/2
P−g2f
(
v¯∗ − v¯−) , (4.42)
with p¯∗ and v¯∗ − v¯− defined as in (3.29)–(3.30) using the values p¯± and v¯± for p±
and v±, respectively. As in the conforming case, comparing these numerical flux
expressions with the SBP penalty terms (4.2)–(4.3) we see that they are identical
since there is no projection error going to the glue and back for the DG solution, in
particular since
P−g2fP
−
f2gp
− = P−g2f p¯
− = p−. (4.43)
Additionally, these numerical fluxes are the same as those in (4.35)–(4.36) since in the
case of connecting two DG elements the projection operators are identity operations,
i.e., P−f2g = P
−
g2f = I, and the surface Jacobians are the same for both sides of the
interface. With a high enough boundary cubature order, it can be assumed that
∆−
(
P−g2f
)T
Ω−bc = M
−(k)P−f2g, (4.44)
and stability of the SBP-DG coupling is characterized by the following corollary to
Theorem 4.2.
Corollary 4.6. Consider a single, nonconforming interface between an SBP
finite difference method and a DG method. If the SBP finite difference method has
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interface penalty terms of the form (4.15)–(4.16) and the DG method has numerical
fluxes of the form (4.41)–(4.42), then the coupling interface satisfies the dissipation
rates of Theorem 4.2.
Proof. To prove that this corollary is true we will show that a single DG cell,
indexed by (k), satisfies (4.21). The single edge dissipation rate for a DG cell comes
from substituting (4.41)–(4.42) into (4.32) and using
D−(k) =−
(
v−(k)
)T
Ωbc
(
∆−(k)S−(k)J
)1/2
P
−(k)
g2f p¯
∗(k)
−
(
p−(k)
)T
Ωbc
(
∆−(k)S−(k)J
)1/2
P
−(k)
g2f
(
v¯∗(k) − v¯−(k)
)
. (4.45)
Using (4.44) this can be simplified to (4.21). Thus, the rest of the proof for the
dissipation rates follow the same procedure as in the proof of Theorem 4.2.
5. Numerical Results. Here we confirm the above theoretical stability results
as well as explore the accuracy of the coupling technique.1 A method-of-lines ap-
proach is used to discretize the acoustic wave equation where the spatial schemes is
as described in this paper and an explicit 4th order Runge–Kutta method is used for
the temporal discretization. The test problem is the discretization of (3.4)–(3.5) on
the domain Ω = [−1, 1] × [−1, 1] with ρ = λ = 1. Zero pressure, i.e., free surface,
boundary conditions are used on all boundaries. We use the initial condition
p(x1, x2, 0) = cos (k1x1) cos (k1x2) + sin (k2x1) sin (k2x2) , (5.1)
vi(x1, x2, 0) = 0, i = 1, 2, (5.2)
where k1 = pi/2 and k2 = pi. With this the exact solution is
p(x1, x2, t) = cos (ω1t) cos (k1x1) cos (k1x2) + cos (ω2t) sin (k2x1) sin (k2x2) , (5.3)
v1(x1, x2, t) =
k1
ω1
sin (ω1t) sin (k1x1) cos (k1x2)− k2
ω2
sin (ω2t) cos (k2x1) sin (k2x2) ,
(5.4)
v2(x1, x2, t) =
k1
ω1
sin (ω1t) cos (k1x1) sin (k1x2)− k2
ω2
sin (ω2t) sin (k2x1) cos (k2x2) ,
(5.5)
where ωj = kj
√
2 for j = 1, 2.
5.1. One-to-One SBP Coupling. We first test the coupling of two SBP blocks
as shown in the left panel of Fig. 1.1. The coordinate transforms for the two blocks
are
x
(L)
1 (ξ1, ξ2) =
(
1 + ξ1
10
)
sin (pi (ξ2 + 1))−
(
1− ξ1
2
)
, x
(L)
2 (ξ1, ξ2) = ξ2, (5.6)
x
(R)
1 (ξ1, ξ2) =
(
1− ξ1
10
)
sin (pi (ξ2 + 1)) +
(
1 + ξ1
2
)
, x
(R)
2 (ξ1, ξ2) = ξ2, (5.7)
1MATLAB code for constructing the interpolation operators used in this section are available in
the electronic supplement and at https://github.com/bfam/sbp_projection_operators. The simu-
lation code used to produce the results is available at https://github.com/bfam/sbp_projection_2d.
For DG, when coupling with SBP-SAT, we use the code from Hesthaven and Warburton [5] available
at https://github.com/tcew/nodal-dg.
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q = 2 q = 3 q = 4 q = 5
N error (rate) error (rate) error (rate) error (rate)
conforming meshes (no projection)
64 4.3× 10−4 2.1× 10−4 4.6× 10−5 3.7× 10−5
128 5.2× 10−5 (3.0) 1.4× 10−5 (3.9) 1.4× 10−6 (5.0) 5.7× 10−7 (6.0)
256 6.5× 10−6 (3.0) 9.3× 10−7 (4.0) 4.8× 10−8 (4.9) 7.7× 10−9 (6.2)
512 8.0× 10−7 (3.0) 5.9× 10−8 (4.0) 1.9× 10−9 (4.6) 1.1× 10−10 (6.1)
1024 1.0× 10−7 (3.0) 3.7× 10−9 (4.0) 7.6× 10−11 (4.6) 1.7× 10−12 (6.0)
nested meshes
64 5.5× 10−4 1.4× 10−4 8.3× 10−5 6.5× 10−5
128 7.8× 10−5 (2.8) 7.9× 10−6 (4.2) 6.6× 10−6 (3.7) 1.3× 10−6 (5.7)
256 1.1× 10−5 (2.8) 4.8× 10−7 (4.0) 3.1× 10−7 (4.4) 1.5× 10−8 (6.4)
512 1.6× 10−6 (2.8) 3.2× 10−8 (3.9) 1.3× 10−8 (4.5) 1.2× 10−10 (7.0)
1024 2.2× 10−7 (2.8) 2.3× 10−9 (3.8) 6.4× 10−10 (4.4) 1.5× 10−12 (6.3)
unnested meshes
64 5.0× 10−4 1.4× 10−4 8.9× 10−5 6.2× 10−5
128 7.1× 10−5 (2.8) 8.0× 10−6 (4.2) 6.7× 10−6 (3.7) 1.2× 10−6 (5.6)
256 1.0× 10−5 (2.8) 4.8× 10−7 (4.1) 3.1× 10−7 (4.4) 1.4× 10−8 (6.4)
512 1.5× 10−6 (2.8) 3.2× 10−8 (3.9) 1.3× 10−8 (4.5) 1.1× 10−10 (7.0)
1024 2.1× 10−7 (2.8) 2.3× 10−9 (3.8) 6.3× 10−10 (4.4) 1.5× 10−12 (6.3)
Table 5.1
Table of the error and estimated convergence rates for the coupling of two SBP blocks (see
simulations shown in Fig. 5.1).
where the superscript (L) and (R) corresponds to the left and right block, respectively.
Notice that the coordinate transform along the interface is conforming x
(L)
1 (1, ξ2) =
x
(R)
1 (−1, ξ2) = 15 sin (pi (ξ2 + 1)) and x(L)2 (1, ξ2) = x(R)2 (−1, ξ2) = ξ2.
We discretize the left block with using an (N/2+1)×(N+1) grid of where N = 2k
with k = 6, 7, 8, 9, 10. For the right block we use an (M/2 + 1) × (M + 1) grid of
points where M is chosen so the interface if conforming (M = N), nested (M = 2N),
or unnested (M = 2N + 1). In the conforming case no projection operator is used,
i.e., this is the traditional SBP-SAT coupling. We run the simulation using SBP
orders q = 2, 3, 4, 5, where here q refers to the boundary order, i.e., the interior finite
difference method is of order pi = 2q, the boundary finite difference order is pb = q,
and the expected rate of convergence for conforming multiblock SBP is q + 1. Note
that in this work we will exclusively consider the diagonal norm SBP operators. The
final time of the simulations is t = 1. For the penalties we use α = 1, thus the interface
and boundaries are fully upwinded.
In Fig. 5.1 and Table 5.1 we report the error for each of the three cases. We
measure the error using the L2 norm
ε2 =
∑
{Ωe}
(
ρ
2
∆vT1 JH¯∆v1 +
ρ
2
∆vT2 JH¯∆v2 +
1
2λ
∆pTJH¯∆p
)
, (5.8)
where ∆v1, ∆v2, and ∆p are the difference between the discrete solution and exact
solution at all the grid points; note that this is the same norm used in the stability
analysis (3.20). In all the cases the error is decreasing with mesh refinement. For
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Fig. 5.1. Log-log plot of N versus the L2 error (measured with the energy norm) for the coupling
of two SBP blocks (see Fig. 1.1). Three different interface types are shown: a conforming interface
(dotted line), a nested interface with a two-to-one refinement ratio (solid line), and an unnested
interface with Nfine = 2Ncoarse + 1 (dashed line). In the figure axis N refers to the coarse block,
i.e., Ncoarse = N .
both of the cases where the projection operators are used, the overall error level is
comparable and slightly higher than the conforming (no projection) case. Also given
in Table 5.1 are estimates of the convergence rate between two successive resolutions
measured using
log (εf )− log (εc)
log (Nc)− log (Nf ) , (5.9)
where here subscript f refers to the finer solution and c the coarser solution. As the
table shows, the coupling does show higher-order convergence though it is interesting
to note that when the projection are used the rates are more sporadic than the
conforming case.
5.2. Two-to-One SBP Coupling. We now test the use of the projection op-
erators to couple multiple SBP blocks along a single interface. That is we have a
single block on the left side of the interface and two blocks on the right side of the
interface as in the center panel of Fig. 1.1. The block on the left side of the interface
has the coordinate transform (5.6), where as the top and bottom right blocks have
the coordinates transforms:
x
(RT )
1 (ξ1, ξ2) = x
(R)
1
(
ξ1 + 1
2
, ξ2
)
, x
(RT )
2 (ξ1, ξ2) = x
(R)
2
(
ξ1 + 1
2
, ξ2
)
, (5.10)
x
(RB)
1 (ξ1, ξ2) = x
(R)
1
(
ξ1 − 1
2
, ξ2
)
, x
(RB)
2 (ξ1, ξ2) = x
(R)
2
(
ξ1 − 1
2
, ξ2
)
, (5.11)
where superscript (RT ) and (RB) refer to the right-top and right-bottom blocks,
respectively, and x
(R)
1,2 are defined by (5.7).
We discretize the left block with an (N/2 + 1) × (N + 1) grid of points, with
N = 2k for k = 6, 7, 8, 9, 10. The right two blocks are discretized using grids of size
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Fig. 5.2. Log-log plot of N versus the L2 error (measured with the energy norm) for the coupling
of three SBP blocks (see Fig. 1.1). Two different interface types are shown: a nested interface with a
two-to-one refinement ratio (solid line) and an unnested interface with Nfine = 2Ncoarse + 1 (dashed
line). Also shown for reference is the two block conforming interface test (dotted line) from Fig. 5.1.
In the figure axis N refers to the coarse block, i.e., Ncoarse = N .
q = 2 q = 3 q = 4 q = 5
N error (rate) error (rate) error (rate) error (rate)
nested meshes
64 5.5× 10−4 1.4× 10−4 8.4× 10−5 6.3× 10−5
128 7.8× 10−5 (2.8) 7.9× 10−6 (4.2) 6.6× 10−6 (3.7) 1.2× 10−6 (5.7)
256 1.1× 10−5 (2.8) 4.8× 10−7 (4.0) 3.1× 10−7 (4.4) 1.4× 10−8 (6.4)
512 1.6× 10−6 (2.8) 3.2× 10−8 (3.9) 1.3× 10−8 (4.5) 1.1× 10−10 (7.0)
1024 2.2× 10−7 (2.8) 2.3× 10−9 (3.8) 6.4× 10−10 (4.4) 1.5× 10−12 (6.3)
unnested meshes
64 5.0× 10−4 1.4× 10−4 8.9× 10−5 6.2× 10−5
128 7.1× 10−5 (2.8) 7.9× 10−6 (4.2) 6.7× 10−6 (3.8) 1.2× 10−6 (5.7)
256 1.0× 10−5 (2.8) 4.8× 10−7 (4.1) 3.1× 10−7 (4.4) 1.4× 10−8 (6.4)
512 1.5× 10−6 (2.8) 3.2× 10−8 (3.9) 1.3× 10−8 (4.5) 1.1× 10−10 (7.0)
1024 2.2× 10−7 (2.8) 2.3× 10−9 (3.8) 6.3× 10−10 (4.4) 1.4× 10−12 (6.3)
Table 5.2
Table of the error and estimated convergence rates for the coupling of three SBP blocks (see
simulations shown in Fig. 5.2).
(N+1)×(M+1) where is chosen so that the interface is nested with a 1 : 2 refinement
ratio (M = N) or fully unnested (M = N + 1); in both cases the interface between
the two right blocks is conforming. As before we let the final time be t = 1 and use
α = 1 in the penalty terms.
In Fig. 5.2 and Table 5.2 we report the error (as measured by (5.8)) for SBP orders
q = 2, 3, 4, 5, where as before q refers to the boundary order of the SBP method. In
Table 5.2 we also report the convergence rate as calculated using (5.9). As these results
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Fig. 5.3. Log-log plot of N versus the L2 error (measured with the energy norm) for the coupling
of SBP and DG (see Fig. 1.1). We plot different lines for runs of different orders where q is both
the SBP boundary order and the DG polynomial order. The solid line shows the results with α = 1
and the dashed line results with α = 0.
show, the method maintains the high-order accuracy of the SBP finite difference when
nonconforming block interfaces are used. As in the case of the one-to-one coupling,
the rates are more sporadic than the conforming one-to-one coupling case.
5.3. SBP-DG Coupling. Here we consider the coupling between SBP finite
difference methods and DG finite elements methods as discussed in § 4.2. We specifi-
cally use the curvilinear nodal DG method on triangles as described in Hesthaven and
Warburton [5]. The configuration is as shown in the right panel of Fig. 1.1 with an
curvilinear SBP block on the left side of the coupling interface and an unstructured,
curvilinear DG mesh on the right side of the coupling interface. The SBP block is
transformed according to (5.6). For the DG mesh, the element edges along the curved
interface are curved by moving the interpolation nodes to the interface and the inte-
rior interpolation points are then moved using transfinite blending; elements that are
not on the interface remain straight-sided. Refinement for the unstructured mesh is
performed in a hierarchical fashion with each triangle split into four nested triangles.
As before, we run the SBP mesh with SBP orders q = 2, 3, 4, 5 and use a polyno-
mial order for the DG elements of q. Similarly, we discretize the left SBP block with
an (N/2+1)×(N+1) grid of points, with N = 2k for k = 6, 7, 8, 9, 10. The initial DG
mesh is chosen so that the number of unique degrees of freedom along the interface
roughly matches the number of finite difference grid points. That is, we choose a base
mesh for each order that has d26/(q + 1)e edges along the coupling interface which is
then refined in a hierarchical manner. The final time for the simulations is t = 1 and
now consider both α = 1 and α = 0 for both the SBP penalties and DG numerical
flux terms.
Shown in Fig. 5.3 and Table 5.3 are the error and convergence results for this test
problem for both values of α. As can be seen, the method is converging at high-order
accuracy in all cases. As in the purely SBP to SBP coupling the convergence rates
are rather sporadic.
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q = 2 q = 3 q = 4 q = 5
N error (rate) error (rate) error (rate) error (rate)
α = 1
64 5.3× 10−4 1.7× 10−4 6.7× 10−5 8.1× 10−5
128 8.6× 10−5 (2.6) 9.0× 10−6 (4.3) 5.7× 10−6 (3.6) 1.3× 10−6 (5.9)
256 2.0× 10−5 (2.1) 4.9× 10−7 (4.2) 3.2× 10−7 (4.1) 1.3× 10−8 (6.7)
512 5.8× 10−6 (1.8) 3.5× 10−8 (3.8) 1.5× 10−8 (4.4) 1.1× 10−10 (6.8)
1024 1.4× 10−6 (2.0) 4.7× 10−9 (2.9) 6.3× 10−10 (4.6) 1.7× 10−12 (6.1)
α = 0
64 1.3× 10−3 3.9× 10−4 9.5× 10−5 1.4× 10−4
128 1.5× 10−4 (3.1) 2.6× 10−5 (3.9) 6.4× 10−6 (3.9) 2.7× 10−6 (5.7)
256 2.0× 10−5 (2.9) 2.1× 10−6 (3.6) 3.9× 10−7 (4.0) 3.4× 10−8 (6.3)
512 2.9× 10−6 (2.7) 1.8× 10−7 (3.5) 1.1× 10−8 (5.1) 4.7× 10−10 (6.2)
1024 4.6× 10−7 (2.7) 1.4× 10−8 (3.6) 4.0× 10−10 (4.9) 6.0× 10−12 (6.3)
Table 5.3
SBP-DG coupling where q is the SBP boundary order and the DG polynomial order
Eigenvalue Spectrum. Here we confirm the stability results by looking at the
eigenvalue spectrum of the SBP-DG coupling. To do this we write the fully coupled
system as a linear equation
du
dt
= Au, (5.12)
and then numerically compute the eigenvalues of A. The energy stability analysis
implies that all the eigenvalues should have a non-positive real part. Furthermore,
when the penalty/numerical flux parameter is chosen to be α = 0 then the eigenvalues
should be purely imaginary. To confirm this, in Fig. 5.4 we show the eigenvalue value
spectrum for the of the coupling of the SBP operator with q = 5 with the DG using
polynomial order 5; the mesh configuration used is the first resolution for this coupling
from § 5.3. The maximum real part of the eigenvalue spectrum is 8.16 × 10−13 for
the upwind penalty (α = 1) and the maximum magnitude real part of the eigenvalue
spectrum is 2.67×10−13 for the central penalty (α = 0), thus confirming the theoretical
stability results.
6. Conclusions. In this paper we have presented a new approach to coupling
high-order finite difference methods across nonconforming grid interfaces as well as
with DG methods. The core idea behind the proposed methodology is the construction
of a projection operator that moves the grid solution from the finite difference points
to a finite dimension subspace of the Hilbert space L2(Γ). The value of this is that
once the solution is in this subspace it can be projected using L2 integral projections
to other finite dimensions subspaces of the Hilbert space L2(Γ) and then projected
back to the finite difference grid. Since the projection operators are consistent with
the SBP H-matrix the fully coupled method is provable stable through the use of weak
enforcement of boundary conditions. In addition to enforcing the boundary conditions
weakly, it was necessary to account for the error in the projection operator (namely,
the fact that the finite difference grid space and the finite dimensional subspace are
not hierarchical spaces).
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Fig. 5.4. Eigenvalues of the coupled SBP-DG spatial discretization operator for the coupling of
the SBP operator with q = 5 with the DG using polynomial order 5; the mesh configuration used is
the first resolution for this coupling from § 5.3. We show results for both upwind α = 1 and central
α = 0 penalties.
In this work we chose a subspace of piecewise polynomial functions which con-
formed with the finite difference points. The order of the polynomials used matched
the structure of the SBP finite difference method. That is we required that the result-
ing projection operators be exact in the interior for polynomials of order qi − 1 and
near the boundary for polynomials of order qb − 1 with qi and qb being the interior
and boundary accuracy of the SBP finite difference method.
This choice of piecewise polynomial functions as the intermediate space is tangen-
tial to the stability results, and any other finite dimensions subspace of the Hilbert
space L2(Γ) could have been chosen. The reason for this is that the projection opera-
tors we have constructed to move to polynomials can be used as an intermediate step
in moving to any other finite dimensional subspace. That said, the value of another
subspace (including a different set of piecewise polynomials) would lie in the ability
to enforce different accuracy conditions which may be used to improve the error.
In addition to proposing a new class of SBP-compatible projection operators, we
also showed how these projection operators can be used to account for differences in
the discrete geometry seen by different blocks on either side of an interface. Namely,
we showed that the stability of the numerical method could be preserved if the ge-
ometry terms were projected through with the grid values. In the work presented
here it is assumed that at the continuous level the coordinate transforms are conform-
ing. The stability results carry over to the case of dissimilar continuous coordinate
transforms, but the approach outlined in this paper reduces the results to first order
accurate. It may be possible to preserve high-order accuracy in the more general case
where accurate projection operators are constructed between the coordinate trans-
forms themselves, but this was not explored in this work.
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Appendix A. Proof of Lemma 3.2. Taking the time derivative of the energy
norm (3.20) and substituting in discretization (3.12)–(3.13) gives the energy dissipa-
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tion rate
dE
dt
= − vT1Q1J
∂ξ1
∂x1
p− vT1Q2J
∂ξ2
∂x1
p− vT2Q1J
∂ξ1
∂x2
p− vT2Q2J
∂ξ2
∂x2
p (A.1)
− pTJ ∂ξ1
∂x1
Q1v1 − pTJ
∂ξ2
∂x1
Q2v1 − pTJ
∂ξ1
∂x2
Q1v2 − pTJ
∂ξ2
∂x2
Q2v2
− vT1Fv1 − vT2Fv2 − pTFp,
where Q1 = QN1 ⊗HN2 and Q2 = HN1 ⊗QN2 . Using the SBP property Q+QT =
B = diag[−1, 0, . . . , 0, 1] and the fact that J and ∂ξj
∂xi
are diagonal matrices (and thus
commute), the volume terms can be transformed to boundary terms:
dE
dt
= − vT1B1J
∂ξ1
∂x1
p− vT1B2J
∂ξ2
∂x1
p− vT2B1J
∂ξ1
∂x2
p− vT2B2J
∂ξ2
∂x2
p
− vT1Fv1 − vT2Fv2 − pTFp
= − vTWH2SJWpW − vTEH2SJEpE − vTSH1SJSpS − vTNH1SJNpN (A.2)
− vT1Fv1 − vT2Fv2 − pTFp,
where B1 = BN1 ⊗HN2 and B2 = HN1 ⊗BN2 . Note that here we have also used
the fact that along the block boundaries
J
∂ξi
∂x2
= ±n1SJ , J ∂ξi
∂x1
= ±n2SJ , (A.3)
with the positive sign being taken on the “north” (ξ2 = 1) and “east” (ξ1 = 1)
boundaries and the negative sign being taken on the on the “south” (ξ2 = −1) and
“east” (ξ1 = −1) boundaries; see (3.8). Recall also that vW , vE , vN , and vS are the
normal components of the velocity along the west, east, north, and south edges; see
(3.19). Using the definition of the penalty terms (3.16)–(3.17) along with form (3.19),
allows us to rewrite the penalty terms in (A.2) as
vT1Fv1 + vT2Fv2 = vTWH2SJW (p∗W − pW ) + vTEH2SJE (p∗E − pE) (A.4)
+ vTSH1SJS (p
∗
S − pS) + vTNH1SJN (p∗N − pN )
pTFp = pTWH2SJW (v∗W − vW ) + pTEH2SJE (v∗E − vE) (A.5)
+ pTSH1SJS (v
∗
S − vS) + pTNH1SJN (v∗N − vN ) .
These penalty terms can then be used in (A.2) to write
dE
dt
=− vTWH2SJWp∗W + vTWH2SJWpW − (v∗W )TH2SJWpW (A.6)
− vTEH2SJEp∗E + vTEH2SJEpE − (v∗E)TH2SJEpE
− vTSH1SJSp∗S + vTSH1SJSpS − (v∗S)TH1SJSpS
− vTNH1SJNp∗N + vTNH1SJNpN − (v∗N )TH1SJNpN ,
which is (3.23) with the substitution of (3.24).
Appendix B. Projection Operators. Here we discuss the construction of
projection operators that satisfy Definition 2.2 and the accuracy conditions (2.5).
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We will first consider the construction of the operators in the interior of the domain
and then the operators near the boundary. We only consider diagonal norm SBP
operators that have boundary accuracy pb and interior accuracy pi = 2pb. Thus
from (2.5), we are seeking projection operators P f2g and P g2f which exactly project
interior polynomials of order pi − 1 and boundary polynomials of order pb − 1.
Let one interval of the glue grid be represented by the basis {φi}ni=0 where n =
pi − 1; we use Legendre polynomials defined on [−1, 1] in our codes. The piecewise
polynomial on the kth glue grid interval (i.e., the glue grid interval [xk, xk−1]) is then
p
(k)
n (x) =
∑n
i=0 ω
(k)
i φ
(k)
i (x) with
{
ω
(k)
i
}n
i=0
being the modal weights which define the
function on the glue. Note that here (and in the following) the superscript (k) on
φ
(k)
i (x) is used to signify that polynomial has been shifted to the interval [xk, xk+1],
i.e.,
φ
(k)
i (x) = φi
(
x− xk
xk+1 − xk −
xk+1 − x
xk+1 − xk
)
. (B.1)
Note that the basis functions ψi(η) discussed in § 2 are basis functions over the whole
glue grid, whereas the basis function φ
(k)
i (x) used here are only over a single glue grid
interval.
In the interior, m = 2l glue grid intervals are projected to a single grid point.
Thus, if we consider grid solution qk (i.e., the solution at grid point k) we use intervals
k−l through k−1+l. It is also natural to impose symmetry conditions on the operator,
which then leads to a projection of the form
qk =
l∑
j=1
n∑
i=0
βij
[
(−1)iω(k−j)i + ω(k−1+j)i
]
, (B.2)
where the (−1)i comes from the fact that even modes are symmetric and odd modes
skew-symmetric. Here the coefficient βij is the contribution of mode i of interval
k + 1− j and k + j to the grid point value k. Note that {βij} are the values that we
are seeking to construct.
For the s + 1 grid points near the boundary, i.e., grid values qk for k = 0, . . . , s,
the intervals 1 through r are used to construct the projection; by the conditions for
stability given in Definition 2.2 it is required that s + 1 = r + 1 − l. The projection
at the boundary then takes the form
qk =
n∑
i=0
r−1∑
j=0
α
(k)
ij ω
(j)
i , k = 0, . . . , s, (B.3)
where here we allow the boundary polynomials to be of order n even though the
accuracy condition at the boundary are for polynomials of degree pb − 1 = (n− 1)/2.
Hence in total we have nd = m(n+ 1) + r(s+ 1)(n+ 1) coefficients {βij} and
{
α
(k)
ij
}
to determine.
It is important to remember that by Definition 2.2, the structure of the projection
from the finite difference grid to the glue is given by P f2g = M
−1P Tg2fH. Thus, once
the structure of P g2f is specified P f2g is also fixed, i.e., no new degrees of freedom
are introduced in the problem.
To determine value
{
α
(k)
ij
}
and {βij}, Equations (B.2) and (B.3) along with
Definitions 2.2 are used as constraints. To understand how this is done, consider first
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pi pb l s+ 1 r nc nd
2 1 1 1 1 11 6
4 2 2 4 5 76 96
6 3 3 6 8 222 324
8 4 4 9 12 524 928
10 5 5 12 16 1020 2020
Table B.1
Parameters used in construction of the SBP compatible projection operators. Here nc and nd
are the total number of constraints and degrees of freedom, respectively.
(B.2). Let ξ(x) be a polynomial of degree less than pi. Let ξ(x) be represented on the
glue grid by the modal coefficients ω
(j)
i for i = 0, . . . , n and j = k− l, . . . , k+ l−1. We
want to find values for {βij} such that qk = ξ(xk). Additionally, we want the {βij}
values to have the property that if on the finite difference grid we have qj = ξ(xj) for
j = k+1−l, . . . , k+l then the projection P f2g results in all n+1 the modal coefficients
being exact for glue grid interval k. The requirement that these two constraints hold
for all polynomials ξ(x) of degree less than pi results in pi+pi(n+1) linear constraints;
note that in our code we take ξ(x) to be the Legendre polynomials. Constraints for
the
{
α
(k)
ij
}
values are derived in an analogous way from (B.3) except that we require
exactness for polynomials of degree less than pb and thus this introduces an additional
(s+1)pb+rpb(n+1) constraints (the factors r and s+1 arise because we have a separate
constraint for all r boundary intervals and s + 1 boundary grid points). There are
an additional l(n+ 1) constraints due to the symmetry conditions on {βij} and thus
there are a total of constraints nc = l(n+1)+pi+pi(n+1)+(s+1)pb+(s+1)pb(n+1)
to enforce.
We solve these constraint equations numerically using the MATLAB codes in-
cluded as an electronic supplement to this paper. The values of s and l needed for the
SBP operators used in this work are given in Table B.1 along with the total number of
constraints, nc, and degrees of freedom (
{
α
(k)
ij
}
and {βij}), nd; in the case of pi = 2
even though we have more constraints than coefficients a solution does exist and in
all cases there is redundancy in the constraints, that is the linear system does not
have full row rank. In all but the pi = 2 case, the coefficients of the projection are un-
derdetermined and we use MATLAB’s optimization library to minimize the distance
between nearest eigenvalues of B = P g2fP f2g for a finite difference grid of size N .
The motivation for this optimization is to (in some sense) minimize the projection
error by using the degrees of freedom to make B closer to an identity operation. We
use the value of N = 64, which has been chosen to make the optimization problem
tractable. It is important to note that the optimization is being used to fix the re-
maining degrees of freedom after the stability condition (2.4) is satisfied, i.e., stability
does not depend on the choice of the optimization objective function and other types
of optimization could be considered.
MATLAB routines as well as the final optimized coefficients can be found in the
electronic supplement to this paper as well as in the github repository located at
https://github.com/bfam/sbp_projection_operators.
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