Abstract. First order errors downstream of shocks have been detected in computations with higher order shock capturing schemes in one and two dimensions. Based on a matched asymptotic expansion analysis we show how to modify the artificial viscosity and raise the order of accuracy. [20] ). The small scale behavior is of significance in the applications above, and the phenomena involved cannot be captured without an appropriate resolution of this fine scale. The efficiency [10] of high order finite difference methods compared to low order methods can, of course, also be used to reduce the computational cost for a given level of accuracy.
Introduction.
Phenomena that require very high resolution, i.e., high order finite difference methods, occur in applications such as electromagnetics, acoustics (in fact, all cases of wave propagation), and direct simulation of turbulent and transitional flow (see, for example, [3] , [6] , [14] , [15] , [16] , [17] , [18] , [19] , [20] ). The small scale behavior is of significance in the applications above, and the phenomena involved cannot be captured without an appropriate resolution of this fine scale. The efficiency [10] of high order finite difference methods compared to low order methods can, of course, also be used to reduce the computational cost for a given level of accuracy.
However, recently it has been reported (see [1] , [2] , [5] ) that solutions of conservation laws obtained by formally high order accurate schemes degenerate to first order downstream of a shock layer. The effect is seen only when (i) the characteristics come out of the shock region and (ii) the solution is nonconstant. Examples in one space dimension where both these conditions are satisfied include steady state calculations for systems with a source term and time dependent calculations for systems with nonconstant initial data.
The downstream degeneration of accuracy has also been observed in calculations of acoustic waves in the presence of shocks. This case can be modeled by a scalar, linear equation where the wave speed changes value in a thin region without changing sign (see [2] and references therein). The degeneracy in accuracy is troublesome, even though the first order terms for reasonable mesh-sizes seem to be small in many cases.
In [4] , an explanation of the degeneracy in accuracy on solutions of conservation laws were given. Steady state solutions to systems with source terms were analyzed by using matched asymptotic expansions for a corresponding viscous equation, the so-called modified equation; see [13] . It was assumed that an inner and an outer solution exist. The inner solution is valid in the shock region and the outer solution elsewhere. The two solutions are matched in a so-called matching zone. The inner solution, the outer solution, and the shock position are expanded in powers of the small viscosity coefficient ε. With ε = O(h) in the shock region, the outer solution contains a term of O(h) downstream of the shock. Upstream this term is zero.
In the present paper we also consider steady state solutions of systems with source terms. We use the same asymptotic technique as in [4] , and find that with a specific choice of a matrix valued artificial viscosity the downstream O(h)-error is eliminated. With this artificial viscosity we construct a numerical scheme for a specific system. We present calculations that are second order accurate both upstream and downstream of the shock region. The analysis and the computations show that it is possible to construct truly higher order methods.
2. Hyperbolic system of conservation laws with a source term. We consider
is a smoothly varying function. Equation (2.1) can be viewed as a simplified form of the nozzle equations, where the lower order term is nonlinear, or the equations in geophysical fluid dynamics where the Coriolis forces enter as linear lower order terms.
We denote the Jacobian of the flux function by J. The eigenvalues of J (λ i , i = 1, 2, . . . , n) are purely real. Without loss of generality we order them in increasing order. If x s is a point of discontinuity traveling with speed s, we require the solution to satisfy the Rankine-Hugoniot condition
We call the discontinuity a k-shock if it in addition satisfies the Lax entropy condition [12] 
). This means that exactly n + 1 characteristics impinge on the shock.
In this paper we will consider a so-called 1-shock. If the eigenvalues are of constant sign in smooth regions, then suitable boundary conditions are (see, e.g., [9] )
where v 0 ∈ R n and r ∈ R are given and S(v) : R n → R. We make the following assumption. Assumption 2.1. There exists a steady, piecewise smooth solution of (2.1) and (2.3) with a 1-shock at x s . Also, the eigenvalues are nonzero in the smooth parts of the solution, i.e., λ i > 0 ∀i for 0 ≤ x < x s and λ 1 < 0 and λ i > 0 i = 1 for x s < x ≤ 1.
Many numerical solutions of (2.1) can be viewed as higher order accurate solutions of the slightly viscous, so-called modified equations
(see, e.g., [13] 2 ) is present; see [13] . In the region away from the shock, higher order terms will not affect the analysis. In the shock region, however, higher order terms may be of importance except in the case of weak shocks (see the discussion in [7] ).
In this paper we consider
Here φ is a smooth function of x/ε satisfying
Here x s is the position of the inviscid shock, and K is a sufficiently large constant.
We consider the same boundary conditions as for the inviscid problem (2.3) augmented with n − 1 gradient boundary conditions at x = 1. The gradient conditions guarantee that at most a weak boundary layer is formed at the outflow boundary.
In this paper we will use matched asymptotic expansions. We make the following assumption.
Assumption 2.2. The solution of (2.5) can be described by an inner solution, valid in the shock layer, and an outer solution, valid elsewhere. The inner solution is a function of the stretched variablex = (x − x s )/ε. These solutions can be expanded in ε and matched to sufficient order in a region of overlap. Further, the position of the shock layer can also be expanded in ε. Thus we have expansions on the form Inner:
Here w 0 = v and x 0 = x s . Also, η 2 (ε) =o(ε), γ 2 (ε) =o(ε), and σ 2 (ε) =o(ε); that is, lim ε→0 |η 2 (ε)/ε| = 0 and accordingly for γ 2 and σ 2 . We denote the position of the viscous shock layer as the point where the smallest eigenvalue of the Jacobian, evaluated along the viscous solution, changes sign. The matching can be done at points
respectively, where ε m < M 1 and M → 0 as ε → 0. Note that the large viscosity is not present in the matching region. In [4] we derived equations for w 1 and x 1 in the case of a viscosity matrix E = I, using standard matched asymptotic techniques; see [8] or [11] . Now we will derive similar equations with a more general matrix E.
By introducing the inner expansion into (2.5) and making a change of variables, x = (x − x s )/ε, we find to zeroth order in ε that
In accordance with standard asymptotic techniques, [8] , [11] , we use the inviscid solution at the shock position x = x s as boundary data atx = ±∞. If g 0 is sufficiently close to the boundary values atx = ±K, where K is defined in (2.6), then we can replace (2.8) by
Clearly the above equation cannot have a unique solution. If g 0 (x) is a solution, then so is g 0 (x + c). Let g(x) satisfy
together with the additional condition that the smallest eigenvalue of J(g) vanishes atx = 0. Here J is the Jacobian of the flux function f . Then g 0 (x) = g(x − x 1 ), where x 1 is the first order perturbation of the position of the shock layer. Below we will determine x 1 by considering the outer problem to O(ε).
Away from the shock layer, the outer expansion introduced into (2.5) yields to zeroth order the inviscid problem. To first order we have
From the boundary conditions at x = 0 and x = 1 we have
. It follows that w 1 ≡ 0 in the upstream region. This is in agreement with [5] , where it is proved that in the corresponding discrete case, w 1 is not present in the upstream region when the numerical scheme is linearly stable and contractive. Consequently, we need only to consider (2.11) in the downstream region x + m ≤ x ≤ 1. However, a boundary condition at x = x + m is thus required. By integrating (2.5) from matching point to matching point one obtains to lowest order the Rankine-Hugoniot condition. By including terms to the next order and comparing with the correspondingly integrated inviscid equation we obtain the boundary condition at (2.14) where
A detailed derivation of (2.14) can be found in Appendix A.
For future reference we write out the equation and boundary conditions for
where I is defined in (2.14) and L T = ∂S ∂v (w 0 ). In general w 1 is nonzero. This is confirmed by computations presented in [4] .
It is possible to derive equations for terms up to any order in ε. The equations will all be linear and of the same type. Assumption 2.2 implies that the linear operators involved have reasonable properties (uniqueness, existence, continuous dependence on forcing, etc). In particular the problem (2.15) is well posed when Assumption 2.2 is valid.
Remark 2.1. The case of a k-shock, k > 1 can be treated analogously. Instead of (2.15) one obtains an equation for w 1 on both sides of the shock, coupled with a linearized jump condition with the same forcing as above.
We will now address the question of how to ensure w 1 ≡ 0 in the downstream region. That (2.15) is well posed implies that w 1 and x 1 are uniquely determined by the right-hand side −I. There are two possibilities. If I = 0, the unique solution of (2.15) is w 1 ≡ 0 and x 1 = 0. To avoid imposing the symmetry requirements on the shock profile implied by I = 0, we have pursued another possibility. If we require I to be parallel to [v] , then (2.15) is satisfied by w 1 ≡ 0, x 1 = 0. This means that the shock position is perturbed by O(ε), but the perturbation of the downstream solution is smaller. In this paper our goal is
Thus (2.16) is equivalent to requiring (see (A.9) and (A.10) in Appendix A)
One way of ensuring (2.17) is to require that the solution of (2.9) is of the form
Here γ should be a smooth, increasing function ofx, antisymmetric around (0, 0.5), and with
Note that there is a one to one correspondence between g 0 and γ. We also need to be able to express γ in terms of γ:
Introduce the ansatz (2.18) into (2.10) and integrate, obtaining
Clearly the ansatz is valid if the matrix E is a projection to the subspace spanned by
To ensure that E is bounded whenx → ±∞ we require 
Numerical implementation.
In the previous section we derived an artificial viscosity matrix E(g) given by (2.22). In the computations we will use
and q(g 0 ) is defined in (2.21). Note that E(g 0 ) is completely determined by v ± , x s , and ε.
The expression (3.1) needs to be modified when used in a numerical computation. To begin with, both q and γ 0 tend to zero asx → ±∞. However, for largex we can linearize the expression for q around v ± and find
Here J ± = J(v ± ). By assumptions on γ 0 , we finally find
In a numerical computation the inviscid solution will in general not be known a priori. Hence x s and v ± must be approximated from the numerical solution. In this paper we consider only v ± as unknown. With approximate values for v ± , [f ] will in general not equal zero. Thus
We therefore define
. By using the relation [f ] = q − − q + it is easy to see that
That is, for small [f ] and γ 0 sufficiently large, E − ≈ E + . In our computations we have used
,x < −K,
, −K ≤x < 0,
where q ± are defined in (3.3), J ± = J(v ± ) and M ± are defined in (2.23), and K is a large constant.
Remark 3.1. If we use a first order approximation of the inviscid solution, we expect [f ] = O(h). This should yield O(h)
perturbations of E and g 0 . We expect this effect to be seen in w 2 but not in w 1 .
Remark 3.2. In a fully automatic procedure, the shock location, x s , has to be determined by the algorithm. This could be done, e.g., by looking at the eigenvalue that changes sign across the shock. As in the previous remark an O(h) error in the shock location is not seen in w 1 .
Numerical results.
In this section the artificial viscosity matrix coefficient that was introduced in the previous section is tested in numerical calculations.
We solved (2.1) where
That is, the shallow water equations with a source term added. Here α(x) = The boundary conditions were
Here ρ 0 , u 0 , and r are given boundary data.
We can explicitly calculate the inviscid solution
Here x s and ρ 1 are determined by the Rankine-Hugoniot condition
where f is defined in (4.1).
We used the semidiscrete scheme N, i = 0, 1, . . . , N, and v i is a grid function, where v i ≈ v(x i ) .
The operators D 0 and D ± are defined as
The artificial viscosity term E i is of the form (3.4) and was computed in the following way. First, the shock position of the inviscid solution, x s , was considered as known. Second, thex-space was discretized asx j =h(j − N/2), where j = 0, 1, . . . ,Ñ,h = 15/Ñ . Next, the matrix E(g 0 (x j )) was evaluated for j = 0, 1, . . . ,Ñ . Finally, thex-space was mapped onto the interval {x :
The E i used in (4.6) was taken as the E(g 0 (x j )) for which min j |x i − hx j | was obtained for the correspondingx j . The number of grid points in the inner solution wasÑ = 100 in all our calculations shown in this report. An increase ofÑ toÑ = 200 did not alter the results. Also, in all our calculations ε 0 = 30.
The switch φ is given by (see [4] )
In (4.7), τ is a parameter which alters the steepness and the locations of the large gradients of the function φ. In all calculations presented below τ = 1.1. This means that the large viscosity hE i dominates in the region close to the shock layer, while the smaller viscosity h 2 ε 0 dominates elsewhere. We used the following boundary conditions:
are the components of v 0 and R 1,2 are the two Riemann invariants. The system of ODEs (4.6) was integrated with the classical fourth order RungeKutta method until the residual was of order 10 −12 . The time step was 1 · 10 −4 . All calculations were performed in double precision.
The order of accuracy was estimated in the standard way by calculating the steady state solution of (4.6) for N = 100, 200, 400, 800, and 1600 and then computing
Here p is the order of accuracy, u N the first component of v i in the solution of (4.6), and u inv the corresponding inviscid solution (4.4), respectively. All results were qualitatively the same when p was calculated from ρ and u, respectively.
As initial data we used the steady state solution of (4.6) with E i = hµI, where I is the identity matrix. Here µ was chosen such that the shock layer was well resolved. With this choice of viscosity coefficient the order of accuracy was 2 upstream of the shock and 1 downstream, respectively (see Figure 4.1) .
Two different types of approximations of v ± in the evaluation of the viscosity matrix E were examined. First, we used the inviscid solution at the shock position x s as boundary data. Second, we used the data from the solution close to the shock layer. The data v ± was hence updated in every time step and differed for every grid.
In Figure 4 .2 we show the order of accuracy when v ± in (3.4) was the true inviscid solution at the shock position x s . We see that the order of accuracy has increased from 1 in the initial data to 2, downstream of the shock.
To simulate a more realistic computation, we let v ± in (3.4) be the numerical solution at x were insensitive to the choice of δ. Here data was updated in every time step and it was different for different grid sizes. The order of accuracy can be seen in Figure 4 .3.
The aim of introducing an artificial viscosity term of O(h) is to reduce oscillations at the shock and stabilize the calculations. We therefore found it interesting to compare solutions obtained with our new artificial viscosity term and those obtained with a viscosity term of O(h 2 ). Hence, both solutions are second order away from the shock. The two different solutions are shown in Figure 4 .4 for two different grid sizes. In the calculation with the viscosity term of O(h 2 ) we used ε 0 = 100 in the whole domain. Figure 4 .4 shows that as the grid was refined, as expected, oscillations appeared with the smaller amount of artificial viscosity, while with the artificial viscosity introduced in this paper the solution stayed smooth.
Conclusions and future directions.
Using a matched asymptotic expansion analysis we have analyzed the reduction of higher order accurate methods in space to first order downstream of shocks. By a detailed analysis of the inner problem and a subsequent modification of the artificial viscosity, the first order error downstream of the shock is removed. In the inner region, the model problem that is analyzed here can be motivated only for weak shocks. However, we present numerical calculations where the order of accuracy was approximately 2 downstream of a nonweak shock. In future work, it would be interesting to see if the procedure can be continued to reduce the downstream error to be of even higher order in ε.
Appendix A. In this section we derive, for completeness, (2.14) , that is, the boundary conditions for the first order perturbation of the viscous solution, w 1 , at the matching point x + m . The derivations follow the analysis presented in [4] . In the following, v and u denote the steady solution of the inviscid, (2.1), and viscous, (2.5), problem, respectively. Also, x s is the shock position.
Integration of the viscous equation ( As expected to zeroth order in ε, (A.1) is equivalent to the Rankine-Hugoniot relation (2.2). This is true since
and the other terms in (A.1) are of higher order in ε. Here M , introduced in Assumption 2.2, has the properties ε M 1, and M → 0 as ε → 0. To the next order we have
By integrating the steady inviscid equation over the same interval, we obtain [f (v)] We will now express I 1 by using the first term of the inviscid solution at x = x s , the inner solution, and x 1 , respectively.
In order to obtain the equation for the inner solution we introduce the stretched variablex = (x − x s )/ε into (2. The first order perturbation of the position of the shock layer is x 1 . Clearly, x 1 cannot be determined by (2.9). Let g(x) satisfy f (g)x = (Egx)x, (A. 8) together with the additional condition that the smallest eigenvalue of J(g) vanishes atx = 0. Here J is the Jacobian of the flux function f . Then, for sufficiently large K, g 0 (x) = g(x − x 1 ), except for exponentially small terms, where K is defined in (2.6). Below we will determine x 1 by considering the outer problem to O(ε).
The integral I 1 becomes with the inner variablex = (x − x s )/ε, Here v ± is the inviscid solution of the left and the right branches, respectively, at the inviscid shock position x s . Since g 0 (x) = g(x − x 1 ) we have that 
