Introduction
We consider the circle T = R/Z which is identified with the interval [0, 1), a decreasing sequence { n } n 1 (0 < n < 1) which tends to 0 at ∞ and such that ∞ n=1 n = ∞, and a sequence of i.i.d. random variables {ω n } n 1 of the uniform distribution (i.e. Lebesgue distribution). We denote by I n = ω n + (0, n ) the open interval of length n with left end point ω n . In this paper, we study how a given point t ∈ T is covered by these intervals I n .
The Dvoretzky covering problem is to find necessary conditions and sufficient conditions on the length sequence { n } for the whole circle T to be covered almost surely, or equivalently for T to be covered infinitely often. That is to say
where P is the probability measure of the underlying probability space (Ω, A, P). The problem was raised in 1956 by A. Dvoretzky [4] . It attracted attentions of P. Lévy, J.P. Kahane, P. Erdös, P. Billard, B. Mandelbrot who made significant contributions (see [13] ). We first observe that, with probability one, almost every point in T with respect to the Lebesgue measure is covered by an infinite number of intervals I n . Furthermore, we have the following quantitative description of this infinity, i.e. with probability one for almost every t ∈ T, we have where 1 A denotes the characteristic function of a set A. In fact, for any t ∈ T the series
converges almost surely, where L n = n k=1 k , because the partial sums of the series form a martingale which is L 2 -bounded by
series does converge and its verification is left to the reader). Hence (1.2) follows from this convergence, the Kronecker lemma and the Fubini theorem. However, the condition ∞ n=1 n = ∞ is not sufficient for every point t ∈ T to be covered. In 1972, after the works of the authors mentioned above, L. Shepp [23] obtained a complete solution to the problem by finding a necessary and sufficient condition for covering (i.e. for (1.1) to be realized):
1 n 2 exp( 1 + · · · + n ) = ∞.
(1.3)
To get more information on further developments and related topics of the subject, we may refer to Kahane's book [13] and his survey papers [16] [17] [18] . When Shepp's result is established, a natural problem, which was raised by L. Carleson (communication to J.P. Kahane who transmitted it to the second author), is how to describe the infinity of the set of intervals covering a given point. First works in this direction appeared in [5, 8] .
which is the number of those intervals covering t among the first n intervals. Since the expectation EN n (t) of N n (t) is equal to L n , we are naturally led to compare the asymptotic behavior of N n (t) with that of L n . Thus, for any β 0, we define the (random) sets
A previous work [7] showed that, in the case n = α n (α > 0), these sets may be nonempty for a certain interval of β. In other words, points on the circle may be differently covered. As we shall prove, it is not the case for all length sequences { n } ( n = log n n being a counter-example, see Theorem 1.3, i.e. in this case every point is covered in the "same" way).
In this paper, we will prove, under some regularity conditions on n , that there exists a deterministic interval J of β such that with probability one, the sets F β , F β and F β are non-empty for every β ∈ J . Furthermore, we determine the size of these sets by computing their Hausdorff dimensions, which are given by an explicit formula (Theorems 1.1, 1.2 and 1.3). Notice that the interval J may be the infinite interval R + = [0, ∞), a finite subinterval or a singleton.
As we have already pointed out, the asymptotic behavior of N n (t ) L n was first investigated in [5] and [8] , especially in the case n = α n . In this case ( n = α n ), the Hausdorff dimension of F β was calculated almost surely for a given β, but not almost surely simultaneously for all β in a nontrivial interval [7] . A similar problem on {0, 1} N (in place of T) was treated in [9] .
In order to state our result, we definē where b 2 is an integer. For 0 < < 1, let Λ = {j 1; j < 1}.
Our results concern three classes of sequences { n } n 1 , roughly described as rapid sequences for which we haveᾱ = 0, moderate sequences for which 0 <ᾱ < ∞ and slow sequences for whichᾱ = +∞.
We will make one of the two following regularity assumptions (the first one is made for the classes qualified byᾱ = 0 or 0 <ᾱ < ∞, and the second one for the class qualified bȳ α = ∞):
(H) lim sup n→∞ n n < ∞; (H ∞ ) lim n→∞ n n = ∞.
An equivalent formulation of (H) is lim sup

→0
Card Λ < ∞.
An equivalent formulation of (H ∞ ) is lim
→0
Card Λ = ∞.
The assumption (H) implies 0 α < ∞. One always hasᾱ α. One also hasᾱ =α = 0 as soon as lim n n n = 0. Some of these assertions are easy to check. Others will be checked in the last section (Appendix A).
To state our results, we also need to introduce the function d α (β) = 1 + α(β − 1 − β log β) (1.6) defined for α 0 and β 0. In the following, dim F denotes the Hausdorff dimension of a set F . If, moreover,ᾱ is defined by a limit (not just a limsup), (1.8) and (1.9) hold for F β and F β instead of F β . Theorem 1.3 says that when n tends slowly to zero (e.g. n = log n n ), every point t ∈ T is covered by a same covering number of intervals. This is a new phenomenon, which was not known and which is not produced for moderate sequences like n = α n (see Theorem 1.2). The quick sequences like 1 n log n share another extreme property that all numbers are possible, according to Theorem 1.1. We may say that there are two "phase transitions", from quick sequences to moderate sequences and from moderate sequences to slow sequences.
Theorem 1.3 (Caseᾱ = +∞). Assume (H ∞
Let us consider the following family of parameterized sequences
where α > 0 and −∞ < γ 1 (remark that n < ∞ if γ > 1). Then we have:
1. If 0 < γ 1, thenᾱ =α = 0 and the assumption (H) is satisfied. 2. If γ = 0, thenᾱ =α = α > 0 and the assumption (H) is satisfied. 3. If γ < 0, thenᾱ =α = ∞ and the assumption (H ∞ ) is satisfied.
In this family we find representatives of all three cases. Let us consider another family of sequences all of which tends quickly to zero. First notice thatα = 0 impliesᾱ = 0. So, whenα = 0, as corollary of Theorem 1.1, we get that with probability one the formula (1.7) holds for all β 0. Here is a family of quick sequences satisfying (H): for n large enough we have
is an integer and log
•j x means the j -fold composition of log x. In this case, we have
The assumption (H ∞ ) is satisfied by the following families of slow sequences (for n large enough):
The set F 0 (i.e. β = 0) contains the set F = T \ lim sup I n consisting of points which are only finitely covered. Points in F are described by N n (t) = O(1) and those in F 0 by N n (t) = o(L n ). The Shepp condition is an exact condition for F = ∅. We don't know similar condition for F 0 = ∅. However, Theorems 1.1 and 1.2 show that for a regular sequence satisfyingᾱ =α we havē
It was known [13, p. 160 ] that dim F = 1 −ᾱ > 0 when 0 ᾱ < 1. Then, F 0 = ∅ and even dim F 0 dᾱ(0) = 1 −ᾱ > 0. So, new information provided by Theorem 1.2 for F 0 is that the preceding inequality is an equality. Whenᾱ = 1, it is possible that F 0 = ∅ although dim F 0 = 0. Indeed, it is the case for n = 1 n 1 − 1 + δ log n with δ > 0, for which the Shepp condition (1.3) is violated. Ifα =ᾱ > 0, as a corollary of Theorem 1.2 we get that with probability one, the formula (1.8) holds for all β 0 such that dᾱ(β) 0, and F β = ∅ if dᾱ(β) < 0. It is the case when n = α/n with α > 0. Recall that in this case L n ∼ α log n.
We treat the above Dvoretzky covering problem on the circle by a closely related Poisson covering of the real line which was introduced by B. Mandelbrot [19, 20] . The idea was exploited in [15] and [7] . We point out that the idea of using Poisson processes was also used in [11, 12] in a different context (covering with intervals of same size, or with sizes aX n where a > 0 and {X n } is an i.i.d. sequence). Another idea comes from [1] , which consists of simultaneously constructing a class of random measures, called Poisson multiplicative chaos, and simultaneously estimating their dimensions. Construction of single random measure is provided in [14] in its full generality. Single measure corresponding to a fixed β was already introduced in [7] . The main difference of the present paper from [7] is that we are now able to prove that these single measures for different β's can be simultaneously constructed and their dimensions simultaneously computed.
We organize the paper as follows. In Section 2, we simultaneously construct Poisson multiplicative chaos, and we prove a lower bound for their Hausdorff dimensions. Then we specify such a multiplicative chaos adapted to the study of Dvoretzky covering numbers. In Section 3, we prove that almost surely, each of multiplicative chaos is supported by one of the sets F β . This, together with what we obtained in Section 2, yields the lower bounds for the Hausdorff dimensions of F β 's in Theorems 1.1 and 1.2. Section 4 is devoted to the study of upper bounds concerning Theorems 1.1 and 1.2. Section 5 proves Theorem 1.3. Section 6 states analogous results for covering numbers associated with the covering of real line by random Poisson intervals. Appendix A discusses properties of the sequence { n }, which are useful throughout the paper.
Simultaneously constructed Poisson multiplicative chaos
The problem concerning the Dvoretzky covering will be converted into a similar problem related to a Poisson covering. That is to say, we will construct random measures using Poisson point processes. These measures are called Poisson multiplicative chaos (see [14] for a general account of multiplicative chaos). We will calculate the Hausdorff dimensions of these random measures, because these measures are supported by the sets in questions, as we shall prove in Section 3.
Dimensions of Poisson multiplicative chaos
In this subsection, we show how to construct the needed random measures and state the results about their Hausdorff dimensions.
Let λ = dt be the Lebesgue measure on R and let µ be a measure on R + = (0, +∞) which is assumed finite on compact subsets and concentrated on the interval (0, 1). The product measure ν = λ ⊗ µ is defined on the upper plan R × R + . We consider the Poisson point process (X n , Y n ) with intensity ν. For a Borel subset B of R × R + , define
For t ∈ R and 0 < < 1, denote
For a fixed positive number 0 < a < ∞, we define
where
is the number of points in the domain D (t) of the Poisson process with intensity ν. In the setting of Poisson covering, N P (t) is also called the number of intervals (X n , X n + Y n ) with Y n which cover t, i.e. t ∈ (X n , X n + Y n ). We use P a to denote the measure P a (t) dt restricted on the interval [0, 1]. According to [14] , for every fixed 0 < a < ∞ the random measure P a (t) dt converges almost surely to a limit random measure as → 0. We will prove that under some condition on ν there exists an interval J of a such that with probability one the random measure P a (t) dt converges for every a ∈ J . In order to give a precise statement, we need the following notation. We defineᾱ
2)
do not depend on t, so sometimes we will write ν(D ) for ν(D (t)). Also notice thatᾱ P α P . We will need an analog of the assumption (H) involved for the Dvoretzky covering, namely:
Under (HP), Fubini Theorem shows that bothᾱ P andα P are finite; moreover, when 1) µ (s, 1) ds dt < ∞ (for instance whenᾱ P < 1), the Hausdorff dimension of the uncovered set R = R + \ n (X n , X n + Y n ) is equal to 1 −ᾱ P . It is actually equal to the lower index of the Laplace exponent associated with the subordinator range R \ n,X n 0 (X n , X n + Y n ) (see [2] or [10] ).
For a measure σ , dim σ denotes the Hausdorff dimension of the measure, or more precisely the lower Hausdorff dimension in the terminology of [6] . That is to say, there is no charge on any Borel set with Hausdorff dimension strictly smaller than dim σ but some Borel set of dimension dim σ is charged by the measure. See also [21] . 
dᾱP (a).
The parts (i) of these theorems will be proved in Section 2.3. and the parts (ii) in Section 2.4. In next Section 2.2, we mainly show how to construct simultaneously the measures P a .
Simultaneously constructed b-adic multiplicative chaos
In order to prove Theorems 2.1 and 2.2, we convert our problem to one on a b-adic tree. The set A ∪ ∂A is equipped with the concatenation operation. For w ∈ A * , C w = w∂A denotes the cylinder determined by w, i.e. C w = {ww : w ∈ ∂A * }. Let A be the σ -field of ∂A * generated by all cylinders.
Let π be the mapping from ∂A * into [0, 1] defined by
Letλ be the natural measure on (∂A * , A) defined byλ(C w ) = b −|w| for all w ∈ A * . Notice that λ, the restriction on [0, 1] of the Lebesgue measure, is the image ofλ under π , i.e. λ =λ • π −1 .
For 0 < a < ∞ and > 0, we denote by P a the measure on (∂A * , A) whose density with respect toλ is equal to P a (π(t )).
The P a -mass of the cylinder C w will be denoted by
and it can be written as
where I w = π (C w For w ∈ A * , the restriction of P a b −|w| to C w can be written as
where P a,C w is the measure on (C w , wA) whose density with respect toλ is
Notice that
This is a consequence of the following decomposition: for any 0 < , < 1 we have
The P a,C w -mass of C w , magnified by b |w| , will be denoted by
The following proposition will be useful for proving Theorems 2.1(ii) and 2.2(ii). We will prove the proposition by studying the family indexed by w of functional martingales 
It is important to point out that the restrictions on C w of the measures P 
Proofs of Propositions 2.3 and 2.5
We give here the proofs of Propositions 2.3 and 2.5 the first of which allows us to construct simultaneously the measures P a and the second will be used in the proofs of Theorems 2.1(ii) and 2.2(ii).
Proof of Proposition 2.3. We shall consider K as a compact subset in the complex plan.
It is clear that P z (t) is well defined and is an analytic function of z ∈ C. For any w ∈ A * and any m 0, consider the function Y m (w, z) of z defined by
By writing
we see that it is an analytic extension into the complex plan of
First step. We first prove that there exist 1 < p 2, a bounded complex neighborhood
where C is a constant independent of m. In order to prove (2.8), we write
Then we can write
We divide I w into b m equal subintervals and denote by J w the first one from the left. For t ∈ J w and 0 k b m − 1, define
Then for i ∈ {0, 1} define
By changes of variables, we get the following expression
Now by using the Jensen inequality and the elementary inequality
we get
We are then led to estimate E|S i (t)| p . For the sake of convenience, we introduce the following function
Since the measure ν is invariant by horizontal translation, all (U k , V k ) have the same distribution. Since Ez X = e v(z−1) holds for any complex number z and any Poisson variable X with parameter v, a simple computation yields that for
and for p > 1
where for the first inequality we used once more the above elementary inequality and for the second one we used the fact that the mapping ϕ(p, z) is a convex function of p, null at p = 0 and non-negative at p = 1, so non-negative on [1, ∞). Moreover, by construction, σ (U k ; 0 k b m − 1) and σ (V k ; 0 k b m − 1) are independent, and the V 2k 's are mutually independent, as well as the V 2k+1 's. Indeed, if t and t are two points in I w having a distance at least b −|w|+m , then
This implies the independence. Now we can apply the following lemma to estimate E|S 0 (t)| p and 
It follows from this lemma and (2.11) and (2.12) that for p ∈ (1, 2] we have
This, together with (2.9) yields
This allows us to rewrite the right-hand side of (2.13) as follows
(2.14)
We have Φ(1, z) = 0 whenever z ∈ K. Moreover, we have
So we can choose 1 < p 2 close enough to 1 such that
Now, by continuity of Φ(p, z) in z ∈ C we can choose a bounded complex neighborhood
On the other hand, by the definition ofᾱ P , the fact ϕ(p, z) 0 and the boundedness of D, for large m we have
Therefore it follows from (2.13)-(2.16) that for large m we have
This inequality holds for all m 1 if we change C to be a suitable constant. Second step. We follow the idea of Biggins [3] . Apply the Cauchy formula to get the uniform convergence of Y m (w, ·) on the compact subsets of D as m → ∞.
Fix an arbitrary non-empty closed disk
and m 0, the Cauchy formula yields
It follows that
By the estimate (2.8) that we got in the first step, we obtain Third step. Now we prove that almost surely the function Y (w, ·) converges uniformly on K to Y (w, ·) as → 0 continuously. What we proved in the second step is the convergence as → 0 along a discrete sequence.
As in the second step, we apply the Cauchy formula to estimate the derivative
Consequently, by the Fatou lemma we have
From this, the fact E|Y (w, a)| p < ∞ (∀a ∈ R) and the mean value theorem, it follows that
(N.B. It is possible to obtain (2.17) without using the above estimates of derivative. However this approach of derivative estimation will be indispensable in the proof of Proposition 2.5.) For t 1, denote by F t the sub-σ -field of the Borel σ -field of (C(K, R), ∞ ) generated by the random continuous functions
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(which is well defined by (2.17)). It is clear that (M t (·), F t ) t 1 is a martingale taking values in C(K, R). It follows from Proposition V-2-6 of [22] that if the martingale M t (·) is right continuous, then it converges almost surely in C(K, R) to Y (w, ·). But this is indeed the case since we learn from the second step that for every m 0, we have For any subinterval J of K and any w ∈ A * , let
It is straightforward to verify that the event S w J belongs to n 1 A n where A n is the σ -field generated by the Poisson process restricted in the strip R × (0, 1/n]. The Kolmogorov zero-one law shows that the probability of the tail event S w J is equal to 0 or 1. We claim
has positive probability. As we have seen above, this positive probability must be 1. Assume, for example, S w [0,1/2] has probability one. Then, either S w [0, 1/4] or S w [1/4,1] has probability one. Consequently, there exists a decreasing sequence (J n ) n 0 of dyadic intervals such that P(S w J n ) = 1 for all n 0. Let a 0 be the unique point in n 0 J n . By the continuity of Y (w, ·), we have P(Y (w, a 0 ) = 0) = 1. However Y (w, a 0 ) is the limit of a positive mean L p -bounded martingale (see second step). So, Y (w, a 0 ) cannot be zero with probability one. This contradiction proves the claim.
Since A * is countable, all the previous results hold almost surely and simultaneously for all w ∈ A * . 2 Proof of Corollary 2.4. It follows from Proposition 2.3 that with probability one, for any a ∈ K and for any cylinder C w we have
(the convergence is uniform on a ∈ K for any w). Since ∂A * is totally disconnected, it follows that with probability one, for any a ∈ K, the measure P a converges weakly to a measure P a such that
Consequently, with probability one, for all a ∈ K, P a converges weakly to Its analytic extension, denoted by Z m (w, z), has the following expression:
It follows from computations similar to those in the first step of the proof of Proposition 2.3 that there exist 1 < p 2 and C > 0 such that for z ∈ D we have
.
We notice that
So, we can conclude as in the proof of Proposition 2.3.
(ii) For m 0, z ∈ C and p ∈ (1, 2] we also have
(whereᾱ P is replaced byᾱ P b ). Since our assumption is inf a∈K dᾱP b (a) > 0, the same arguments as those used in proving Proposition 2.3 allow to choose p close enough to 1 as well as a bounded complex neighborhood D of K such that
By the definition ofᾱ P b and the boundedness of D, we can fix n 0 1 such that for all w ∈ A * with |w| n 0 and all m 0, we have
It follows that for all w ∈ A * with |w| n 0 and all m 0 we have
for some suitable constant C > 0. Then, the conclusion follows from computations similar to those used to get (2.17) in the proof of Proposition 2.3, together with the fact that 
Proofs of Theorems 2.1 and 2.2
Theorems 2.1 and 2.2 will be proved at the same time. (ii) Let (K n ) n 1 be an increasing sequence of compact subintervals of J = {a > 0; dαP (a) > 0} such that J = n 1 K n .
Fix K = K n . Take p > 1 and b 2 as in Proposition 2.5(ii).
Since P a = P a • π −1 , by the Billingsley Lemma (see also [6] ), it suffices to show that
Even, it suffices to show, for any ε > 0, that
In order to prove (2.19), by the Borel-Cantelli Lemma, it suffices to show that for every ε > 0 we have P-a.s. ∀a ∈ K we have
(So, lim inf n E n,ε (a) has full P a -measure.) Considert → P a (Ct 1 ···t n ) as a random variable with respect to the probability measure P a / P a . The formula (2.20) means that the variable takes large values, i.e.
with small probability. For any positive number η > 0, the Tchebychev inequality leads to
where the last equality is due to the fact that the variable is constant on each n-cylinder.
We are now led to estimate the (1 + η)-moment of P a (C w ). For a single parameter a, the estimation is rather easy. But what we have to do is an estimation which is uniform on a ∈ K. This is more difficult, as we shall see now. Take M max(1, sup K). For any interval I we define
See 
This, together with (2.21), shows that for an arbitrary η > 0 we have
with
The positive number ε > 0 being fixed, the problem is reduced to find a positive number η such that (2.23) ). This will be done if we find η > 0 such that
ARTICLE IN PRESS
Indeed, if (I) holds, by the Fubini Theorem
Then by the mean value theorem, P-almost surely for all a ∈ K we have
This, together with (II), allows us to conclude:
We prove now (I) and (II). Since F 1 is a deterministic function, we have
However
Before estimating E|f n,η (a)|, we remark the following facts In fact, (R1) follows from the construction because the three variables in question depend on the Poisson process restricted on three disjoint domains in R × R + , namely D I , B I and T I (see Fig. 1 ); (R2) is a consequence of Proposition 2.5(ii) and the Hölder inequality; (R3) is obvious; (R4) is explained by itself; (R5) is due to the fact ν(B I w ) 2b −n µ([b −n , 1)) (∀w ∈ A n ) and the hypothesis (HP); the first assertion of (R6) is deduced from (R5) and the second one is a consequence of (R5) and the fact
All these remarks together imply that if η is small enough then there exists a constant C = C(K, η) > 0 such that for all w ∈ A n and all a ∈ K we have
We write
So, we have
where the constant involved in O(η 2 ) is independent of a. Recall that dᾱP (a) = 1 + α P H a (0). Thus we get
Since H a (η) = O(η) and lim sup
log b n =ᾱ P , for fixed ε > 0, some small η and all large n 1 we have 
Finally, from (2.26) and (2.27), we get (I), i.e.
The fact (II) is easier to obtain, by similar computations showing that
Poisson process associated with the Dvoretzky covering
We have been working exclusively with the Poisson process. Now we show how the Dvoretzky covering is associated with a Poisson covering. In other words, we will construct a special Poisson process closely related to the Dvoretzky covering, as was done in [7, 15] .
Define two new sequences ( n ) n 1 and ( n ) n 1 built from ( n ) n 1 as follows 
+1
For t ∈ T and n 1 define
We define the quantities {L n }, {Λ },ᾱ andα associated to { n }, as we define {L n }, {Λ }, α andα associated to { n }. Similarly, we define {Λ },ᾱ andα associated to { n }. Clearly, we have
L n L n L n , N n (t) N n (t) N n (t).
The following lemma shows that both sequences ( n ) and ( n ) are not significantly different from ( n ). It is a consequence of Proposition A.4 in Appendix A. As in [7] , we construct a Poisson point process closely related to {ω n } n 1 , whose intensity is given by ν = λ ⊗ µ. Such a Poisson process with intensity ν is constructed as follows. 0,n . By Lemma 2.7, the assumptions (H) made on the sequence { n } implies that the assumption (HP) is satisfied by the measure ν = λ ⊗ µ with µ = n=1 δ n . Moreover, we haveα =α P andᾱ =ᾱ P (see Proposition A.2).
Lemma 2.7. Assume (H). Then
( n − n ) < ∞. Consequently L n ∼ L n ∼ L n as n → ∞.
Moreover, ( n ) and ( n ) obey (H) and
Card Λ b −k ∼ Card Λ b −k ∼ Card Λ b −k ;ᾱ =ᾱ =ᾱ ;α =α =α .
Proofs of Theorems 1.1 and 1.2: lower bounds
Lower bounds
Without loss of generality, we assume that n δ for some δ ∈ (0, 1/2). Then, if t ∈ [δ, 1 − δ], any arc of the form (ω n , ω n + ) containing t with ∈ { n , n , n } can be identified as a subinterval of (0, 1) (i.e. it contains neither 0 nor 1). Moreover, when (ω n , n ) is a point (X p , Y p ) of the (modified) Poisson point process, a point t ∈ [δ, 1 − δ] is covered by (ω n , ω n + n ) in the Dvoretzky covering if and only if it is covered by (X p , X p + Y p ) in the Poisson covering.
The case β = 1 was discussed in the introduction. Let
For b 2 and k 1, define
The following proposition involves the Poisson multiplicative chaos introduced in Section 2. 
Proposition 3.1, Theorems 2.1 and 2.2 immediately lead to the desired lower estimates.
Corollary 3.2 (Lower bound). Under the assumption (H), with probability one, for all
β 0 such that dα(β) > 0, we have dim(F β ) 1 +ᾱ(β − 1 − β log β).
Proof of lower bounds
We give here a proof of Proposition 3.1. As we shall see, Corollary 3.2 is an easy consequence of Proposition 3.1.
Both the case β = 0 and the case β = 1 were discussed in the Introduction. Since the integer b 2 is fixed, we write
k . Without loss of generality, assume that δ = b −m 0 . For every β ∈ K, k 0 and ε > 0, define
By the Borel-Cantelli Lemma, it suffices to show that for every ε > 0, we have
We will only prove (3.3) when K ⊂ J ∩ (0, 1). The case K ⊂ J ∩ (1, ∞) may be similarly treated.
Fix M = (min(K)) −1 (so, M > 1 max(K)) and η ∈ (0, 1). For β ∈ K ⊂ (0, 1) and k 0, the Tchebychev inequality gives
4)
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This, together with (2.22) and the equality L n k = ν(D b −m k ), shows that for all β ∈ K we have
where A k,η (w, β) and B k,η (w, β) are two random variables defined by
Take respectively summation of (3.6) and (3.7) over w. It follows from (3.4) and (3.5) that
where both sums are taken over w ∈ A m k such that
. So, in order to prove (3.3), we have only to find a small η > 0 such that
The functions g k,η (β) and h k,η (β) are continuous functions of β. We are going to show the uniform convergence of the first series in (3.12) . That of the second one may be proved in the same way. We will follow the same approach as in the proofs of Theorems 2.1 and 2.2. Since L n k ∼ k log b by the construction of n k = n (b) k (see (3.2)), we have only to show that there exist η > 0 and C = C(K, η) > 0 such that for all k 0
where α = inf β∈K | log(β)|, and that P-a.s.
where β 0 = inf(K). Let us prove (3.13) and (3.14) .
Notice that the variable Z(w, β) is independent of N(B I w ), s k (w) and N(D I w ). It is then independent of A k,η (β).
Thus, the same arguments as in the proofs of Theorems 2.1 and 2.2 show that there exists a constant C = C(K, η) such that for all β ∈ K and k 1,
where w is a typical element of A m k such that
and the expectation is independent of w. We estimate the expectation at the right-hand side of (3.15) by using the Hölder inequality with the conjugate exponent (p, q), i.e. p −1 + q −1 = 1, such that
Thus we get
In order to estimate the last two expectations, we will use the following lemmas, whose proofs are postponed in the next subsection. C.
Notice that Ee rN(B Iw ) is bounded for any fixed r > 0 and for all w. In order to estimate the second expectation at the right-hand side of (3.16), we apply the Hölder inequality and Lemma 3.4. We get
It is clear that
In both above expressions, the constant involved in O(η 2 ) is independent of β.
Similarly, we show that
Proof of Corollary 3.2. Notice that
for any t. It follows from Proposition 3.1 that, with probability one, for all β > 0 such that dα(β) > 0, there exists an integer b 2 such that for P β -almost every t ∈ [δ, 1 − δ], we have
. We deduce that with probability one, for all β > 0 such that dα(β) > 0, for
That is to say, F β carries the restriction of P β to [δ, 1 − δ]. So, dim F β dim P β . However dim P β is larger than or equal to 1 −ᾱ(1 − β + β log β) (Theorems 2.1 and 2.2). 2 bulsci101 by:violeta p. 27
Proofs of lemmas
Proof of Lemma 3.3. It is a consequence of Eb N = e ξ(b−1) . Differentiating it with respect to b leads to
Proof of Lemma 3.4. We first estimate Ee So, by using the Hölder inequality, we have only to show that for any r > 0 there exist constants C = C(r) > 0 such that
The validity of the first inequality in (3.19) concerning a Poisson variable is due to the fact that ν(B I w ) is bounded for all w. For the second one, remark that
This is a sum of n k identically distributed independent random variables, each variable taking the value 1 with probability 2b −m k and the value 0 with probability 1 − 2b −m k . So, it is a binomial variable. It follows that 
To go further, we will use the following special Taylor formula 
Recall that P(N
Using the above two identities (α = m/x, β = mx), we get
Elementary calculations give
For the two integrals, we claim that By the Stirling formula, we have
On the other hand, we have e −mt (1 
The last sum is bounded because of Lemma 2.7. 2
Proofs of Theorems 1.1 and 1.2: upper bounds
Upper bounds
Assumeᾱ > 0 (there is nothing to prove whenᾱ = 0 since the lower bounds found in Section 3 are equal to 1).
For k 1 define m k = m (2) k and n k = n (2) k as in Section 3 (see (3.1) and (3.2)). Since L n k ∼ L n k ∼ k log 2 ∼ L n k+1 and n is decreasing, by the definition ofᾱ, we may find a strictly increasing sequence of integers (k j ) j 1 such that
When the limsup definingᾱ is a limit, we can take k j = j . For β 0, define
ARTICLE IN PRESS
Define
We put our estimates on the Hausdorff dimensions of the four sets defined above into two propositions. The second proposition may be proved as the first one with minor changes.
Proposition 4.1. With probability one, we have
Proposition 4.2. With probability one we have
In order to deduce from the above propositions the desired upper bounds on dim F β and dim F β , we need the following proposition. 
Proof. For k 1, denote by X k the supremum in question. Let c > 1 be any constant larger than 1. It was proved in [8] (Lemma 1 with evident changes) that for α > 1 and λ > 0 we have
n .
This yields that for every k 1, α > 1 and , λ > 0,
, and (H ∞ ).
holds. It follows from Proposition A.4 and the definitions of { n } andᾱ that
So there exists C > 0 such that for k large enough
On the other hand, there exists C > 0 such that for k large enough we have
The last estimates show that for fixed α > 1, λ > 0 and > 0, if k is large enough we have
To conclude, take λ > 2C/ and apply the Borel-Cantelli lemma.
Suppose (H ∞ ) holds. We have
Hence, we have (one can also use (A.1))
where we used Proposition A.4 for the last equivalence (actually we have log n = o(L n )). It follows that
We also have 
The last estimates show that for fixed α > 1, λ > 0 and > 0,
Since for k large enough one has o(L n k ) 2 L n k , taking λ = √ shows that for fixed α > 1, for every > 0 small enough, there exists C > 0 such that for k large enough,
The conclusion follows as in the previous case. 2
So, the upper bounds concerning dim F β in Theorems 1.1 and 1.2 follow from Proposition 4.1. Of course, they also follow from Proposition 4.2.
If the limsup definingᾱ is a limit, by taking k j = j and applying Proposition 4.3 we get
. Then we can get the upper bounds concerning dim F β and dim F β as stated in Theorem 1.2.
Proof of Proposition 4.1
Without loss of generality, we can only consider F β ∩ [δ, 1 − δ] and F β ∩ [δ, 1 − δ], where δ = 2 −m 0 . For sake of simplicity, we will still write them as F β and F β .
We will use H α (E) to denote the α-dimensional Hausdorff measure of a set E. We will estimate the Hausdorff measure of a set by using dyadic intervals. For this reason, we will consider the dyadic tree A * = n=0 A n with A = {0, 1}.
We have only to show that for every small enough > 0, with probability one, we have
. In order to prove (4.1), it is enough to show that for small > 0, with probability one, we have
(we used the facts N n (t) N n (t) and L n ∼ L n ). It follows that
So, by the sub-additivity of the Hausdorff measure, (4.3) is reduced to the fact that for small > 0 and for any n 1, with probability one, we have
Since β + a 2 + < 1, the fact (4.4) implies
Let I w with w ∈ A m k be a dyadic interval containing a point t such that (4.6) holds (for such a I w we have
In fact, (4.7) is a direct consequence of (4.6) 
when N(D I w ) N n k (t). Assume now
N(D I w ) > N n k (t).
Then (4.7) will follow from (4.6) and the fact M
, which follows from
). Indeed, the last fact is true because
So, for such an interval I w we have
It follows from (4.8) that
Let (k j ) j 1 be the sequence chosen at the beginning of the present section. We claim that for every small enough with probability one,
which implies (4.5). We will prove the claim by distinguishing β = 0 and β ∈ [a 1 , a 2 ]. Consider first β = 0. We have
So,
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where w ∈ A m k is generic such that I w ⊂ [δ, 1 − δ]. Since s k is exponentially integrable (Lemma 3.4), by the Hölder inequality, we get
where in each inequality above C is a constant depending on , but independent of k (we used the facts
). Thus, using the fact dᾱ(0) = 1 −ᾱ, we get
and that for large j we have
Then, for small > 0, we have
Next suppose that β ∈ [a 1 , a 2 ]. We have
In the same way, we apply the Hölder inequality to get
which is negative for small and again L n k j (ᾱ − )(m k j − 1) log(2) for large j . So, we can get
The same approach as the one used in proving Proposition 3.1 will show that
where f k j denotes the derivative of f k j . The combination of the last two estimates implies
Finally, we get (4.9) from (4.11) and (4.15). The part 1 of Proposition 4.1 is proved. To prove part 2, we make the following observations: even if a number d is negative, one can define formally by the usual way the d-dimensional Hausdorff measure of a set; this measure is equal to +∞ for any non-empty set. Another observation is that the above estimations remain true even when dᾱ(β) < 0. These two observations allow us to conclude for part 2.
The parts 3 and 4 may be proved in the same way with minor changes. Let us just point out what should be changed. Now we work with [a 1 , a 2 ] ⊂ (1, ∞). Instead of (4.4), we will have
Proof of Proposition 4.2
We have only to make a small change of the proof of Proposition 4.1. The estimations obtained in the proof of Proposition 4.1 are still useful. Actually we have used the fact that the sequence f k j (β) (as well as g k j ) tends uniformly to zero but we have proved the uniform convergence of the series j f k j (β) (as well as the series involving g k j ). Now we really need the uniform convergence of the series.
For every > 0 and β ∈ [0, 1), we have
It follows that for n 1
where the second sum is taken over all w ∈ A m k j such that
By using the estimations obtained in the proof of Proposition 4.1, we get that with probability one
Thus we get the parts 1 and 2.
For β ∈ (1, ∞), we may prove in a similar way that with probability one,
Proof of Theorem 1.3
Recall that n and n were defined in the Section 2.5 and m k = m (2) k and n k = n (2) k were defined in Section 3.1.
Due to Proposition 4.3, it suffices to show that for every β < 1 close enough to 1, with probability one,
where {k j } = {j } is chosen for defining F inf β and F sup β . We proceed as in the proof of Proposition 4.2, but instead of cutting [δ, 1 − δ] into subintervals of length 2 −m k , we divide it into subintervals of length (1 − 2δ)/n k . We denote this collection of intervals by J k .
We compare the Dvoretzky covering with the Poisson covering by defining, for each interval I ∈ J k , the quantities
(Analogous quantities were introduced and studied in Section 3.1.) In order to estimate the size of these variables, we introduce
We also introduce (Analogous sets were introduced in Section 2.4.) We need the following intermediate result. 
The first point L n ∼ L n is contained in Proposition A.4. The other estimates follow the same lines as those proved in Section 3 for analogous quantities. Now continue our proof. Fix β ∈ (0, 1) and Since d(x) < 0 for every x ∈ (0, ∞) \ {1} and L n k ∼ k log 2, in order to conclude, we have only to choose a small number > 0 and to show that log n k = o(L n k ). This was done in the proof of Proposition 4.3.
Analogous results for Poisson coverings
We consider a Poisson point process as was constructed in Section 2. We assume that ν(D ) → ∞ as → 0 and define We state the following results whose proofs are somehow easier. and for all β 0 such that dᾱP (β) < 0 we have As in case of the Dvoretzky covering, we make the following remark on F P 0 . By Theorem 6.2,ᾱ P > 1 implies F P 0 = ∅;ᾱ P < 1 then dim(F P 0 ) = 1 −ᾱ P > 0. Whenᾱ P = 1, dim(F P 0 ) = 0 and F P 0 = ∅ if (0, 1) exp (t, 1) µ(s, 1) ds dt < ∞.
Appendix A
Here we get together some properties of the sequence { n } under different conditions. (ii) Fix N 1. Choose k such that 2 −k N < 2 −k+1 . We have
Consequently, lim →0 Card Λ = +∞ implies (H ∞ ). Now suppose (H ∞ ) hold. For any large number M > 0, there exists n 0 1 such that n n M for all n n 0 . Fix ∈ (0, 1 ) and k 1 such that 2 −k < 2 −k+1 . We have 
+1
The last sum is bounded, up to a multiplicative constant, by ∞ j =1 j −2 . Thus the first assertion is proved.
