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On the accurate reproduction of strongly repulsive interatomic potentials
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P.O. Box 55 (A. I. Virtasen aukio 1), FI-00014 University of Helsinki, Finland∗
Knowledge of the repulsive behavior of potential energy curves V (R) at R → 0 is necessary
for understanding and modeling irradiation processes of practical interest. V (R) is in principle
straightforward to obtain from electronic structure calculations; however, commonly-used numerical
approaches for electronic structure calculations break down in the strongly repulsive region due to
the closeness of the nuclei. In the present work, we show by comparison to fully numerical reference
values that a recently developed procedure [S. Lehtola, J. Chem. Phys. 151, 241102 (2019)] can
be employed to enable accurate linear combination of atomic orbitals calculations of V (R) even
at small R by a study of the seven nuclear reactions He2 −−⇀↽− Be, HeNe −−⇀↽− Mg, Ne2 −−⇀↽− Ca,
HeAr −−⇀↽− Ca, MgAr −−⇀↽− Zn, Ar2 −−⇀↽− Kr, and NeCa −−⇀↽− Zn.
I. INTRODUCTION
The interaction of high-energy particles with matter
is typically modeled using pairwise potentials (see e.g.
chapter 6 of [1]), as the dominant interactions are deter-
mined by the highly repulsive nuclear Coulomb barriers
that are pairwise terms; see e.g. [2] for a recent nu-
merical demonstration for low-energy projectiles incident
on copper surfaces. Most practical simulations employ
the universal potential by Ziegler, Biersack and Littmark
[3] (ZBL) which is based on Thomas–Fermi calculations
of the repulsive barrier. However, Thomas–Fermi the-
ory has significant shortcomings; for instance, it is well
known not to bind any molecules, and a method lacking
these shortcomings like Hartree–Fock (HF) or density-
functional theory [4, 5] (DFT) would certainly be more
attractive.
Ab initio calculations of the diatomic potential en-
ergy curve (PEC), denoted here as VAB(R), are, how-
ever, challenging at small internuclear distances R due to
the closeness of the two nuclei. In contrast to chemistry
at ambient conditions, even the innermost core electrons
may be significantly affected by the interaction between
the two atoms: for instance, in the Ar
2
−−⇀↽− Kr nuclear
reaction obtained as R → 0, the two [Ne]3s23p6 elec-
tronic configurations of the argon atoms deform into the
single [Ne]3s23p64s23d104p6 configuration of the krypton
atom. An extremely flexible numerical approach must be
used in order to describe such changes accurately, obvi-
ously disallowing the use of pseudopotential and frozen-
core approaches. Although some efforts for the ab initio
description of the Coulomb barrier have been made in
the literature (see e.g. [2], [6–17] and references therein),
the problem of facile computation of VAB(R) for R → 0
remains still unsolved in the general case.
All-electron calculations are typically undertaken
within the linear combination of atomic orbitals (LCAO)
approach. However, also the LCAO approach fails in this
case, because the basis functions on the atoms A and B
∗
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quickly become linearly dependent when R → 0. More-
over, large atomic basis sets should be used in order to
allow the necessary flexibility for the core orbitals to de-
form in presence of the other nucleus and its electrons.
But, the more functions are included in the calculations,
the more linear dependencies are generated when the nu-
clei start coinciding, and the calculations become numer-
ically unstable as the basis set becomes ill-behaved.
As always, fully numerical electronic structure calcu-
lations are one option, see [18] for a recent review. Here,
the numerical basis set can always be chosen in such a
way that linear dependencies do not arise even at small
R. However, fully numerical approaches carry a much
higher computational cost than that of LCAO calcula-
tions using e.g. Gaussian basis sets, and may also be
harder to set up; see the discussion in [18, 19]. Moreover,
fully numerical electronic structure programs are less-
developed than Gaussian-basis ones, because the huge
number of basis functions in a fully numerical approach
may e.g. make sophisticated convergence algorithms in-
tractable [18], making it more difficult to carry out the
wanted electronic structure calculations.
Despite the numerical problems encountered in stan-
dard LCAO approaches, it should be perfectly well possi-
ble to describe diatomic molecules using atomic basis sets
even at small internuclear distances, because at small R
the molecule looks like the compound atom that is espe-
cially easy to describe with atomic basis sets. This means
that the problems in LCAO calculations should be cir-
cumventable by adopting a basis set that is adapted to
the molecular geometry. (In contrast, significant distor-
tions to the electronic structure of atoms and molecules
can be observed e.g. in strong magnetic fields as dis-
cussed in [20] and references therein, in which case LCAO
calculations become unreliable.)
Because the electronic structure at R → 0 may be
quite far from those for which typical basis sets have been
optimized, one can customize the basis set for the system
by hand as in [7]. (Alternatively, one could also optimize
a new basis set from scratch for the system.) However,
given that this would lead to a different basis set for every
molecule and for every molecular geometry, a systematic
study of the repulsive potentials of all the elements in
2the periodic table would be faced with a gargantuan task
for basis set generation. For instance, the PECs for all
4186 diatomic molecules from Z = 1 to Z = 92 were
calculated in [17] at internuclear distances ranging from
R = 0.002 Å to R = 1000 Å; this is only feasible with a
fully automatic approach. (Convergence to the basis set
limit was not checked in [17], and we will show later in
the present work that the values are not converged.)
Issues with linear dependencies are encountered also in
other applications of quantum chemistry. For instance,
an accurate description of weakly bound anions may re-
quire the use of several shells of diffuse functions on
each atom, making the molecular basis set ill-behaved
due to linear dependencies [21]. An approach for curing
overcompleteness issues in the study of weakly bound
anions with LCAO basis sets by pivoted Cholesky de-
compositions was recently proposed in [22]. Cholesky
decomposition algorithms have a long history in quan-
tum chemistry, starting with with the decomposition of
the two-electron integral tensor proposed over 40 years
ago by Beebe and Linderberg [23] that has recently be-
come popular due to efficient implementations afforded
by modern computer architectures, see e.g. [24, 25]. The
tractability of the Cholesky decomposition of the two-
electron integrals relies on the set of basis function prod-
ucts χi(r)χj(r) being highly linearly dependent: due to
these dependencies, the number of Cholesky vectors of
the two-electron integrals tensor grows only linearly with
system size. Also method-specific variants related to the
two-electron integrals tensor decomposition have been
suggested, see [26] for a review. The construction of local-
ized orbitals by the Cholesky decomposition of the LCAO
one-electron density matrix has also been proposed [27].
The mathematical closeness of the Cholesky de-
composition of the two-electron integrals tensor,
(ij|kl) =
∑
P L
P
(ij)L
P
(kl) in chemists’ notation, to
resolution-of-the-identity methods [28], (ij|kl) ≈∑
AB(ij|A)(A|B)
−1(B|kl), led to a black-box procedure
for the formation of auxiliary basis sets [29, 30], in which
the pivot index of the Cholesky decomposition of the two-
electron integrals is used to determine the auxiliary func-
tions; the resulting set of auxiliary functions is better be-
haved than the set of basis function products. Building
on the work of [29, 30], we proposed curing significant
linear dependencies in overcomplete basis sets by the ex-
traction of a well-behaved subset of the basis functions
using a pivoted Cholesky procedure on the overlap matrix
Sµν = 〈µ|ν〉 to a predefined threshold τ [22]; this yields
an optimal approximation for the original over-complete
S [31]. Electronic structure calculations can be carried
out in the basis set defined by the set of pivot functions
without problems. Before [22], Cholesky decompositions
of the overlap matrix appear to have only been used in
the full, unpivoted form [32–34] that is not safe for ill-
conditioned matrices S.
In the present work, we show that the partial Cholesky
decomposition algorithm proposed in [22] for calcula-
tions with basis sets containing a large number of lin-
early dependent diffuse functions presents a solution to
the present problem of the calculation of strongly repul-
sive interatomic potentials by allowing the use of stan-
dard atomic basis sets even at R → 0, since the basis
function degeneracies that would otherwise prevent reli-
able electronic structure calculations from taking place
are cleaned away automatically.
As our aim is simply to prove that the basis set limit
can be reached without problem even at tiny values of
R, we have chosen to study a set of seven nuclear re-
actions involving only closed-shell atoms: He2 −−⇀↽− Be,
HeNe −−⇀↽− Mg, Ne2 −−⇀↽− Ca, HeAr −−⇀↽− Ca, MgAr −−⇀↽−
Zn, Ar2 −−⇀↽− Kr, and NeCa −−⇀↽− Zn. We show that the
suggested Cholesky procedure reproduces fully numerical
HF reference values for the reactions, while the values re-
ported in [17] are not converged for small R. The present
case is much more challenging than that of [22], as e.g.
in He
2
, Ne
2
, and Ar
2
all basis functions of an atom be-
come fully degenerate with the basis function of the other
atom for R → 0. Our calculations will be described in
section II and our results reported in section III. The
work is briefly summarized and discussed in section IV.
Atomic units are used throughout the manuscript.
II. COMPUTATIONAL DETAILS
The PEC for atoms A and B is defined as
VAB(R) = E
A+B
tot
(R)− EA
el
− EB
el
(1)
where EA+B
tot
(R) is the total energy from the electronic
structure calculation for the nuclei A and B separated by
a distance of R, and EA
el
and EB
el
are the electronic ener-
gies of the non-interacting atoms, respectively. The total
energy EA+Btot can be decomposed into a sum of the elec-
tronic energy EA+B
el
(R) and the nuclear repulsion energy
EA+Bnuc (R). Since the electronic energy of the compound
atom (A+B) is finite, EA+Btot (R) behaves asymptotically
as EA+B
tot
(R) ≈ EA+B
nuc
(R) = ZAZBR
−1 for small R. Be-
cause VAB(R) thus diverges for small R, it is typical to
report the PEC in terms of a screening function
ΦAB(R) =
VAB(R)
EA+Bnuc (R)
=
RVAB(R)
ZAZB
(2)
as it is more easily manipulable, having the limits
ΦAB(0) = 1 and ΦAB(∞) = 0 .
Although the procedure of [22] can be used with any
type of atomic basis set (see [18] for a review thereof),
Gaussian basis sets are employed in the present work.
Furthermore, while the approach of [22] can also be ap-
plied to density functional or post-HF calculations, the
HF level of theory is used in the present work as it has
been found to be sufficient for the reproduction of repul-
sive potentials [10].
The Erkale program [35, 36] is used for the Gaussian-
basis calculations. The nuclei A and B are placed in
the Erkale calculations along the z axis at (0, 0,−R/2)
3and (0, 0, R/2), respectively, along with their atomic ba-
sis functions. Next, in order to be able to describe
the compound atom (A + B) limit, basis functions for
the compound atom are included in the calculation;
placing the compound nucleus at the center of charge
at (0, 0, (ZB − ZA)R/[2(ZB + ZA)]) leads to a vanishing
dipole moment of the nuclear charge distribution, and
hopefully a more accurate calculation. Once the basis
functions for the compound nucleus have been added, the
construction of the one-electron basis {|µ〉} is complete;
however, by this stage the basis set is likely overcomplete.
Next, the overlap matrix Sµν = 〈µ|ν〉, its eigenvalues
λi and its reciprocal condition number
r =
λmin
λmax
(3)
are computed. If the basis set is found to be overcom-
plete, i.e., r is found to be smaller than the machine
epsilon, the Cholesky procedure of [22] is used to reg-
ularize the molecular basis set. The procedure uses a
pivoted Cholesky decomposition to pick a subset of the
basis functions {|µ〉} that spans all of the functions in the
original basis set up to a predefined threshold. The re-
sulting reduced-size basis is numerically well-conditioned,
and poses no problems to electronic structure calcula-
tions which then proceed as usual. The procedure is im-
plemented as a modification [22] to the canonical orthog-
onalization method [37]; a Cholesky threshold of 10−7
and a linear dependence threshold of 10−5 are used in the
present work. As the basis set is normalized, Sµµ = 1,
the first function of the Cholesky procedure will be the
first function in the basis set. However, since diffuse ba-
sis functions may be representable as superpositions of
more localized basis functions while the converse is un-
likely to be the case, the basis functions are reorganized
from tight to diffuse before the Cholesky procedure. This
procedure was found to yield more compact reduced basis
sets in [22].
The screening function Φ(R) is computed with
Erkale on a logarithmic grid consisting of 121 points
ranging from R = 10−5 Å to R = 10 Å. The Gaussian-
basis values are then compared to a set of fully numer-
ical reference values obtained with the HelFEM pro-
gram [19, 38, 39]. The superposition of atomic po-
tentials (SAP) initial guess [40] is used in all Erkale
and HelFEM calculations in combination with local ex-
change potentials recently determined at the complete
basis set limit [41]. The SAP guess correctly includes
the significant Pauli repulsion between the electrons on
the two nuclei at small R in contrast to its commonly-
used alternatives discussed in [40], thus leading to faster
convergence of the self-consistent field procedure.
Only singlet Σ wave functions are considered in the
present work, in analogy to [10]. In the cases of He
2
−−⇀↽−
Be, HeNe −−⇀↽− Mg, Ne2 −−⇀↽− Ca, and HeAr −−⇀↽− Ca,
the large-R and small-R wave functions have the same
electronic configurations: two occupied σ orbitals for He2
and Be, four σ and one π orbital for HeNe and Mg, and
six σ and two π orbitals for Ne
2
, Ca, and HeAr; each σ
and π orbital fitting two and four electrons, respectively
[18]. For the heavier systems, MgAr −−⇀↽− Zn, Ar2 −−⇀↽−
Kr, and NeCa −−⇀↽− Zn, the electronic configurations are
different at small R and at large R, and both states were
calculated: nine σ and three π in MgAr and NeCa; seven
σ, three π and one δ orbital in Zn; ten σ and four π
orbitals in Ar
2
; and eight σ, four π and one δ orbital
in Kr; δ orbitals likewise fitting four electrons [18]. The
values reported correspond to the lower state in each case;
for instance, the Kr configuration is lower in Ar2 for R .
0.56 Å, the state crossing depending on the used basis
set.
III. RESULTS
Very accurate LCAO calculations can be performed
both at smallR and at largeR, as in the former case a sin-
gle expansion center is sufficient, and as in the latter the
basis functions on the two centers do not develop strong
linear dependencies. For this reason, we start off in ta-
ble I by comparing the values of the screening function
Φ(R) at intermediate values of R for the decontracted
double- to quadruple-ζ pc-n basis sets [42] (denoted as
un-pc-1, un-pc-2, and un-pc-3, respectively) as well as
for the universal Gaussian basis set [43] (UGBS) to fully
numerical reference values.
Examination of the data in table I shows that good
results are already obtained with the double-ζ un-pc-1
basis set, while the UGBS basis set appears to repro-
duce values that are in-between those of the triple-ζ un-
pc-2 and the quadruple-ζ un-pc-3 basis set at small R.
This suggests that the screening function is insensitive
to polarization functions at small R; however, some po-
larization effects are already described by the compound
nucleus basis functions included at the center of charge.
As the UGBS basis set is available for most of the peri-
odic table and equivalent atomic basis sets can be easily
generated, see [44], we choose the UGBS basis set for the
rest of the work.
To confirm the finding of [10] that the screening func-
tion has a negligible dependence on the employed level
of theory, we also report fully numerical reference values
for Ar
2
calculated with HelFEM using the local density
approximation (LDA), in which the local exchange func-
tional [45, 46] is combined with the Vosko–Wilk–Nusair
correlation functional [47] as in [10]. The differences of
the HF and LDA screening functions are only seen in the
third decimal, confirming that HF or DFT is suitable for
the present purposes.
The screening functions for the seven nuclear reactions
computed with the UGBS basis set are shown in figure 1
for He
2
−−⇀↽− Be, figure 2 for HeNe −−⇀↽− Mg, figure 3
for Ne2 −−⇀↽− Ca, figure 4 for HeAr −−⇀↽− Ca, figure 5 for
MgAr −−⇀↽− Zn, figure 6 for Ar2 −−⇀↽− Kr, and figure 7 for
NeCa −−⇀↽− Zn. The curves are smooth and the agree-
ment with fully numerical reference values is superb in
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Figure 1. UGBS screening function for the He2 −−⇀↽− Be reac-
tion with fully numerical reference values (+).
all cases.
All of these reactions have also been studied in [17]
with the LDA approach of [10] [48]. However, out of
the seven reactions currently examined, [17] only only
reports data for Ar2 −−⇀↽− Kr. A comparison to the UGBS
results and fully numerical HF and LDA reference values
is shown in figure 8. The data from [17] agree with the
present values at large R, but discrepancies are visible
for R < 0.1 Å. The UGBS data is agrees with the fully
numerical HF and LDA reference data, indicating that
an insufficient basis set was used in [17].
IV. SUMMARY AND DISCUSSION
We have shown by comparison to fully numerical
Hartree–Fock reference values that accurate potential en-
ergy curves can be reproduced with linear combination of
atomic orbitals (LCAO) calculations even in the strongly
repulsive region at small internuclear distances—where
even the core orbital basis functions become fully lin-
early dependent—by using a recently suggested proce-
dure [22] to eliminate linear dependencies from the basis
set. As LCAO calculations are faster and easier to run
than fully numerical ones, the automated procedure of
the present work enables the systematical calculation of
screening functions along the lines of [17] but with guar-
anteed accuracy.
Although the present study has been limited to di-
atomic molecules, the underlying Cholesky decomposi-
tion has already been shown to work for polyatomic
molecules [22], making the calculation of repulsive many-
body potentials also possible.
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Figure 2. UGBS screening function for the HeNe −−⇀↽− Mg
reaction with fully numerical reference values (+).
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Figure 3. UGBS screening function for the Ne2 −−⇀↽− Ca re-
action with fully numerical reference values (+).
The facile computation of the repulsive barrier afforded
by the present method should make it easier to study var-
ious irradiation processes, in which the purely repulsive
part of the potential plays a pivotal role. For instance,
defect formation and migration in materials subjected to
particle bombardment is determined purely by the re-
pulsive part of the potential [15], and accounting for this
kind of radiation damage is an important aspect in the
design of radiation shielding materials of fusion reactors
510−3 10−2.5 10−2 10−1.5 10−1.25 10−1 10−0.75 10−0.5 10−0.25 100
He2 HelFEM 0.99582 0.98678 0.95831 0.87089 0.77943 0.64265 0.47484 0.34264 0.21805 0.07205
∆un-pc-1 0.00000 -0.00001 -0.00005 -0.00007 0.00027 0.00095 0.00068 0.00023 0.00162 0.00011
∆un-pc-2 0.00000 0.00000 0.00000 0.00004 0.00006 0.00008 0.00007 0.00005 0.00041 -0.00005
∆un-pc-3 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00001 0.00002 0.00002 0.00000
∆UGBS 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00001 0.00006 0.00021 0.00022
HeNe HelFEM 0.99356 0.97966 0.93658 0.81686 0.71223 0.57716 0.40213 0.21037 0.09810 0.03762
∆un-pc-1 -0.00001 -0.00003 -0.00007 0.00000 0.00013 -0.00007 -0.00004 0.00016 -0.00022 -0.00111
∆un-pc-2 0.00000 0.00000 0.00000 0.00006 0.00006 0.00009 0.00024 0.00037 0.00014 -0.00010
∆un-pc-3 0.00000 0.00000 0.00000 0.00000 0.00001 0.00004 0.00006 0.00003 0.00002 0.00000
∆UGBS 0.00000 0.00000 0.00000 0.00000 0.00001 0.00008 0.00031 0.00085 0.00120 0.00031
Ne2 HelFEM 0.99207 0.97503 0.92326 0.78984 0.67932 0.53204 0.36532 0.20790 0.07321 0.02656
∆un-pc-1 0.00000 -0.00001 0.00001 -0.00001 0.00008 0.00053 0.00065 0.00029 -0.00007 -0.00035
∆un-pc-2 0.00000 0.00000 0.00000 0.00001 0.00006 0.00009 0.00007 0.00009 0.00007 -0.00001
∆un-pc-3 0.00000 0.00000 0.00000 0.00000 0.00001 0.00001 0.00002 0.00003 0.00001 0.00001
∆UGBS 0.00000 0.00000 0.00000 0.00000 0.00000 0.00001 0.00002 0.00012 0.00020 0.00011
HeAr HelFEM 0.99228 0.97569 0.92539 0.79716 0.69117 0.54811 0.38703 0.24271 0.10196 0.04028
∆un-pc-1 0.00000 0.00000 0.00001 0.00012 0.00029 0.00058 0.00060 0.00043 0.00032 0.00001
∆un-pc-2 0.00000 0.00000 0.00001 0.00008 0.00008 0.00019 0.00028 0.00020 0.00009 0.00001
∆un-pc-3 0.00000 0.00000 0.00000 0.00001 0.00004 0.00010 0.00011 0.00006 0.00002 0.00001
∆UGBS 0.00000 0.00000 0.00000 0.00001 0.00004 0.00016 0.00038 0.00043 0.00084 0.00083
MgAr HelFEM 0.99081 0.97114 0.91299 0.77196 0.65409 0.50202 0.33521 0.17926 0.07422 0.02229
∆un-pc-1 0.00000 0.00000 0.00000 0.00003 0.00006 0.00008 0.00024 0.00091 0.00032 0.00018
∆un-pc-2 0.00000 0.00000 0.00000 0.00001 0.00002 0.00004 0.00017 0.00056 0.00012 0.00009
∆un-pc-3 0.00000 0.00000 0.00000 0.00000 0.00000 0.00002 0.00009 0.00018 0.00005 0.00002
∆UGBS 0.00000 0.00000 0.00000 0.00000 0.00001 0.00003 0.00020 0.00086 0.00029 0.00025
Ar2 HelFEM 0.99011 0.96900 0.90749 0.76090 0.63761 0.48451 0.31334 0.17568 0.07255 0.02137
∆LDAa 0.00001 0.00003 0.00009 0.00012 0.00017 0.00028 0.00073 -0.00130 0.00174 no data
∆un-pc-1 0.00000 0.00000 0.00000 0.00003 0.00005 0.00013 0.00089 0.00158 0.00290 0.00155
∆un-pc-2 0.00000 0.00000 0.00000 0.00001 0.00002 0.00009 0.00080 0.00117 0.00115 0.00066
∆un-pc-3 0.00000 0.00000 0.00000 0.00000 0.00001 0.00006 0.00055 0.00029 0.00010 0.00030
∆UGBS 0.00000 0.00000 0.00000 0.00000 0.00001 0.00009 0.00078 0.00141 0.00275 0.00078
NeCa HelFEM 0.99082 0.97117 0.91310 0.77230 0.65438 0.50203 0.33509 0.17662 0.07093 0.01768
∆un-pc-1 0.00000 0.00000 0.00002 0.00005 0.00012 0.00032 0.00057 0.00061 0.00023 0.00008
∆un-pc-2 0.00000 0.00000 0.00000 0.00002 0.00005 0.00007 0.00016 0.00026 0.00011 0.00004
∆un-pc-3 0.00000 0.00000 0.00000 0.00000 0.00001 0.00002 0.00006 0.00007 0.00002 0.00001
∆UGBS 0.00000 0.00000 0.00000 0.00000 0.00001 0.00003 0.00021 0.00095 0.00047 0.00049
Table I. Values of screening function Φ(R) computed at various points R (value in Å given on the first row) with the fully
numerical HelFEM program. The Gaussian-basis-set truncation errors ∆basis = Φbasis(R)−Φreference(R) of the un-pc-n and
UGBS basis sets are also shown; these calculations were done with Erkale. The data for Ar2 also includes the differences
between the LDA and HF screening functions’ reference values ∆LDA = ΦLDA(R)−ΦHF(R), both of which have been computed
with HelFEM.
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Figure 4. UGBS screening function for the HeAr −−⇀↽− Ca
reaction with fully numerical reference values (+).
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Figure 5. UGBS screening function for the MgAr −−⇀↽− Zn
reaction with fully numerical reference values (+).
[49, 50].
The present study has been limited to non-relativistic
calculations on light, closed-shell atoms. As relativis-
tic effects increase rapidly in Z [51, 52], they are more
important at the compound nucleus limit R → 0 than
at large R. Note also that in contrast to usual appli-
cations to chemistry, the screening function merits from
no systematic error cancellation from the subtraction of
atomic energies. The present procedure can, however,
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Figure 6. UGBS screening function for the ArAr −−⇀↽− Kr
reaction with fully numerical reference values (+).
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Figure 7. UGBS screening function for the NeCa −−⇀↽− Zn
reaction with fully numerical reference values (+).
be straightforwardly extended to relativistic methods as
well, making it possible to model the relativistic effects.
Open-shell atoms as well as relativistic effects will be vis-
ited in future work.
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Figure 8. Comparison of the ArAr −−⇀↽− Kr UGBS/Hartree–
Fock screening function (black line) against LDA data from
[17] (red line). Fully numerical Hartree–Fock (black +) as
well as LDA (red ×) reference values are also shown.
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