ABSTRACT
INTRODUCTION
A fundamental factor of function in a living cell is the abundance of proteins present at a molecular level, i.e. its proteome. The variation between proteomes of different cells is often used to explain differences in phenotype and cell function. Crucially, gene expression is the set of reactions that controls the level of messenger RNA (mRNA) in the transcriptome, which in turn maintains the proteome of a given cell. The transcriptome is never synthesized de novo; instead, it is maintained by gene expression replacing mRNA's that have been degraded, with changes in composition brought about by switching different sets of genes on and off. To understand the mechanisms of cells, involved in a given biological process, it is necessary to measure and compare gene expression levels in different biological phases, body tissues, clinical conditions and organisms. Information on the set of genes expressed, in a particular biological process, can be used to characterise unknown gene function, identify targets for drug treatments, determine effects of treatment on cell function, and understand molecular mechanisms involved.
DNA microarray technology has advanced rapidly over the past decade, although the concept itself is not new (Friemert et al., 1989; Gress et al., 1992) . It is now possible to measure the expression of an entire genome simultaneously, (equivalent to the collection and examination of data from thousands of single gene experiments). Components of the system technology can be divided into: (1) Sample preparation, (2) Array generation and sample analysis and (3) Data handling and interpretation. The focus of this chapter is on the third of these.
Microarray technology utilises base-pairing hybridisation properties of nucleic acids, whereby one of the four base nucleotides (A, T, G, C) will bind with only one of the four base ribonucleotides (A, U, G, C: pairing = A -U, T -A, C -G, G -C). Thus, a unique sequence of DNA that characterises a gene will bind to a unique mRNA sequence. Synthesized DNA molecules, complementary to known mRNA, are attached to a solid surface, referred to as probes. These are used to measure the quantity of specific mRNA of interest that is present in a sample (the target). The molecules in the target are labelled, and a specialised scanner is used to measure the amount of hybridisation (intensity) of the target at each probe. Gene intensity values are recorded for a number of microarray experiments typically carried out for targets derived under various experimental conditions (Figure 1 ). Secondary variables (covariates) that affect the relationship between the dependent variable (experimental condition) and independent variables of primary interest (gene expression) include e.g. age, disease, and geography among others, and can also be measured. An initial cluster analysis step is applied to gene expression data to search for meaningful informative patterns and dependencies among genes. These provide a basis for hypothesis testing -the basic assumption is that genes, showing similar patterns of expression across experimental conditions, may be involved in the same underlying cellular mechanism. For example, Alizadeh et al. (2000) used a hierarchical clustering technique, applied to gene expression data derived from diffuse large B-cell lymphomas (DLBCL), to identify two molecularly distinct subtypes. These had gene expression patterns, indicative of different stages of B-cell differentiation, -germinal centre B-like DLBCL and activated B-like DLBCL. Findings suggested that patients, with germinal centre B-like DLBCL, had a significantly better overall survival rate than those with activated B-like DLBCL. This work indicated a significant methodology shift towards characterisation of cancers based on gene expression, rather than morphological, clinical and molecular variables.
BACKGROUND The Gene Expression Dataset
Data are typically presented as a real-valued matrix, with rows representing the expression of a gene over a number of experiments, and columns representing the pattern of expression of all genes for a given microarray experiment. Each entry x ij is the measured expression of a gene i in experiment j, (Figure 1 ). The following terms and notations are used throughout this chapter:
• 2 , … x n ) T , where n is the number of genes in the dataset.
•
The individual scalar components of each gene vector x ij represent the measured expression of gene i under experimental condition j.
There are a number of publicly available dataset repositories, which contain a wealth of microarray datasets ii : Table 1 provides a sample of these. Typically, these repositories store data using the 'Minimum Information About Microarray Experiment' (MIAME) standard (Brazma et al., 2001 ), which allow researchers to replicate the experiments. This allows analysts to compare gene expression data from different laboratories effectively, based on information about the microarrays used in experiments, how these were produced, samples obtained and mRNA extracted and labelled. Additional information is also recorded on methods used to hybridise the sample, scan the image and normalise the data. 
Database

Characteristics of the Gene Expression Dataset:
Choice of the appropriate clustering technique relies on the amount of information on the particular properties of gene expression data available to the analyst, and hence the likely underlying structure. The following data characteristics are typical of the gene expression dataset:
Measurement accuracy of mRNA expression levels depends on the experimental design and rigour. While design of experiments is not a specific focus of this chapter, a good design minimises variation and has a focused objective, (Kerr and Churchill, 2001) . Technical variation between microarray slides depends on numerous factors including experimental technique, instrument accuracy for detecting signals, and observer bias. Biological variation may arise due to differences in the internal states of a population of cells, either from predictable processes, such as cell cycle progression, or from random processes such as partitioning of mitochondria during cell division, variation due to subtle environmental differences, or ongoing genetic mutation, (Raser and O'Shea, 2005) . Pre-processing techniques attempt to remove technical variation while maintaining interesting biological variation.
Many variables, both random and fixed, (biological and technical), are associated with microarray measurements. Data is thus intrinsically noisy and outliers in the dataset need to be identified and managed effectively. This usually takes one of two forms, (i) outlier accommodation; uses a variety of statistical estimation or testing procedures, which are robust against outliers, (ii) identification and decision on inclusion/exclusion, used when outliers may contain key information (Liu et al., 2002) . Normalisation procedures applied to gene expression data (Bolstad et al., 2003) , aim at minimising the effect of outliers, (assuming these to be due to experimental variation and thus undesirable). Most manufacturers of microarrays, aware of effects of optical noise and non-specific binding, include features in their arrays to measure these directly: these measurements can be used in the normalisation procedures. Note: Although pre-processing methods attempt to remove all noise these may be only partially successful.
Missing values are common to microarray data, and can be caused by insufficient resolution in image analysis, image corruption, dust or scratches on the slide, robotic method used to create the slide and so on, (Troyanskaya et al., 2001) . In general, the number of missing values increases with the number of genes being measured. Many clustering algorithms, used for gene expression data, require a complete matrix of input values. Consequently, imputation or missing data estimation techniques need to be considered in advance of clustering. The effect of missing data on pattern information can be minimised through pre-processing.
Commonly, missing values in the gene expression matrix are replaced by zeroes or by an average expression level of the gene, (or "row average"). Such methods do not, however, take into account the correlation structure of the data and more sophisticated options include K-Nearest Neighbour (KNN) and Support Vector Decomposition type methods. Troyanskaya et al. (2001) note that KNN and SVD-based methods are more effective than traditional methods of replacement, with KNN being more robust as the number of missing values increases.
Clustering algorithms that permit overlap (probabilistic or fuzzy clusters) are typically more applicable to gene expression data since: (i) the impact of noisy data on clusters obtained is a fundamental consideration in algorithm choice. (The assumption is that "noisy genes" are unlikely to belong to any one cluster, but are equally likely to be members of several clusters): (ii) the underlying principal of clustering gene expression data, is that genes with similar change in expression for a set of conditions are involved, together, in a similar biological function. Typically, gene products (mRNA) are involved in several such biological functions and groups need not be co-active under all conditions. This gives rise to high variability in the gene groups and/or some overlap between them. For these reasons, constraining a gene to a single cluster (hard clustering) is counter-intuitive with respect to natural behaviour.
Additionally, methods that aim at a partial clustering tend to be more suited to expression data, with some genes or conditions not members of any cluster (Maderia and Oliveira, 2000) . Clustering the microarray dataset can be viewed in two ways: (i) genes can form a group which show similar expression across conditions, (ii) conditions can form a group which show similar gene expression across all genes. It is this interplay of conditions and genes that gives rise to bi-clusters, whereby conditions and genes are simultaneously grouped. Such partial clusterings, (or bi-clusters), are defined over a subset of conditions and a subset of genes, thus capturing local structure in the dataset. Clearly, this allows: (i) "noisy genes" to be left out, with correspondingly less impact on the final outcome, (ii) genes belonging to no clusteromitting a large number of irrelevant contributions, (iii) genes not belonging to welldefined groups. (Microarrays measure expression for the entire genome in one experiment, but genes may change expression, independent of the experimental condition, (e.g. due to stage in cell cycle). Forced inclusion of such genes in welldefined but inappropriate groups may impact the final structures found for the data).
Methods of Identifying Groups of Related Genes:
Cluster definition is dependent on clearly defined metrics, which must be chosen to reflect the data basis. Metric categories include:
Similarity-based
The cluster is defined to be the set of objects in which each object is closer, (or more similar), to a prototype that defines that cluster as opposed to any other cluster prototype. A typical gene expression cluster prototype is often the average or centroid of all gene vectors in the cluster. The similarity metric used affects the cluster produced. Common measures include: (i) Euclidean distance, (ii) Manhattan distance, (iii) Squared Pearson correlation distance, (Quakenbush, 2001 ) with the last being the most popular as it captures gene expression "shape" without regard to the magnitude of the measurements. However, this distance measurement is quite sensitive to outliers, although, correlation, rather than "distance", is inherently more important for gene expression data. Take, for example, two gene vectors X 1 = (1, 2, 3, 4, 5) and X 2 = (3, 6, 9, 12, 15) . These two profiles result in a Euclidean distance of 14.8323 and a Manhattan distance of 30. The Pearson correlation distance however is 0, reflecting the fact that the two genes are showing the same patterns of expression.
Density-based
Clusters, in this instance, are based on dense regions of genes, surrounded by lessdense regions. Such methods are often employed when clusters are irregular or intertwined, and when noise and outliers are present (Sander et al., 1998) . However, as each cluster is assumed to have a uniform density, the method is not readily applicable to gene expression data, as some biological functions involve more gene products than others. The high dimensionality also means that density thresholds can be difficult to define and expensive to compute.
Model-based
Despite the convenience of similarity-based measures, it can be biologically meaningless to characterise a cluster through a cluster prototype, such as the mean or centroid, as these may be poorly representative of the cluster elements as a whole. As a typical gene expression dataset is large, noisy distortion of these prototypes may be considerable, resulting in relatively uninformative structures. In contrast, model-based techniques, applied to expression space, consider the "fit" of genes in a given cluster to the "ideal" cluster. Concentrating on the strengths of the bi-clustering approach, and following notation from Maderia and Oliveira (2004) , four types of model can be identified:
i.
Bi-clusters with constant values. A perfect cluster is a sub-matrix (I,J) of the gene expression matrix (N,D),
with all values equal, x i,j = µ. The ideal bi-cluster is, of course, rarely found in noisy gene expression data.
ii. Bi-clusters with constant values on rows or columns. A subset of the "ideal" or constant bi-cluster model, and one which is more realistic for gene expression data is a sub-matrix with constant rows or columns. For the former, rows have constant value in a sub-matrix (I,J) given by
, where µ is the "typical" bi-cluster value and α i is the row offset for . Similarly, perfect bi-clusters with constant columns can be obtained for or
iii.
Bi-clusters with coherent values. From (ii), a combined additive model can be derived. In this framework, a bicluster is a sub-matrix (I,J), with coherent iii values, based on the model:
(where µ, α i and β j are as for (ii)). Similarly, the multiplicative model assumes that a perfect bi-cluster could be identified using
Note: the additive form clearly follows for µ = log( '
The artificial example in Figure 2 (a) and (b) illustrates this point. The submatrix is an ideal bi-cluster found in a fictional dataset, where µ=1, the offset for row 1 to 3 is α 1 =0, α 2 =2, α 3 =4 respectively, and the offset for columns 1 to 6 is β 1 =0, β 2 =1, β 3 =2, β 4 =4, β 5 =1, β 6 =-1 respectively. The expression levels can be obtained from Eq. 1. Of course, when searching the dataset for a fit to this model, the mean and offset parameters are unknown and must be estimated from the data. The schematic illustrates the coherent expression profile over the six conditions. Similarly for the multiplicative model where
In reality, these "perfect" bi-clusters are, of course, unlikely to occur, so each entry in the sub-matrix can be regarded as having a residue component (Cheng and Church, 2000) :
Eq. 2
Thus, finding bi-clusters is equivalent to finding sub matrices that minimise the average residue.
iv. Bi-clusters with coherent evolution. Local structures, with coherent evolution across a sub-matrix (I,J), can exist in the data regardless of the exact values. This occurs if there is a pattern of coregulation for a subset of genes and conditions. Expression can occur at different levels, so e.g. if two genes are up-regulated by different degrees, (e.g. due to a specific condition), these are said to experience coherent evolution. Taking Figure 2 (c) as an example. Gene 1 and gene 2 are regulated, with similar periodicity, while gene 3 shows alternated periodicity. Although the genes are expressed at different levels, each change in expression level is triggered by the same condition. In a simple form, each gene can be said to be exhibiting three states, down-regulated, up-regulated or no change. Additional states can be used, e.g. strongly up-regulated, weakly up-regulated etc. depending on the detail of the model required. Adding additional states, of course, adds complexity to the model, and cut-off points between states of regulation must be considered carefully. The problem then reduces to finding profiles that show consistent patterns of regulation across all conditions. 
CLUSTER ANALYSIS Current Methods
With extensive choice of metric, structure, completeness etc. in cluster analysis it is useful to consider a framework ( The basic steps of a hierarchical clustering algorithm include: (i) computation of the proximity matrix of distances between each gene, (initially each is in a unique cluster of size one), (ii) searching the proximity matrix for the two closest clusters, (iii) merging these two clusters and updating the proximity matrix, (iv) repeating steps two and three until all genes are in one cluster.
Such agglomerative clustering techniques vary with respect to the (i) distance metric used and the decision on cluster merger (i.e. linkage choice as single, complete, average or centroid; see Quackenbush (2001)). Typically output of a hierarchical clustering algorithm is a dendogram, representing nested patterns in the data and the similarity level at which clusters are merged. The choice of parameters affects both structure of, and relationship between the clusters. Hierarchical clustering algorithm properties include location of complete clusters, forced membership and large time-space complexity, but inclusion of "noisy genes" in the cluster can affect the final grouping, (depending to a greater or lesser extent on the linkage method and the distance measure used). As algorithms are prototypebased, further iterations exacerbate noise effects. Given the distance metric basis, hierarchical techniques also tend to produce globular structures.
Partitive Methods:
In contrast to hierarchical algorithms, which create clusters in a bottom up fashion resulting in nested levels of clustering, partitive methods optimise a function of given criteria, partitioning the entire dataset and obtaining one cluster structure.
Partitive K-Means clustering (MacQueen, 1967) produces hard clustering with no structural relationship between the individual clusters. The main steps of the K-means algorithm are: (i) Identification K prototype vectors for K clusters in the dataset.
(ii) Assignment of each gene to a cluster based on its similarity to the cluster prototype, (iii) computation of cluster prototypes based on current genes in the cluster, (iv) repeating steps two and three until convergence criteria are satisfied. These may be e.g. no (or minimal) reassignment of genes to new clusters or e.g. minimal improvement in optimisation of the criteria function. A typical optimisation approach is to minimise the squared error within a cluster:
where q j is the vector representing the mean of the cluster, x i is the vector representing the gene, d(x i ,q j ) is a distance measure and y ij is a partition element. Here y ij ∈ {0,1}, and y ij =1, indicates that gene i is assigned to cluster j.
An example of use of the K-means method is discussed in Tavazoie et al. (1999) , and is based on a yeast time-course gene expression dataset, containing profiles for more than 6000 genes, with 15 time points (at 10 minute intervals -over nearly two cell cycles), (Cho et al., 1998) . (This work succeeded in identifying transcriptional coregulated genes in yeast). Unfortunately, initial prototype vectors in K-Means usually have a large impact on the data structures found. Prototype vectors are often genes selected at random from the dataset. Alternatively, Principal Component Analysis can be used to project the data to a lower dimensional sub-space and K-means is then applied to the subspace (Zha et al. 2002) . Whichever method is used in practice to select prototype vectors, it is usually the case that different initial prototypes are investigated to assess stability of the results, with the best configuration, (according to the optimisation criteria), used as output clusters.
Fuzzy Methods:
As observed, (Section Characteristics of the Gene Expression Dataset), multiple cluster membership is more appropriate for gene expression data. The Fuzzy C-Means (FCM) algorithm extends the standard K-means algorithm, to the case where each gene has a membership degree indicating its "fuzzy" or percentage association with the centroid of a given cluster. Typically, each gene has a total membership value of 1, which is divided proportionally between clusters according to its similarity with the cluster means. A fuzzy partition matrix Y, (of dimension NK, where K is the number of clusters and N is the number of genes), is created, where each element y ij is the membership grade of gene i in cluster j and a weighted version of Eq. 3 applies. At each iteration, the membership value, y ij , and the cluster center, k j , is updated by: 
Eq. 5
where m>1 denotes the degree of fuzziness, (everything else is as for Eq. 3). The iterations stop when max , where ε is a termination criterion with value between 0 and 1, and k is the number of iterations.
Given the usual constraint that membership values of a gene must sum to unity, these values should be interpreted with care. A large "membership value" does not indicate "strength of expression" but rather reduced co-membership across several clusters, (Krishnapuram and Keller, 1993). Table 3 The work of Gasch and Eisen (2002) on the use of FCM in analysing microarray data looked at clustered responses of yeast genes to environmental changes. Groups of known functionally co-regulated genes, and novel groups of co-regulated genes, were found by this method, although missed by both hierarchical and K-means methods.
Artificial Neural Networks
Artificial neural networks (ANN) mimic the idea of biological neural networks, where links between various neurons (nodes) can be strengthened or weakened through learning. A number of ANN types have been explored, with Self-Organising Maps (SOM) (Kohonen, 1990) . The stopping criterion of the SOM is crucial, since over-fitting to the training dataset is a risk. A further disadvantage is the amount of prior information needed. SOM requires input parameters such as learning rate, neighbourhood size and kernel function, as well as topology of the map, (typically hexagonal or square). The stability of results is also an issue, as a particular gene vector can be found to cause different output nodes to fire at different iterations, (Jains et al. 1999). Furthermore, clusters produced by the SOM are sensitive to choice of initial vectors for the output neurons, and a suboptimal structure may result from a poor selection.
Search Based Methods:
While methods considered so far focus on finding global structures in the data, local structures are frequently of great interest. Cheng and Church (2000) adapted work of Hartigan (1972) for gene expression data, producing simultaneous clusters of genes and conditions and an overall partial clustering of the data. From Eq. 1 each value a ij of a sub-matrix can be defined from the typical value within the bi-cluster a IJ , plus the offsets for the row mean, a iJ -a IJ and column mean a Ij -a IJ . Thus, each value in the submatrix should (ideally) be: a ij = a ij -a iJ -a Ij +a IJ
Eq. 6
The Cheng and Church technique defines the Mean Residue Score (H) of a submatrix, based on Eq. 2 and Eq. 6, such that:
The algorithm carries out greedy iterative searches for sub-matrices (I,J), which minimise this function (Eq. 7), generating a large time cost, as each row and column of the dataset must be tested for deletion. (A sub-matrix is considered a bi-cluster if its Mean Residue Score falls below a user specified threshold). A further overhead is the masking of a bi-cluster with random numbers once it is found, to prevent finding the same clusters repeatedly on successive iterations. There is, nevertheless, high probability that this replacement with random numbers affects the discovery of further bi-clusters. To overcome this random "interference" Yang et al. (2003) developed Flexible Overlapped bi-Clustering (FLOC), generalising the model of Cheng and Church to incorporate null values.
For both the Cheng and Church (2000) algorithm and the FLOC generalisation, K can be specified to be much larger than the desired number of groups, without affecting the outcome, as each row and column in the expression matrix can belong to more than one bi-cluster, (Cheng and Church, 2000; Yang et al., 2003) . Selecting K then reduces to selecting the percentage of the bi-clusters with the best Mean Residuescore (Eq. 7). The cost is increased computation time -the Cheng and Church algorithm finds one bi-cluster at a time while FLOC finds all simultaneously. However, a major additional strength of the bi-clustering techniques is the minimal requirement for domain knowledge. Also, as FLOC accounts for null values in the dataset, the preliminary imputation of missing values is not necessary.
Graph theoretic Methods:
A further approach, which is proving useful in the analysis of large complex biological datasets, is that of graph theory, ( Analysis of the models involved focuses on identification of similarly or densely connected sub graphs of nodes and, of course, relies greatly on the method used to define the edge weights. Clustering by graph network leads to similar issues as before; (i) results are highly sensitive to data quality and input parameters, (ii) predicted clusters can vary from one method of graph clustering to another. Clusters that share nodes and edges of a graph networks, clearly "overlap" and as noted in Section Characteristics of the Gene Expression Dataset, are desirable for gene expression interpretation.
The "Statistical Algorithmic Method for Bi-cluster Analysis" (SAMBA) (Tanay et al., 2000) , uses a graphical approach and, unlike previous bi-clustering techniques, finds coherent evolution in the data. An edge is defined to exist between a gene node u and a condition node v if there is significant change in expression of gene u under condition v, relative to the genes normal level; (a non-edge exists if u does not change expression under v). Each edge and non-edge is then weighted, based on a log likelihood model, with weights: for non-edges. Eq. 8
Here, P (u,v) is the fraction of random bipartite graphs, with degree sequence identical to G, that contain edge (u,v) , and P c is a constant probability assigned by the user. For , edges are taken to occur in a bi-cluster with equal probability. Weights as determined by Eq. 8 are assigned to the edges and non-edges in the graph. A major strength of this method is that statistical significance of any sub graph is then simply determined by its weight.
Cluster Evaluation and Comparison
Evaluation is not particularly well developed for clustering analyses applied to gene expression data, as very little may be known about the dataset beforehand. Many clustering algorithms are designed to be exploratory; producing different clusters according to given classification criteria and will discover a structure, meaningful in that context, which may yet fail to be optimal or even biologically realistic. For example, for K-Means the "best" structure is one that minimises the sum of squared errors (MacQueen, 1967) while, for the Cheng and Church algorithm (Cheng and Church, 2000) , it is that which minimises of the Mean Residue-Score (Eq. 7). The two may not be directly comparable, as the former highlights global patterns in the data and the latter local patterns. While larger deviations from the mean may also correspond to large residue scores this will not always be the case. For example, Figure 4 highlights a simple situation with three genes in a cluster. According to the K-means criterion, the within cluster distance is approximately 11.02, based on Euclidean distance and centroid of the cluster. The Mean Residue Score is 0. Reducing the scale of profile 1 by one third, (Figure 4(b) ), decreases the withincluster distance to 7.91, while increasing the Mean Residue Score slightly to 0.0168. Both (a) and (b) are roughly equivalent. Consequently, interpretation of cluster results relies on some level of subjectivity as well as independent validation and integration of findings. Subjective evaluation, even for low dimensional data, is non-trivial at best, but becomes increasingly difficult for high dimensional gene expression data. Clearly, each technique will find patterns even if these are not meaningful in a biological context. The benefits of the individual techniques, as applied to gene expression data, were highlighted in the last section. This section aims at providing navigational guidelines for some degree of objective evaluation and comparison.
Determining the correct number of clusters:
Cluster number, in the absence of prior knowledge, is determined by whether a nonrandom structure exists in the data. Limiting to a specific number of groups will bias the search, as patterns tend to be well-defined only for the strongest signals. Commonly, statistical tests for spatial randomness test if a non-random structure exists, but identification of small, biologically meaningful clusters remains nontrivial. This is particularly true of standard methods, which find global structure, but lack fine-tuning to distinguish local structures. Selection of the correct number of clusters (K) is thus inherently iterative. Near optimal K should clearly minimise heterogeneity between groups, while maximising homogeneity within groups, but determining the number of significant clusters relies, not only on direct extraction (or assessment) but also on appropriate hypothesis testing. Direct methods are based on various of criteria iv . Nevertheless, improvement in terms of identification of local clusters is slight. Specific tests include Gap Statistic ), Weighted Discrepant Pairs (WADP) (Bittner et al., 2000) and a variety of permutation methods (Bittner et al., 2000; Fridlyand and Dudoit, 2001 ). Since most involve bootstrapping, these methods can be computationally very expensive. Comparison of methods for selecting the number of groups is discussed by Milligan and Cooper (1985) and, more recently, by Fridlyand and Dudoit (2001) , who note that no existing tests are optimal for gene expression data.
Comparing Results from clustering algorithms:
Numerical measures of cluster "goodness" include cluster cohesion (compactness or tightness), i.e. how closely related genes in a cluster are, while measures of cluster separation (isolation), determine how distinct each cluster is. The Group Homogeneity Function, is often used to measure the association (distinctiveness) of genes within and between groups.
Comparison with Metadata
Including biological function information in the gene list for each cluster inevitably provides a more complete picture of the dataset and of the success of the technique. This information can be used to validate the clusters produced, and a number of functional annotation databases are available. The Gene Ontology database (Ashburner et al., 2000) for example, provides a structured vocabulary that describes the role of genes and proteins in all organisms. The database is organised into three ontologies: biological process, molecular function and cellular component. Several tools v have been developed for batch retrieval of GO annotations for a list of genes. Statistically relevant GO terms can be used to investigate the properties shared by a set of genes. Such tools facilitate the transition from data collection to biological meaning by providing a template of relevant biological patterns in gene lists.
FUTURE TRENDS
Despite the shortcomings, the application of clustering methods to gene expression data has proven to be of immense value, providing insight on cell regulation, as well as on disease characterisation. Nevertheless, not all clustering methods are equally valuable in the context of high dimensional gene expression. Recognition that wellknown, simple clustering techniques, such as K-Means and Hierarchical clustering, do not capture more complex local structures in the data, has led to bi-clustering methods, in particular, gaining considerable recent popularity, (Califano et Indications to date are that these methods provide increased sensitivity at local structure level for discovery of meaningful biological patterns. Achieving full potential of clustering methods is constrained at present by the lack of robust validation techniques, based on external resources, such as the GO database. Standardisation of gene annotation methods across publicly available databases is needed before validation techniques can be successfully integrated with clustering information found from datasets. The "Central Dogma" that "DNA makes mRNA makes proteins" that comprise the proteome is overly simple. A single gene does not translate into one protein and protein abundance depends not only on transcription rates of genes but also on additional control mechanisms, such as mRNA stability vi , regulation of the translation of mRNA to proteins vii and protein degradation viii . Proteins can also be modified by post-translation activity ix (Brown, 2002(a) ). The study of proteomic and transcription data investigates the way in which changes connect gene expression to the physical chemistry of the cell. Integration and merger of proteomic and transcription data sources across platforms is needed, together with development of automated highthroughput comparisons methods if detailed understanding of cell mechanisms is to be achieved. To this end, a standard method of gene and protein annotation across databases is overdue, (Waters, 2006) . The development of Bioinformatics/datamining tools that span different levels of "omics" is a necessary next step in the investigation of cell function.
CONCLUSION
Clustering gene expression data is non-trivial and selection of appropriate algorithms is vital if meaningful interpretation of the data is to be achieved. Successful analysis has profound implications for knowledge of gene function, diagnosis, and for targeted drug development amongst others. The evidence to date is that methods, which determine global structure, are insufficiently powerful given the complexity of the data. Bi-clustering methods offer interpretability of data features and structure to a degree not possible with standard methods. However, even though less sophisticated algorithms such as K-means are achieving some success and while bi-clustering methods seem promising, these are the first steps only to analysing cellular mechanisms and obstacles remain substantial. A significant barrier to the integration of genomic and proteomic platforms and understanding cellular mechanisms is the lack of standardisation. Integration of heterogeneous datasets must be addressed before analysis of gene expression data comes of age.
