A Pick function of d variables is a holomorphic map from Π d to Π, where Π is the upper halfplane. Some Pick functions of one variable have an asymptotic expansion at infinity, a power series ∞ n=1 ρ n z −n with real numbers ρ n that gives an asymptotic expansion on nontangential approach regions to infinity. H. Hamburger in 1921 characterized which sequences {ρ n } can occur. We give an extension of Hamburger's results to Pick functions of two variables.
Introduction
A Pick function of one variable is a holomorphic map from the upper halfplane, which we shall denote by Π, into Π. A Pick function of two variables is a holomorphic map from Π 2 to Π. The purpose of this note is to extend to two variables certain well-known results about the asymptotic analysis of Pick functions in one variable.
One variable results
In 1922, R. Nevanlinna showed that a Pick class function of one variable that decays at infinity is the Cauchy transform of a finite measure on R. then there exists a unique finite positive Borel measure µ on R so that
We shall say that a set S in Π approaches ∞ non-tangentially, S nt → ∞, if ∞ is in the closure, and there is a constant c such that |z| ≤ c Im(z) for all z ∈ S. If F has a representation as in (1.3), then
as z nt → ∞, where ρ = − µ . If µ has more moments, then there is a higher order asymptotic expansion at ∞. H. Hamburger proved the following two theorems [8, 9] . Moreover, in this case F has a representation as in (1.3) for some measure µ satisfying (1.6).
Hamburger gave an alternate equivalent condition. There is also a proof in [17, Thm. 1.2] ; and see [12, Thm. 3.3] for an alternative formulation (but without a proof). In 1881, L. Kronecker proved the following theorem [11] (see [14, Thm. I. 3 .1] for a modern treatment). 
is a rational function.
Two variable results
A two variable version of Theorem 1.1 was proved in [4] ; see also Theorem 8.4 below. Before stating it, let us introduce some notation. If Y is an operator on a Hilbert space, and z = (z 1 , z 2 ) is a point in C 2 , we shall use z Y to denote the operator z Y = z 1 Y + z 2 (I − Y ). 
(1.10)
We shall say that h has a type I Nevanlinna representation if it has a representation as in (1.10) .
In one variable, the Poisson integral of any finite positive measure on R is the real part of a Pick function that decays like (1.2), so the study of asymptotic expansions (1.5) and solutions to the moment problem (1.6) for arbitrary measures are tightly bound. In two variables, their study diverges. The infinite Hamburger moment problem in several variables is studied in [16] and [18] ; for an algorithm for solving the problem in two variables, see [19] . For the truncated problem, see for example the memoir [7] and subsequent papers. Our objective is to study the two variable analogue of (1.5).
If one restricts z to the diagonal {z 1 = z 2 }, then (1.10) becomes (1.3), where µ is the scalar spectral measure of A for the vector α. Saying that an even moment γ 2k exists in this case is the assertion that t k−1 is in the domain of A. We shall generalize this idea to two variables.
We shall let m and n denote ordered pairs of nonnegative integers. We set e 1 = (1, 0) and e 2 = (0, 1). If n = (n 1 , n 2 ), we set |n|= n 1 + n 2 , and for a pair z = (z 1 , z 2 ) we follow the usual convention of letting z n = z
2 . For N a positive integer we set I N = {n | 1 ≤|n|≤ N}.
We now define an object that we shall call a finite Hankel vector moment sequence, or for short, a finite HVMS. For simplicity, we take N ≥ 2; see (2.1) for general N. A is a partially defined symmetric operator on H with the property that
(1.14)
Here is the main result of this paper.
Theorem 1.15. A Pick function h of two variables satisfies
as z nt → ∞, for some real numbers ρ n , if and only if it has a representation as in (1.10) and there is a finite HVMS ({α n } n∈I N , Y, A) with α = α (1,0) + α (0,1) . Moreover, ρ k is given by the formula:
When k = 1, one interprets the right-hand side of the inner product as α (so ρ (1,0) = − α (1,0) , α and ρ (0,1) = − α (0,1) , α ). By z nt → ∞ we mean that z → ∞ while z stays in an approach region
for some c. The notation ⌊M/2⌋ stands for the greatest integer less than or equal to M/2. The forward implication of (1.15) is Theorem 4.2; the converse is Theorem 3.10. To relate Theorem 1.15 to Theorems 1.4 and 1.7, think in one variable of α n as t n−1 in L 2 (µ), and A as multiplication by t on L 2 (µ). Then ρ k is given by a single term, − t ⌈k/2⌉−1 , t ⌊k/2⌋ . Theorem 1.7 also has a two variable analogue, which we give in Theorem 5.7. This justifies our nomenclature of Hankel vector moment sequence. The last condition in Theorem 5.7 is an analogue of the last condition in Theorem 1.7; for an explanation of it, see Section 5.
Theorem 5.7 Let a = (a 1 , a 2 ) be a pair of matrices on I N . Then there is a finite HVMS ({α n } n∈I N , Y, A) such that whenever m, n ∈ I N −1 .
In Section 6, we discuss infinite sequences. One multi-variable generalization of Kronecker's Theorem 1.8 was proved by S. C. Power [15] . In Theorem 6.6, we prove another. 
Theorem 6.6: Let h have non-tangential asymptotic expansions of all orders at infinity. Then there is an infinite HVMS
A is a partially defined symmetric operator on H with the properties that, if
and, for each n ∈ I N −1 ,
When N = 1 conditions (2.3) and (2.4) are dropped.
Every symmetric operator has a self-adjoint extension on a possibly larger Hilbert space; so there is no loss in generality in assuming A is self-adjoint.
If ({α n } n∈I N , Y, A) is a finite HVMS, we frequently shall abuse the notation somewhat and refer to the entire tuple by simply {α n }. If {α n } is an HVMS as above, we refer to N as the size of {α n }, Y as the Hankel weight of {α n }, A as the Hankel shift of {α n }, and finally the vectors, α n are called the vector moments of {α n }.
Our first proposition gives a simple yet fundamental property of HVMS's. If z ∈ C 2 and Y is a positive contraction on a Hilbert space H, we defined
As Y is a positive contraction, the spectral theorem
Y is a well defined analytic operator valued function on the set {z ∈ C 2 | z 2 = 0, z 1 /z 2 / ∈ (−∞, 0]}. If {α n } is an HVMS with shift A and weight Y , and l is a positive integer we shall adopt the notation,
Proposition 2.5. Let {α n } be an HVMS of size N and let
and
Proof. We induct on N. If N = 1 and l = 1, then trivially 2.7 holds. Also,
Now assume that the proposition holds for HVMS's of size N. Fix an HVMS, {α n } n∈I N+1 , of size N + 1. The case when l = 1 is handled as in the previous paragraph. If 2 ≤ l ≤ N + 1, as {α n } n∈I N is an HVMS of size N, the inductive hypothesis implies that
The property described by 2.7 in Proposition 2.5 arises as an issue in many of the applications of HVMS's that we have in mind. Accordingly, we introduce the following definition. 
The following converse to Proposition 2.5 provides a useful criterion to verify that a given symmetric operator and positive operator are associated with an HVMS. (ii) A has finite complex vector (Y, α)-moments to order N − 1 and for each l = 1, . . . , N there exist vectors α n , |n|= l such that
(iii) A has finite real vector (Y, α)-moments to order N − 1 and for each l = 1, . . . , N there exist vectors α n , |n|= l such that
Proof. That (i) implies (ii) follows from 2.5. Obviously, (ii) implies (iii). Assume that (iii) holds. To show that 2.2 holds when l = 1 and that α = α (1,0) + α (0,1) , equate coefficients in the following equation obtained from 2.12 when l = 1.
Now assume N ≥ 2. Note that the moment condition implies that for 1
Hence by 2.12,
it follows that 2.3 holds. Now fix l with 1
, we compute using 2.12 that
Equating terms in this formula yields that 2.4 holds for 2 ≤ l ≤ N − 1 and that 2.2 for 2 ≤ l ≤ N.
We now turn to a much more subtle characterization of HVMS's given in Theorem 2.21 below. Suppose that {α n } is an HVMS of size N with weight Y and shift A and let α be as in 2.6. Let R + = {t ∈ R | t > 0}. For 1 ≤ k ≤ 2N − 1 define functions r k : R + 2 → R by the formulas, 15) where the expressions R l (b)α make sense by Proposition 2.5. Computing r k (b) using 2.8 yields the qualitative information that for each k with 1
) of degree k. To formalize these properties of α, Y , and A we introduce the following definition. Before continuing, we remark that ontologically the scalar (Y, α)-moments of A are functions on (R + ) 2 . However, if these functions happen to be given by homogenous polynomials (as e.g. occurs in the case of an HVMS), then there is an obvious way to extend the moment functions to all of C 2 . Concrete formulas for this case would be
Remark 2.20. If ({α n }, A, Y ) is a finite HVMS, then by Proposition 2.11 the k th scalar (Y, α)-moments of A are given by
In particular, they only depend on the Gram matrices a 1 = Y α n , α m and 
is an HVMS of size N and
22) if and only if A has finite real vector (Y, α)-moments to order N − 1 and for each
Proof. The necessity of the homogeneity condition follows by the discussion leading up to Definition 2.16. To prove the sufficiency we proceed by induction on N.
When N = 1, there is only one scalar moment given by
If r 1 is homogenous of degree one, then there exist constants a 1 and a 2 such that
We analyze 2.23 by making the substitutions,
Noting that in the new variables x and t,
one computes that 2.23 becomes
Now, 2.26 implies that the scalar spectral measure of Y w.r.t. α is supported in the set {0, 1}, which in turn implies that
we see immediately that 2.22 holds. As . We need to show that there exists an indexed sequence {α n } n∈I N+1 in H such that ({α n }, A, Y ) is an HVMS of size N + 1 and such that α = α (1,0) + α (1, 0) . By Proposition 2.11 this will be accomplished if we can construct an indexed set {α n } n∈I N+1 in H such that
By the induction hypothesis, there exists an indexed set of vectors in H, {α n } n∈I N such that 2.22 holds and such that ({α n } n∈I N , A, Y ) is an HVMS of size N. By the homogeneity of r 2N +1 (b), there exist scalars ρ n , |n|= 2N + 1, such that
On the other hand, by the definition of the odd scalar moments, 2.14,
Finally, Proposition 2.5 implies that
The remainder of the proof consists of employing the substitutions, 2.24, to make various deductions from 2.29, 2.30, and 2.31 pertinent to establishing 2.27 and 2.28. To facilitate our calculations we shall employ the notation,
Making the substitutions, 2.24, in 2.31, we obtain that
As A is assumed to have finite real vector (Y, α)-moments to order N, the left side of 2.32 is in the domain of A for all b ∈ (R + ) 2 . Hence, the right side of 2.32 is in the domain of A for all t ∈ R + . Noting that the set {t n | |n|= N} is a basis for the polynomials of degree less than or equal to N, it follows that α n ∈ Dom(A) whenever |n|= N. On the other hand, as ({α n } n∈I N , A, Y ) is an HVMS of size N, it follows from 2.3 that α n ∈ Dom(A) whenever |n|< N. Thus, we have shown that 2.27 holds.
In order to verify 2.28 we must first explain how α n is defined when |n|= N + 1. Substitute 2.31 into 2.30 and then equate the right hand sides of 2.29 and 2.30 to obtain, (tx)
where p is the polynomial of degree less than or equal to 2N + 1 defined by
For m a multi-index, we define Q m (t), an operator-valued polynomial of degree |m| −1, by the formula,
Computing with the right side of 2.33 yields that
As the first two terms of this last expression are polynomials of degree less than or equal to 2N −1 and N −1 respectively, recalling that p has degree less than or equal to 2N + 1, we see that the third term in the above expression must have the form,
where c 1 and c 2 are scalars and q is a polynomial of degree less than or equal to 2N − 1. 2.35 implies that if we set
and E is the spectral measure for Y , then dE β,β is supported in {0, 1}, which in turn implies that
Now observe in light of 2.36, that
Hence,
As Q m (t) has degree N − 1, this implies that
is a vector valued polynomial of degree N + 1. But the set {t n | |n|= N + 1} forms a basis for the polynomials of degree less than or equal to N +1. Hence, there exist vectors α n ∈ H, |n|= N + 1, such that
Unraveling the substitutions 2.24, and 2.37 becomes
In addition, recalling that ({α n } n∈I N , A, Y ) is an HVMS of size N, we see from Proposition 2.5 that
Taken together, 2.38 and 2.39 imply 2.28.
From HVMSs to Loewner Functions
We let Π 2 denote the set {z ∈ C 2 | Im(z 1 ) ≥ 0, Im(z 2 ) ≥ 0}. We let P denote the Pick class on Π 2 , i.e. the set of holomorphic functions on
, which captures a semi-local version of the notion of inner, arises in a variety of problems involving interpolation, the real edge of the wedge theorem, and the analysis of operator monotone functions -see e.g. [3] . In this section we wish to consider a fully local version of L(D). To that end we shall require a number of definitions. Let J k = I k ∪ {(0, 0)}.
Definition 3.1. For x ∈ R 2 and S ⊆ Π 2 let us agree to say that S approaches x non-tangentially, S nt → x, if x ∈ S − and there exists a constant c such that
there exists an indexed set of scalars,
Evidently, if h ∈ L(D), x ∈ D, and x is a C k -point of h, then δ, as uniquely determined by 3.3, has the property that δ n is real whenever n ∈ J k . This suggests the following definition as a reasonable localization of the Loewner class. 2 . If h ∈ P, we say that h is Loewner to order k at x if x is a C k -point of h and if δ, as uniquely determined by 3.3, has the property that δ n is real for all n ∈ J k .
We introduce in Definition 3.9 below a class of functions, L N , obtained by adding three extra minor provisos to the notion in Definition 3.4. First we shall assume that k = 2N −1 is odd. Secondly, we wish to consider regularity as z approaches infinity non-tangentially rather than as z approaches a finite point x ∈ R 2 . Finally, we shall normalize h to have the value zero at infinity. To formalize regularity at ∞, we introduce the following two definitions.
Definition 3.5. If {z n } is a sequence in Π 2 , we say z n → ∞ if z n = (λ n , µ n ) and both λ n → ∞ and µ n → ∞. For S ⊆ Π 2 we say that S approaches ∞ non-tangentially, S nt → ∞, if there is a sequence {z n } in S such that z n → ∞ and a constant c such that
for all z ∈ S. If S nt → ∞, we let adj(S) denote the smallest constant such that 3.6 holds for all z ∈ S. Definition 3.7. Let Ω be a metric space, ω ∈ Ω, and F : Π 2 → Ω a map. We say
We now can extend the notion of C k -point to ∞.
Definition 3.8. If h ∈ P we say ∞ is a C k -point of h if there exists an indexed set of scalars, ρ = {ρ n } n∈J k , referred to as residues, such that
Finally, notice that the residue, ρ (0,0) , when it exists, is the limit of h(z) as z → ∞ non-tangentially, and hence we denote it by h(∞). Our third proviso is to normalize h by requiring that h(∞) = 0. Let us note that Theorem 1.9 implies that any function in L 1 must have a representation as in (1.10). In previous work [3] , we required Y to be a projection. This was inspired by representations on the bidisk, as in [6] and [2] . Here, we do not require Y to be a projection necessarily. But, in order for ({α n } n∈I N , Y, A) to be an HVMS of size N, the operator Y (1−Y ) annihilates α (l,0) and α (0,l) for 1 ≤ l ≤ N. So these vectors "think" Y is a projection.
We now can formulate the main result of this section. The remainder of the section will be devoted to the proof of Theorem 3.10. Accordingly, fix an HVMS of size N, ({α n }, A, Y ), with the property that A is densely defined and self-adjoint, set α = α (1,0) + α (0,1) , and assume that h is given by 3.11. The point z will always lie in Π 2 , so (A − z Y ) is invertible.
Observe that as,
A is bounded. Also, we have the following simple identities involving these operators:
Claim 3.17.
Note that as ({α n }, A, Y ) is an HVMS, Condition (ii) of Proposition 2.11 guarantees that α ∈ Dom(R N (z)) and in addition, that the residues, r k (z), k = 1, . . . , 2N − 1, are well defined by equations 2.17 to 2.19. Thus, the expression that appears on the right side of the claim is well defined.
To prove Claim 3.17 we proceed by induction. Note that when N = 1 the claim follows immediately from 3.15. Suppose the claim holds for HVMSs of size N. If ({α n }, A, Y ) is an HVMS of size N + 1, then as ({α n }, A, Y ) is also a HVMS of size N, the inductive hypothesis yields that
Here, the following facts were used.
and 2.19
Combining the result of this calculation with 3.18, we deduce that
which is 3.18 with N replaced with N + 1. This concludes the proof of Claim 3.17. Now observe that both the facts we need to prove to establish Theorem 3.10, that h ∈ L N and 3.12, will follow from Claim 3.17 if we can show that
On the other hand, we claim that 3.19 will follow if we can show
To see how Claim 3.20 implies 3.19 we use the following simple property of sets that approach ∞ non-tangentially. 
Proof. If z ∈ S, then Definition 3.5 implies that
The lemma follows by multiplying these last two inequalities together. Now, using Proposition 2.5, if N ≥ 2,
Thus, using Lemma 3.22, we see that if S nt → ∞ and z ∈ S, then
When N = 1, we get
So we see that Claim 3.20 does indeed imply 3.19. There remains to prove Claim 3.20. For this we shall require three lemmas. These lemmas involve the notion of a proximity estimate, an idea which we make precise in the following definition. 
for all z, w ∈ S. We refer to the inequality 3.24 as a proximity estimate.
It turns out that frequently, as a consequence of various forms of the Schwarz Lemma, quantities that are formed from holomorphic functions satisfy proximity estimates. In such cases, the following lemma greatly simplifies the analysis of non-tangential regularity. 
for all positive l. By compactness, there exist δ ∈ C 2 and a subsequence z l j , such that z l j −1 z l j → δ as j → ∞. In fact, δ ∈ Π 2 . To see this, let δ = (δ 1 , δ 2 ) and z l j = (λ l j , µ l j ) and observe that
Likewise, Im(δ 2 ) > 0 and we conclude that δ ∈ Π 2 . Now, let w j = z l j and s j = z l j . By construction we have that w j −s j δ = o(s j ) so that the proximity estimate gives that 
is proximal.
Now, using (3.13), we get
Hence using 3.32 and 3.33,
which is 3.24 with c = √ 2adj(S) + 2adj(S) 2 .
Lemma 3.34. If β, γ ∈ H and δ ∈ Π 2 , then
Proof. We claim that for each vector u ∈ H,
as ǫ → 0. To prove this claim first notice that as Im(δ Y ) ≥ min{Im(δ 1 )Im(δ 2 )}, we have both that δ Y is invertible and that (ǫA−δ Y ) −1 is uniformly bounded. In particular, as A is densely defined,
Applying the bounded operator δ Y , yields that 3.35 holds whenever u ∈ M. As, M is dense and δ Y (ǫA − δ Y ) −1 is uniformly bounded, it follows that 3.35 holds for all u ∈ H. This proves the claim. Now notice that if in the claim, we substitute ǫ = s −1 , we deduce that for all u ∈ H,
The lemma now follows by observing that from (3.13)
Armed with the above lemmas it is a simple matter to prove Claim 3.20 and thereby complete the proof of Theorem 3.10. If β, γ ∈ H, then by Lemma 3.31 F (z) =< A(A − z Y ) −1 β, γ > is proximal. As Lemma 3.34 gives that lim s→∞ F (sδ) = 0 whenever δ ∈ Π 2 , Lemma 3.25 yields that F (z) → 0 as z nt → ∞ as was to be proved.
From Loewner Functions to HVMSs
In this section we shall formulate and then prove a converse to Theorem 3.10, using Theorem 2.21. If h ∈ L N , then it is easy to check that h is type I and accordingly has a Nevanlinna representation of the form,
where A and Y are operators acting on a Hilbert space H, A is a densely defined and self-adjoint, Y is a positive contraction, and α ∈ H. 
2 , where ρ n are the residues of h.
Proof.
We proceed by induction. Let N = 1 and assume that h ∈ L N has a Nevanlinna representation as in 4.1. As N = 1, the assertion that A have real vector (Y, α)-moments to order N − 1 is vacuous. To see that A has homogenous scalar (Y, α)-moments to order 2N − 1, first note that since ∞ is a C 1 -point for h with real residues, we have that there exist ρ (1,0) , ρ (0,1) ∈ R 2 such that
non-tangentially at ∞. Fixing b ∈ (R + ) 2 and setting z = isb in 4.4 gives that
as s → ∞ in R + . Noting that for b ∈ (R + ) 2 , b Y is strictly positive definite and hence, invertible, we define a self-adjoint operator, X b , by the formula,
Noting that
we see upon taking real parts in 4.5 that
as s → ∞ in R + . Now, the Lesbesgue Dominated Convergence Theorem guarantees that s
As 4.8 holds for all b ∈ (R + ) 2 , we conclude that A has homogenous scalar (Y, α)-moments to order 1 as was to be shown. Also note that 4.8 implies that 4.3 holds.
We now turn to the inductive step of the proof. Accordingly, assume that A has real vector (Y, α)-moments to order N − 1, (4.9) A has homogenous scalar (Y, α)-moments to order 2N − 1, and (4.10)
whenever h ∈ L N and has a representation as in 4.1. Fix h with a representation as in 4.1 and assume that h ∈ L N +1 . We need to show that 4.9, 4.10, and 4.11 hold with N replaced with N + 1. However, as h ∈ L N +1 ⊂ L N , the inductive hypothesis implies that 4.9, 4.10, and 4.11 hold for N. Therefore, the induction will be complete if we can show the following three conditions:
(4.14)
First note that as h ∈ L N +1 and 4.1 holds, there exist scalar residues, ρ n , n ∈ I 2N +1 , such that
2 and setting z = isb in 4.15 we deduce that
as s → ∞ in R + , which, upon taking the imaginary parts, yields that
as s → ∞ in R + . Finally, upon multiplying 4.16 by the factor s 2N +1 , we deduce the limit, lim
where for s ∈ R + and b
(4.18) We now compute G b (s) using the substitution 4.6. We set
Note that 4.9 implies that γ b ∈ Dom(X l b ) for l = 1, . . . , N − 1. Using 4.11 and 2.14 we see for k = 1, . . . , N, that
Also, just as in the calculation leading up to 4.7 we compute that
Hence we have that
We claim that the above sum telescopes. Indeed, using the fact that
This last calculation makes sense since
is a bounded operator and γ b ∈ Dom(X b l ) for l = 1, . . . , N − 1. Now recall 4.17. From the formula for G b (s) just derived, we see that
As X b is self-adjoint and γ b ∈ Dom(X b N −1 ), we can apply the spectral theorem to X b and thereby obtain the scalar spectral measure of γ b , µ. Analyzing the very existence of the limit on the left side of 4.20 in the space L 2 (µ) yields via the Lesbesgue Dominated Convergence Theorem that 
which is 4.12. Note also from 4.20 we have that
which unravels to
which is 4.13. There remains to check 4.14. This is done by following the same line of reasoning that led from 4.15 to 4.20. One starts with 4.15 but with 2N + 1 replaced with 2N:
Proceeding as before, for a fixed b ∈ (R + ) 2 and s ∈ R + we set z = isb in 4.23. However unlike before, where we took imaginary parts to obtain 4.16, we now take real parts. This results in
as s → ∞ in R + . Finally, upon multiplying 4.23 by the factor s 2N (rather than s 2N +1 as before), we deduce the limit,
Carrying out the telescoping argument, one computes that
which implies via 4.25 the existence of the limit
As 4.21 holds, 4.27 implies that
As this last equation unravels via 4.6 and 4.19 to
the proof that 4.14 holds is complete.
Finite Hankel Pairs
In this section we give an alternate matrix theoretic treatment of HVMS's based on the fact that it is possible to cleanly characterize the Gram matrix formed from the moment vectors of an HVMS. For X a set, we let ℓ 2 (X) denote the Hilbert space of square summable complex valued functions on X. If f ∈ ℓ 2 (X), we let supp(f ), the support of f , denote the subset of X defined by supp(f ) = {x ∈ X | f (x) = 0}.
By a matrix on X we mean a square array of scalars, doubly indexed by the elements of X. If a = [a x,y ] is a matrix on X, then a induces a densely defined linear operator, also denoted by a, on the finitely supported functions in ℓ 2 (X) by the formula
If a = [a x,y ] is a matrix on X, then we say that a is symmetric if a x,y = a y,x for all x, y ∈ X, and we say that a is positive semi-definite if for each (finite) choice of elements, x 1 , x 2 , . . . , x l ∈ X, and each choice of scalars, c 1 , c 2 , . . . , c l ∈ C, l i,j=1
In this section we shall be exclusively interested in the case where X = I N , for N a positive integer. Note that naturally, if M ≤ N, then ℓ 2 (I M ) ⊆ ℓ 2 (I N ), and in addition, that there is a pair of shift operators, S 1 , S 2 : 
if and only if the following three conditions obtain.
H is positive semi-definite. 
by (2.4). But the right-hand side of (5.9) by a similar calculation is Aα n , α m , which is equal to α n , Aα m because A is self-adjoint and α m , α n are in its domain for m, n ∈ I N −1 . Condition (5.10) follows from (2.2). Finally, if supp(f ) ∈ I N −1 and (a 1 + a 2 )f = 0, this says that 
Since a 1 ≤ α n , α m , there is a positive operator Y satisfying (5.1). Equation (2.2) follows from (5.10).
If N = 1, we can define A arbitrarily, e.g. by A = 0. If N ≥ 2, we define A on the span of {α n } n∈I N−1 by
To check that this is a well-defined linear operator, we need to know that if
This follows from (5.11). It follows from (5.9) that A is symmetric.
Infinite sequences
As in one variable, passage from the finite to the infinite case is straightforward and leads to some simplifications. Let I denote the set of pairs of non-negative integers, excluding (0, 0). 
Sufficiency of the condition follows from Theorem 3.10; necessity follows from the constructive proof of Theorem 4.2.
We define an infinite Hankel pair by Here is a two variable version of Kronecker's theorem. 
and so that the vectors {β n } span H. Define a positive contraction X on H by
Define B by
We claim that B extends by linearity to a well-defined linear operator on H. Indeed, suppose c n β n = 0. Then by (6.8), has the same asymptotic expansion at ∞ as h. By Lemma 6.11, we are done.
Lemma 6.11. Let g, h be in L ∞ and have the same asymptotic expansion at ∞. Assume in addition that g is rational. Then g and h are equal.
Proof. For each fixed w in R, the functions g(z, z + w) and h(z, z + w) are in the one variable Pick class and have the same asymptotic expansions at ∞. By Theorem 1.4, they must be Cauchy transforms of measures with the same moments. Moreover, g(z, z + w) is rational. Therefore by [17, Thm. 1.2], the one-variable moment problem is in this case determinate, so the two measures must be equal. Therefore g(z, z + w) = h(z, z + w) for all z ∈ Π, w ∈ R, and so the two functions are identically equal. Proof. Let ({α n } n∈I N , Y, A) be a finite HVMS corresponding to h as in Theorem 4.2. Choose vectors {β n } n∈I N in a finite dimensional space H so that (6.8) holds, and define X and B as in the proof of Theorem 6.6. Then g given by (6.10) has the same asymptotic expansion.
An example
Let {w j } ∞ j=1 be a summable sequence of non-negative numbers, and let {λ j } (ii) ⇒ (iii): By the spectral theorem,
where µ is the finite measure that is the scalar spectral measure of A for α.
As the integrand is bounded by 1 in modulus and tends pointwise to i, the dominated convergence theorem implies Proof. If h has a representation as in (8.6) with H d-dimensional, it is clear that h is rational of degree at most d in each variable, and that h is real on R 2 off its polar set. For the converse, let α(λ) = i 1 + λ 1 − λ be a linear fractional map that maps the unit disk D to Π, and β(z) = z − i z + i be its inverse. Let φ(λ 1 , λ 2 ) = β • h(α(λ 1 ), α(λ 2 )).
