We study how good the Jensen inequality is, that is, the discrepancy between 1 0 ϕ(f (x)) dx, and ϕ( 
Introduction
The celebrated Jensen inequality,
valid for every real-valued convex function ϕ : I → R, where I is a connected bounded set in R, and for every real-valued nonnegative function f : [, ] → I, f ∈ L  (, ), plays an important role in convex analysis. It was established by the Danish mathematician JLWV Jensen in [] , and it is important in convex analysis [, ] , since it can be used to generalize the triangle inequality. In addition, the Jensen inequality is an important tool in L p -spaces and in connection to modular and Orlicz spaces; see, e.g., [, ] . In particular,
Orlicz spaces are often generated by convex ϕ-functions [] , and the convexity allows one to prove several important properties for such spaces. Inequality () is written on the interval [, ], but a more general version, on arbitrary intervals, can be promptly obtained by a linear change of the independent variable,
Other forms, pertaining to discrete sums, probability, and other fields, are found in the literature; see, e.g., [, , -]. Inequality () reduces to an equality whenever either (i) ϕ is affine, or (ii) f (x) is a constant. In this paper, we assume that ϕ is strictly convex on I. Since () and () reduce to equalities when ϕ is affine, we expect that the discrepancy between the two sides of such inequalities depends on the departure of ϕ from the affine behavior. Such a departure should be measured somehow.
It is a natural question to ask how sharp the Jensen inequality can be, which amounts to estimating the difference
Estimates for such a quantity can be useful to determine the degree of accuracy in the approximation by families of linear as well as nonlinear integral operators, in various settings, such as in the case of L p convergence (see, e.g., [] ), or in the more general case of modular convergence in Orlicz spaces; see, e.g., [, -].
In this paper, we derive several estimates for (), and we will consider the case of convex functions which are in the C  class, as well as when they are merely Lipschitz continuous.
We will also provide a few examples for the purpose of illustration. Moreover, we compared our estimates with the bounds derived from some other results, already known in the literature, in order to test the quality of our estimates. Some applications involving the Gamma function are also made.
Some estimates
A first estimate for () can be established as follows. Assume, for simplicity, that ϕ is smooth, say a C  function. We then expand ϕ(f (x)) around any given value of f (x), say f (x  ) = c, which can be chosen arbitrarily in the domain
where c * (x) is a suitable value between f (x) and f (x  ) = c, hence a function of x. Then we
where c * * is a suitable number between c and
Thus, we obtain immediately
where I  denotes the domain of ϕ .
In the special case of ϕ ∈ C  , the 'second mean-value theorem for integrals' can be used to write
for a suitablec ∈ I  ⊆ I, I  denoting the domain of ϕ . Then, if more, ϕ is also Lipschitz continuous with a Lipschitz constant L ϕ , we obtain
Recall that ϕ (x) >  for every x ∈ I  , being ϕ convex on I. The estimate in () is quite elegant but seems to be not very useful in practice, since it depends on some unknowns constants, such asc and c * * . However, |c -c
On the other hand, we can also write, from () and (),
Using the Cauchy-Schwarz inequality, instead, we have from ()
.
In this case, we should have c * (x) ∈ I  ⊆ I, for every x ∈ [, ], but this is obviously true whenever I  = I and ϕ ∈ C  (I). Hence,
Clearly, one may try to optimize (i.e., to minimize) the right-hand side of each estimate, suitably choosing the value of the constant c, which is only constrained to belong to the range of f (x).
Remark . Note that the estimate () can be generalized by using the Hölder inequality in place of the Cauchy-Schwarz inequality. We recall that, for every  ≤ p, q ≤ +∞, with /p + /q =  and for every measurable real-or complex-valued functions f ∈ L p and g ∈ L q , the relation
From () and by the Hölder inequality, we have
, and assuming, as before, that c * (x) ∈ I  ⊆ I for every x ∈ [, ], unless I  = I, we obtain, finally,
Another estimate can be established under weaker conditions on ϕ. When ϕ is (strictly convex but) just Lipschitz continuous on the bounded subsets of the real line, J ⊆ R, with the Lipschitz constant L ϕ , observing that L ϕ depends on J, we have in ()
(   )
Examples
It is easy to provide some simple examples to show how sharp the Jensen inequality can be in practice.
Example . Let now be ϕ(y) = -sin πy and
is not elementary, but we can use the Fresnel integral S(
. Setting
Thus, the true discrepancy between the two sides of the Jensen inequality is
and hence, since the function g(c) reaches its minimum at c ≈ . (evaluated with the help of Maple), we have E  ≤ π   g(.) ≈ . . . . . Moreover, estimating E  using inequality (), and observing that inf x∈ [,] |ϕ (x)| = , we obtain
Since h(c) attains its minimum on [, ] at c ≈ ., we finally obtain
Such a value is very close to the true discrepancy, E  . Clearly, it is evident that under the C  regularity assumption on the convex function ϕ, the estimate in () turns out to be much better than the estimate in (). Indeed, the relative errors inherent to the estimates in () and () are, respectively the % and %.
Remark . Generally speaking, using a kind of Cauchy mean-value theorem, some bounds could be established for the error made using the Jensen inequality; see, e.g., [, ] . In particular, from Theorem  of [], the following estimate can easily be proved:
where ϕ ∈ C  (I). This inequality can be compared with that in (). In particular, in the case of Example ., estimating E  using () we obtain E  ≤ π  · (/) ≈ . . . . , which is essentially the same value obtained using the estimate in (). Therefore, our estimate () provides a result comparable to that given by (). Yet, these two results have been obtained by different methods. Here, only the estimate in () can be used to estimate how sharp the Jensen inequality might be. Choosing the function f (x) = x, we obtain the discrepancy
We stress that in this case, the inequalities showed in (), (), and () cannot be applied to the functions involved in Example ., since now ϕ(x) is not a C  , but it is merely Lipschitz continuous.
Example . The Gamma function, , is known to be strictly convex on the real positive halfline. Keep in mind that it attains its minimum at x  ≈ ., with (x  ) ≈ .; see [, ] . Consider ϕ(y) := (y), and f (x) := x +  for  ≤ x ≤ . Thus we have, by the Jensen inequality,
Therefore, the 'true' discrepancy between the two sides of such inequality is
which can be evaluated by numerical integration. Using, e.g., the Simpson rule, we have
Now we wish to test our estimates, evaluating the right-hand sides of (), (), and (). Recall that c should belong to [, ], and it an easy though lengthy argument to show that the minimum values are attained for c = /, resulting in
To estimate (x + ), we need to estimate , ψ := / , and ψ , since from the definition of ψ := / follows that ψ := / -( / )  , and hence 
This numerical value should be compared with the 'true' discrepancy computed in () above, which is about .. Therefore, the estimate in () provides a relative error of %, which is similar to that computed in Example .. However, we can do better, using the estimate which exploits the value of inf ϕ , i.e., the estimate in (). We have in fact, for  ≤ x ≤ ,
hence the estimate
which definitely represents an appreciable improvement with respect to the previous estimate. This is in agreement with what was observed in Example .. At this point, we can also test the estimate in (), which involves the
and f (·) -/  L  = /, so that we will have
only slightly better than the previous one (where we obtained about .), the 'true' discrepancy being about ..
In closing, we observe that, in Example ., the estimate in () yields the result E  ≤ ., which is clearly worse than that obtained from (). In this case, we are able to improve the estimate given by (), which was derived from [].
Final remarks and conclusions
The purpose of this paper is to establish estimates concerning the Jensen inequality, which involve convex functions. Such estimates can be useful in many instances, such as, e.g., modular estimates in Orlicz spaces, or Estimates have been derived for both, smooth and Lipschitz continuous convex ϕ. They depend, respectively, on the uniform norm of the ϕ and on the Lipschitz constant of ϕ, as well as on the L  and L  norms of the function f involved in the inequality. From the numerical experiments it is clear that, in general, the estimate in () is sharper than the other ones established in this paper. Moreover, the estimate in () improves that in (), established in [] , when the function ϕ is a C  convex function. Finally, we stress the usefulness of estimates (), which allows one to obtain a rough estimate for the error made using the Jensen inequality when ϕ is merely Lipschitz continuous. Clearly, a major advantage will occur when the C  -assumption of ϕ is not satisfied.
