Abstract. We infer CO 2 surface fluxes using satellite observations of mid-tropospheric CO 2 from the Tropospheric Emission Spectrometer (TES) and measurements of CO 2 from surface flasks in a time-independent inversion analysis based on the GEOS-Chem model. Using TES CO 2 observations over oceans, spanning 40 • S-40 • N, we find that the horizontal and vertical coverage of the TES and flask data are complementary. This complementarity is demonstrated by combining the datasets in a joint inversion, which provides better constraints than from either dataset alone, when a posteriori CO 2 distributions are evaluated against independent ship and aircraft CO 2 data. In particular, the joint inversion offers improved constraints in the tropics where surface measurements are sparse, such as the tropical forests of South America. Aggregating the annual surface-to-atmosphere fluxes from the joint inversion for the year 2006 yields −1.13±0.21 Pg C for the global ocean, −2.77±0.20 Pg C for the global land biosphere and −3.90±0.29 Pg C for the total global natural flux (defined as the sum of all biospheric, oceanic, and biomass burning contributions but excluding CO 2 emissions from fossil fuel combustion). These global ocean and global land fluxes are shown to be near the median of the broad range of values from other inversion results
Introduction
Inverse modeling has emerged as a key method for obtaining quantitative information on the global carbon cycle. In this approach, CO 2 measurements are combined with CO 2 distributions from a 3-dimensional (3-D) transport model, weighting them according to their uncertainties in order to produce optimized estimates of surface source and sink strengths (fluxes). The terrestrial biospheric flux is the component of the global carbon cycle that currently exhibits the most interannual variability, the most geographical heterogeneity and the greatest uncertainty (Denman et al., 2007, Ch. 7, AR4) . It is primarily responsible for the high variability in the inferred global annual mean increase Published by Copernicus Publications on behalf of the European Geosciences Union. of atmospheric CO 2 near the surface, which has fluctuated between 0.67 to 2.90 ppm throughout the 1980 to 2010 period (www.esrl.noaa.gov/gmd/ccgg/trends). Strong evidence suggests a link to variations in the climate system, such as the El Niño Southern Oscillation (Bacastow, 1976; Keeling et al., 1995; Heimann and Reichstein, 2008) , but a thorough understanding of these mechanisms is lacking and the ability to predict future global CO 2 increases is still poor as a result of uncertainty in the strength and the spatial distribution of terrestrial CO 2 sources and sinks on regional scales. The uncertainty in surface fluxes remains a major issue for carbon cycle science, with fundamental questions such as the latitudinal distribution of natural sources and sinks still being revisited (Stephens et al., 2007) .
For more than two decades, inverse modeling has been used to estimate biospheric CO 2 fluxes (e.g., Tans et al., 1989; Enting and Mansbridge, 1989, Fan et al., 1998; Rödenbeck et al., 2003; Rödenbeck, 2005; Baker et al., 2006; Deng et al., 2007; Peters et al., 2007; Chevallier et al., 2010a) using in situ observations from instruments at surface stations, towers, ships and aircraft and/or flask samples collected from these platforms, then later analyzed in a laboratory (Conway et al., 1994) . Measurement coverage has increased over the years, and forward and inverse modeling techniques have also improved, but a major limitation in achieving further reductions in CO 2 flux uncertainties is the sparse data coverage that remains throughout the tropics, extratropical South America and Africa, throughout Boreal Asia and the Southern Hemisphere's oceans. Figure 1 shows the stationary flask sampling locations from the National Oceanic and Atmospheric Administration (NOAA) and Environment Canada (EC) networks that collected data in 2006 (our year of investigation), along with additional ship-based and aircraft-based sampling locations for that year. Although there are additional flask measurements (as well as other types of CO 2 measurements) worldwide that are made by other organizations, logistical, financial and political reasons will continue to make it difficult to develop on-site measurement or sample collection capability in remote areas such as those mentioned above. Satellite observations, therefore, offer a means to measure CO 2 without the spatial limitations of the current observing networks.
Multiple Observing System Simulation Experiments (OSSEs), which use simulated data, have explored the benefit of satellite observations of CO 2 for inverse modeling of CO 2 surface fluxes (Rayner and O'Brien, 2001; Pak and Prather, 2001; Houweling et al., 2004; Baker et al., 2006a; Chevallier et al. 2007; Miller et al., 2007; Kadygrov et al., 2009; Hungershoefer et al, 2010) . Although satellite observations of CO 2 do not match the high precision of in situ or flask measurements, these studies all show that the greatly increased data coverage provided by satellites can improve CO 2 flux estimates. At the same time, it is clear that the extent to which this potential can be realized depends largely on the measurement characteristics of the different satellite instruments. CO 2 has been retrieved from spectra recorded by multiple satellite instruments, although the majority of these instruments were not originally designed for this purpose. They include the Television Infrared Observation Satellite (TIROS) Operational Vertical Sounder (TOVS) (Chédin et al., 2003) , the Atmospheric Infrared Sounder (AIRS) (Chahine et al., 2008) , the Tropospheric Emission Spectrometer (TES) and the Interferometric Atmospheric Sounding Instrument (IASI) (Crevoisier et al., 2009) , which measure CO 2 using thermal/mid-infrared emission and the Scanning Imaging Absorption Spectrometer for Atmospheric Chartography (SCIAMACHY) (Buchwitz et al., 2007) , which measures CO 2 using near-infrared reflected sunlight from the land surface. Few studies have inferred CO 2 surface flux estimates from real space-based CO 2 observations. Chevallier et al. (2005) was the first study, using TOVS CO 2 observations which have peak sensitivity in the upper troposphere (∼150 hPa), but concluded that the retrieved surface fluxes were unrealistic. In a more recent analysis, Chevallier et al. (2009) directly assimilate AIRS radiances, but conclude that an AIRS-based CO 2 inversion performs worse than a surface flask-based inversion. The weighting functions of the AIRS radiances of are provided in Engelen et al. (2009) and show that the sensitivity to tropospheric CO 2 peaks in the upper troposphere, where the impacts of surface flux perturbations on atmospheric CO 2 are weakened by vertical transport.
New measurements from the Greenhouse Gases Observing Satellite (GOSAT) Yoshida et al., 2011) and the upcoming Orbiting Carbon Observatory 2 (OCO-2) (Crisp et al., 2004; Miller et al., 2007) offer far greater sensitivity to CO 2 near the surface by measuring near-infrared CO 2 spectral features and the O 2 A-band using sunlight reflected from Earth's surface to derive total atmospheric CO 2 columns over both land and ocean. These new satellite data are expected to improve our understanding of carbon cycle processes, especially when used in combination with the already available measurement sets with longer observational records. This concept of jointly assimilating observations from satellites and in situ data has been suggested to be the most promising method for constraining CO 2 fluxes by inverse modeling in the near future (Pak and Prather, 2001; Chevallier et al., 2009; Hungershoefer et al., 2010) .
In this paper, we use the GEOS-Chem model's CO 2 simulation to examine the constraints on estimates of biospheric and oceanic fluxes of CO 2 provided by TES CO 2 observations and surface flask measurements of CO 2 (Conway et al., 1994) . TES CO 2 observation sensitivity peaks in the mid-troposphere, but because this sensitivity strongly depends on temperature, the TES CO 2 estimates are typically limited to latitudes between 40 • S-40 • N. Independently, TES CO 2 observations over oceans provide a weaker constraint on global CO 2 surface fluxes than data from the surface flask networks, but we demonstrate that TES CO 2 observations can be used together with the flask data to obtain improved estimates of CO 2 surface fluxes. We find that the vertical sensitivity and horizontal coverage provided by the satellite and flask data are complementary and we show that a CO 2 flux inversion combining these data sources gives the greatest flux uncertainty reduction and the best agreement with independent ship-based and aircraft-based flask data. The integration of satellite observations of CO 2 and surface flask CO 2 data in this work is an important step toward the development of more sophisticated operational carbon assimilation systems in the future.
Method
Data assimilation provides a statistical framework for combining data sources with numerical models of the Earth system, weighting each according to their uncertainties. The application of this concept to inverse modeling of CO 2 fluxes involves integrating a forward model simulation and a set of observations to optimize the CO 2 fluxes at the surface. The details regarding the various components of our inverse modeling work are provided in the following subsections.
GEOS-Chem simulated CO 2
GEOS-Chem (http://acmg.seas.harvard.edu/geos) is a 3-D chemical transport model (Bey et al, 2001 ) that uses Goddard Earth Observing System (GEOS) assimilated meteorology from the NASA Global Modeling and Assimilation Office (GMAO). The original GEOS-Chem CO 2 simulation was described in Suntharalingam et al. (2004) . In this work, we use version 8-02-01 with updates to the model that were presented in Nassar et al. (2010) , and are now included in v8-03-02 and subsequent versions. We simulate CO 2 at a horizontal resolution of 2 • latitude × 2.5 • longitude with 47 vertical levels from the surface to 0.01 hPa. Our forward simulations include CO 2 fluxes from fossil fuel combustion (including emissions from shipping and aviation), cement production, ocean processes, the terrestrial biosphere (photosynthesis, respiration, biomass/biofuel burning) and the chemical production of CO 2 from the atmospheric oxidation of other carbon species. Specific inventories used in our work are given in Table 1 and a detailed description of their implementation is given in Nassar et al. (2010) , where emphasis was placed on improving anthropogenic-related inventories, since these are not optimized in our flux inversion. In the present context, biomass burning and biofuel burning are considered "natural" rather than anthropogenic fluxes, since they relate to the biosphere even though they also involve anthropogenic activity.
The use of a global inventory of national fossil fuel combustion emissions with monthly variability (Andres et al., 2011) , and the 3-D representation of CO 2 emissions from aviation and the chemical production of CO 2 from the oxidation of other carbon species (CO, CH 4 and other organics) in the troposphere are unique to our CO 2 flux inversions. Since this 3-D chemical production of CO 2 (∼1.05 Pg C/yr) is typically not accounted for in models, many emission inventories count CO 2 precursor species (CO, CH 4 and other carbon gases) as direct CO 2 emissions at the surface in an attempt to balance total CO 2 . This leads to a reasonable estimate of total CO 2 over time, but an incorrect spatial distribution, since real chemical production of CO 2 from these species Takahashi et al. (2009) occurs at different times and locations from emission. The impact of neglecting the 3-D distribution of CO 2 from the oxidation of other carbon species on the latitudinal gradient is demonstrated in Nassar et al. (2010) . Omission of this capability from CO 2 surface flux inversions has previously been shown to result in an overestimate of the northern land sink by ∼0.25 Pg C/yr (Suntharalingam et al., 2005) . As discussed in Nassar et al. (2010) , representing the chemical production of CO 2 (∼1.05 Pg C/yr) and emission of CO 2 from aviation fossil fuel use (∼0.16 Pg C/yr), both of which are 3-D sources, is of increased importance when making model comparisons to CO 2 satellite observations, especially those which have peak sensitivity significantly above the surface, such as TES CO 2 .
Our model simulation was initialized on 01 January 2004 with a globally-uniform 3-D CO 2 field of 375 ppm. Beginning the simulation from this state allows model transport and fluxes to reproduce the large-scale features of the CO 2 distribution over time. Simulations using this approach were evaluated in Nassar et al. (2010) , where it was shown that spinning up the model from this initial state produced CO 2 distributions for 2006 that were in good agreement with independent data. In order to obtain even better initial conditions for the start of the flux inversion on 1 January 2006, in the present work, we assimilated surface CO 2 data from the stationary NOAA flask sites throughout 2004 and 2005. Comparing the unconstrained model simulation and the assimilated CO 2 in 2005 with independent data comprised of over 800 ship-based flask measurements (which have a distribution very similar to that in Fig. 1 ) demonstrates this improvement. The 2005 annual model bias determined for all the ship-based flask measurement points was −0.37 ppm without assimilation, which is reduced to −0.15 ppm by assimilating the stationary flask observations.
TES CO 2
TES is a nadir-viewing Fourier transform spectrometer on the Aura satellite, which is at the back of the A-train in Figure 2 . Three-month-averaged 5˚x5˚ TES CO 2 near 511 hPa (left), GEOS-Chem CO 2 sampled at the TES observation locations and times (±1 hour) interpolated to the equivalent level (middle) and the model transformed with the TES averaging kernel and a priori from the retrieval (right) as described in Equation 6. The transformed model is used as the a priori in the flux inversion. TES and model values over land are not shown in the figure or used in the inversion. Models in general show less variability than either satellite or in situ (aircraft) observations in the mid-troposphere and application of the TES averaging kernel and a priori further reduces this variability. As a result of the seasonal cycle, the latitudinal gradient of CO 2 is strongest in AMJ, while it is essentially absent in OND for both TES and the model. • TES CO 2 near 511 hPa (left), GEOS-Chem CO 2 sampled at the TES observation locations and times (±1 h) interpolated to the equivalent level (middle) and the model transformed with the TES averaging kernel and a priori from the retrieval (right) as described in Eq. (6). The transformed model is used as the a priori in the flux inversion. TES and model values over land are not shown in the figure or used in the inversion. Models in general show less variability than either satellite or in situ (aircraft) observations in the mid-troposphere and application of the TES averaging kernel and a priori further reduces this variability. As a result of the seasonal cycle, the latitudinal gradient of CO 2 is strongest in AMJ, while it is essentially absent in OND for both TES and the model. a 705 km sun-synchronous near-polar orbit with an equator crossing time of ∼13:40 LT (Beer et al., 2001) . The retrieval of TES CO 2 is described in and examples of TES CO 2 distribution maps are provided in Fig. 2 . In the present work, we focus on 2006, the first full year of TES CO 2 data. Analysis of subsequent years will be carried out in future work. Since TES was not designed to produce measurements for carbon cycle science, it was not optimized for this purpose and has low sensitivity to CO 2 near the surface. TES observation sensitivity to CO 2 ranges from approximately 800 hPa to the tropopause with a peak sensitivity in the middle troposphere (near 511 hPa or 5 km altitude). Because this sensitivity strongly depends on the thermal contrast between the surface and the atmosphere, it decreases sharply poleward of 40 • latitude ; therefore CO 2 data beyond this latitude are not used in this work. Despite these limitations, TES CO 2 data offer a few advantages for inverse modeling of CO 2 surface sources and sinks that are not often recognized. Firstly, the TES CO 2 retrieval peaks at a lower altitude than standard CO 2 data products from other thermal infrared sounders such as AIRS (Chahine et al., 2005) and IASI (Crevoisier et al., 2009) , based on the spectral windows selected for the retrieval . As a result TES CO 2 observations should contain stronger signatures from surface fluxes. Secondly, although TES provides less global coverage than some other satellite instruments, it has the smallest footprint (5.3×8.3 km 2 ) of any space-borne instrument now measuring CO 2 , giving it the highest proportion of observations with negligible cloud interference. Thirdly, measurement of thermal infrared emission permits both day and night observations, which should reduce the diurnal sampling bias that is implicit to instruments measuring CO 2 using reflected sunlight such as SCIAMACHY (Buchwitz et al., 2007) , the GOSAT TANSO-FTS Yoshida et al., 2011) and OCO-2 (Crisp et al., 2004; Miller et al., 2007) . The amplitude of the diurnal cycle in column-averaged CO 2 is expected to be ∼1 ppm over forests (Olsen and Randerson, 2004) , although the diurnal cycle is likely weaker over sparsely-vegetated areas (Higuchi et al., 2003) and perhaps stronger over certain croplands (Corbin et al., 2010) .
The TES retrievals used in this work are reported on five pressure levels (the surface, 511, 133, 10, and 0.1 hPa), which were selected to minimize the contribution of a priori information to the retrievals, while not incurring a significant increase in vertical representation error. The retrievals are conducted with respect to the logarithm of the volume mixing ratio of CO 2 and can be expressed as a linear expansion around the a priori state x a ,
wherex is the logarithm of the CO 2 profile from the TES retrieval, x t is the logarithm of the true atmospheric CO 2 profile, A is the TES averaging kernel matrix (Worden et , 2004; Bowman et al., 2006) , G x is the gain matrix and ε T is the TES measurement noise vector. As shown in , the averaging kernels peak in the midtroposphere near 511 hPa and span ∼800 hPa to lower edge of the tropopause, indicating a profile with coarse vertical resolution rather than a total column. In our analysis we, therefore, use only the retrieval values at the 511 hPa level in the retrieved profile given by Eq. (1). The uncertainty on a single TES CO 2 observation is about 10 ppm , which primarily consists of a random component with an additional bias component. Under the assumption that the measurement uncertainty is uncorrelated between observations, the precision of N averaged observations improves according to √ N; however, the more individual observations averaged in a bin, the fewer bins there will be for the inversion. Kulawik et al. (2010) • , the tradeoff between increased precision and a decreased number of bins nearly balances, with a very slight advantage to smaller bins. In this work, we average the TES observations at 5 • ×5 • , which yields a precision of 4.7 ppm, while maintaining a high number of bins. Dealing with biases in TES CO 2 is more challenging. Biases can arise from errors in the spectroscopic parameters or from spectral lines due to other species interfering with the retrieval. In the current version of TES CO 2 , a global bias correction of +2.1 % was applied, which gave the best agreement with independent data , although the lack of available CO 2 data from other sources at suitable altitudes for comparison presents a challenge in accurately quantifying TES CO 2 biases. For determining remaining biases in TES CO 2 data, we use aircraft flask measurements from the Comprehensive Observation Network for TRace gases by AIrLiner (CONTRAIL) on flights between Japan and Australia . Although CONTRAIL data are primarily gathered at higher altitudes (∼10-11 km) than the peak of TES CO 2 sensitivity (∼5 km), they are representative of the free troposphere with minimal stratospheric influence. We have adjusted the TES CO 2 data for this work using various approaches (discussed in Sect. 3.3) based on comparisons between TES and CON-TRAIL data.
The data used in this work have been filtered to remove observations with a cloud effective optical depth greater than 0.50. Clouds reduce sensitivity and can contribute to biases and errors. The value of 0.50 was also used in our validation work and was chosen to balance the impact of clouds with the desire to retain as many measurements as possible. Although TES CO 2 retrievals are carried out over both land and ocean, the retrievals over land in the current version of TES CO 2 suffer from spatially dependent biases likely due to surface silicate emissivity features in the spectra that are not accounted for in the retrievals, so in the present work, only TES observations over the oceans are used. A newer version of TES CO 2 data, based on retrievals that have accounted for spectral features from silicate emissivity and other interferents, is being processed, which shows clear improvements in comparisons with independent CO 2 data. Application of this upcoming version of TES CO 2 data is expected to lead to improved CO 2 surface flux inversions, but will be left for future work. Since TES CO 2 data over land have not been used, the flask data discussed in Sect. 2.3 are the only data collected over the land that are used in this work, however, the ability of TES CO 2 observations over ocean to constrain terrestrial sources and sinks is discussed in Sect. 3.1. Figure 2 shows January to March (JFM), April to June (AMJ), July to September (JAS) and October to December (OND) CO 2 observed by TES at 511 hPa averaged at 5 • ×5 • on the left. The model CO 2 simulation sampled at the TES observation locations and times (±1 h) and interpolated to the equivalent level) is shown in the middle, labeled as "GEOS-Chem". The CO 2 distribution that would be observed by TES if the model distribution was the true state is shown on the right and was obtained by sampling the model and applying the TES observation operator, (which is discussed later in Sect. 2.5). This operation has the effect of smoothing the model field by vertical averaging and constraining it to the TES retrieval a priori (380 ppm), thus removes much of the structure from the model simulation, but is necessary for calculating TES -model differences. TES -model seasonal differences (corresponding to the difference of the left and right panels) are shown and discussed later. The large scale spatial patterns seen in the TES CO 2 distribution, such as the latitudinal gradient at the start of the NH growing season in AMJ are also seen in the model CO 2 distribution; however, the model distribution is much smoother with smaller differences between maximum and minimum values. Models typically show less variability than either satellite or in situ (aircraft) observations in the midtroposphere and application of the TES observation operator further reduces this variability.
Flask CO 2
Figure 1 illustrates the locations of the 59 National Oceanic and Atmospheric Administration Earth System Research Laboratory Global Monitoring Division (NOAA-ESRL-GMD) and Environment Canada (EC) stationary sampling sites used in this work as well as NOAA ship-based sample collection locations in the central and western Pacific Ocean, and the Drake Passage. Figure 1 also shows the sampling locations for aircraft flask CO 2 from CONTRAIL (described above) and CARIBIC (Civil Aircraft for the Regular Investigation of the atmosphere Based on an Instrument Container) (Brenninkmeijer et al., 2007; Schuck et al., 2009) flights between Frankfurt, Germany and South America or Asia. These ship and aircraft flask data are not used in the inversion, and are instead retained as independent sources of data for evaluation (ship and CARIBIC) or for correction of biases (CONTRAIL) in TES CO 2 data.
Flask samples of whole air enable highly accurate and precise measurements of CO 2 (Conway et al., 1994) in a laboratory setting. The 1-σ measurement accuracy determined from repeated analyses of CO 2 from standard gas cylinders is ∼0.2 ppm. Significant effort is devoted to tracing calibration of the measurements to World Meteorological Organization (WMO) standards to put the CO 2 values on this absolute scale. The 1-σ measurement precision determined from repeated instrumental analyses of the same air sample is ∼0.1 ppm. Routine intercomparisons between flask sample pairs collected in series at the same location are used to flag measurements with pair differences greater than 0.5 ppm, which have been excluded from our work. The long-term mean difference between pairs of flasks throughout the networks is ∼0.2 ppm, while for 2006 (the year of this investigation), the global mean difference between pairs was ∼0.1 ppm. Although the accuracy and precision of flask measurements are high, the uncertainties assigned to the data for inverse modeling are larger, since they must account for additional factors.
The observation uncertainties for the flask inversion ε F are calculated using the statistics of the differences between the observations and the model simulation of the observations using the a priori emissions (e.g. Palmer et al., 2003; Heald et al., 2004) 
where ε f are the flask measurement errors, ε r are the representativeness errors, ε m are the model errors, and b is the bias. Ensuring that the errors have mean values of zero, we define the bias as the expectation of the difference between the model and observations b = x F − G(u) . This bias reflects the effects of systematic errors in the model transport as well as discrepancies in the a priori flux estimates in the model. The observation error covariance, therefore, is calculated as
We neglect horizontal correlations between the flask observation locations and assume that the matrix is diagonal. Each element of the diagonal is based in the timeseries of data for 2006 at a given flask observation location. Because of the high precision of the flask data, the largest contribution to S F ii comes from the representativeness error, which arises from the fact that flask measurements are essentially a point source when compared with a model grid box (∼50 000 km 2 in this work), which has significant sub-grid variability, particularly over land in the daytime near strong flux regions (Gerbig et al., 2003a, b) . In constructing the monthly averages of the flask data we do not divide by √ N since representativenss errors do not necessarily average with more measurements due to the fact that a gridbox has some random variability and some systematic variability, although we have ensured that ε f + ε r + ε m = 0, as required for the inversion approach. For example, the error associated with using a Mauna Loa flask measurement to represent the entire grid cell is primarily systematic and relates to properties like the sharp altitude gradient .
Flux region definitions and a priori error specification
The TransCom3 project (i.e. Gurney et al., 2002; Baker et al., 2006b ) divided the Earth into a set of standard regions, namely 11 land regions, 11 ocean regions and one region where zero flux is assumed (mainly consisting of Antarctica and Greenland). We use the same ocean regions but divide the land into 28 eco-regions based on geography and dominant vegetation types determined by the Advanced Very High Resolution Radiometer (AVHRR) (Hansen et al., 1998 (Hansen et al., , 2000 to provide more detailed information about terrestrial surface fluxes and reduce aggregation errors. An additional low-flux region consisting of Antarctica, Greenland and a few isolated islands is also defined, which we refer to as the Rest of the World (ROW). Theses 40 regions are explicitly identified in and are evident in Fig. 3 . We allocate uncertainties to our a priori model terrestrial biospheric fluxes based on the a posteriori uncertainties of Baker et al. (2006b) , since these fluxes were used in the derivation of our terrestrial flux climatology. The Baker et al. (2006b) uncertainties are disaggregated from 11 regions to our 28 based on their relative areas. For major deserts (North Africa and Australia) we allocated lower uncertainties than implied by their area, since regions with such sparse vegetation should have very flow biospheric fluxes. Our a priori total global biospheric flux with 1-σ uncertainty is −2.31±1.26 Pg C (assuming the uncertainties are uncorrelated and applying a sum of squares approach to combine the regional uncertainties). This biospheric flux value comes from Baker et al. (2006b) so our global total ocean flux with 1-σ uncertainty is −1.41±0.33 Pg C. Our a priori flux uncertainties are uncorrelated, therefore our a priori error covariance matrix S a is diagonal. The assumption of uncorrelated errors is a common method of simplifying the required matrix inversions, but this adds a small source of error, which we have not precisely quantified or accounted for in this work. A posteriori uncertainties for land biospheric flux regions are correlated according to offdiagonal elements of the a posteriori covariance matrix that results from inversion (as in Baker et al. 2006b ). As a result, the a posteriori uncertainty for the aggregation of land regions will be lower than an uncorrelated value based on summing the squares. Although, correlations could also be applied to the ocean a posteriori uncertainties, or between ocean and land regions, this was avoided here since it results in unrealistically low a posteriori uncertainties for the aggregated global ocean or total global flux.
Since fossil fuel combustion fluxes are held fixed in TransCom3 and most flux inversion work rather than being optimized, any errors in their assumed values contribute to a posteriori errors in terrestrial biosphere and ocean fluxes. This approach is applied to our primary fossil fuel inventory, the CO 2 emissions from shipping and aviation, and the CO 2 production from oxidation of other carbon species.
Inverse modeling approach
To quantify the CO 2 terrestrial biosphere and ocean surface fluxes we use the maximum a posteriori (MAP) approach similar to that described in Jones et al. (2003 Jones et al. ( , 2009 , in which we minimize the following cost function:
T is the observation vector that consists of the TES CO 2 retrievals x at the 511 hPa level and the flask CO 2 data at the surface x F , x m (u) = (F(u),G(u)) T is the model simulation of the observations, u is the state vector with elements representing the CO 2 flux from the regions described in Sect. 2.5, u a is the a priori state vector, S a is the a priori covariance matrix for the fluxes, and S ε is the observation error covariance matrix. We conduct a time-independent inversion in which x consists of all the monthly mean TES and flask data for 2006. Although the a priori fluxes are specified on a monthly basis, the inversion provides an optimized estimate of the annual mean fluxes. The seasonal variability of the fluxes is not adjusted in the inversion. It is used as a hard a priori constraint. The observation error consists of both the TES and the flask observation errors
where S T is the TES observation error, provided with the TES retrievals, and S F is the flask observation error. G(u) is the forward model which reflects the transport of the CO 2 fluxes in the GEOS-Chem model, with the model sampled at the flask observation locations and times, and F(u) is the forward model that incorporates the TES observation operator (which accounts for the TES sensitivity and a priori profile as described in Eq. 1). Both the TES retrievalx and the forward model simulation of the TES observations are expressed with respect to the natural logarithm of the CO 2 volume mixing ratio (VMR). The forward model F(u) is given by:
where H(u) is the modeled CO 2 profile interpolated onto the TES retrieval grid, x a is the TES a priori (given in terms of the logarithm of the CO 2 mixing ratio), and A is the TES averaging kernel. Although we use only the 511 hPa level in F(u), we must transform the modeled profile using Eq. (6) to account for the vertical smoothing of the TES retrieval. Since the TES retrievals at 511 hPa have some sensitivity to CO 2 in the lower stratosphere , and because the GEOS-Chem CO 2 simulation has not been validated in the stratosphere, we minimize the impact of biases in the modeled stratospheric CO 2 on the inversion by removing the mean bias between GEOS-Chem and TES CO 2 at 133 hPa and 10 hPa before application of the TES observation operator.
The optimal estimate or a posteriori estimate of the state vector that minimizes the cost function is given bŷ
whereû is the optimized state vector and K = ∂x m (u)/∂u is the Jacobian, which gives the sensitivity of the CO 2 abundances to the surface fluxes. We solve for Eq. (7) using the sequential update algorithm described in Jones et al. (2003) . The Jacobian was estimated using separate tracers for the CO 2 from each region in the state vector. The distribution of these tracers was determined using a 2-year run, starting on 1 January 2005, with output archived every two model hours. Figure 3 shows the natural terrestrial and oceanic CO 2 flux estimates from the a priori, the flask inversion, the TES inversion, and the joint TES-flask inversion. Values for the annual global ocean-atmosphere flux, global land-atmosphere flux and total global surface-atmosphere flux are provided on the figure. While the total annual global CO 2 flux from the a priori and the a posteriori results (the bottom number on each panel) differ by only ∼8 % (−3.6 to −3.9 Pg C/yr), much larger relative differences are seen at regional scales, specifically for the land regions. Strong sinks were a common feature in the a priori and a posteriori results for Europe, US, Mexico, Boreal Asia, Central Asia, Japan, southern Africa, Australia and New Zealand, while sources were common for Central America and the Caribbean and the north tropical African savannas. For some regions, the a posteriori flux showed a change of sign from the a priori, such as the African tropical forest region. This region was a sink in the a priori with a flux of −0.087±0.198 Pg C, but our a posteriori estimate from the joint inversion infers a weak source of 0.065±0.067 Pg C. The much lower a posteriori error from the joint inversion relative to the a priori error suggests that the TES data are providing constraints on the African tropical forest flux. Furthermore, examination of the a posteriori error correlation matrix indicates that the flux estimate from this region is not strongly correlated with estimates from other regions in the state vector, suggesting that the inversion is providing a strong constraint on the flux estimates for the African forests and that the estimated weak source inferred is likely not an artefact of the inversion. The lack of a strong sink for this region (unlike the a priori) appears to be a robust result since it is consistent among the three inversions, but the actual value is of course not well constrained, as indicated by the large relative error. The TES and joint inversions also indicate that the North African grassland region is a strong source. This is likely a result of the seasonal biomass burning in this region which is responsible for some of the most intense fire emissions of CO 2 in the world (van der Werf, et al., 2010). The South American tropical forest region, which primarily consists of the Amazon forests, is a strong source in the a priori (0.71±0.56 Pg C), while the flask inversion suggests that it is a much weaker source (0.11±0.26 Pg C). Both the TES inversion and joint inversion suggest that it is a weak sink with fluxes of −0.16±0.27 Pg C and −0.17±0.21 Pg C, respectively. In fact, the joint inversion shows essentially all of South America as a sink. However, the 1-σ a posteriori uncertainties in all three inversions make it difficult to distinguish whether the South American tropical forest region is a weak sink or weak source. There is considerable debate regarding the plausibility of the Amazon being a strong source of CO 2 (Stephens et al., 2007) as suggested by our a priori, but it is important to note that our a priori value was primarily based on the 1991-2000 period (Baker et al., 2006b) , during which time the Amazon was believed to be a strong CO 2 source due to biomass burning and other deforestation activities that have been greatly reduced in recent years Tollefson, 2010) . Whether an Amazon sink is the new standard or whether 2006 is an anomalous year for the region related to the 2006 El Niño, recovery from the 2005 drought (Phillips et al., 2009 ), or re-growth from the January 2005 wind-driven tree mortality (Negrón-Juárez et al., 2010) can not be answered from a one-year inversion, but the absence of a strong net source for the Amazon in our analysis is a robust result. Figure 2 . The location of the Jacobians peak intensity indicates that TES CO 2 observations over the oceans contain information about terrestrial surface fluxes (although subject to transport errors). Lower TES CO 2 values (relative to the transformed model) off the west coast of South America in JFM coincide with the Jacobian peak contributing to a posteriori estimates of reduced emissions (or increased uptake) from the South American Tropical Forests. • TES-model mid-tropospheric CO 2 differences for the distributions in Fig. 2 . The location of the Jacobians peak intensity indicates that TES CO 2 observations over the oceans contain information about terrestrial surface fluxes (although subject to transport errors). Lower TES CO 2 values (relative to the transformed model) off the west coast of South America in JFM coincide with the Jacobian peak contributing to a posteriori estimates of reduced emissions (or increased uptake) from the South American Tropical Forests.
Results and discussion

Regional flux estimates
Although only TES CO 2 observations over ocean were used in this work, Fig. 4 shows examples of the Jacobian or sensitivity of atmospheric CO 2 near 511 hPa to the a priori fluxes for the South American tropical forest region as three-month-averages in units of ppm CO 2 (Pg C) −1 year. The Jacobians illustrate that as a result of the combined horizontal and vertical transport, TES CO 2 observations over the ocean do provide sensitivity to neighbouring terrestrial surface fluxes; however, their ability to constrain these terrestrial fluxes will of course be subject to model transport biases.
The sensitivity of the modeled CO 2 to fluxes from the South American tropical forests peaks at about 4 ppm (Pg C) −1 year over the west coast of South America and the eastern Pacific Ocean from February to April. Evidence of this is seen in the upper left panels of Fig. 4 , which shows the JFM average. The TES-model differences corresponding to the panels in Fig. 2 are also shown permitting a detailed qualitative analysis. In JFM, the inversion is influenced by lower TES CO 2 directly off the west coast of South America (5 • N-20 • S) contributing to a much weaker Amazon source (or a sink). In AMJ, peak sensitivity to TES CO 2 off the South American coast shifts to ∼10 • N-15 • S, but weakens as TES CO 2 becomes higher than the model. Sensitivity to other longitudes also develops across the Pacific, and to a lesser extent over the Atlantic and Indian oceans, where the TESmodel difference shows a range of positive and negative values. In JAS, the model has weak sensitivity to any specific measurement area, so here the 40 • N-40 • S average of TES would only slightly influence the Amazon flux estimate. In OND, the inversion is again influenced by lower TES CO 2 directly off the west coast of South America, which is lower than the model, but it is also influenced by the zonal mean values around 30-40 • S which are typically higher than the model. Since the Jacobian is most intense in JFM, this period should have the strongest influence on the annual flux for the South American tropical forests. We note that during this time period, latitude-dependent CONTRAIL bias corrections were not applied.
Our North American boreal forest result indicating a weak source (0.069±0.014 Pg C) is difficult to interpret, partly because it is for such a large area. Our approach does not reveal whether the weak source is distributed throughout the area or if it is an aggregation of smaller net source and net sink regions. Fluxes across the North American Boreal region are known to be quite heterogeneous, with the ability of these forests to absorb CO 2 linked to stand age (Pan et al., 2011) , which varies across the region at various spatial scales. Furthermore, specific concentrated CO 2 sources in the boreal forest are known to occur as a result of summer drought and biomass burning (Bond-Lamberty et al., 2007) or insect infestations that have devastated some western Canadian forests, including severe mountain pine beetle infestations in 2005 (Kurz et al., 2008 Stinson et al., 2011) . Both types of disturbances exert large impacts on the carbon balance of the affected areas, which when coupled with respiration might be enough to overcome the photosynthetic uptake of CO 2 from the forests on a regional scale, giving a net source. The region also contains Alaskan and alpine tundra that may be releasing CO 2 from permafrost thaw . This type of thawing is also a potential explanation for the weak source inferred for the primary North American tundra region. Jacobians for the North American boreal forest region (not shown) indicate a pattern of zonal sensitivity that is still relatively intense between 30-40 • N, such that TES CO 2 observations in this latitude zone will impact the North American boreal forest flux estimates. It is also possible that the flux estimates for the North American boreal or tundra regions reflect the impact of biases in the modeled CO 2 over the North Pacific (as shown in , which may be linked to discrepancies in the transPacific transport of Asian pollution in the model. Results for other regions of North America (Western US and Mexico, central North America, North American mixed forests) seem much more robust with all or our inversions showing good agreement.
It is unclear why the TES inversion indicates that Maritime Asia (Indonesia, Malaysia, New Guinea, and The Philippines), was a sink when some of the highest levels of Indonesian biomass burning on record occurred during late 2006, related to the drought induced by El Niño and the Indian Ocean Dipole ). The flask inversion and the joint inversion indicate that the region was a CO 2 source, although less strongly than the prior, which is more probable than a sink. It is possible that TES observations coinciding with plumes from the intense biomass burning in Maritime Asia were screened out due to high aerosol content that could be expected to coincide with elevated CO 2 values, but this has not been confirmed. Inverse modeling studies using satellite observations of free tropospheric CO have shown that the CO source estimates for the Indonesian area are particularly sensitive to model errors (Arellano and Hess, 2006; Jiang et al., 2011) . It is possible that this is also the case for inverse modeling using free tropospheric CO 2 data, which emphasizes the need for a more detailed assessment of the impact of model transport errors on inferred CO 2 fluxes (e.g., Houweling et al., 2010; Chevallier et al., 2010b) , and suggests that the interpretation of the flux from any single region from these inversions should be treated with caution.
Information content
The degrees of freedom for signal d s for the inversions, which provide a metric for the number of independent elements that are constrained, can be calculated as the trace of the inversion resolution matrix (Rodgers, 2000) :
where I is the identity matrix andŜ is the a posteriori error covariance matrix. For the 40-element state vector, if each element were perfectly constrained, the matrix in Eq. (8) would be equal to the identity matrix and the d s would be 40. We obtain a d s of 22.5 for the flask inversion, 12.0 for the TES inversion and 23.7 for the joint inversion, suggesting that many of the flux regions are only partially constrained in our inversions. Since the TES data are restricted to the 40 • S-40 • N range, they do not provide much information on the fluxes in the middle and high latitudes and thus the d s is much lower for the TES inversion than the flask inversion. Furthermore, since we use a strong a priori constraint on the 11 ocean regions, we would expect these inversions to produce d s values that are significantly less than 40. It is important to note that although the d s is a useful measure of relative information content, it is not a definitive measure, due to numerous assumptions included in the estimates of the a priori error covariance for the fluxes and the flask observation error covariance. A less restrictive specification of a priori error would result in more degrees of freedom, implying more information coming from the measurements.
Impacts of the bias correction
The sensitivity of our inversions to the bias correction approach was investigated by applying different plausible bias corrections to the TES CO 2 data and repeating the inversion. show that the current version of TES CO 2 , which had a global bias correction of +2.1 % applied, has a further high bias of approximately 1-2 ppm for retrievals spanning July to December located close to the CONTRAIL flight paths in the SH western Pacific. We therefore tested our joint inversion under 3 scenarios. First, with no additional correction to the bias, second, with a uniform additional correction of −1.5 ppm for 0-40 • S at all longitudes for July to December, and third, with an additional bias correction based on the mean difference between TES and CONTRAIL CO 2 calculated for 10 • latitude zones between 0-40 • S for July to December. The results from multiple different inversions, forming a mini-ensemble, are plotted in Fig. 5 . This figure indicates that most regional flux values are relatively robust with respect to the different bias correction approaches applied since the ensemble members typically agree within their error bars, yet they often differ from the a priori values. The flux estimate for the South American tropical forest region, shown in Fig. 5 , is a good example in which the joint inversion is strongly influenced by the TES observations and is in agreement with the TES inversion, while the North American boreal forest is a good example of a case where the joint inversions are in good agreement with the flask inversion and strongly influenced by the surface flask data. The change in size of the error bars in Fig. 5 illustrates the error reduction relative to the a priori. The greater error reduction in the joint inversion on flux estimates for regions such South America, where surface observations are sparse, can be attributed to the additional information provided by the TES observations in the tropics. In contrast, there is little change in the a posteriori uncertainties between the flask and joint inversions for the high latitudes fluxes since TES provides little information in these regions. Central America and the Caribbean is a good example of a region where a similar reduction (relative to the a priori uncertainty) is obtained from the TES CO 2 observations and the more precise yet sparse flask measurements, but combining the data sets gives more information, a further reduction in uncertainty and a shift to a slightly stronger source.
Comparison with other global inversions
One method of testing and comparing the overall inversion results is by aggregating the results to give global ocean, global land and global total values for the annual surface-atmosphere fluxes. These global values are given in Fig. 3 , while Table 2 compares these values with some publicly available results from the Max Planck Institute for Biogeochemistry in Jena (Rödenbeck et al., 2003; Rödenbeck, 2005) , la laboratoire des sciences du climat et l'environnement (LSCE) (Chevallier et al., 2005 , and CarbonTracker . Global flux results from our inversion, the Jena v3.1 inversion and the two CarbonTracker inversions all agree within ∼5 % (0.17 Pg C), while the global fluxes from the others agree within ∼25 % (1.09 Pg C). The large differences in the global flux are likely attributable to the use of different fossil fuel combustion inventories (C. Rödenbeck, personal communication, 2010) , which are treated as having zero error in all inversions. Total ocean-atmosphere CO 2 fluxes from these inversions differ by a factor of 5, with our a posteriori flux of −1.13±0.21 Pg C as the median value and closest to the LSCE value of −1.35 Pg C. Although there is good agreement between the two CarbonTracker ocean results, they began with a similar a priori value of −2.59±1.31 Pg C in 2006, which is an ∼85 % stronger sink than our value of −1.41 Pg C from with an uncertainty of ±0.32 Pg C from Gruber et al. (2009) . It should be noted that the total direct atmosphereocean flux is not equal to the total ocean sink, since the total ocean sink includes an additional contribution of ∼0.45 Pg C transported to the ocean by rivers. Riverine carbon is not observed as an atmosphere-ocean flux in an atmospheric inversion but rather an atmosphere-land flux, for which the carbon is laterally transported to the ocean by rivers at a later time.
Proper accounting for riverine carbon is discussed in Jacobson et al. (2007) The low magnitude of the total ocean-atmosphere flux obtained in our work can partly be attributed to the choice of a priori, which was applied with more restrictive constraints on the ocean fluxes than those for the land, based on the converging results for global atmosphere-ocean fluxes using various methods (Gruber et al., 2009) . Although the Gruber et The flask inversion is denoted by triangles and the inversion using TES (with a bias correction for the SH July to December relative to CONTRAIL in 10° latitude zones) is shown by the squares. The joint TES and flask inversion results are also shown (circles) using no TES bias correction, the 10° CONTRAIL bias correction and a single 0-40°S bias correction of -1.5 ppm for July to December. Different treatments of the bias impact the exact numbers, but the changes typically remain within the error bars. The region for which the a posteriori flux differs most from the a priori is the South American tropical forest, which is consistently a sink in all inversions using TES CO 2 data and nearly neutral in the flask-only inversion. -year (1995-2000) ocean inversion, we have used them to represent the uncertainties for a single year, which will underestimate the actual ocean flux uncertainty for 2006. We considered this to be acceptable since tight constraints on a priori ocean fluxes are one method of reducing problems related to the use of only background surface sites in a traditional CO 2 flux inversion, which means that strong localized sources and sinks that are far from observations cannot be adequately constrained.
Since sources tend to be more localized than sinks, their impact is systematically estimated to be dispersed over a wider scale region, attributing some component of the sources to the oceans, resulting in an erroneous ocean source term that effectively decreases the net ocean sink and increases the net land sink. This is a potential explanation for why most atmospheric inversions give weaker ocean sinks than their a priori estimates, including our flask, TES and joint inversion results, all of which represent weaker total direct oceanatmosphere fluxes than in Jacobson et al. (2007) , but are well within the error bars. The same is true of the other inversions in Table 2 and the mean of 13 separate inversions in Baker et al. (2006b) , which yielded −1.06±0.47 Pg C for 1991-2000 for the total ocean-atmosphere flux, compared with an a priori of −2.13±0.88 Pg C. Using TES CO 2 observations near 5 km over the oceans between 40 • S-40 • N, as we have done, means that we are still subject to this background sampling bias; however, inversions using satellite observations of CO 2 over both land and ocean (i.e. from a subsequent version of the TES CO 2 retrievals or from nadir NIR observations from GOSAT or OCO-2), should not be subject to this problem. The ship and aircraft data were not used in the assimilation. The slope, standard deviation (), correlation coefficient (R 2 ) and F-ratio are provided for each panel as metrics for gauging the agreement. Independently assimilating TES CO 2 data improves the agreement with aircraft data (based on the slope and F) but degrades the agreement with the ship-based data (based on all metrics), while independently assimilating the flask data degrades the agreement with aircraft data (based on 3 of 4 metrics) and improves the agreement with the ship-based data (based on all metrics). The joint assimilation gives the best agreement with both the aircraft data (based on R 2 and F) and ship-based data sets (based on 3 metrics). Fig. 6 . Scatter plots comparing a priori CO 2 with a posteriori CO 2 (ppm) from the flask-based, the TES-based and the joint (TES and flask) inversions with CO 2 measurements from CARIBIC (aircraft) and ship-based flasks for 2006. The ship and aircraft data were not used in the assimilation. The slope, standard deviation (σ ), correlation coefficient (R 2 ) and F -ratio are provided for each panel as metrics for gauging the agreement. Independently assimilating TES CO 2 data improves the agreement with aircraft data (based on the slope and F ) but degrades the agreement with the ship-based data (based on all metrics), while independently assimilating the flask data degrades the agreement with aircraft data (based on 3 of 4 metrics) and improves the agreement with the ship-based data (based on all metrics). The joint assimilation gives the best agreement with both the aircraft data (based on R 2 and F ) and ship-based data sets (based on 3 metrics).
Comparisons with independent measurements
We assess the impact of the a posteriori fluxes on the simulated CO 2 distribution using independent ship and aircraft flask measurements of atmospheric CO 2 . Figure 6 shows comparisons of atmospheric CO 2 values for the entire year from the a priori, the flask a posteriori, TES a posteriori and the joint a posteriori against NOAA ship-based flask data and CARIBIC aircraft-based flask data (Fig. 1) , which were not used in the inversion. The figure also shows three standard goodness-of-fit metrics derived from a statistical analysis of variance (ANOVA), the standard deviation (σ ), correlation coefficient (R 2 ) and the F -ratio (Wilks, 2006) for each comparison. For the linear regression of an independent variable x and a dependent variable y, σ is a measure of how much the points spread from the regression line, R 2 can be interpreted as the proportion of the variation in y that is accounted for by the regression (ranging from 0-1), and F can be interpreted as a measure of how much the regression differs from a random distribution (F = 1). Therefore, a better fit is indicated by a lower σ , higher R 2 , higher F and in this case also a slope closer to 1.
The comparisons with the ship-based CO 2 show that the a priori already exhibits a high level of agreement (slope = 0.942, σ = 0.766 ppm, R 2 = 0.894, F = 5400) so further improvement will be challenging, yet the flask inversion improves all four metrics (slope = 0.965, σ = 0.674 ppm, R 2 = 0.919 and F = 7296). In contrast, the TES inversion produces a slight degradation in the agreement with the shipbased flask data, but combining the TES data with the stationary flask measurements in the joint inversion gives the best agreement to the ship-based flask data, with the slope increased to 1.008, the standard deviation reduced to 0.689 ppm, the correlation increased to 0.923, and F increased to 7635. This suggests that although the TES data alone do not improve agreement with the independent surface data, they do provide useful additional information on the surface fluxes when combined with the flask data.
Comparisons of the a priori CO 2 with CARIBIC data show reasonable agreement (slope = 0.497, σ = 0.955 ppm, R 2 = 0.477, F = 235). Among all of the comparisons to CARIBIC, the flask inversion gives the lowest standard deviation (0.84 ppm), but the flask data degrade the slope and the correlation of the fit. In contrast, the TES data improve the slope (0.87), the correlation (0.49), and the F -ratio (243) of the fit, while increasing the standard deviation to 1.13 ppm. As with the evaluation using the ship data, we find that integrating the TES data with the flask measurements gives the best overall fit to the CARIBIC data. Although the improvement is modest, this finding is evidence that TES CO 2 data are indeed providing useful additional constraints on the fluxes.
The fact that the TES inversion provides the best agreement with the CARIBIC measurements near 10-11 km, whereas the flask inversion provides the best agreement with the ship-based surface flask data suggests that model transport errors are a limitation for exploiting the information that mid-tropospheric measurements can provide about the surface, or that surface measurements provide on CO 2 in the middle and upper troposphere. However, it is extremely encouraging that the combination of TES and stationary flask CO 2 provide the best overall constraint on CO 2 as seen by the comparisons with surface ship flask data based on 3 of 4 parameters (slope, R 2 and F ) and with upper tropospheric aircraft data based on 2 of 4 parameters (R 2 and F ). This suggests much promise in the concept of integrating satellite and surface CO 2 data in joint assimilations or inversions of surface fluxes and is perhaps an indication that in addition to the more obvious complementarity in horizontal coverage between the satellite and flask data, an additional benefit likely arises from the constraints that combining these data provide on the vertical distribution of CO 2 in the troposphere.
Conclusions
Using the GEOS-Chem model, we have conducted a time-independent Bayesian inversion for natural surface-toatmosphere CO 2 fluxes in 40 geographic regions, using TES CO 2 observations and measurements of CO 2 from the NOAA and Environment Canada surface flask networks for 2006. Aggregating the results for these regions, we infer a global ocean flux of −1.13±0.21 Pg C, a global land biospheric flux of −2.77±0.20 Pg C and total global flux of −3.90±0.29 Pg C. These results are in the range of other inversion results for 2006 with the global ocean and global land values near the median of the values compared. We showed that the spatial coverage provided by satellite observations of CO 2 is an important benefit to CO 2 surface flux inversions especially in regions where the surface data are sparse such as South America or Africa. While TES CO 2 data provide weaker constraints on the surface fluxes than the flask measurements, they are shown to be complementary and combining them with the flask data produced an a posteriori CO 2 distribution that agreed best with independent ship flask measurements, as well as independent aircraft flask measurements near 10 km altitude. Since the TES data are limited to 40 • S-40 • N, the additional constraints on the surface fluxes were obtained mainly for the tropical regions, such as the tropical forests of South America and Africa. The joint inversion suggests that the tropical forests of South America could have been a weak sink (−0.17±0.20 Pg C) in 2006, compared to the strong source assumed in the a priori (+0.71±0.56 Pg C); however, the uncertainty on the flux estimate is sufficiently large that it is difficult to definitively distinguish this estimate from a weak source. We also found that the joint inversion indicated that the tropical African forests are a weak source (+0.07±0.07 Pg C), compared to the weak sink assumed in the a priori (−0.09±0.20 Pg C).
The flask inversion improved the model agreement with independent ship-based flask data, but degraded the agreement with independent aircraft data in the upper troposphere. Conversely, the TES inversion better reproduced the aircraft flask data in the upper troposphere, but exacerbated the disagreement between the model and the ship data. These different impacts of the inversions are most likely due to the influence of errors in the vertical transport in the model. Although the joint inversion improved the model agreement with both datasets, our results indicate the critical need to better characterize and mitigate biases in vertical transport in the model to more accurately quantify the fluxes.
Our results also indicate that although thermal infrared observations of CO 2 have limited sensitivity near the surface, they provide useful complementary information on the horizontal and vertical distribution of CO 2 to help constrain surface fluxes when used in combination with surface data. This suggests that there is potential utility in combining thermal infrared mid-tropospheric CO 2 data with near-infrared GOSAT or OCO-2 column observations, which will be explored in future work. Although the flux estimates for many of our regions are robust, more accurate quantification will require application of more sophisticated data assimilation techniques. In particular, conducting the inversion at the resolution of the model will significantly reduce potential aggregation errors. Additional work is also needed to better characterize and improve the biases in the TES CO 2 retrievals.
Although the time-independent Bayesian analytical inversion conducted here is a somewhat simple approach, it demonstrates the value of integrating TES data with the flask measurements. Over the coming years, as CO 2 satellite observations with different vertical sensitivities and other complementary measurement characteristics become more abundant, we expect that combining these satellite observations of CO 2 along with in situ CO 2 data, using more sophisticated data assimilation systems, will significantly enhance the accuracy and precision of the inferred flux estimates. This will undoubtedly improve our understanding of the global carbon cycle, and move the field toward achieving the capability for operational monitoring and verification of CO 2 fluxes from the biosphere and from fossil fuel combustion for treaties that aim to limit climate change (Pacala et al., 2010) .
