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Preface
This book presents vertex algebra from an algebraic perspective. Thus we em-
phasize algebraic concepts and methods. Definitions and constructions that
come from physics play a less important role and are always motivated alge-
braically.
My intention was to write a book very much like other textbooks in alge-
bra, in particular textbooks about noncommutative rings and Lie algebras.
My hope is that through this book more mathematicians will appreciate, use,
and study vertex algebra.
A more detailed introduction is given in chapter 1. References to the
literature are collected in Appendix B.
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VI Preface
Terminology. Our terminology concerning superalgebra is explained in
appendix A. Here we only mention the following conventions.
We always work with super objects without making this explicit in our
terminology, e.g. we work with super vector spaces and just call them vector
spaces. Morphisms of vector spaces need not preserve the supergrading; in
other words, they need not be even.
An even vector space is a vector space E = E0¯ ⊕ E1¯ with E1¯ = 0.
An algebra is a vector space V together with an even linear map V ⊗ V →
V, a⊗b 7→ ab. Commutative algebras are always assumed to be associative
and unital.
Supersigns are written as powers of
ζ := −1
in order to distinguish them from other signs. In the exponent of ζ we omit
to write the parity a˜ of an element a, instead of ζ a˜b˜ we just write ζab.
We sometimes omit supersigns to make the text more readable. Supersigns
are usually omitted in proofs. If we do not want to specify a supersign we
just write ±s.
Standard Notation. We denote by N,Z,Q,R,C the monoid of non-
negative integers, the ring of integers, and the fields of rational, real, and
complex numbers. For F = Z,Q, or R, define F≥ := {a ∈ F | a ≥ 0}. The
semigroups F≤,F>,F< are defined in the same way.
Let a be an element of an associative unital algebra and n ∈ K. The
divided powers and the binomial coefficients are
a(n) :=
{
an/n!
0
(
a
n
)
:=
{
(n!)−1
∏n−1
i=0 (a− i) if n ∈ N,
0 otherwise.
We denote by ea = exp a =
∑
a(n) the exponential.
For a vector space E, we denote by E[λ] and E[[λ]] the spaces of polyno-
mials and power series in the variable λ with coefficients in E.
We denote by gl(E) the general linear Lie algebra.
Our Notation. We work over a fixed ground field K of characteristic 0.
We write A ∼= B if two objects A and B are isomorphic. We often write
A = B if A and B are canonically isomorphic.
If S is a set with an equivalence relation and a ∈ E then [a] denotes the
equivalence class of a.
If R is a ring then R× denotes the group of units of R.
If V is an algebra with multiplication a ⊗ b 7→ aαb and E,F ⊂ V are
subspaces then we define EαF := span{aαb | a ∈ E, b ∈ F}.
We sometimes consider ρZ-gradations. In this case ρ ∈ Q× such that
ρ−1 ∈ N.
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1 Introduction
The New Approach. This book presents a new approach to vertex alge-
bras. The new approach says that a vertex algebra is an associative algebra
such that the underlying Lie algebra is a vertex Lie algebra. In particular,
vertex algebras can be formulated in terms of a single multiplication and they
behave like associative algebras with respect to it.
This statement is not just an analogy but is based on a theorem of Bakalov
and Kac. They observed that the data of a vertex algebra are equivalent to
an algebra and a λ-bracket and proved that the usual vertex algebra axioms
are equivalent to five identities for the algebra and the λ-bracket. These five
identities correspond to the five identities in the following definition of an
associative algebra.
We first recall the notion of a pre-Lie algebra. This is a nonassociative
algebra V such that left multiplication ρ : V → End(V ), a 7→ a·, is an algebra
morphism with respect to the commutator [a, b]∗ := ab−ba on V and End(V ).
Any associative algebra is a pre-Lie algebra because an algebra is associative
iff ρ(ab) = (ρa)(ρb) and this implies ρ[a, b]∗ = [ρa, ρb]∗. Moreover, if V is a
pre-Lie algebra then [ , ]∗ is a Lie bracket because gl(V ) is a Lie algebra and
one can make ρ into a monomorphism by adjoining an identity 1 to V .
Now an equivalent but redundant definition of an associative algebra is:
An associative algebra is a pre-Lie algebra together with a Lie bracket [ , ]
such that [ , ]∗ = [ , ] and [a, ] is a derivation: [a, bc] = [a, b]c+ b[a, c].
In the case of vertex algebras, the Lie bracket is replaced by a Lie λ-bracket
and the redundancy in the axioms disappears. This is explained next.
Vertex Lie Algebras. Vertex algebras live in the category of K[T ]-modules,
i.e. vector spaces endowed with an operator T . Algebras in this category are
differential algebras, i.e. K[T ]-modules with a multiplication such that T is a
derivation.
A λ-bracket on a K[T ]-module R is a linear map a⊗b 7→ [aλb], from R⊗R
to the space R[λ] of polynomials with coefficients in R, such that
T [aλb] = [Taλb] + [aλTb] and [Taλb] = −λ[aλb].
A Lie λ-bracket is a λ-bracket that satisfies conformal skew-symmetry [aλb] =
−[b−λ−Ta] and the conformal Jacobi identity
[aλ[bµc]] = [[aλb]µ+λc] + [bµ[aλc]].
2 1 Introduction
Here we use that cT :=
∑
T i(ci) for cλ =
∑
ciλ
i ∈ R[λ]. A vertex Lie algebra
is a K[T ]-module with a Lie λ-bracket.
One can show that any vertex Lie algebra has a natural Lie bracket [ , ]Lie
defined by the formal integral [a, b]Lie :=
∫ 0
−T
dλ[aλb].
Associative Vertex Algebras. We define a vertex algebra to be a differen-
tial algebra with a λ-bracket. A conformal derivation of a vertex algebra V
is a map dλ : V → V [λ] that satisfies dλ[aµb] = [(dλa)µ+λb] + [aµ(dλb)] and
the Wick formula:
dλ(ab) = (dλa)b + a(dλb) +
∫ λ
0
dµ [(dλa)µb].
A vertex algebra is associative if the underlying algebra is a pre-Lie algebra,
the λ-bracket is a Lie λ-bracket, the commutator [ , ]∗ is equal to [ , ]Lie, and
[aλ ] is a conformal derivation for any a.
Thus an associative vertex algebra is a differential pre-Lie algebra with a
Lie λ-bracket such that [ , ]∗ = [ , ]Lie and [aλ ] is a conformal derivation.
A vertex algebra is unital if the underlying algebra is unital, i.e. if it has
an identity element 1. Bakalov and Kac proved the following result.
Theorem. The notion of an associative unital vertex algebra is equivalent
to the usual definition of a vertex algebra due to Borcherds.
Reversing the historical development, we take the above definition of an
associative vertex algebra as the starting point of this book.
The Original Approach. The usual formulation of vertex algebras is in
terms of a linear map
Y : V → End(V )[[z±1]], a 7→ a(z) =
∑
t∈Z
at z
−t−1.
The property (Ta)(z) = ∂za(z) implies that a−1−tb = (T
(t)a)−1b for t ≥ 0
where T (t) := T t/t!. The relation between the two formulations is given by
ab = a−1b and [aλb] =
∑
t≥0 atb λ
(t).
The proof of the theorem goes roughly as follows. The map Y defines
a vertex algebra in Borcherds’ sense iff Y satisfies skew-symmetry and the
commutator formula. Skew-symmetry is a(z)b = ezT b(−z)a or equivalently
arb =
∑
i≥0
(−1)r+i+1 T (i)(br+ia).
It is easy to see that skew-symmetry for r ≥ 0 is conformal skew-symmetry
and for r = −1 it is [ , ]∗ = [ , ]Lie. Moreover, skew-symmetry for r 6= 0 implies
skew-symmetry for r−1. Thus skew-symmetry is equivalent to two identities:
conformal skew-symmetry and [ , ]∗ = [ , ]Lie.
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Similarly, the commutator formula [at, bs] =
∑(t
i
)
(aib)t+s−i can be de-
composed into three identities that express that the product and the λ-
bracket are compatible with themselves and with each other. For t, s ≥ 0
it is the conformal Jacobi identity, for t ≥ 0, s = −1 it is the Wick formula,
and for t = s = −1 it is the pre-Lie identity if [ , ]∗ = [ , ]Lie. Conformal skew-
symmetry implies that the commutator formula holds for a, b and t, s iff it
holds for b, a and s, t. Finally, the commutator formula for t, s 6= 0 implies
the commutator formula for t− 1, s and t, s− 1. Thus the theorem follows.
Advantages of the New Approach. The new formulation of vertex alge-
bras in terms of pre-Lie algebras makes it possible to study vertex algebras as
a class of associative algebras and to present the subject like in an ordinary
algebra textbook. The original approach, using infinite families of multipli-
cations, distributions, the Jacobi identity, and locality, made it hard to get
used to vertex algebras and to apply standard ideas from algebra to them.
Various notions in algebra appear now more naturally for vertex algebras:
identity element 1 and idempotent; derivation; commuting elements, centre,
and commutative vertex algebra; vertex Poisson algebra; gradation and dif-
ferential and invariant filtration. We define conformal derivations of a vertex
algebra and prove that they form an unbounded vertex Lie algebra.
Various results and proofs in algebra now have more natural analogues
for vertex algebras. For example, results about generating subspaces, the
PBW-property, and C1(V ) and results about generating subspaces without
repeats and C2(V ), see section 4.4. These results are proven using filtrations.
Another example is the statement that if an associative algebra is endowed
with a compatible bracket such that [a, b] = 1 for some a, b then [ , ] is equal
to the commutator. The vertex analogue of this statement is the following
theorem of Bakalov and Kac: If a vertex algebra V satisfies the associativity
formula and atb = 1 for some a, b ∈ V, t ≥ 0 then V is associative, see sections
4.2.6–4.2.8. The block decomposition into indecomposable subalgebras also
exists for vertex algebras, see section 4.3.3.
Various constructions of ordinary algebras from vertex algebras are now
more natural. An easy example is the commutative subalgebra V0 of an
N-graded vertex algebra that is the starting point for the vertex algebras
of chiral differential operators. Another example is the Gerstenhaber alge-
bra HQ(V ) of a topological vertex algebra, see section 4.5.6. The associated
graded vertex algebra grV of a filtered vertex algebra V is often a commuta-
tive algebra.
We emphasize universal properties and adjoint functors. In particular, we
construct associative vertex algebras in terms of generators and relations. We
systematically use the convenient formalism of λ-products due to Kac.
Further Highlights. In chapter 2 on vertex Lie algebras we present
Chambert-Loir’s beautiful proof that locality implies the weak commutator
formula and Roitman’s result that, roughly speaking, the functors g→ g[[z±1]]
and R 7→ g(R) are adjoint. This last result implies that vertex Lie algebras
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form a full subcategory of the category of local Lie algebras. Instead of loca-
lity, we primarily use the weak commutator formula to motivate the notions
of a local Lie algebra and a vertex Lie algebra.
In chapter 3 on associative vertex algebras we prove that a vertex alge-
bra of fields is associative iff it is local. More precisely, we show that the
pre-Lie identity, the conformal Jacobi identity, and the Wick formula are sa-
tisfied for any fields. Conformal skew-symmetry and [ , ]∗ = [ , ]Lie for fields
are equivalent to locality. We present Matsuo and Nagatomo’s proof of the
Wick formula that exhibits the symmetry of the Jacobi identity. We also
give a new construction of the t-th products of fields and use it to prove that
skew-symmetry for fields is equivalent to locality and to prove Dong’s lemma.
We prove that associative vertex algebras form a full subcategory of the
category of local associative algebras.
In chapter 4 on basic results we give a unified presentation of the thirteen
vertex algebra identities and the implications between them. Most results
are derived from the fundamental recursion, S3-symmetry, and the second
recursion. In particular, we give a new proof of the above theorem of Bakalov
and Kac.
In chapter 5 on the enveloping vertex algebra U(R), we explain three
constructions of U(R): as a quotient of the free vertex algebra generated by
R, as a quotient of the tensor vertex algebra of R, and as a Verma module
V (g) of the Borcherds Lie algebra g of R. For an arbitrary local Lie algebra
g, we define the notion of a vertex algebra over g and prove that V (g) is
the universal vertex algebra over g. We prove the Poincare´-Birkhoff-Witt
theorem for U(R). It states that the associated graded vertex algebra grU(R)
with respect to the invariant filtration generated by R is isomorphic to the
symmetric algebra S∗R.
In chapter 6 on representation theory we prove the basic properties of the
Zhu algebra A(V ) using an isomorphism A(V ) → (Vˆ∗)0/K where Vˆ is the
affinization of V .
2 Vertex Lie Algebras
The purpose of this chapter is to discuss examples of vertex Lie algebras and
to explain the relation between vertex Lie algebras and local Lie algebras.
We emphasize that the relation between Lie brackets and Lie λ-brackets is
provided by the weak commutator formula.
In section 2.1 we show that many important infinite-dimensional Lie al-
gebras have the structure of a local Lie algebra.
In sections 2.2–2.4 we show that vertex Lie algebras form a full subcat-
egory of the category of local Lie algebras. We first prove that the weak
commutator formula is equivalent to locality. Then we show that the distri-
butions ci(z) appearing in the weak commutator formula define the structure
of a vertex Lie algebra on the space R(g) of distributions of a local Lie al-
gebra g. Finally, we construct a fully faithful functor R 7→ g(R) from vertex
Lie algebras to local Lie algebras such that R(g(R)) = R and the ci(z)s of
the weak commutator formula for g(R) are given by the λ-bracket of R.
In section 2.5 we show that all the examples of local Lie algebras from
section 2.1 are in fact vertex Lie algebras and discuss free vertex Lie algebras
and vertex Lie algebras of conformal operators and conformal derivations.
Note that our conventions regarding terminology and notation are listed
at the end of the preface.
2.1 Examples of Local Lie Algebras
The most important infinite-dimensional Lie algebras are the affine and (su-
per) Virasoro Lie algebras. An important auxiliary role is played by certain
infinite-dimensional Heisenberg and Clifford Lie algebras. These Lie algebras
g have the additional structure of a set of families (at), where at ∈ g and
t ∈ Z, such that the at span g and satisfy the weak commutator formula.
Such Lie algebras are called local Lie algebras.
Two families (at), (bt) satisfy the weak commutator formula if there exist
families (d1t ), . . . , (d
m
t ) such that [at, bs] is equal to a linear combination of
djt+s with polynomial coefficients in t, s. Note that this condition is particu-
larly natural if g is a Z-graded Lie algebra and at, bt, d
j
t ∈ gt.
In section 2.1.1 we define graded local Lie algebras. In the remaining
sections 2.1.2–2.1.7 we consider examples.
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2.1.1 Weak Commutator Formula and Local Lie Algebras
We define local Lie algebras in terms of the weak commutator formula. We
also define graded local Lie algebras since it makes it easier to describe ex-
amples like the Virasoro algebra.
Let g be a Lie algebra and at, bt ∈ g for t ∈ Z. We say that the families
(at), (bt) satisfy the weak commutator formula if there exist families (d
j
t )
in g and polynomials pj(t, s) ∈ K[t, s] such that
[at, bs] =
m∑
j=1
pj(t, s) d
j
t+s.
Everything we do takes place in the category of K[T ]-modules. Here K[T ]
is the polynomial ring in one even variable. Thus a K[T ]-module is the same
thing as a vector space with an even operator T . The category of K[T ]-
modules is a monoidal category with T acting on V ⊗W as T ⊗ 1 + 1⊗ T .
A differential algebra is a K[T ]-module V with a morphism V ⊗V → V .
In other words, it is an ordinary algebra with a derivation T .
Let V be a differential algebra. A derivation of V is a K[T ]-module
morphism d such that d(ab) = (da)b + ζdaa(db). A differential of V is an
odd derivation d such that d2 = 0. Note that T is in general not a differential.
A left ideal of V is a K[T ]-submodule I such that V I ⊂ I. Right ideals
and (two-sided) ideals are defined in the same way. If I is an ideal then V/I
is the quotient differential algebra.
Definition. A local Lie algebra is a differential Lie algebra g together
with a set Fg of families a = (at) in g such that any a, b ∈ Fg satisfy the
weak commutator formula, g = span{at | a ∈ Fg, t ∈ Z}, and Tat = −tat−1.
Morphisms of local Lie algebras are defined in section 2.3.7. Since a lo-
cal Lie algebra is spanned by the elements at, the operator T is uniquely
determined by Tat = −tat−1.
A gradation of a K[T ]-module V is a K-gradation V =
⊕
Vh such that
TVh ⊂ Vh+1 for h ∈ K. This is equivalent to giving an even diagonalizable
operator H such that [H,T ] = T . The correspondence is given by H |Vh = h.
We callH theHamiltonian and ha := h the weight of a ∈ Vh. A subset S ⊂
V is homogeneous if S ⊂
⊕
(S ∩ Vh). A subspace E ⊂ V is homogeneous
iff HE ⊂ E, see Proposition A.1.
A gradation of a differential algebra V is a gradation of the K[T ]-module
such that Vh · Vk ⊂ Vh+k.
If g is a K-graded Lie algebra then we denote families in g by (a(t)) where
t ∈ Z. Let (gZ)h be the space of families (a(t)) such that a(t) ∈ gh−t−1. If
(a(t)) ∈ (g
Z)h, define an := a(n+h−1) for n ∈ Z− h. Then an ∈ g−n.
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Definition. A graded local Lie algebra is a local Lie algebra g to-
gether with a differential Lie algebra gradation g =
⊕
gh such that Fg is a
homogeneous subset of
⊕
(gZ)h.
We usually specify a graded local Lie algebra by giving a differential Lie
algebra g, a set of families a = (an)n∈Z−ha , and numbers ha. Then Fg :=
{(at+1−ha)t∈Z | a} and gn := span{a−n | a}. The data g, a, ha define a graded
local Lie algebra iff g = span{an}, Tan = −(n+ha−1)an−1, and for any a, b
there exist ejn ∈ g−n and qj ∈ K[n,m] such that [an, bm] =
∑
qj(n,m)e
j
n+m.
2.1.2 Affine Lie Algebras
We show that loop and affine Lie algebras are graded local Lie algebras.
Let g be a Lie algebra. If C is an even commutative differential algebra
then g⊗ C is a differential Lie algebra with T = 1⊗ T and bracket
[a⊗ f, b⊗ g] := [a, b]⊗ fg.
The functor g 7→ g⊗C is a base change functor from Lie algebras over K to
Lie algebras over C.
The loop Lie algebra of g is g˜ := g ⊗K[x±1] where K[x±1] is endowed
with the derivation T = −∂x. Define an := a⊗ x
n for a ∈ g and n ∈ Z. Then
[an, bm] = [a, b]n+m and Tan = −∂x(a ⊗ x
n) = −nan−1. Thus g˜ with the
families (an), a ∈ g, h = 1, is a graded local Lie algebra.
A bilinear form on g is invariant if ([a, b], c) = (a, [b, c]). For example, if
g is even then the Killing form (a, b) := Tr[a, ][b, ] is an invariant symmetric
bilinear form. Moreover, if K is algebraically closed and g is simple then any
invariant bilinear form is a multiple of the Killing form. This follows from
Schur’s lemma and the fact that a bilinear form is invariant iff g → g∗, a 7→
(a, ), is a g-module morphism.
Let g be a Lie algebra with an invariant symmetric bilinear form. Then
ε : Λ2g˜ → K, an ∧ bm 7→ n(a, b)δn+m is a Chevalley-Eilenberg 2-cocycle
because, omitting supersigns, we have
ε([an, bm], ck) + ε([ck, an], bm) + ε([bm, ck], an)
=
(
(n+m)([a, b], c) + (k + n)([c, a], b) + (m+ k)([b, c], a)
)
δn+m+k
= 2(n+m+ k) ([a, b], c) δn+m+k = 0.
The affine Lie algebra gˆ is the central extension of g˜ given by the 2-
cocycle ε. Thus gˆ = g˜⊕Kkˆ such that kˆ is central and
[an, bm] = [a, b]n+m + n(a, b)δn+mkˆ.
The operator T : an + λkˆ 7→ −nan−1 is a derivation of gˆ because T is a
derivation of g˜ and the projection of [Tan, bm]+[an, T bm] onto Kkˆ is equal to
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(−n(n−1)−mn)(a, b)δn+m−1kˆ = 0. Moreover, T (δnkˆ) = 0 = −(n−1)δn−1kˆ.
Thus gˆ with the families (an), a ∈ g, h = 1, and (δnkˆ), h = 0, is a graded local
Lie algebra.
LetK = C and g be an even finite-dimensional simple Lie algebra. By Car-
tan’s criterion the Killing form is non-degenerate. Hence the non-degenerate
invariant symmetric bilinear forms are the non-zero multiples of the Killing
form. We state without proof the following result.
Proposition. Let K = C and g be an even finite-dimensional simple Lie
algebra. Then gˆ is the universal central extension of g˜. 
2.1.3 Heisenberg and Clifford Lie Algebras
We show that Heisenberg and Clifford Lie algebras are graded local Lie alge-
bras and explain their relation to Weyl and Clifford algebras.
A Heisenberg Lie algebra is a Lie algebra h such that [h, h] is even and
one-dimensional and equal to the centre of h.
Let h be a Heisenberg Lie algebra. Choose an isomorphism between [h, h]
and K. Then the bracket of h induces a non-degenerate skew-symmetric bi-
linear form on W := h/[h, h]. In particular, if h = h0¯ and dim h <∞ then W
is a symplectic vector space and dim h ∈ 3 + 2N.
Conversely, let W be a vector space with a skew-symmetric bilinear form
ω. In other words, W is given by a pair of even vector spaces W0¯,W1¯ such
thatW0¯ is endowed with a skew-symmetric andW1¯ with a symmetric bilinear
form. Then H(W ) := W ⊕ Kkˆ with [a, b] := ω(a, b)kˆ and [a, kˆ] := 0 is a Lie
algebra. Moreover, H(W ) is a Heisenberg Lie algebra iff W 6= 0 and ω is
non-degenerate. One can view H(W ) as the central extension of the abelian
Lie algebra W given by the 2-cocycle Λ2W → K, a ∧ b 7→ ω(a, b).
If W is a symplectic vector space and 2n = dimW < ∞ then the Weyl
algebra An is the enveloping algebra of H(W ) modulo the relation kˆ = 1. It
is isomorphic to the algebra of differential operators of K[x1, . . . , xn].
If B is an even vector space with a symmetric bilinear form then the
Clifford algebra is the associative unital algebra generated by B with re-
lations a2 = (a, a). These relations are equivalent to ab + ba = 2(a, b). Thus
the Clifford algebra is the enveloping algebra of H(ΠB) modulo the relation
kˆ = 2. Here Π is the parity-change functor.
There are two ways to construct W from a vector space B with a sym-
metric bilinear form in such a way that H(W ) is a local Lie algebra.
TheHeisenberg Lie algebra of B is H(B⊗K[x±1]) where ω(an, bm) :=
n(a, b)δn+m for an := a⊗x
n. This is just the affine Lie algebra Bˆ where B is
viewed as an abelian Lie algebra with an invariant symmetric bilinear form.
In particular, it is a graded local Lie algebra. Since [a0, Bˆ] = 0, the Heisenberg
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Lie algebra of B is never a Heisenberg Lie algebra. But Kkˆ⊕
⊕
n6=0B⊗Kx
n
is a Heisenberg Lie algebra if B is non-degenerate.
The Clifford Lie algebra is C(B) := H(B⊗K[x±1]θ) where θ is an odd
variable and ω(an, bm) := (a, b)δn+m for an := a⊗ x
n−1/2θ and n ∈ Z+ 1/2.
The operator T : an 7→ −(n− 1/2)an−1, kˆ 7→ 0, is a derivation of C(B) since
[Tan, bm]+ [an, T bm] = −(n+m− 1)(a, b)δn+m−1kˆ = 0. Thus C(B) with the
families (an), a ∈ V, h = 1/2, and (δnkˆ), h = 0, is a graded local Lie algebra.
If W is a symplectic vector space then Π̂W is called a symplectic
fermion Lie algebra and C(ΠW ) is called a bosonic ghost Lie alge-
bra.
2.1.4 Witt Algebra
We show that the Witt algebra is a simple graded local Lie algebra.
Let Der(C) denote the space of derivations of a commutative algebra C.
This is a C-module and a Lie subalgebra of gl(C). If ∂, ∂′ ∈ Der(C) such that
[∂, ∂′] = 0 and f, g ∈ C then
[f∂, g∂′] = f∂(g)∂′ − ζ(f+∂)(g+∂
′)g∂′(f)∂.
The Witt algebra Witt is the Lie algebra of derivations of K[z±1]. It is
a free K[z±1]-module of rank 1 with basis ∂z . Define ℓn := −z
n+1∂z . Then
[ℓn, ℓm] = (n−m)ℓn+m. In particular, [ℓ−1, ℓm] = −(m+1)ℓm−1. Since [ℓ−1, ]
is a derivation ofWitt, we see thatWitt with the family (ℓn), h = 2, is a graded
local Lie algebra.
We now show that Witt is a simple Lie algebra. Since [ℓ0, I] ⊂ I, any
ideal I ⊂Witt is Z-graded by Proposition A.1. If ℓn ∈ I then ℓm ∈ I for any
m 6= 2n since [ℓn, ℓk] = (n − k)ℓn+k. Thus if n = 0 then I = Witt. If n 6= 0
then also I = Witt since ℓ4n ∈ I and hence ℓ2n ∈ I.
2.1.5 Virasoro Algebra
We show that the universal central extension of the Witt algebra is a graded
local Lie algebra.
It is well-known that a Lie algebra g has a universal central extension iff
g is perfect: g = [g, g]. Any simple Lie algebra is perfect, in particular Witt
is perfect. We define the Virasoro algebra Vir to be the universal central
extension of Witt.
Lemma. Let h be a trivial Witt-module.
(i) Any Chevalley-Eilenberg 2-cocycle ε : Λ2Witt→ h is cohomologous to
a cocycle of the form ℓn ∧ ℓm 7→ cnδn+m for some cn ∈ h.
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(ii) Let ε : ℓn ∧ ℓm 7→ cnδn+m be a 2-cochain. Then ε is a cocycle iff
cn = n
3a+ nb for some a, b ∈ h. Moreover, ε is a coboundary iff a = 0.
Proof. (i) Define cn,m := ε(ℓn∧ ℓm). The cocycle condition is ε([ℓn, ℓm], ℓk)+
ε([ℓk, ℓn], ℓm) + ε([ℓm, ℓk], ℓn) = 0. Since cn,m = −cm,n and [ℓ0, ℓn] = −nℓn
the cocycle condition for n = 0 yields (m− k)c0,m+k = −(m+ k)cm,k.
The coboundary of a 1-cochain f : Witt → h is df : a ∧ b 7→ −f([a, b]).
Define f by ℓn 7→ −c0,n/n if n 6= 0 and ℓ0 7→ 0. Then (df)(ℓn ∧ ℓm) =
−(n − m)f(ℓn+m) = (n − m)c0,n+m/(n + m) = −cn,m if n + m 6= 0 and
(df)(ℓn ∧ ℓm) = 0 otherwise. Thus ε+ df : ℓn ∧ ℓm 7→ δn+mcn,−n.
(ii) The cocycle condition for ε is
δn+m+k
(
(n−m)cn+m + (k − n)ck+n + (m− k)cm+k
)
= 0.
‘⇒’ We have to show that (n−m)cn+m−(2n+m)c−m+(2m+n)c−n = 0.
This is clear for cn = na. For cn = n
3b this follows from (n−m)(n+m)3 =
(n2 −m2)(n2 +m2 + 2nm) = n4 −m4 + 2n3m− 2nm3.
‘⇐’ For any h ∈ h, the 2-cochain ℓn∧ℓm 7→ nδn+mh is the coboundary of
f : ℓn 7→ −δnh/2 because −f([ℓn, ℓm]) = (n −m)δn+mh/2 = nδn+mh. Thus
ℓn ∧ ℓm 7→ dnδn+m is also a cocycle where dn := cn − nc1.
We have d1 = 0. Since ε is a cochain we have c−n = −cn and hence
also d−n = −dn. Thus d−1 = d0 = 0. The cocycle condition for n = 1 and
k = −1 −m is (1 −m)d1+m + (−m − 2)d−m = 0 using that d−1 = 0. This
implies that dm+1 = dm(m + 2)/(m − 1) for any m ≥ 2. Since d−m = −dm
we get dm =
(
m+1
3
)
d2 for any m ∈ Z.
Suppose that n3δn+ma = −(n−m)f(ℓn+m) for some f . For n = −m we
get n3a = −2nf(ℓ0) for any n. Contradiction. ✷
Remark. Let g be a perfect Lie algebra and e, e′ two central extensions
of g. Then there exists at most one morphism e→ e′ over g.
Proof. Let φ, ψ : e → e′ be two morphisms over g and δ := φ − ψ. Then
δe ⊂ ker(e′ → g). Thus φ[a, b] = [ψa+ δa, ψb+ δb] = ψ[a, b]. Since e is perfect
we get φ = ψ. ✷
Proposition. The universal central extension of Witt is given by the
2-cocycle ℓn ∧ ℓm 7→ n
3δn+m.
Proof. Let Vir′ be the central extension of Witt given by the 2-cocycle ℓn ∧
ℓm 7→ n
3δn+m and Ln, cˆ, n ∈ Z, be a basis of Vir
′ such that cˆ is central
and [Ln, Lm] = (n − m)Ln+m + n
3δn+mcˆ. Since [L1, L−1] = 2L0 + cˆ and
[L2, L−2] = 4L0 + 8cˆ we see that cˆ ∈ [Vir
′,Vir′]. Because Witt is perfect it
follows that Vir′ is perfect, too.
Let g be a central extension of Witt by the trivial Witt-module h. The
Lemma shows that H2(Witt, h) is isomorphic to h via [εa] 7→ a where εa :
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ℓn ∧ ℓm 7→ n
3δn+ma. Thus the relation between H
2(Witt, h) and central
extensions ofWitt by h directly implies that there exists a morphism Vir′ → g
over Witt. This morphism is unique because of the Remark. ✷
The Proposition and the Lemma show that Vir has a basis Ln, cˆ, n ∈ Z,
such that cˆ is central and
[Ln, Lm] = (n−m)Ln+m + (n
3 − n)δn+mcˆ/12.
Since [L−1, Ln] = −(n+1)Ln−1 we see that Vir with the families (Ln), h = 2,
and (δncˆ), h = 0, is a graded local Lie algebra.
2.1.6 Super Witt, Contact, and Special Lie Algebras
We show that the super Witt algebrasWN are graded local Lie algebras. We
state that the same is true for the contact and special Lie algebras KN and
S′N and we describe K1 explicitly.
Super Witt Algebras. Let Λ(N) := K[ξ1, . . . , ξN ] be the polynomial ring
inN odd variables. We consider Λ(N) as a graded ring with hξi := 1/2. Define
Λ(1, N) := K[z±1]⊗Λ(N) where z is even. The N=N super Witt algebra
WN is the Lie algebra of derivations of Λ(1, N). In particular, W0 = Witt.
The Λ(1, N)-module WN is free of rank N + 1 with basis ∂z, ∂i := ∂ξi .
Let a ∈ Λ(N). Define a0n := −z
n+1−haa∂z for n ∈ Z + ha and a
i
n :=
zn+(1/2)−haa∂i for n ∈ Z+ ha − 1/2 and i = 1, . . . , N . Then
[a0n, b
0
m] = (n−m− ha + hb)(ab)
0
n+m,
[a0n, b
j
m] = −(m+ (1/2)− hb)(ab)
j
n+m − ζ
a+b((∂ja)b)
0
n+m,
[ain, b
j
m] = (a∂ib)
j
n+m + ζ
a((∂ja)b)
i
n+m.
In particular, [10−1, a
0
n] = −(n+ 1 − ha)a
0
n−1 and [1
0
−1, a
i
n] = −(n + (1/2)−
ha)a
i
n−1. ThusWN with the families (a
0
n), h = 2−ha, and (a
i
n), h = (3/2)−ha
for a ∈ Λ(N), i = 1, . . . , N , is a graded local Lie algebra. One can show that
WN is simple.
It is clear that WN−1 ⊂ WN is a subalgebra. In particular, we have
Witt ⊂ WN and ℓn = 1
0
n. A calculation shows that for any λ ∈ K
N the map
ℓn 7→ ℓ
λ
n := 1
0
n − (n+ 1)
∑
i λi(ξi)
i
n is a monomorphism Witt→WN . As will
be clear later, this fact also follows from Proposition 2.5.11.
Contact Lie Algebras. Let Ω(1, N) be the Λ(1, N)-module of Ka¨hler
differentials with universal differential d : Λ(1, N) → Ω(1, N). Then df =
(dz)∂zf +
∑
(dξi)∂if . The Lie algebra WN acts on Ω(1, N) by derivations
such that d : Λ(1, N)→ Ω(1, N) is an oddWN -module morphism. The action
of WN on Ω(1, N) is called the Lie derivative.
12 2 Vertex Lie Algebras
Define ω := dz −
∑
ξidξi. The N=N contact Lie algebra is
KN := {∂ ∈WN | ∂ω = pω for some p ∈ Λ(1, N)}.
This is a subalgebra because ∂ω = pω and ∂′ω = p′ω implies [∂, ∂′]ω =
(∂p′+(−1)p
′∂p′p− (−1)∂∂
′
∂′p− (−1)∂∂
′+p∂′pp′)ω = (∂p′− (−1)∂∂
′
∂′p)ω. We
have K0 = W0 = Witt since (p∂z)dz = (∂zp)dz for any p ∈ K[z
±1]. One can
show that K2 ∼=W1.
One can show thatKN is a graded local Lie algebra, FKN has 2
N elements,
and KN is simple iff N 6= 4. Moreover, K
′
4 := [K4,K4] is a simple graded
local Lie algebra. We have ℓλn ∈ KN for any n iff λi = 1/2 for any i.
One can show that a basis of K1 is given by the derivations ℓn and gm
where ℓn := ℓ
1/2
n = −zn+1∂z− (1/2)(n+1)z
nξ∂ξ and gm := z
m+1/2(ξ∂z+∂ξ)
for n ∈ Z and m ∈ Z+ 1/2. We have
[ℓn, gm] = ((n/2)−m)gn+m, [gn, gm] = 2ℓn+m.
Since [ℓ−1, gm] = −(m+1/2)gm−1 we see that K1 with the families (ℓn), h =
2, and (gn), h = 3/2, is a graded local Lie algebra.
Special Lie Algebras. The divergence of X =
∑
Xi∂i ∈ WN is
divX :=
N∑
i=0
ζXi∂i∂iXi
where ∂0 := ∂z . The N=N special Lie algebra is
SN := {X ∈ WN | divX = 0}.
This is a subalgebra because div[X,Y ] = XdivY − ζXY Y divX .
One can show that SN = S
′
N ⊕ Kξ1 . . . ξN∂z where S
′
N := [SN , SN ].
Moreover, S′N is a graded local Lie algebra, FS′N has N2
N elements, and S′N
is simple iff N ≥ 2.
2.1.7 Super Virasoro Algebras
We give an overview of the super Virasoro algebras. They are universal central
extensions of the simple Lie algebras KN , N ≤ 3, S
′
2, and K
′
4 and are also
graded local Lie algebras.
Let 0 ≤ N ≤ 3. The N=N super Virasoro algebra N -Vir is the univer-
sal central extension of the contact Lie algebra KN . Thus 0-Vir = Vir. One
can show that the centre of N -Vir is one-dimensional and N -Vir is a graded
local Lie algebra. For N = 0 these results were proven in section 2.1.5.
The N=1 super Virasoro algebra 1-Vir is also called theNeveu-Schwarz
algebra. It has a basis Ln, Gm, cˆ for n ∈ Z,m ∈ Z+1/2 such that Ln, cˆ span
a Virasoro algebra and Gm are odd with
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[Ln, Gm] = ((n/2)−m)Gn+m, [Gn, Gm] = 2Ln+m + (4n
2 − 1)δn+mcˆ/12.
Thus 1-Vir with the families (Ln), (Gm), (δncˆ) and h = 2, 3/2, 0 is a graded
local Lie algebra. We have T = [L−1, ].
The N=2 super Virasoro algebra 2-Vir has a basis Ln, G
+
m, G
−
m, Jn, cˆ for
n ∈ Z,m ∈ Z + 1/2 such that Ln, cˆ span a Virasoro algebra, Jn, cˆ span a
Heisenberg Lie algebra with [Jn, Jm] = nδn+mcˆ/3 and [Ln, Jm] = −mJn+m,
and G±m are odd with
[Ln, G
±
m] = ((n/2)−m)G
±
n+m, [Jn, G
±
m] = ±G
±
n+m,
[G+n , G
−
m] = 2Ln+m + (n−m)Jn+m + (4n
2 − 1)δn+mcˆ/12,
[G+n , G
+
m] = [G
−
n , G
−
m] = 0. Thus 2-Vir with the families (Ln), (G
±
m), (Jn), (δncˆ)
and h = 2, 3/2, 1, 0 is a graded local Lie algebra.
The N=4 super Virasoro algebra 4-Vir is the universal central exten-
sion of S′2. The large N=4 super Virasoro algebra A is the universal
central extension of K ′4. One can show that 4-Vir and A are graded local Lie
algebras.
The centre of 4-Vir and of the universal central extension ofWN for N ≤ 2
are one-dimensional. The centre of A is two-dimensional. The Lie algebras
WN for N ≥ 3, KN for N ≥ 5, and S
′
N for N ≥ 3 have no non-trivial central
extensions.
It seems that Vir, 1-Vir, 2-Vir, 4-Vir, and A are the only physically inter-
esting Lie algebras that contain the Virasoro algebra.
2.2 Weak Commutator Formula and Locality
In section 2.2.1 we write the weak commutator formula in terms of distri-
butions. In sections 2.2.2–2.2.4 we prove that the weak commutator formula
is equivalent to locality using the correspondence between distributions and
morphisms defined on test functions.
2.2.1 Weak Commutator Formula and Distributions
We rewrite the weak commutator formula in terms of distributions.
Let g be a Lie algebra and at, bt ∈ g for any t ∈ Z. Since K[t, s] = K[t, t+s]
and since the polynomials
(
t
i
)
for i ≥ 0 form a basis of K[t], we see that
(at), (bt) satisfy the weak commutator formula iff there exist families (c
i
t) in
g such that
[at, bs] =
n∑
i=0
(
t
i
)
cit+s−i.
This is the weak commutator formula.
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We identify a family (at) of vectors of a vector space E with the formal
sum
a(z) =
∑
t∈Z
atz
−t−1
where z is an even formal variable. We call a(z) a distribution.
The space E[[z±1]] of E-valued distributions is a module over the ring
K[z±1] of Laurent polynomials, zsa(z) :=
∑
at+sz
−t−1. The module E[[z±1]]
has a derivation ∂z defined by ∂za(z) := −
∑
t at−1z
−t−1. We identify a ∈ E
with the constant distribution a =
∑
δt,−1az
−t−1.
A linear map κ : E ⊗ F → G induces a morphism
E[[z±1]]⊗ F [[w±1]] → G[[z±1, w±1]],
a(z)⊗ b(w) 7→
∑
t,s
κ(at ⊗ bs)z
−t−1w−s−1,
called the operator product. The operator product is in general not well-
defined for z = w. The singularity at z = w is studied using the operator
product expansion, see section 3.3.5.
The delta distribution is
δ(z, w) :=
∑
t∈Z
wt z−t−1 ∈ K[w±1][[z±1]].
Then the weak commutator formula, written in terms of distributions, is
[a(z), b(w)] =
n∑
i=0
ci(w) ∂(i)w δ(z, w)
where ∂
(i)
z := ∂iz/i!.
If g is a differential algebra then we denote by g[[z±1]]T the space of
a(z) ∈ g[[z±1]] such that Ta(z) = ∂za(z), in other words Tat = −tat−1.
Distributions in g[[z±1]]T are called translation covariant. The third axiom
in the definition of a local Lie algebra is that Fg ⊂ g[[z
±1]]T .
If R is a K[T ]-module then we consider gl(R) as a differential algebra with
T = [T, ]. Thus a(z) ∈ gl(R)[[z±1]]T iff [T, a(z)] = ∂za(z).
If g is a graded local Lie algebra then a(z) =
∑
n∈Z−ha
anz
−n−ha .
2.2.2 Distribution Kernels and Differential Operators
We show that distributions of the form
∑
i c
i(w)∂
(i)
w δ(z, w) are distribution
kernels of differential operators and give a formula for ci(z).
For a(z) ∈ E[[z±1]], define the linear map α : K[z±1]→ E by
α : p(z) 7→ resz p(z)a(z)
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where resza(z) := a0 is the residue. Thus α : z
t 7→ at and we get a natural
isomorphism a(z) 7→ α from E[[z±1]] to the space of linear maps K[z±1]→ E.
This is a K[z±1]- and a K[∂z]-module isomorphism where pα := α(p· ) and
∂zα := −α ◦ ∂z. The second claim amounts to the integration-by-parts
formula
−resz∂zp(z)a(z) = reszp(z)∂za(z)
that follows from resz∂za(z) = 0 and the product formula. We call a(z) the
distribution kernel of α. The delta distribution δ(z, w) is the distribution
kernel of the linear map K[z±1]→ K[w±1], p(z) 7→ p(w).
In particular, there is an isomorphism c(z, w) 7→ α from E[[z±1, w±1]] to
the space of linear maps K[z±1] → E[[w±1]]. We identify such linear maps
with K[w±1]-module morphisms K[z±1, w±1]→ E[[w±1]]. The morphism α is
given by
α : p(z, w) 7→ resz p(z, w)c(z, w).
A differential operator of order n is a morphism α : K[z±1, w±1] →
E[[w±1]] of the form
α : p(z, w) 7→
n∑
i=0
ci(w) ∂(i)z p(z, w)|z=w
for some ci(z) ∈ E[[z±1]], cn(z) 6= 0. The distribution kernel of α is
c(z, w) =
n∑
i=0
ci(w) ∂(i)w δ(z, w)
because for any p(z) ∈ K[z±1] we have
reszp(z)c
i(w)∂(i)w δ(z, w) = c
i(w)∂(i)w reszp(z)δ(z, w) = c
i(w)∂(i)w p(w).
The coefficient ci(z) is given by ci(w) = α((z−w)i) = resz(z−w)
ic(z, w). In
particular, we have:
Proposition. The distributions ci(z) of the weak commutator formula
are
ci(w) = resz(z − w)
i[a(z), b(w)].

2.2.3 Locality of Differential Operators
We prove that the distribution kernel of a differential operator is local.
A distribution c(z, w) ∈ E[[z±1, w±1]] is local of order ≤ n if
(z − w)nc(z, w) = 0.
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Proposition. For any i ≥ 0, we have
(z − w)∂(i)w δ(z, w) = ∂
(i−1)
w δ(z, w).
In particular, the distribution kernel of a differential operator of order n is
local of order n+ 1.
Proof. For any p(z) ∈ K[z±1], we have
reszp(z)(z − w)∂
(i)
w δ(z, w) = ∂
(i)
z (p(z)(z − w))|z=w = ∂
(i−1)
w p(w)
= reszp(z)∂
(i−1)
z δ(z, w).
✷
Denote by E((z)) the K[z±1]-submodule of E[[z±1]] generated by the sub-
space E[[z]] of power series. The module E((z1, . . . , zr)) is defined in the same
way. Its elements are called Laurent series.
Remark. Let c(z, w) be in E[[w±1]]((z)) or E[[w±1]]((z−1)) or E[[z±1]]((w))
or E[[z±1]]((w−1)). If c(z, w) is local then c(z, w) = 0.
Proof. Let c(z, w) ∈ E[[w±1]]((z)). If cp,q 6= 0 and ct,s = 0 for any t > p and
s ∈ Z then (z −w)c(z, w) =
∑
t,s(ct+1,s − ct,s+1)z
−t−1w−s−1 and cp+1,q−1 −
cp,q = −cp,q 6= 0. The other cases are proven in the same way. ✷
2.2.4 Locality of Distributions
We prove that a distribution is local iff it is the distribution kernel of a diffe-
rential operator. This result corresponds to the fact from functional analysis
that a distribution is supported on the diagonal iff it is the distribution kernel
of a differential operator.
Lemma. (Taylor’s Formula) Let c(z, w) ∈ E((z, w)) and n ≥ 0. Then
ci(w) = ∂
(i)
z c(z, w)|z=w are the unique distributions in E((w)) such that
c(z, w) =
n−1∑
i=0
ci(w) (z − w)i + (z − w)n r(z, w)
for some r(z, w) ∈ E((z, w)). If c(z, w) ∈ E[z±1, w±1] then r(z, w) ∈
E[z±1, w±1]. If ci(z) = 0 for any i ≥ 0 then c(z, w) = 0.
Proof. We do induction on n. For n = 1 we have to show that if d(z, w) ∈
E((z, w)) vanishes for z = w then d(z, w) = (z −w)r(z, w) for some r(z, w) ∈
E((z, w)). We may assume that d(z, w) ∈ E[[z, w]] and show r(z, w) ∈ E[[z, w]].
By projecting onto a basis of E we may assume that E = K. Write d(z, w) =
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i di(z, w) with di(z, w) homogeneous of degree i. Then di(w,w) = 0 for any
i. Thus di(z, w) is divisible by z − w and hence so is d(z, w).
Using induction and applying the induction beginning n = 1 to r(z, w) we
see that there exist ci(z) ∈ E((z)) and r(z, w) ∈ E((z, w)) such that the above
identity for c(z, w) is satisfied. Applying ∂
(i)
z to both sides of this identity
and setting z = w we get ∂
(i)
z c(z, w)|z=w = c
i(w).
The second claim follows from the arguments we already gave. The last
claim follows from the fact that polynomials like di(z, w) have only a finite
order of vanishing at z = w. ✷
Proposition. A distribution in E[[z±1, w±1]] is local iff it is the distribu-
tion kernel of a differential operator.
Proof. Suppose that c(z, w) is local of order ≤ n. Let α : K[z±1, w±1] →
E[[w±1]] be the module morphism with distribution kernel c(z, w). By Taylor’s
formula for any p(z, w) ∈ K[z±1, w±1] there exists r(z, w) ∈ K[z±1, w±1] such
that
α(p(z, w))
= resz
(
n−1∑
i=0
∂(i)z p(z, w)|z=w (z − w)
i + (z − w)nr(z, w)
)
c(z, w)
=
n−1∑
i=0
∂(i)z p(z, w)|z=w resz(z − w)
ic(z, w).
Thus α is a differential operator. The converse is Proposition 2.2.3. ✷
Let g be an algebra. Then a(z), b(z) ∈ g[[z±1]] are local if [a(z), b(w)] is
local. The Proposition implies the following result.
Corollary. Let g be an algebra. Then a(z), b(z) ∈ g[[z±1]] are local iff they
satisfy the weak commutator formula. 
A subset S ⊂ g[[z±1]] is local if any pair of elements of S is local. Thus
a local Lie algebra is a differential Lie algebra g together with a local subset
Fg ⊂ g[[z
±1]]T such that g = span{at | a(z) ∈ Fg, t ∈ Z}.
2.3 Vertex Lie Algebras of Distributions
In sections 2.3.1–2.3.3 we show that g[[z±1]] is an unbounded conformal alge-
bra with i-th products given by the distributions ci(z) of the weak commu-
tator formula. In sections 2.3.4–2.3.7 we prove that if g is a local Lie algebra
then Fg generates a vertex Lie subalgebra of g[[z
±1]].
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2.3.1 Conformal Algebras
We show that unbounded conformal algebras are equivalent to N-fold algebras
with a translation operator.
An unbounded λ-product on a K[T ]-module R is an even linear map
R⊗R→ R[[λ]], a⊗ b 7→ aλb, such that
T (aλb) = (Ta)λb + aλ(Tb) and (Ta)λb = −λaλb.
One obtains an equivalent definition if one replaces either one of the above
identities by
aλTb = (T + λ)(aλb).
An unbounded conformal algebra is a K[T ]-module with an unboun-
ded λ-product. A morphism of unbounded conformal algebras is a K[T ]-
module morphism φ such that φ(aλb) = (φa)λ(φb).
Elements a, b of an unbounded conformal algebra R are weakly local if
aλb ∈ R[λ]. If any a, b ∈ R are weakly local then R is called a conformal al-
gebra and aλb is called a λ-product. We interchangeably denote λ-products
by [aλb] and call them λ-brackets.
What we have just defined are left λ-products. Right λ-products satisfy
aλTb = −λaλb instead of (Ta)λb = −λaλb. If aλb is a left λ-product then
a ⊗ b 7→ ζabbλa is a right λ-product. More interesting is the opposite λ-
product a ⊗ b 7→ ζabb−λ−T a. Here cT :=
∑
T i(ci) for cλ =
∑
ciλ
i ∈ R[λ].
The opposite λ-product is a left λ-product.
A derivation of an unbounded conformal algebra R is a K[T ]-module
morphism d such that d(aλb) = (da)λb+ ζ
daaλ(db).
A left ideal of R is a K[T ]-submodule I such that RλI ⊂ I[[λ]]. Right
ideals and (two-sided) ideals are defined in the same way. If I is an ideal then
R/I is the quotient conformal algebra.
The t-th products atb of R are defined by
[aλb] =
∑
t≥0
atb λ
(t).
We shall always use Greek letters for λ-products aλb and Latin letters for
t-th products atb in order to distinguish them.
Let S be an even set. An S-fold algebra is a vector space V together
with a family of multiplications indexed by S:
V ⊗ V → V, a⊗ b 7→ asb, s ∈ S.
We call asb the s-th product and denote by as the operator b 7→ asb. We
always use the left-operator notation atbs := at◦bs so that atbsc = at(bsc).
A morphism of S-fold algebras is an even linear map φ such that φ(asb) =
(φa)s(φb). A derivation of an S-fold algebra is an operator d such that
d(asb) = (da)sb+ ζ
da as(db).
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A translation operator of an N-fold algebra is an even derivation T
such that (Ta)tb = −t at−1b, where t at−1b := 0 if t = 0. An N-fold algebra
with a translation operator is the same thing as an unbounded conformal
algebra because −λ
∑
atλ
(t) = −
∑
t at−1λ
(t).
If R is a graded K[T ]-module, we change notation and denote the t-th
product of a λ-bracket by a(t)b so that aλb =
∑
a(t)b λ
(t). A gradation
of a conformal algebra R is a K[T ]-module gradation R =
⊕
h∈KRh such
that (Rh)(t)Rk ⊂ Rh+k−t−1. For a ∈ Rh and n ∈ N − h + 1, we define
an := a(n+h−1). Then [H, an] = −nan.
A conformal algebra of CFT-type is a ρN-graded conformal algebra R,
for some ρ ∈ Q>, such that dimR0 = 1 and TR0 = 0.
2.3.2 Unbounded Conformal Algebras of Distributions
We show that g[[z±1]] is an unbounded conformal algebra. The i-th products
of g[[z±1]] are the distributions ci(z) of the weak commutator formula. We
also consider the subalgebras g[[z±1]]T , g[[z
±1]]H , and Endv(E).
If g is an algebra then g[[z±1]] is an unbounded conformal algebra with
T = ∂z and
[a(w)λb(w)] := resze
(z−w)λ[a(z), b(w)]
because ∂wresz e
(z−w)λ[a(z), b(w)] = −λ[a(w)λb(w)] + [a(w)λ∂wb(w)] and
resze
(z−w)λ[∂za(z), b(w)] = −λ[a(w)λb(w)] by the integration-by-parts for-
mula.
The i-th product of g[[z±1]] is the coefficient ci(z) of the weak commutator
formula:
a(w)ib(w) = resz(z − w)
i[a(z), b(w)].
In particular, a(z)0b(z) = [a0, b(z)]. If a(z), b(z) are local then they are weakly
local.
If g is a differential algebra then g[[z±1]]T consists of a(z) such that Ta(z)
= ∂za(z), see section 2.2.1. This is an unbounded conformal subalgebra be-
cause T and ∂z are derivations of g[[z
±1]].
If g is a K-graded Lie algebra then we denote by a(t) the coefficients of
a(z) ∈ g[[z±1]] so that a(z) =
∑
a(t)z
−t−1.
For h ∈ K, let g[[z±1]]h be the space of a(z) ∈ g[[z
±1]] such that a(t) ∈
gh−t−1. This is equivalent to Ha(z) = ha(z)+ z∂za(z). There is an inclusion
gh → g[[z
±1]]h, a 7→
∑
δt az
t.
The space g[[z±1]]h corresponds to (g
Z)h via the isomorphism g[[z
±1]] →
gZ, a(z) 7→ (a(t)), see section 2.1.1. As in section 2.1.1, we define an :=
a(n+h−1) for a(z) ∈ g[[z
±1]]h and n ∈ Z − h. Then an ∈ g−n and a(z) =∑
anz
−n−h.
The space g[[z±1]]H :=
⊕
g[[z±1]]h is a graded unbounded conformal al-
gebra because if a(z), b(z) are homogeneous then (∂za(z))(t) = −ta(t−1) ∈
gha+1−t−1 and
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a(w)ib(w) =
∑
(−1)j
(
i
j
)
[a(i−j), b(t+j)]w
−t−1
with [a(i−j), b(t+j)] ∈ gha+hb−i−1−t−1. We have (∂za(z))n = (∂za(z))(n+ha) =
−(n+ ha)an. The weak commutator formula for the an is
[an, bm] =
N∑
i=0
(
n+ ha − 1
i
)
cin+m
since (n+ ha − 1) + (m+ hb − 1)− i = n+m+ (ha + hb − i− 1)− 1.
LetE be a vector space. A distribution a(z) ∈ End(E)[[z±1]] is a field on E
if a(z)b ∈ E((z)) for any b ∈ E. In section 3.2.1 we discuss this notion in detail.
Here we only remark that the space Endv(E) of fields is an unbounded con-
formal subalgebra of gl(E)[[z±1]] since a(w)tb(w) =
∑(t
i
)
[ai, b(w)](−w)
t−i.
This example is important because Endv(E) is in fact an unbounded vertex
algebra, see section 3.2.1.
2.3.3 Examples of λ-Brackets of Distributions
We calculate the λ-brackets of any a(z), b(z) ∈ Fg for affine, Clifford, and
N=0, 1, 2 Virasoro Lie algebras. We always have a(z)ib(z) ∈ K[∂z]Fg.
Let g be a K-graded Lie algebra and a(z), b(z) ∈ g[[z±1]]H be homoge-
neous. The “constant” weak commutator formula [an, bm] = cn+m is equiva-
lent to a(z)λb(z) = c(z).
In particular, the weak commutator formula [an, bm] = [a, b]n+m for a loop
Lie algebra g˜ is equivalent to a(z)λb(z) = [a, b](z) and the weak commutator
formula [an, bm] = (a, b)δn+mkˆ for a Clifford Lie algebra C(B) is equivalent
to a(z)λb(z) = (a, b)kˆ. Here we identify kˆ ∈ C(B)0 with kˆ =
∑
δnkˆz
−n.
The weak commutator formula [an, bm] = [a, b]n+m+n(a, b)δn+mkˆ for an
affine Lie algebra gˆ is equivalent to
a(z)λb(z) = [a, b](z) + (a, b)kˆλ.
In particular, for a Heisenberg Lie algebra Bˆ we have a(z)λb(z) = (a, b)kˆλ.
Suppose that a(z)λb(z) = ∂zc(z) + αc(z)λ for some α ∈ K. Thus αc(z) =
a(z)1b(z) and hence hc = ha + hb − 2. The weak commutator formula in
this case is [an, bm] = (−(n +m + (ha + hb − 2)) + α(n + ha − 1))cn+m. If
α = (ha + hb − 2)(ha − 1)
−1 then [an, bm] = ((hb − 1)(ha − 1)
−1n−m)cn+m.
In particular, if ha = 2 then [an, bm] = ((hb − 1)n−m)bn+m is equivalent to
a(z)λb(z) = ∂zb(z) + hbb(z)λ.
The last remark shows that the weak commutator formula [ℓn, ℓm] =
(n−m)ℓn+m for the Witt algebra is equivalent to ℓ(z)λℓ(z) = ∂zℓ(z)+2ℓ(z)λ.
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The weak commutator formula [Ln, Lm] = (n−m)Ln+m+(n
3−n)δn+mcˆ/12
for the Virasoro algebra is equivalent to
L(z)λL(z) = ∂zL(z) + 2L(z)λ + (cˆ/2)λ
(3)
since
(
n+1
3
)
(cˆ/2) = (n3 − n)cˆ/12.
The λ-brackets for the N=1 and N=2 super Virasoro algebra are as fol-
lows. The λ-brackets with L(z) are L(z)λa(z) = ∂za(z) + haa(z)λ for a =
G,G±, J since [Ln, am] = ((ha−1)n−m)an+m. The λ-brackets with J(z) are
J(z)λJ(z) = (cˆ/3)λ and J(z)λG
±(z) = ±G±(z) since [Jn, Jm] = nδn+mcˆ/3
and [Jn, G
±
m] = ±G
±
n+m.
The weak commutator formula [Gn, Gm] = 2Ln+m+(4n
2−1)δn+mcˆ/12 is
equivalent to G(z)λG(z) = 2L(z)+(2cˆ/3)λ
(2) because
(
n+1/2
2
)
(2cˆ/3) = (n2−
1/4)cˆ/3. Finally, the general remark above in the case that ha = hb = 3/2 and
c(z) = J(z) shows that [G+n , G
−
m] = 2Ln+m+(n−m)Jn+m+(4n
2−1)δn+mcˆ/12
is equivalent to
G+(z)λG
−(z) = 2L(z) + ∂zJ(z) + 2J(z)λ + (2cˆ/3)λ
(2).
2.3.4 Conformal Jacobi Identity
We prove that the Leibniz identity for an algebra g is equivalent to the
conformal Jacobi identity for g[[z±1]].
The Leibniz identity for an algebra g is
[[a, b], c] = [a, [b, c]] − ζab [b, [a, c]].
It is satisfied iff left multiplication g → gl(g), a 7→ [a, ], is an algebra mor-
phism iff [a, ] is a derivation.
What we have defined is the left Leibniz identity. The right Leibniz iden-
tity is [a, [b, c]] = [[a, b], c] − ζbc[[a, c], b]. If [ , ] is skew-symmetric then they
are both equivalent to the Jacobi identity [a, [b, c]] + [b, [c, a]] + [c, [a, b]] = 0.
The conformal Jacobi identity for an unbounded conformal algebra is
[[aλb]µc] = [aλ[bµ−λc]] − ζ
ab [bµ−λ[aλc]].
Define
[a, b] := [a0b].
Setting λ = µ = 0 in the conformal Jacobi identity, we get:
Remark. If an unbounded conformal algebra satisfies the conformal Ja-
cobi identity then [ , ] satisfies the Leibniz identity. 
The indices λ, µ, and µ−λ in the conformal Jacobi identity are determined
by the fact that all three terms of the identity transform in the same way
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with respect to T : replacing a by Ta, b by Tb, or c by Tc is equivalent to
multiplication with −λ, λ − µ, and T + µ, resp. This fact also yields the
following result.
Lemma. Let R be an unbounded conformal algebra and S ⊂ R a subset.
If any a, b, c ∈ S satisfy the conformal Jacobi identity then so do any a, b, c ∈
K[T ]S. 
Proposition. An algebra g satisfies the Leibniz identity iff g[[z±1]] satis-
fies the conformal Jacobi identity.
Proof. ‘⇒’ This follows from
resz,we
(z−w)λe(w−y)µ[[a(z), b(w)], c(y)]
= resz,we
(z−y)λe(w−y)(µ−λ)([a(z), [b(w), c(y)]]− [b(w), [a(z), c(y)]]).
‘⇐’ The map g→ g[[z±1]], a 7→ az−1, is an algebra monomorphism since
resz[az
−1, bw−1] = [a, b]w−1. By the Remark g[[z±1]] satisfies the Leibniz
identity. Thus the claim follows. ✷
The conformal Jacobi identity is equivalent to [at, bs]c =
∑
i
(
t
i
)
(aib)t+s−ic
for any t, s ≥ 0 because replacing µ by µ+λ in the conformal Jacobi identity
we obtain [[aλb]µ+λc] = [aλ[bµc]]− ζ
ab[bµ[aλc]] and
[[aλb]µ+λc] =
∑
t,s,i
(aib)sc λ
(i)µ(s−t)λ(t)
=
∑
t,s,i
(
i+ t
i
)
(aib)sc λ
(i+t)µ(s−t) =
∑
t,s,i
(
t
i
)
(aib)t+s−ic λ
(t)µ(s).
In section 2.4.6 we give a reformulation of the above formula in terms of local
Lie algebras. Proposition 3.2.7 states other identities that are equivalent to
the conformal Jacobi identity.
2.3.5 The Delta Distribution
We prove three basic properties of the delta distribution that are used in
section 2.3.6.
For a vector space E, define a subspace of E[[z±1, w±1]]:
E[(z/w)±1][[w±1]] :=
{
a(z, w)
∣∣ ∀ n ∈ Z ∑
m∈Z
an−m,mx
m ∈ E[x±1]
}
.
If a(z, w) ∈ E[(z/w)±1][[w±1]] then a(w,w) :=
∑
n,m∈Z an,m−n−1w
−m−1 is
well-defined. For a(z) ∈ E[[z±1]], define
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a(z + w) := ew∂za(z) ∈ E[[z±1]][[w]].
Note that a(z + w) = a(w + z) iff a(z) ∈ E[[z]].
Proposition. (i) Let a(z, w) ∈ E[(z/w)±1][[w±1]]. Then δ(z, w)a(z, w) is
well-defined and
δ(z, w)a(z, w) = δ(z, w)a(w,w).
In particular, reszδ(z, w)a(z, w) = a(w,w).
(ii) ∂wδ(z, w) = −∂zδ(z, w) and δ(z − x,w) = δ(z, w + x).
(iii) δ(z, w) = δ(w, z).
Proof. (i) The product δ(z, w)a(z, w) is well-defined because
δ(z, w)a(z, w) =
∑
n,m,k∈Z
an−k−1,m+k z
−n−1w−m−1.
We have p(z)δ(z, w) = p(w)δ(z, w) for any p(z) ∈ K[z±1] since
reszq(z)p(z)δ(z, w) = q(w)p(w) = reszq(z)p(w)δ(z, w).
Thus δ(z, w)a(z, w) = δ(z, w)a(w,w) follows from a continuity argument
since E[z±1] is dense is E[[z±1]].
(ii) The integration-by-parts formula implies
reszp(z)∂wδ(z, w) = ∂wp(w) = resz(∂zp(z))δ(z, w) = −reszp(z)∂zδ(z, w).
This proves the first identity. The second identity follows from the first:
δ(z − x,w) = e−x∂zδ(z, w) = ex∂wδ(z, w) = δ(z, w + x).
(iii) This follows from the fact that n 7→ −n− 1 is an involution of Z. ✷
2.3.6 Conformal Skew-Symmetry
We prove that local distributions with values in a skew-symmetric algebra
satisfy conformal skew-symmetry.
Conformal skew-symmetry for an unbounded conformal algebra is
[aλb] = − ζ
ab [b−λ−Ta].
Here b, a are assumed to be weakly local. Note that ζab[b−λ−Ta] is the op-
posite λ-bracket, see section 2.3.1. Conformal skew-symmetry is equivalent
to
arb = ζ
ab
∑
i≥0
(−1)r+1+i T (i)(br+ia)
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since [b−λ−T a] =
∑
r,i(−1)
rT (i)(bra)λ
(r−i) =
∑
r,i(−1)
r+iT (i)(br+ia)λ
(r).
Conformal skew-symmetry implies that the identities [(Ta)λb] = −λ[aλb]
and [aλTb] = (T+λ)[aλb] are equivalent. Setting λ = 0 in these two identities
and in conformal skew-symmetry, we obtain:
Remark. Let R be a conformal algebra. Then TR is a two-sided ideal
with respect to [ , ]. If R satisfies conformal skew-symmetry then [ , ] on R/TR
is skew-symmetric. 
Since [aλb] and a⊗ b 7→ ζ
ab[b−λ−Ta] are λ-brackets, we obtain:
Lemma. Let R be a conformal algebra and S ⊂ R a subset. If any a, b ∈ S
satisfy conformal skew-symmetry then so do any a, b ∈ K[T ]S. 
Proposition. Let g be a skew-symmetric algebra. If a(z), b(z) ∈ g[[z±1]]
are local then they satisfy conformal skew-symmetry.
Proof. Corollary 2.2.4 and Proposition 2.3.5 (ii), (iii) imply
[b(z), a(w)] = −[a(w), b(z)] = −
∑
i
(−1)i a(z)ib(z)∂
(i)
w δ(z, w).
By Proposition 2.2.3 we have e(z−w)λ∂
(i)
w δ(z, w) =
∑
j λ
(j)∂
(i−j)
w δ(z, w) =
(λ+ ∂w)
(i)δ(z, w). Thus we get
[b(w)λa(w)] = −
∑
i
(−1)i resza(z)ib(z)(λ+ ∂w)
(i)δ(z, w).
By Proposition 2.3.5 (i) we obtain
[b(w)−λ−∂wa(w)] = −
∑
i
resza(z)ib(z)δ(z, w)λ
(i) = −[a(w)λb(w)].
✷
2.3.7 Vertex Lie Algebras
We prove that Fg generates a vertex Lie subalgebra R(g) ⊂ g[[z
±1]]. In section
2.4.5 we describe R(g) explicitly for some examples.
Definition. A vertex Lie algebra is a conformal algebra that satisfies
the conformal Jacobi identity and conformal skew-symmetry.
The λ-bracket of a vertex Lie algebra is called a Lie λ-bracket. The zero
λ-bracket [λ] = 0 is a Lie λ-bracket. A vertex Lie algebra is abelian if [λ] = 0.
Remarks 2.3.4 and 2.3.6 yield:
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Remark. If R is a vertex Lie algebra then R/TR is a Lie algebra. 
For example, if R = gˆ is an affine vertex Lie algebra then R/TR = g⊕Kkˆ,
see section 2.5.6.
From Propositions 2.3.4 and 2.3.6 follows that if g is a Lie algebra and R
a local conformal subalgebra of g[[z±1]] then R is a vertex Lie algebra.
Conversely, a vertex Lie subalgebra of g[[z±1]] need not be local. For ex-
ample, g ⊂ g[[z±1]] is an abelian vertex Lie subalgebra but g is not local if g
is non-abelian.
Dong’s Lemma. Let g be a Lie algebra. If a(z), b(z), c(z) ∈ g[[z±1]] are
pairwise local then a(z)ib(z) and c(z) are local for any i ≥ 0.
Proof. Suppose that a(z), b(z), c(z) are pairwise local of order ≤ n. Then
(w − x)3n[[a(z), b(w)], c(x)]
=
∑
k
(
2n
k
)
(w − x)n (w − z)k (z − x)2n−k[[a(z), b(w)], c(x)] = 0
because the summand for k ≥ n is 0 since a(z), b(z) are local and the sum-
mand for k ≤ n is 0 since a(z), c(z) and b(z), c(z) are local and we may apply
the Leibniz identity. Applying resz(z − w)
i· the claim follows. ✷
If R is an unbounded conformal algebra then we denote by S¯ ⊂ R the
unbounded conformal subalgebra generated by a subset S ⊂ R.
If S ⊂ g[[z±1]] is a local subset then S¯ is local because of Dong’s lemma
and because locality of a(z), b(z) implies locality of ∂za(z), b(z). Thus S¯ is a
vertex Lie algebra. In particular, if g is a local Lie algebra then R(g) := F¯g
is a vertex Lie algebra.
A morphism of local Lie algebras is a differential algebra morphism φ :
g → g′ such that φFg ⊂ F¯g′ . It suffices to require that φ is an algebra
morphism since F¯g′ ⊂ g
′[[z±1]]T and hence φ(Tat) = −tφ(at−1) = Tφ(at).
We thus obtain a functor g 7→ R(g) from local Lie algebras to vertex Lie
algebras.
If g is a graded local Lie algebra then, by definition, Fg ⊂
⊕
(Fg∩g[[z
±1]]h).
This implies that R(g) ⊂ g[[z±1]]H is a graded vertex Lie algebra.
2.4 The Borcherds Lie Algebra
In sections 2.4.1–2.4.4 we use the weak commutator formula to construct a
local Lie algebra g(R) from a vertex Lie algebra R. We prove that the functor
R 7→ g(R) is fully faithful and left adjoint to g 7→ R(g).
In section 2.4.5 we show that many local Lie algebras from section 2.1 lie
in the image of the functor R 7→ g(R). In section 2.4.6 we prove that any
vertex Lie algebra has a natural Lie bracket.
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2.4.1 The Borcherds Lie Algebra
We construct a functor R 7→ g(R) from vertex Lie algebras to local Lie
algebras and show that it is left adjoint to g 7→ R(g). The bracket of g(R)
is determined by the λ-bracket of R via the weak commutator formula. The
algebra g(R) is the Borcherds Lie algebra of R.
Let R be a vertex Lie algebra. There exists a Lie algebra g(R) and a
morphism Y : R → g(R)[[z±1]] of unbounded conformal algebras such that
Y (R) is local and the following universal property holds: for any Lie algebra
g and any morphism ψ : R → g[[z±1]] such that ψ(R) is local, there exists
a unique algebra morphism φ : g(R) → g such that ψ = φ ◦ Y . The pair
(g(R), Y ) is unique up to a unique isomorphism.
Roughly speaking, the universal property says that the functor R 7→ g(R)
is left adjoint to g 7→ g[[z±1]].
We construct g(R) as follows. Let g(R) be the Lie algebra generated by
the vector space R[x±1] with relations given by (Ta)t = −tat−1 and
[at, bs] =
∑
i≥0
(
t
i
)
(aib)t+s−i
for any a, b ∈ R and t, s ∈ Z where at := ax
t. We also denote by at the image
of at in g(R). Define Y : R→ g(R)[[z
±1]] by a 7→ a(z) :=
∑
atz
−t−1.
By Corollary 2.2.4 a linear map ψ : R→ g[[z±1]] is a morphism with ψ(R)
local iff (ψTa)t = −t(ψa)t−1 and [(ψa)t, (ψb)s] =
∑(t
i
)
(ψ(aib))t+s−i. Thus
Y is a morphism, Y (R) is local, and φ : g(R)→ g, at 7→ (ψa)t, is the unique
algebra morphism such that ψ = φ ◦ Y .
The map at 7→ (Ta)t induces a derivation T of g(R) since it preserves
the relations. Thus g(R) together with Y (R) is a local Lie algebra. We have
R(g(R)) = Y (R).
Proposition. The functor R 7→ g(R) from vertex Lie algebras to local
Lie algebras is left adjoint to g 7→ R(g). The morphism Y : R → R(g(R)) is
the unit of adjunction.
Proof. Let R be a vertex Lie algebra and g a local Lie algebra. By definition,
a local Lie algebra morphism g(R)→ g is an algebra morphism φ : g(R)→ g
such that φY (R) ⊂ R(g). By the universal property of g(R), the map φ 7→
φ◦Y is a bijection onto the set of morphisms ψ : R→ g[[z±1]] such that ψ(R)
is local and ψ(R) = φY (R) ⊂ R(g). Since R(g) is local, these ψs are just the
vertex Lie algebra morphisms R→ R(g). ✷
A gradation of a vertex Lie algebra R induces a gradation of the local
Lie algebra g(R) such that Y : R → g(R)[[z±1]]H is a morphism of graded
unbounded conformal algebras. Thus a(t) ∈ g(R)ha−t−1.
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2.4.2 Modules and the Commutator Formula
We prove that R and g(R) have the same module categories and that a Z-fold
module M is a module iff M satisfies the commutator formula.
Definition. A module over a conformal algebra R is a vector space M
together with a morphism YM : R→ gl(M)[[z
±1]] such that YM (R) is local.
We often just write a(z) instead of YM (a).
There is also another notion of module over a conformal algebra, called
conformal module, see section 2.5.2. It is given by a map R→ gl(M)[[µ]].
The above definition is motivated by two results. First, bounded modules
over a vertex Lie algebra R are the same as modules over the enveloping
vertex algebra U(R), see Proposition 5.1.3. Second, the universal property of
g(R) applied to g = gl(M) yields the following fact:
Remark. Let R be a vertex Lie algebra. Then the categories of R-modules
and of modules over the Lie algebra g(R) are isomorphic. Moreover, YM =
ρ ◦ Y , where ρ : g(R)→ gl(M). 
For example, from the adjoint representation g(R)→ gl(g(R)) we obtain
that g(R) is an R-module. The Remark and the existence of the counit of
adjunction g(R(g))→ g imply that any module over a local Lie algebra g is
an R(g)-module.
A Z-fold module over a vector space R is a vector space M together
with an even linear map YM : R → End(M)[[z
±1]], a 7→ a(z) =
∑
atz
−t−1.
Equivalently, it is a vector space M together with a family of even linear
maps V ⊗M →M,a⊗ b 7→ atb, indexed by t ∈ Z. In particular, for M = V
this is equivalent to the notion of a Z-fold algebra, see section 2.3.1.
Let M be a Z-fold R-module. We call a ∈ R and b ∈ M weakly local
if a(z)b ∈ M((z)). We call M bounded if any a ∈ R and b ∈ M are weakly
local. In other words, YM (R) ⊂ Endv(M), see section 2.3.2. A special case
of this definition are the notions of a bounded R-module and of a bounded
Z-fold algebra.
A module M over a local Lie algebra g is bounded if ρFg ⊂ Endv(M)
where ρ : g → gl(M). Since YM (R) = ρY (R) = ρFg(R), a module M over a
vertex Lie algebra R is bounded iff the g(R)-module M is bounded.
LetM be a Z-fold module over a conformal algebra R. The commutator
formula is
[a(z), b(w)] =
∑
i≥0
(aib)(w) ∂
(i)
w δ(z, w).
This is an identity in gl(M)[[z±1, w±1]]. It is equivalent to
[at, bs] =
∑
i≥0
(
t
i
)
(aib)t+s−i.
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We call this the commutator formula for indices t, s. It is well-defined for an
N-fold algebra R if t ≥ 0 or if a, b are weakly local.
The commutator formula is equivalent to the weak commutator formula
together with the identities (arb)(z) = a(z)rb(z) for r ≥ 0. Thus Corollary
2.2.4 yields the following result.
Proposition. Let R be a conformal algebra and M a Z-fold R-module.
Then M is an R-module iff YM (Ta) = ∂zYM (a) and M satisfies the commu-
tator formula. 
2.4.3 Base Change and Affinization
We discuss the base change functor R 7→ C ⊗R and obtain as a special case
the affinization R˜ = K[x±1]⊗R of a vertex Lie algebra R.
Let C = (C, ∂) be an even commutative differential algebra. Recall that
there is a functor g 7→ C ⊗ g from Lie algebras to Lie algebras over C.
A conformal algebra over C is a conformal algebra R with a C-module
structure such that T (fa) = (∂f)a+ fTa and
[faλb] = (e
∂∂λf)[aλb], [aλfb] = f [aλb]
for any a, b ∈ R and f ∈ C.
We note that if we require instead that [faλb] = f [aλb] then [λ] = 0 for
any C such that 1 ∈ ∂(C). The factor e∂∂λf ensures that both sides of the
above identity have the same transformation property with respect to T .
If R is a conformal algebra then C⊗R is a conformal algebra over C with
T = ∂ ⊗ 1 + 1⊗ T and
[faλgb] := (e
∂∂λf)g[aλb]
because
[(∂ + T )faλgb] = (e
∂∂λ∂f)g[aλb]− (e
∂∂λf)gλ[aλb] = −λ[faλgb]
and
[faλ(∂ + T )gb] = (e
∂∂λf)∂g[aλb] + (e
∂∂λf)g(T + λ)[aλb]
= (∂ + T + λ)[faλgb].
Both times we used that [e∂∂λ , λ·] = e∂∂λ∂ which follows from [∂∂λ, λ·] = ∂
since [a(i), b] = a(i−1)[a, b] if [a, [a, b]] = 0.
The base change functor R 7→ C⊗R from conformal algebras to confor-
mal algebras over C is left adjoint to the forgetful functor. We do not prove
this easy fact here.
If R satisfies conformal skew-symmetry then so does C ⊗R because
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−[gb−λ−∂−Tfa] = −e
∂∂λ((e∂∂−λg)f)[b−λ−Ta] = [faλgb].
If R satisfies the conformal Jacobi identity then so does C ⊗R because
[[faλgb]µhc] = (e
∂∂µ((e∂∂λf)g))h [[aλb]µc]
= (e∂(∂µ+∂λ)f)(e∂∂µg)h ([aλ[bµ−λc]]− [bµ−λ[aλc]])
= [faλ[gbµ−λhc]]− [gbµ−λ[faλhc]]
where we use that e∂(∂µ+∂λ)p(λ, µ− λ) = e∂(−∂λ′+∂λ+∂λ′ )p(λ, µ− λ′)|λ=λ′ =
e∂∂λp(λ, µ− λ′)|λ=λ′ .
We note that if ∂ = 0 and R is a vertex Lie algebra then g(C ⊗ R) =
C ⊗ g(R). The affinization of a conformal algebra R is R˜ := K[x±1] ⊗ R
with ∂ = ∂x.
2.4.4 The Embedding
We prove that the functor R 7→ g(R) is fully faithful.
If R is a conformal algebra then gR := R˜/T R˜ is an algebra by Remark
2.3.6. Define at := ι(x
ta) where ι : R˜ → gR is the quotient map. We have
(Ta)t = −tat−1 since T (x
ta) = txt−1a+ xtTa. Since
(e∂x∂λf)g[aλb] =
∑
t,i≥0
(∂(i)x f)g at+ib λ
(t),
the bracket of gR is
[at, bs] = ι
∑
i≥0
(∂(i)x x
t)xs aib =
∑
i≥0
(
t
i
)
(aib)t+s−i.
It follows that gR is the algebra generated by the vector space R[x
±1] with
relations (Ta)t = −tat−1 and [at, bs] =
∑(t
i
)
(aib)t+s−i. Thus there exists a
unique algebra epimorphism ι : gR → g(R) such that at 7→ at.
If R is a vertex Lie algebra then gR is a Lie algebra by Remark 2.3.7. In
this case ι is an isomorphism.
Remark. If R is a conformal algebra then R→ gR, a 7→ a−1, is injective.
Proof. The map p : R˜ → R, xta 7→ T (−1−t)(a), induces a map p : gR → R
because pT (xta) = p(txt−1a + xtTa) = tT (−t)(a) + T (−1−t)(Ta) = 0. From
p(a−1) = a follows that a 7→ a−1 is injective. ✷
Proposition. The functor R 7→ g(R) from vertex Lie algebras to local
Lie algebras is fully faithful.
Proof. The Remark implies that Y : R → R(g(R)) is an isomorphism. By
Proposition 2.4.1 the map Y is the unit of adjunction of the pair of functors
R 7→ g(R) and g 7→ R(g). It is a general fact that if the unit of adjunction is
an isomorphism then the left adjoint functor is fully faithful. ✷
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2.4.5 The Image
We show that many of the local Lie algebras from section 2.1 are vertex Lie
algebras, i.e. they are contained in the image of the embedding R 7→ g(R).
A local Lie algebra g is regular if g is isomorphic to g(R) for some vertex
Lie algebra R. In other words, the category of regular local Lie algebras is the
essential image of the fully faithful functor R 7→ g(R) and is thus equivalent
to the category of vertex Lie algebras. We identify the category of vertex Lie
algebras with its essential image in the category of local Lie algebras.
The counit of adjunction g(R(g)) → g is given by a(z)t 7→ at where
a(z) ∈ R(g) ⊂ g[[z±1]]. This is an epimorphism. Hence g 7→ R(g) is faithful.
A local Lie algebra g is regular iff the counit of adjunction g(R(g))→ g is an
isomorphism.
Let g be a local Lie algebra and K := Fg ∩ g the set of constant distri-
butions in Fg. Since [kˆ, a(z)] is local we get [kˆ, a(z)] = 0 for any kˆ ∈ K and
a(z) ∈ Fg. Thus K is contained in the centre of g.
Proposition. Let g be a local Lie algebra such that F¯g = K[∂z]Fg. If
kˆ ∈ K := Fg ∩ g and at for a(z) ∈ Fg \K, t ∈ Z form a basis of g then g is
regular and the map
K⊕K ⊕K[∂z]
⊕Fg\K → F¯g, p 7→
∑
a∈Fg
paa,
is an isomorphism.
Proof. We have −tkˆt−1 = (∂z kˆ)t = 0 ∈ g(R(g)) and hence kˆt = 0 ∈ g(R(g))
for t 6= −1. From (∂za(z))t = −ta(z)t thus follows that kˆ−1 for kˆ ∈ K and
a(z)t for a(z) ∈ Fg \ K, t ∈ Z form a spanning set of g(R(g)). Hence the
counit of adjunction g(R(g)) → g, a(z)t 7→ at, is an isomorphism since it
maps a spanning set to a basis.
The map p 7→
∑
paa is obviously surjective. It is injective since its com-
position with the map F¯g → g, a(z) 7→ a−1, is injective. ✷
Note that F¯g = K[∂z]Fg iff a(z)tb(z) ∈ K[∂z]Fg for any a(z), b(z) ∈ Fg.
By section 2.3.3 the Proposition applies to the local Lie algebras g˜, gˆ,
C(B),Witt,Vir, 1-Vir, and 2-Vir.
2.4.6 The Lie Bracket of a Vertex Lie Algebra
We prove that any vertex Lie algebra has a natural Lie bracket [ , ]Lie.
For a vector space E, define the formal integral
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α
dλ : E[[λ]]→ E[[α, β]],
∑
atλ
(t) 7→
∑
at(β
(t+1) − α(t+1)).
A calculation shows that the integral satisfies the substitution formula∫ β
α
dλ p(λ) =
∫ (β−κ)/c
(α−κ)/c
dλ c p(cλ+ κ),
for c ∈ K×, and the Fubini formula∫ β
α
dλ
∫ λ
α
dµ p(λ, µ) =
∫ β
α
dµ
∫ β
µ
dλ p(λ, µ).
For a conformal algebra R, define
[a, b]Lie :=
∫ 0
−T
dλ [aλb] =
∑
i≥0
(−1)i T (i+1)(aib).
Then R with [ , ]Lie is a differential algebra, that we denote by Rlie. The algebra
Rlie should not be confused with the conformal algebra VLie that is defined
for any vertex algebra V , see section 3.1.2.
For a local Lie algebra g, define g+ := span{at | a(z) ∈ Fg, t ≥ 0} and
g− := span{at | a(z) ∈ Fg, t < 0}. These are K[T ]-submodules.
If R is a vertex Lie algebra then g(R)+ and g(R)− are subalgebras of
g(R) and g(R) = g(R)− ⊕ g(R)+ since g(R) = R˜/T R˜ and R ⊗ K[x] and
R⊗ x−1K[x−1] are K[T ]-submodules of R˜.
The formula proved at the end of section 2.3.4 shows that there is an
algebra morphism g(R)+ → gl(R), at 7→ at.
Proposition. Let R be a vertex Lie algebra. The map Rlie → g(R)−, a 7→
a−1, is an isomorphism of differential algebras. In particular, [ , ]Lie is a Lie
bracket.
Proof. The map is injective by Remark 2.4.4. It is surjective since a−1−t =
(T (t)a)−1 for t ≥ 0. It is an algebra morphism because
([a, b]Lie)−1 =
∑
i
(−1)i T (i+1)(aib)−1 =
∑
i
(
−1
i
)
(aib)−2−i = [a−1, b−1].
✷
The Proposition and Remark 2.4.2 imply that any R-module M is an
Rlie-module since we have a morphism Rlie → g(R)→ gl(M), a 7→ a−1.
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2.5 Examples of Vertex Lie Algebras
In sections 2.5.1–2.5.3 we discuss vertex Lie algebras of power series, confor-
mal operators, and conformal derivations. In section 2.5.4 we construct free
vertex Lie algebras.
In section 2.5.5 we explain the general structure of finite vertex Lie alge-
bras. Section 2.5.6 is about affine and Clifford vertex Lie algebras.
In sections 2.5.7–2.5.12 we discuss examples of conformal vertex Lie
algebras: Witt,Vir, the GKO coset and the Chodos-Thorn construction,
1-Vir, 2-Vir, and the topological Virasoro algebra. Moreover, we discuss con-
formal and primary vectors, the Griess algebra, and U(1)-currents.
2.5.1 Unbounded Vertex Lie Algebras of Power Series
We prove that g[[µ]] is an unbounded vertex Lie algebra iff g is a Lie algebra.
Let g be an algebra. Then g[[µ]] is an unbounded conformal algebra with
T = −µ· and
[(aµ)λbµ] := [aλ, bµ−λ]
since [(−µaµ)λbµ] = −λ[aλ, bµ−λ] and [(aµ)λ(−µbµ)] = (λ− µ)[aλ, bµ−λ].
There is a morphism of unbounded conformal algebras
g[[z±1]] → g[[µ]], a(z) 7→ aµ := resze
zµa(z) =
∑
at µ
(t)
because the integration-by-parts formula implies ∂za(z) 7→ −µaµ and
reswe
wµresze
λ(z−w)[a(z), b(w)] = [resze
λza(z), reswe
(µ−λ)wb(w)].
Thus there is a short exact sequence 0→ g[[z]]→ g[[z±1]]→ g[[µ]]→ 0.
We often identify z−1g[[z−1]] with g[[µ]] using the K[∂z]-module isomor-
phism z−1g[[z−1]] → g[[µ]], a(z) 7→ aµ. The map a(z) 7→ aµ can be viewed as
a Fourier transformation. We have ∂z ↔ −µ· and z· ↔ ∂µ.
In general, conformal skew-symmetry is only well-defined for weakly lo-
cal elements. Yet conformal skew-symmetry for g[[µ]] is always well-defined
because
[(bµ)−λ−T aµ] = e
T∂λ [(bµ)−λaµ] = e
−µ∂λ [(bµ)−λaµ]
and
∑
pnµ
(n) is well-defined for any pn ∈ g[[λ, µ]]. Here we used the fact that
a(z + w) = ew∂za(z) for a(z) ∈ g[[z]] since ew∂zzn = (z + w)n for n ≥ 0.
An unbounded vertex Lie algebra is an unbounded conformal algebra
for which the conformal Jacobi identity and conformal skew-symmetry are
well-defined and satisfied. “Well-defined” can be made rigorous by requiring
that the infinite sum b−λ−Ta = e
T∂λb−λa converges in some topology.
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Proposition. An algebra g is a Lie algebra iff g[[µ]] is an unbounded
vertex Lie algebra. More precisely:
(i) g is skew-symmetric iff g[[µ]] satisfies conformal skew-symmetry.
(ii) g satisfies the Leibniz identity iff g[[µ]] satisfies the conformal Jacobi
identity.
Proof. ‘⇒’ (i) This follows from
[(bµ)−λ−T aµ] = e
T∂λ [(bµ)−λaµ] = e
−µ∂λ [b−λ, aµ+λ] = [bµ−λ, aλ].
(ii) This follows from [[(aκ)λbκ]µcκ] = [[aλ, bκ−λ]µcκ] = [[aλ, bµ−λ], cκ−µ],
[(aκ)λ[(bκ)µ−λcκ]] = [(aκ)λ[bµ−λ, cκ−µ+λ]] = [aλ, [bµ−λ, cκ−µ]],
and [(bκ)µ−λ[(aκ)λcκ]] = [(bκ)µ−λ[aλ, cκ−λ]] = [bµ−λ, [aλ, cκ−µ]].
‘⇐’ This follows from Remarks 2.3.4 and 2.3.6 and the fact that there
exists an algebra isomorphism g→ g[µ]/Tg[µ]. ✷
2.5.2 Conformal Operators
We discuss the general linear unbounded vertex Lie algebra glc(R).
Let g be a differential Lie algebra. The translation covariant g-valued
power series form an unbounded vertex Lie algebra g[[µ]]T := g[[µ]]∩ g[[z
±1]]T .
By definition, aµ ∈ g[[µ]]T iff Taµ = −µaµ, see sections 2.2.1 and 2.5.1. Note
that g[[µ]]T ∩ g[µ] = 0. The projection a(z) 7→ aµ maps g[[z
±1]]T to g[[µ]]T .
If R is a K[T ]-module then gl(R) is a differential Lie algebra with T =
[T, ]. To give an unbounded λ-product on R is equivalent to giving a K[T ]-
module morphism R → gl(R)[[µ]]T , a 7→ aµ. The confomal Jacobi identity
holds for R iff a 7→ aµ is a morphism of unbounded conformal algebras.
Recall that the space Endv(R) of fields consists of a(z) ∈ End(R)[[z
±1]]
such that a(z)b ∈ R((z)) for any b ∈ R, see section 2.3.2.
The general linear unbounded vertex Lie algebra is
glc(R) := gl(R)[[µ]]T ∩ Endv(R).
Thus aµ ∈ glc(R) iff [T, aµ] = −µaµ and aµb ∈ R[µ] for any b ∈ R. The
elements of glc(R) are called conformal operators.
To give a λ-product on R is equivalent to giving a K[T ]-module morphism
R → glc(R). A conformal module over a conformal algebra R is a K[T ]-
module M with a morphism R→ glc(M).
We remark that glc(R) is in general not a finitely generated K[T ]-module,
even if R is. For example, if R = E[T ] is a free K[T ]-module then glc(R) →
Hom(E,R[µ]), aµ 7→ α = aµ|E , is a K[T ]-module isomorphism where Tα =
−µα. Of course, Hom(E,R[µ]) is isomorphic to Hom(E,R)[T ].
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Proposition. (i) If R is a finitely generated K[T ]-module then glc(R) is
a vertex Lie algebra.
(ii) The K[T ]-modules g[[µ]] and glc(R) are torsionfree. In particular, if
R is an unbounded conformal algebra and c ∈ R is torsion then cµ = 0.
(iii) If R is a K[T ]-module, aµ ∈ glc(R), and c is torsion then aµc = 0.
Proof. (i) We have to show that (aµ)λbµ ∈ glc(R)[λ] for any aµ, bµ ∈ glc(R).
This follows from ((aµ)λbµ)c ∈ R[µ, λ] and ((aµ)λbµ)Tc = (T + µ)((aµ)λbµ)c
for any c ∈ R.
(ii) This is clear.
(iii) Let p(T ) ∈ K[T ], p 6= 0, such that p(T )c = 0. Considering the leading
coefficient of p(T + µ)(aµc) = aµp(T )c = 0 we get aµc = 0. ✷
2.5.3 Conformal Derivations
We discuss the unbounded vertex Lie algebra Derc(R) of conformal deriva-
tions.
A conformal derivation of a conformal algebra R is a conformal ope-
rator dµ such that
dµ(aλb) = (dµa)λ+µb + ζ
da aλ(dµb).
This is equivalent to [dµ, aλ] = (dµa)λ+µ.
The conformal Jacobi identity holds iff [aµ ] is a conformal derivation for
any a. Conformal derivations of the form [aµ ] are called inner.
Setting µ = 0 in the above identity and in [T, dµ] = −µdµ, we obtain:
Remark. Let R be a conformal algebra and dµ a conformal derivation
of R. Then d0 is a derivation of R. 
The space Derc(R) of conformal derivations is an unbounded vertex Lie
subalgebra of glc(R) because T = −µ· and
[[(dµ)λd
′
µ], aν ] = [[dλ, d
′
µ−λ], aν ] = [dλ, [d
′
µ−λ, aν ]]− [d
′
µ−λ, [dλ, aν ]]
= (dλ(d
′
µ−λa))ν+µ − (d
′
µ−λ(dλa))ν+µ = ([(dµ)λd
′
µ]a)ν+µ.
2.5.4 Free Vertex Lie Algebras
We construct the free vertex Lie algebra R(S, o) generated by a set S with
locality function o. In section 2.6.6 we give a second construction of R(S, o).
A locality function on a set S is a map o : S2 → Z∪{−∞}. A morphism
of sets with locality function is an even map φ : S → S′ such that o(φa, φb) ≤
o(a, b). A locality function o is non-negative if o(S2) ⊂ N.
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For elements a, b of an unbounded conformal algebra, define o+(a, b) to
be the least n ≥ 0 such that amb = 0 for m ≥ n. If R is a conformal algebra
then o+ : R
2 → N is the locality function of R.
Let g be an algebra and a(z), b(z) ∈ g[[z±1]]. Define N+(a(z), b(z)) to be
the least n ≥ 0 such that a(z), b(z) are local of order ≤ n. It is clear that
o+(a(z), b(z)) ≤ N+(a(z), b(z)). Proposition 2.2.3 implies that if a(z), b(z)
are local then N+(a(z), b(z)) = o+(a(z), b(z)). In particular, if R is a vertex
Lie algebra then o+(a, b) = N+(Y a, Y b).
Proposition. The functor R 7→ (R, o+) from vertex Lie algebras to sets
with non-negative locality function has a left adjoint (S, o) 7→ R(S, o).
Proof. Let F be the free N-fold algebra with derivation generated by the set
S. A basis of F is given by B =
⊔
Bn where B1 := {T
ka | a ∈ S, k ≥ 0} and
Bn := {aib | a ∈ Bm, b ∈ Bn−m, 1 ≤ m < n, i ≥ 0} for n ≥ 2.
Define a map o : B2 → N by induction on n: o(T ka, T lb) := o(a, b)+ k+ l
for a, b ∈ S, o(T ka, bic) := 3max(o(T
ka, b), o(T ka, c), o(b, c)) for a ∈ S, bic ∈
Bn, and o(aib, c) := 3max(o(a, b), o(a, c), o(b, c)) for aib ∈ Bn, c ∈ B. Let
F ′ be the quotient of F by the relations aib = 0 and (Ta)tb = −tat−1b
for a, b ∈ B, i ≥ o(a, b), and t ≥ 0. Then F ′ is a conformal algebra. Let
R(S, o) be the quotient of F ′ by the conformal Jacobi identity and conformal
skew-symmetry.
Let R be a vertex Lie algebra with a morphism (S, o)→ (R, o+). Since F
is free, there exists a unique morphism F → R′ compatible with S.
We have o+(a, b) = N+(Y a, Y b) for a, b ∈ R. The proof of Dong’s lemma
shows that N+(aib, c) ≤ 3max(N+(a, b), N+(a, c), N+(b, c)) for any a, b, c ∈
Y (R). Moreover,N+(∂za, b) ≤ N+(a, b)+1. Thus F → R induces a morphism
F ′ → R. Since R is a vertex Lie algebra, the map F ′ → R induces a morphism
R(S, o)→ R. ✷
Since the composition of left adjoint functors is left adjoint, the Proposi-
tion implies that the functor g 7→ (R(g), o+) from local Lie algebras to sets
with non-negative locality function has a left adjoint (S, o) 7→ g(R(S, o)).
Let R ⊂ R(S, o) be a subset and I the ideal generated by R. Then
R(S, o)/I is the vertex Lie algebra generated by (S, o) with relations R.
Suppose that S is a K-graded set, S =
⊔
Sh. In the following we use the
algebras F, F ′, R(S, o) defined in the proof of the Proposition. The gradation
of S induces a gradation of the free N-fold algebra F . Thus F ′ is also graded.
Since the conformal Jacobi identity and conformal skew-symmetry are ho-
mogeneous identities, it follows that R(S, o) is a graded vertex Lie algebra.
2.5.5 Finite Vertex Lie Algebras and Cosets
We explain the general structure of finite conformal algebras and present
finite vertex Lie algebras in terms of generators and relations.
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A conformal algebra is finite if it is finitely generated as a K[T ]-module.
The polynomial ring K[T ] is a principal ideal domain. A basic theorem of
algebra says that any finitely generated module over a principal ideal domain
is the direct sum of the torsion submodule and a free module of finite rank.
We first consider the torsion submodule of a conformal algebra.
Elements a, b of a conformal algebra R commute if [aλb] = [bλa] = 0.
Note that a need not commute with a, even if R is a vertex Lie algebra.
The centralizer or coset of a subset S ⊂ R is
CR(S) := {a ∈ R | a commutes with any b ∈ S}.
The centre of R is C(R) := CR(R). The elements of the centre are called
central. If R is a vertex Lie algebra then the coset CR(S) is a vertex Lie
subalgebra and CR(S) = CR(S¯). Proposition 2.5.2 (iii) implies:
Proposition. The torsion submodule of a conformal algebra is contained
in the centre. 
The Proposition implies that any finite-dimensional vertex Lie algebra is
abelian.
Let R = F ⊕ K be a K[T ]-module, where F is a free and K a torsion
K[T ]-module. Let E ⊂ F be a subspace such that F = E[µ] and T |F = −µ·.
Let pλ : E⊗E → R[λ] be an even linear map. It induces a K[µ, κ]-module
morphism pλ : E[µ]⊗ E[κ] → R[µ, κ, λ]. The K[T ]-module R is a conformal
algebra with λ-product
(aµ + c)λ(bµ + d) := pλ(aλ, bµ−λ),
for aµ, bµ ∈ E[µ] and c, d ∈ K, since (−µaµ)λbµ = −λpλ(aλ, bµ−λ) and
(aµ)λ(−µbµ) = (−µ + λ)pλ(aλ, bµ−λ). The Proposition implies that this λ-
product is the unique extension of pλ from E to R.
Lemmata 2.3.4 and 2.3.6 show that if conformal skew-symmetry and the
conformal Jacobi identity are satisfied for the elements of E then R is a
vertex Lie algebra. The verification of the conformal Jacobi identity can be
simplified by using S3-symmetry, see Proposition 2.6.1. We often define vertex
Lie algebras in terms of E,K, and the map E ⊗ E → R[λ].
Assume that E =
⊕
Eh is K-graded. The K[T ]-module R has a unique
K-gradation such that Eh ⊂ Rh and K ⊂ R0. Of course, R is graded as a
conformal algebra iff (Eh)(t)(Ek) ⊂ Rh+k−t−1.
Remark. Let R = E[µ] ⊕K be a vertex Lie algebra such that T |E[µ] =
−µ· and T |K = 0. Denote by ι : R → E[T ] ⊕ K the natural K[T ]-module
isomorphism. Then R is the vertex Lie algebra generated by the vector space
E ⊕K with relations aλb = ι(aλb) for a, b ∈ E and T kˆ = 0 for kˆ ∈ K.
Proof. Let φ be an even linear map from E⊕K to a vertex Lie algebra R′ such
that (φa)λ(φb) = φι(aλb) and Tφkˆ = 0. Then φ can be extended uniquely to
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a K[T ]-module morphism φ : R→ R′. This is a vertex Lie algebra morphism
since φ(aλb) = (φa)λ(φb) for any a, b ∈ E ⊕K. ✷
2.5.6 Affine and Clifford Vertex Lie Algebras
We show that any vertex Lie algebra R of CFT-type contains an image of
the affine vertex Lie algebra Rˆ1.
Let g be a Lie algebra. The loop vertex Lie algebra of g is g˜ := g[µ]
with aλb := [a, b] for a, b ∈ g. This is a graded vertex Lie algebra with g˜1 = g.
It is a subalgebra of g[[µ]].
Endow g with an invariant, symmetric bilinear form. The affine vertex
Lie algebra of g is the central extension gˆ = g˜⊕Kkˆ defined by T kˆ = 0 and
aλb := [a, b] + (a, b)kˆ λ
for a, b ∈ g. This is a graded vertex Lie algebra since, omitting supersigns,
the conformal Jacobi identity for a, b, c ∈ g is
[[a, b], c] + ([a, b], c)kˆµ = [a, [b, c]] + (a, [b, c])kˆλ− [b, [a, c]]− (b, [a, c])kˆ(µ− λ)
and conformal skew-symmetry is [a, b] + (a, b)kˆλ = −[b, a] + (b, a)kˆλ.
Let R be a vertex Lie algebra of CFT-type, see section 2.3.1. Let kˆ ∈
R0, kˆ 6= 0. Then R1 with [a, b] := a0b is an algebra with a bilinear form
defined by (a, b)kˆ = a1b.
Proposition. Let R be a vertex Lie algebra of CFT-type. Then R1 is a
Lie algebra with an invariant, symmetric bilinear form. Moreover, there is a
natural epimorphism Rˆ1 → K[T ]R1 ⊕R0 of graded vertex Lie algebras.
Proof. We have aλb = [a, b]+ (a, b)kˆλ for a, b ∈ R1. The above proof that gˆ is
a vertex Lie algebra also shows that R1 is a Lie algebra and ( , ) is invariant
and symmetric. The second claim is clear. ✷
Let B be a vector space with a symmetric bilinear form. We consider B
as an abelian Lie algebra. If B = B0¯ then Bˆ is called a Heisenberg vertex
Lie algebra and if B = B1¯ then Bˆ is called a symplectic fermion vertex
Lie algebra.
The Clifford vertex Lie algebra C(B) := (ΠB)[µ] ⊕ Kkˆ is defined by
T kˆ = 0 and
aλb := (a, b)kˆ
for a, b ∈ ΠB. Here Π is the parity-change functor. The Clifford vertex Lie
algebra is graded with C(B)1/2 = ΠB.
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By Proposition 2.4.5 and section 2.3.3 we have R(g˜) = g˜, R(gˆ) = gˆ, and
R(C(B)) = C(B). The following result is proven in the same way as the
Proposition.
Remark. Let R be a vertex Lie algebra of CFT-type. Then ΠR1/2 is
a vector space with a symmetric bilinear form defined by (a, b)kˆ = a1/2b.
Moreover, there is a natural epimorphism C(ΠR1/2) → K[T ]R1/2 ⊕ R0 of
graded vertex Lie algebras. 
2.5.7 Witt Vertex Lie Algebra
We prove that Witt is the unique non-abelian vertex Lie algebra of rank 1.
The Witt vertex Lie algebra Witt := K[T ]L is defined by
LλL := (T + 2λ)L.
By Proposition 2.4.5 and section 2.3.3 we have R(Witt) = Witt. In particular,
Witt is indeed a vertex Lie algebra. It is graded, hL = 2.
Proposition. Let R be an even vertex Lie algebra such that R is a free
K[T ]-module of rank 1. Then R is abelian or R ∼= Witt.
Proof. We may identify R with K[T ]. Let p(T, λ) := 1λ1 ∈ K[T, λ] and
p(T, λ) =
∑n
i=0 pi(λ)T
i.
The conformal Jacobi identity for a = b = c = 1 is
p(−µ, λ)p(T, µ) = p(T + λ, µ− λ)p(T, λ)− p(T + µ− λ, λ)p(T, µ− λ).
Suppose that pn(λ) 6= 0 and n ≥ 2. Then the coefficient of T
2n−1 of these
three terms are 0,
pn−1(µ− λ)pn(λ) + npn(µ− λ)λpn(λ) + pn(µ− λ)pn−1(λ),
and pn−1(λ)pn(µ−λ)+npn(λ)(µ−λ)pn(µ−λ)+pn(λ)pn−1(µ−λ). We obtain
the contradiction 0 = npn(λ)pn(µ− λ)(2λ− µ). Thus 1λ1 = p0(λ) + Tp1(λ).
The conformal Jacobi identity for λ = µ−λ yields p(−2λ, λ)p(T, 2λ) = 0.
Thus p(−2λ, λ) = 0 and 1λ1 = (T + 2λ)p1(λ).
Conformal skew-symmetry implies (T + 2λ)p1(λ) = (T + 2λ)p1(−λ− T ).
This shows that p := p1(λ) ∈ K. If p = 0 then 1λ1 = 0 and R is abelian. If
p 6= 0 then p−1λp
−1 = (T + 2λ)p−1. ✷
A vertex Lie algebra R is simple if R is not abelian and the only ideals
of R are 0 and R.
Remark. (i) A Lie algebra g is simple iff g˜ is simple.
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(ii) The Witt vertex Lie algebra is simple.
Proof. (i) If I ⊂ g is an ideal then I[µ] ⊂ g[µ] = g˜ is an ideal. Thus if g˜ is
simple then g is simple. Conversely, let I ⊂ g˜ be a non-zero ideal. Then I ∩ g
is an ideal of g. If aµ ∈ I and b ∈ g then [(aµ)λb] =
∑
[an, b]λ
(n) ∈ I[λ]. Thus
I ∩ g 6= 0. We get I ∩ g = g and I = g˜.
(ii) Let a =
∑n
i=0 kiT
iL ∈ Witt with ki ∈ K and kn 6= 0. Then aλL =∑
i ki(−λ)
i(T + 2λ)L. The coefficient of aλL of degree n + 1 is a non-zero
scalar multiple of L. Thus the claim follows. ✷
We state without proof the following deep result.
Theorem. Let R be an even finite simple vertex Lie algebra. Then R is
isomorphic to a loop vertex Lie algebra or the Witt vertex Lie algebra. 
2.5.8 Virasoro and Conformal Vertex Lie Algebras
We discuss Virasoro and conformal vectors of vertex Lie algebras.
The Virasoro vertex Lie algebra Vir = Witt⊕Kcˆ is the central extension
of Witt defined by T cˆ = 0 and
LλL := (T + 2λ)L + (cˆ/2)λ
(3).
By Proposition 2.4.5 and section 2.3.3 we have R(Vir) = Vir. It is graded,
hL = 2.
A Virasoro vector of a vertex Lie algebra R is a vector L such that
there exists a morphism Vir→ R with L 7→ L.
Section 2.5.5 provides a description of Vir in terms of generators and
relations. It follows that an even vector L is a Virasoro vector iff LλL =
(T + 2λ)L+ L(3)Lλ
(3) and cˆL := 2L(3)L ∈ kerT .
A dilatation operator of R is an even diagonalizable operator H such
that [H,T ] = T andH(atb) = (Ha)tb+at(Hb)−(t+1)atb. To give a gradation
of R is equivalent to giving a dilatation operator.
A conformal vector of a vertex Lie algebra R is a Virasoro vector such
that L(0) = T and L(1) is a dilatation operator. In this case R is graded,
L ∈ R2, and hence T = L−1, H = L0.
A conformal vertex Lie algebra is a vertex Lie algebra together with
a conformal vector. A conformal vector of a graded vertex Lie algebra is a
Virasoro vector such that L−1 = T and L0 = H .
Remark. Let R be a conformal vertex Lie algebra with centre C. Then
C = kerT and C ⊂ V0.
Proof. By Proposition 2.5.5 we have kerT ⊂ C. We have C ⊂ kerT since
T = L(0). We have C ⊂ V0 since H = L(1). ✷
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Proposition. Let R be a vertex Lie algebra and S ⊂ R a subspace that
generates R. If L(0)|S = T and L(1)|S is diagonalizable then L(0) = T and
L(1) is a dilatation operator.
Proof. By Remark 2.5.3 the operator L(0) is a derivation of R. Thus ker(T −
L(0)) is a conformal subalgebra of R. Since S ⊂ ker(T−L(0)), we get L(0) = T .
The conformal Jacobi identity implies
[L(1), a(t)]b = (L(0)a)(t+1)b + (L(1)a)(t)b = (L(1)a)(t)b − (t+ 1)a(t)b.
Moreover, [L(1), T ] = −[T, L(1)] = L(0) = T . This shows that the span of the
eigenvectors of L(1) is a conformal subalgebra. Hence L(1) is diagonalizable.
The above two identities also show that L(1) is a dilatation operator. ✷
2.5.9 Griess Algebra
We show that the Virasoro vectors are the idempotents of the Griess algebra.
Let R be a vertex Lie algebra of CFT-type and kˆ ∈ R0, kˆ 6= 0. Then R2
with ab := a0b is an algebra with a bilinear form defined by (a, b)kˆ = a2b.
The algebra R2 is called the Griess algebra.
Remark. Let R be a vertex Lie algebra of CFT-type such that R1 =
0. Then ab is commutative and ( , ) is invariant and symmetric. If L is a
conformal vector then L/2 is an identity of R2.
Proof. We have aλb = a−1b + abλ + (a, b)kˆλ
(3) and −b−λ−Ta = −b−1a +
T (ba)+baλ+(b, a)kˆλ(3). Thus ab is commutative and ( , ) invariant. Replacing
λ, µ by λ + κ, µ+ κ, the conformal Jacobi identity becomes [[aλ+κb]µ+κc] =
[aκ+λ[bµ−λc] − [bµ−λ[aκ+λc]. The coefficient of λµκ
(2) is (ab, c)kˆ = (a, bc)kˆ.
The last claim follows from L0|R2 = 2. ✷
Proposition. Let R be a vertex Lie algebra of CFT-type.
(i) An even vector L ∈ R2 is a Virasoro vector iff L0L = 2L; in other
words, iff L/2 is an idempotent of the Griess algebra R2.
(ii) Let L ∈ R2 be an even vector and S ⊂ R a homogeneous subset that
generates R. If L−1|S = T and L0|S = H then L is a conformal vector.
Proof. (i) SinceR is of CFT-type we have L2L ∈ kerT and LnL = 0 for n ≥ 3.
Conformal skew-symmetry implies L1L = −L1L and L−1L = −L−1L +
T (2L).
(ii) By Proposition 2.5.8 we have L−1 = T and L0 = H . Since L0L =
HL = 2L, the claim follows from (i). ✷
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2.5.10 Primary Vectors and GKO Coset Construction
We prove that the coset of a conformal vertex Lie subalgebra is conformal.
This is the Goddard-Kent-Olive coset construction.
A homogeneous vector a of a conformal vertex Lie algebra R is primary
if Lλa = (T + Hλ)a. In other words, Lna = 0 for n ≥ 1. A homogeneous
vector a is quasi-primary if L1a = 0.
For example, L is quasi-primary and primary iff cˆL = 0. For a primary, Ta
is primary iff ha = 0. Central elements are primary. Many conformal vertex
Lie algebras are generated by primary vectors.
A conformal vertex Lie subalgebra of R is a graded vertex Lie subalgebra
R′ together with a quasi-primary conformal vector L′ ∈ R′.
Remark. (i) Let S be a subset of a vertex Lie algebra R. If L ∈ S such
that L(0)|S = T then CR(S) = kerL(0).
(ii) Let R be a conformal vertex Lie algebra of CFT-type. Then a Virasoro
vector L′ ∈ R2 is quasi-primary iff L
′ commutes with L− L′.
Proof. (i) Since L ∈ S we have CR(S) ⊂ kerL(0). Conversely, let a ∈ kerL(0)
and b ∈ S. Then L(0)(aλb) = (L(0)a)λb + aλ(L(0)b) = aλ(Tb) = (T + λ)aλb.
This implies aλb = 0.
(ii) Let Lc := L − L′. If L′, Lc commute then L1L
′ = Lc1L
′ + L′1L
′ = 0.
Conversely, suppose that L′ is quasi-primary. Since L−1L
′ = TL′ = L′−1L
′
and L0L
′ = 2L′ = L′0L
′ and L1L
′ = 0 = L′1L
′ we have LcnL
′ = 0 for
n = −1, 0, 1. Conformal skew-symmetry and the fact that R is of CFT-type
imply L′−1L
c = 0. Proposition 2.5.9 (ii) shows that L′ is a conformal vector
of {L′}. Hence L′, Lc commute by (i). ✷
Proposition. Let R be a conformal vertex Lie algebra of CFT-type and
R′ a conformal vertex Lie subalgebra. Then CR(R
′) is a conformal vertex Lie
subalgebra with conformal vector L− L′ and cˆL−L′ = cˆL − cˆL′ .
Proof. The Remark shows that Rc := CR(R
′) = kerL′−1 and that L
′ and
Lc := L − L′ commute. Thus Lc ∈ Rc and Rc is a graded vertex Lie sub-
algebra. We have Lc−1 = L−1 = T and L
c
0 = L0 = H on R
c. Moreover,
Lc = L − L′ ∈ R2. Thus L
c is a conformal vector of Rc by Proposition
2.5.9 (ii). The vector Lc is quasi-primary because Lc, L′ commute. We have
cˆLc = cˆL − cˆL′ because L2L = L
′
2L
′ + Lc2L
c. ✷
2.5.11 U(1)-Currents and Chodos-Thorn Construction
We show how conformal vectors can be modified using a U(1)-current.
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A U(1)-vector of a vertex Lie algebra R is an even vector J such that
JλJ = kˆJλ for some kˆJ ∈ kerT . Proposition 2.5.6 implies that if R is of
CFT-type then any even vector J ∈ R1 is a U(1)-vector.
Let J be a U(1)-vector. If a ∈ R is an eigenvector of J0 then the eigenvalue
qa is called the J-charge of a. Since J0 is a derivation, the charge of aib is
qa+qb and the charge of Ta is qa. Hence if J0 is diagonalizable on a subspace
S then J0 is diagonalizable on S¯. A vector a is J-primary if Jλa = qaa. In
this case Ta is J-primary iff qa = 0.
A U(1)-current of a conformal vertex Lie algebra R is a primary U(1)-
vector J ∈ R1 such that J0 is diagonalizable. If J is a U(1)-current then
LλJ = (T + λ)J . Hence JλL = −L−λ−TJ = λJ and L has charge 0. Of
course, J has also charge 0.
Proposition. Let J ∈ R1 be a primary U(1)-vector of a conformal vertex
Lie algebra R. Then L′ := L+TJ is a Virasoro vector with cˆL′ = cˆL− 12kˆJ .
If J is a U(1)-current then L′ is a conformal vector with L′0 = L0 − J0 and
any vector, that is both L- and J-primary, is L′-primary.
Proof. We have LλTJ = (T + λ)LλJ = T
2J + 2TλJ + λ2J . From JλL =
−L−λ−TJ = λJ we get (TJ)λL = −λ
2J . Finally, (TJ)λTJ = −kˆJλ
3. Thus
we obtain
L′λL
′ = TL+ 2λL+ cˆLλ
(3)/2 + T 2J + 2TJλ+ λ2J − λ2J − kˆJλ
3
= T (L+ TJ) + 2λ(L+ TJ) + (cˆL − 12kˆJ)λ
(3)/2.
Suppose that J is a U(1)-current. Since [L0, J0] = [H, J0] = 0, the
operators L0 and J0 have a simultaneous eigenspace decomposition. From
(TJ)λ = −λJλ and Proposition 2.5.8 follows that L
′ is a conformal vector
with L′0 = L0 − J0. The last claim is clear. ✷
2.5.12 N=1, N=2, and Topological Virasoro Algebra
We apply the Chodos-Thorn construction to 2-Vir and obtain the topological
Virasoro vertex Lie algebra.
The N=1 super Virasoro vertex Lie algebra is the conformal vertex Lie
algebra 1-Vir = K[T ]L⊕K[T ]G⊕Kcˆ with conformal vector L and cˆL = cˆ and
an odd, primary vector G of weight 3/2 such that GλG = 2L+ (2cˆ/3)λ
(2).
The N=2 super Virasoro vertex Lie algebra is the conformal vertex Lie
algebra 2-Vir = K[T ](KL⊕ KG+ ⊕KG− ⊕ KJ)⊕ Kcˆ with conformal vector
L and cˆL = cˆ, a U(1)-current J with kˆJ = cˆ/3, and two odd, primary, J-
primary vectors G± of weight 3/2 and charge ±1 with G+λG
− = 2L+ (T +
2λ)J + (2cˆ/3)λ(2) and G±λG
± = 0.
By Proposition 2.4.5 and section 2.3.3 we have R(1-Vir) = 1-Vir and
R(2-Vir)=2-Vir. In particular, 1-Vir and 2-Vir are indeed vertex Lie algebras.
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The conformal vertex Lie algebra 2-Vir has an involution given by G± 7→
G∓ and J 7→ −J . This follows from G−λG
+ = G+−λ−TG
− = 2L + (−T −
2λ)J + (2cˆ/3)λ(2). This involution is the mirror involution.
Proposition 2.5.11 shows that L + TJ/2 is a conformal vector of 2-Vir.
The topological Virasoro vertex Lie algebra tVir is the vertex Lie algebra
2-Vir endowed with the conformal vector L+ TJ/2.
Proposition 2.5.11 yields the following description of the topological Vi-
rasoro algebra. We have tVir = K[T ](KL ⊕ KQ ⊕ KG ⊕ KJ) ⊕ Kdˆ where L
is the conformal vector and cˆL = 0, J is a U(1)-vector with kˆJ = dˆ and
LλJ = (T + λ)J − dˆλ
(2), Q,G are odd, primary, J-primary vectors of weight
1, 2 and charge 1,−1, and QλG = L+ Jλ+ dˆλ
(2), QλQ = GλG = 0.
A vertex Lie algebra isomorphism 2-Vir → tVir is given by L 7→ L −
TJ/2, G+ 7→ 2Q,G− 7→ G, J 7→ J , and cˆ 7→ 3dˆ.
The non-trivial commutators of g(tVir) are
[Qn, Gm] = Ln+m + nJn+m + (n
2 − n)δn+mdˆ/2,
[Ln, Jm] = −mJn+m − (n
2 + n)δn+mdˆ/2.
2.6 Supplements
In sections 2.6.1–2.6.5 we present further examples of vertex Lie algebras:
semidirect products, the λ-commutator of an associative conformal algebra,
and vertex Lie algebras constructed from Frobenius algebras. In section 2.6.6
we give a second construction of free vertex Lie algebras.
In section 2.6.7 and 2.6.8 we discuss the functor R 7→ (R0, R1) from N-
graded vertex Lie algebras to 1-truncated vertex Lie algebras and construct
a left adjoint for it.
2.6.1 S3-Symmetry of the Conformal Jacobi Identity
We prove that conformal skew-symmetry implies an S3-symmetry of the con-
formal Jacobi identity that permutes the elements a, b, c.
Proposition. Let R be a conformal algebra that satisfies conformal skew-
symmetry. Then the conformal Jacobi identity holds for a, b, c iff it holds for
any permutation of a, b, c.
Proof. The conformal Jacobi identity is [[aλb]µc] = [aλ[bµ−λc]]− [bµ−λ[aλc]].
It holds for a, b, c iff it holds for b, a, c since
[[b−λ−Ta]µc] = [e
T∂λ [b−λa]µc] = e
−µ∂λ [[b−λa]µc] = [[bµ−λa]µc].
It holds for a, b, c iff it holds for a, c, b since [[aλb]µc] = −e
T∂µ [c−µ[aλb]],
[aλ[bµ−λc]] = −[aλe
(T−λ)∂µ [c−µb]] = −e
T∂µ [aλ[c−µb]],
and [bµ−λ[aλc]] = −e
T∂µ [[aλc]−µ+λb]. ✷
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2.6.2 Products and Semidirect Products
We discuss products and semidirect products of vertex Lie algebras.
The product
∏
Ri of a family of vertex Lie algebras Ri is an unbounded
vertex Lie algebra with λ-bracket [(ai)λ(b
i)] := ([aiλb
i]). If the family is finite
then
∏
Ri is a vertex Lie algebra.
Let R and I be vertex Lie algebras together with a morphism R →
Derc(I), a 7→ aλ. The semidirect product R ⋉ I is the conformal algebra
R⊕ I with λ-bracket
[(a+ e)λ(b + f)] := [aλb] + aλf − ζ
eb b−λ−T e + [eλf ]
for a, b ∈ R and e, f ∈ I.
Proposition. The semidirect product R⋉ I is a vertex Lie algebra.
Proof. It is clear that conformal skew-symmetry is satisfied. The conformal
Jacobi identity holds for a, b, c ∈ R and for a, b, c ∈ I since R and I are vertex
Lie algebras. It holds for a, b ∈ R, c ∈ I since R → glc(I) is a morphism. It
holds for a ∈ R, b, c ∈ I since aλ ∈ Derc(I). Proposition 2.6.1 implies that it
holds for any a, b, c ∈ R⋉ I. ✷
A short exact sequence 0 → I → Re
p
→ R → 0 of vertex Lie algebras
splits if there exists a section of p, that is, a morphism ι : R→ Re such that
p ◦ ι = idR.
The inclusion I → R⋉ I and the projection R⋉ I → R yield a split short
exact sequence 0 → I → R ⋉ I → R → 0. Conversely, any split short exact
sequence 0 → I → Re → R → 0 is isomorphic to such a sequence where
R → Derc(I) is given by the composition of a section ι : R → R
e and the
adjoint action Re → Derc(I).
We have R⋉ I = R× I iff the map R→ Derc(I) is zero iff the extension
0→ I → R⋉ I → R→ 0 is central: I ⊂ C(R ⋉ I).
Here is a concrete example of a semidirect product. Let R = E[µ] ⊕ K
be a K-graded K[T ]-module such that T |E[µ] = −µ·, E ⊂ R is a K-graded
subspace, and K ⊂ R0 is torsion. Define a K[T ]-module morphism Witt →
glc(R) by Lλa := (T + Hλ)a for a ∈ E. A direct calculation shows that R
thus becomes a Witt-module.
In particular, loop and affine vertex Lie algebras g˜ and gˆ with E = g
and Clifford vertex Lie algebras C(B) with E = ΠB are Vir-modules. In
these three cases we have Witt→ Derc(R) as direct calculations show. Thus
semidirect products such as Witt⋉ g˜ and Vir ⋉ C(B) are defined.
For example, if g is a one-dimensional abelian Lie algebra then Witt ⋉ g˜
is isomorphic to the vertex Lie algebra {p∂x+ q | p, q ∈ K[x
±1]} of first order
differential operators on K[x±1] because [−xn+1∂x, x
m] = −mxn+m. This is
the Atiyah vertex Lie algebra.
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2.6.3 Associative and Commutative Conformal Algebras
We show that the Jacobi identity, skew-symmetry, associativity, and commu-
tativity for the algebra gR are equivalent to the corresponding “conformal”
identities for the conformal algebra R.
In section 2.4.4 we showed that if R is a conformal algebra then gR =
R˜/T R˜ is an algebra with [at, bs] =
∑(t
i
)
(aib)t+s−i. From Corollary 2.2.4 and
Remark 2.4.4 follows that the linear map
Y : R → gR[[z
±1]], a 7→ a(z) =
∑
atz
−t−1,
is a monomorphism of unbounded conformal algebras and Y (R) is local.
Proposition. (i) A conformal algebra R satisfies the conformal Jacobi
identity iff gR satisfies the Leibniz identity.
(ii) A conformal algebra R satisfies conformal skew-symmetry iff gR is
skew-symmetric.
Proof. (i) This follows from Remark 2.3.4, Proposition 2.3.4, and the fact
that Y : R→ gR[[z
±1]] is a monomorphism.
(ii) This follows from Remark 2.3.6, Proposition 2.3.6, and the fact that
Y : R→ gR[[z
±1]] is a monomorphism and Y (R) is local. ✷
Conformal associativity for an unbounded conformal algebra R is
(aλb)µc = aλ(bµ−λc).
Conformal commutativity for weakly local b, a ∈ R is
aλb = ζ
ab b−λ−Ta.
A conformal algebra R is associative or commutative if R satisfies
conformal associativity or conformal commutativity, resp. Vertex Lie algebras
are also called Lie conformal algebras.
The following statements complement Remarks 2.3.4 and 2.3.6, Proposi-
tions 2.3.4, 2.3.6, and 2.5.1, and the Proposition above.
If R is associative then ab := a0b is associative. If R is commutative
then ab is commutative on R/TR. An algebra A is associative iff A[[z±1]]
is associative iff A[[µ]] is associative. The multiplication of an algebra C is
commutative iff C[[µ]] is commutative. In this case local C-valued distributions
satisfy conformal commutativity. Dong’s lemma also holds for associative
algebras.
Calculations as in section 2.4.3 show that if R is commutative or asso-
ciative then so is R˜. It follows that R is commutative or associative iff the
multiplication of gR is commutative or associative, resp. As in section 2.4.4
one shows that gR satisfies a universal property depending on the class of
algebras and conformal algebras one looks at.
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2.6.4 λ-Commutator
In chapter 3 we will see that any associative vertex algebra has an underlying
vertex Lie algebra. Here we prove that also associative conformal algebras
have an underlying vertex Lie algebra.
Let R be an unbounded conformal algebra such that conformal commu-
tativity is well-defined. The λ-commutator is
[aλb] := aλb − ζ
ab b−λ−Ta.
It is clear that the λ-commutator is a λ-bracket and satisfies conformal skew-
symmetry.
If A is an associative algebra then the commutator ab − ζabba is a Lie
bracket. Let A′ denote this Lie algebra. The identity in the proof of Proposi-
tion 2.5.1 (i) shows that the λ-commutator of A[[µ]] is equal to the unbounded
λ-bracket of A′[[µ]]. In particular, the unbounded λ-bracket of gl(R)[[µ]] is the
λ-commutator of the associative conformal algebra End(R)[[µ]].
Proposition. Let R be an associative conformal algebra. Then the λ-
commutator of R is a Lie λ-bracket.
Proof. Since R is associative, gR is associative. Thus gR endowed with the
commutator is a Lie algebra. Let R′ be R endowed with the λ-commutator.
As in section 2.4.3 we see that the λ-product of the affinization R˜′ is
(e∂∂λf)g (aλb− b−λ−Ta) = (fa)λ(gb)− (gb)−λ−∂−T (fa).
Setting λ = 0, this shows that the algebra gR′ is equal to the Lie algebra gR.
Proposition 2.6.3 implies that R′ is a vertex Lie algebra. ✷
2.6.5 Frobenius Algebras and Vertex Lie Algebras
We construct a vertex Lie algebra from a Frobenius algebra.
A Frobenius algebra is a commutative algebra C together with an in-
variant symmetric bilinear form: (ab, c) = (a, bc).
Our definition differs from the standard one in two respects. First, Frobe-
nius algebras in general need not be commutative. Second, the bilinear form
is usually assumed to be non-degenerate. Its existence imposes then a strong
restriction on the algebra C.
Let C be a commutative algebra. Consider C as a differential algebra with
T = 0. By section 2.4.3 the tensor product C[T ] = Witt ⊗ C is a vertex Lie
algebra with λ-bracket [aλb] = (T + 2λ)ab for a, b ∈ C.
If C is a Frobenius algebra then C[T ] has a central extension R = C[T ]⊕
Kcˆ defined by T cˆ = 0 and
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[aλb] = (T + 2λ)ab + (a, b)cˆ λ
(3)
for a, b ∈ C. A direct calculation shows that R is indeed a vertex Lie algebra.
It is of CFT-type with R1 = 0 and R2 = C. Moreover, the Griess algebra of
R is equal to the Frobenius algebra C.
Taking C = K with bilinear form defined by (1, 1) := 1/2, we get R = Vir
with 1 7→ L and cˆ 7→ cˆ.
2.6.6 Free Vertex Lie Algebras Revisited
We construct the free vertex Lie algebra R(S, o) by describing the Lie algebra
g(R(S, o)) explicitly in terms of generators and relations.
Proposition. The functor R 7→ (R, o+) from vertex Lie algebras to sets
with non-negative locality function has a left adjoint (S, o) 7→ R(S, o).
Proof. Let g be the Lie algebra generated by S × Z with relations∑
i≥0
(−1)i
(
o(a, b)
i
)
[(a, t+ i), (b, s+ o(a, b)− i)] = 0
for any a, b ∈ S and t, s ∈ Z. Denote by at the image of (a, t) in g and define
F := {a(z) | a ∈ S}. Then any a(z), b(z) are local of order ≤ o(a, b), R := F¯
is a vertex Lie algebra, and (S, o)→ (R, o+), a 7→ a(z), is a morphism.
The Lie algebra g satisfies the following universal property. Let g′ be a
local Lie algebra. Then a morphism ψ : (S, o) → (R(g′), o+) yields a unique
Lie algebra morphism g→ g′ such that a(z) 7→ ψa for any a ∈ S. Conversely,
a Lie algebra morphism φ : g → g′ such that φF ⊂ F¯g′ yields a morphism
(S, o)→ (R(g′), o+), a 7→ φa(z).
The composition (S, o) → (R, o+) → (R(g(R)), o+), a 7→ Y (a(z)), yields
a morphism φ : g → g(R) such that at 7→ a(z)t. On the other hand, by
the universal property of g(R) the inclusion R ⊂ g[[z±1]] induces a morphism
φ′ : g(R)→ g such that a(z)t 7→ at for any a(z) ∈ R.
In general, if R is a vertex Lie algebra and F ⊂ R a subset such that
F¯ = R then the algebra g(R) is generated by {at | a ∈ F, t ∈ Z} because
(arb)t = (a(z)rb(z))t =
∑
i(−1)
i
(
r
i
)
[ar−i, bt+i] and (Ta)t = −tat−1 for a, b ∈
R and r ≥ 0, t ∈ Z.
It follows that φ, φ′ are inverse to each other because φ, φ′ are inverse to
each other on the sets of generators {at | a ∈ S, t ∈ Z} ⊂ g and {a(z)t | a ∈
S, t ∈ Z} ⊂ g(R). It is clear that φ, φ′ respect R and Fg(R). Since g(R) is a
local Lie algebra, so is (g, R).
The universal property of g implies that (S, o) 7→ (g, R) is left adjoint
to g′ 7→ (R(g′), o+). Since R
′ 7→ g(R′) is fully faithful and the counit of
adjunction φ′ : g(R)→ g is an isomorphism, the claim follows. ✷
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2.6.7 Skew-Symmetric 1-Truncated Conformal Algebras
Note that if R is an N-graded conformal algebra then R0 ⊕ R1 is an N-
fold subalgebra of R. We describe the algebraic structure on R0 and R1 and
construct a universal conformal algebra from it.
We denote the t-th product by atb, not by a(t)b.
Let O be a vector space. Denote the elements of O by f, g, h.
A skew-symmetric 1-truncated conformal algebra over O is an
algebra a, x ⊗ y 7→ [x, y], with an even symmetric bilinear map a ⊗ a →
O, x⊗y 7→ (x, y), and even linear maps a⊗O → O, x⊗f 7→ xf , and d : O → a
such that [x, y] + [y, x] = d(x, y), (df)g = [df, x] = 0, and (x, df) = xf .
Here and in the following we denote the elements of a by x, y, z. The map
a → End(O), x 7→ x·, is the anchor of a. Since [x, df ] + [df, x] = d(x, df) =
d(xf), the axiom [df, x] = 0 is equivalent to [x, df ] = d(xf).
For example, skew-symmetric 1-truncated conformal algebras a over K
with d = 0 and x· = 0 for any x are exactly skew-symmetric algebras a with
an even symmetric bilinear form.
Let R be an N-graded conformal algebra that satisfies conformal skew-
symmetry. Then fλg = 0, xλf = x0f, fλx = −x0f , and xλy = x0y + x1y λ.
It is easy to see that R1 is a skew-symmetric 1-truncated conformal algebra
over R0 with [x, y] := x0y, (x, y) := x1y, xf := x0f , and d := T .
It is clear how to define morphisms (O, a) → (O′, a′) of skew-symmetric
1-truncated conformal algebras. We write a = (O, a).
Proposition. The functor R 7→ R1, from N-graded conformal algebras
that satisfy conformal skew-symmetry to skew-symmetric 1-truncated confor-
mal algebras, has a left adjoint a 7→ R(a).
Proof.We construct the left adjoint a 7→ R(a) as follows. Let R(a) := O⊕a[T ]
be the K[T ]-module defined by T := d on O and T = T · on a[T ]. It is N-
graded with R0 = O and R1 = a.
Define fλg := 0, xλf := xf, fλx := −xf , and xλy := [x, y]+ (x, y)λ. Then
it is clear that conformal skew-symmetry holds for any a, b ∈ O ⊕ a.
We have (Tf)λg = −λfλg since (df)g = 0. We have (Tf)λx = −λfλx
since [df, x] = 0 and (df, x) = (x, df) = xf = −f0x. Conformal skew-
symmetry implies that also fλTg = (T + λ)fλg and xλTf = (T + λ)xλf .
Thus we can uniquely extend the λ-product on O ⊕ a to a λ-product on
R(a). By Lemma 2.3.6 the conformal algebra R(a) satisfies conformal skew-
symmetry since any a, b ∈ O ⊕ a do.
It is clear that a 7→ R(a) is left adjoint to R 7→ R1. ✷
2.6.8 1-Truncated Vertex Lie Algebras
We continue the investigation of section 2.6.7 and consider now the conse-
quences of the conformal Jacobi identity.
2.6 Supplements 49
A 1-truncated vertex Lie algebra is a skew-symmetric 1-truncated
conformal algebra a such that R(a) is a vertex Lie algebra.
A Leibniz algebra is an algebra a that satisfies the Leibniz identity
[[a, b], c] = [a, [b, c]] − ζab [b, [a, c]], see section 2.3.4. Equivalently, left multi-
plication a→ gl(a), a 7→ [a, ], is an algebra morphism.
A module over a Leibniz algebra a is a vector space M with an algebra
morphism a→ gl(M), a 7→ a·.
If M and N are a-modules then M ⊗N is an a-module with a(m⊗ n) =
am⊗ n+ ζamm⊗ an.
Proposition. Let a be a skew-symmetric 1-truncated conformal algebra.
Then a is a 1-truncated vertex Lie algebra iff a is a Leibniz algebra, O with
x 7→ x· is an a-module, and a⊗ a→ O is an a-module morphism.
Proof. By Lemma 2.3.4 it suffices to consider the conformal Jacobi identity
for a, b, c ∈ O⊕a. By section 2.3.4 the conformal Jacobi identity is equivalent
to [at, bs]c =
∑(t
i
)
(aib)t+s−ic for t, s ≥ 0. Because of the gradation we only
need to consider t, s with t+ s ≤ 1.
For t+ s = 1, we get a0(b1c) = (a0b)1c+ b1(a0c) and b1(a0c) = a0(b1c) +
(b0a)1c + (b1a)0c. Conformal skew-symmetry yields (b0a)1c = −(a0b)1c +
(T (b1a))1c = −(a0b)1c − (b1a)0c. Thus the two identities for t + s = 1 are
equivalent. This also follows from Lemma 4.1.4 (ii).
Because of the gradation the identity for t + s = 1 is only non-trivial if
a, b, c ∈ a. In this case it is just the condition that a ⊗ a → O is a module
morphism.
The identity for t = s = 0 is only non-trivial if at least two elements of
a, b, c are in a. If a, b, c ∈ a then it is the Leibniz identity for a. If one element
is in O then we may assume that c ∈ O because of Proposition 2.6.1. Then
it is the statement that x 7→ x· is an algebra morphism. ✷
Thus a 1-truncated vertex Lie algebra over O is a Leibniz algebra a with
a symmetric a-module morphism a ⊗ a → O, an a-module structure on O,
and an even a-module morphism d : O → a such that [x, y] + [y, x] = d(x, y),
(df)g = 0, and (x, df) = xf .
It is clear that if R is a vertex Lie algebra then R1 is a 1-truncated vertex
Lie algebra over R0. Moreover, the functor a 7→ R(a) from 1-truncated vertex
Lie algebras to vertex Lie algebras is left adjoint to R 7→ R1.
For example, 1-truncated vertex Lie algebras a over K with d = 0 and
x· = 0 for any x are exactly Lie algebras a with an invariant symmetric
bilinear form. In this case the vertex Lie algebra R(a) is the affine vertex Lie
algebra aˆ = a[T ]⊕K, see section 2.5.6.

3 Associative Vertex Algebras
Sections 3.1 and 3.2 are about vertex algebras and their reformulation in
terms of the state-field correspondence. We discuss associative, commutative,
and Poisson vertex algebras. We unite the algebra and the conformal algebra
structure of a vertex algebra into one family of multiplications indexed by Z.
In this way various vertex algebra identities are united as well.
In sections 3.3 and 3.4 we show that associative vertex algebras form a
full subcategory of the category of local associative algebras. We first prove
that the normal ordered product and the distributions ci(z) define the struc-
ture of an associative vertex algebra on the space V (A) of distributions
of a local associative algebra A. Then we construct a fully faithful func-
tor V 7→ A(V ) from associative vertex algebras to local associative algebras
such that V (A(V )) = V .
3.1 Associative, Commutative, and Poisson Vertex
Algebras
In sections 3.1.1–3.1.4 we discuss pre-Lie algebras, vertex algebras, the Wick
formula, and conformal derivations of vertex algebras. In sections 3.1.5–3.1.7
we show that if V is an associative vertex algebra or a vertex Poisson algebra
then V/C2(V ) is a Poisson algebra and we prove that commutative vertex
algebras and commutative differential algebras are equivalent notions.
3.1.1 Pre-Lie Algebras
We explain in which sense pre-Lie algebras generalize associative algebras
and prove that the commutator of a pre-Lie algebra is a Lie bracket.
Let V be an algebra. We always use the left-operator notation that is
defined inductively by a1 . . . ar := a1(a2 . . . ar) for ai ∈ V . One must always
be aware that in general (a1 . . . ar) · a 6= a1 . . . ara.
The commutator of V is
[a, b]∗ := ab − ζ
ab ba.
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We often just write [ , ] instead of [ , ]∗.
Definition. A pre-Lie algebra is an algebra V such that left multi-
plication V → End(V ), a 7→ a·, is an algebra morphism with respect to the
commutator on V and End(V ): [a, b]c = [a·, b·]c.
Note that an algebra V is associative iff V → End(V ), a 7→ a·, is an
algebra morphism and a skew-symmetric algebra g is a Lie algebra iff g →
gl(g), a 7→ [a, ], is an algebra morphism. Since ρ(ab) = (ρa)(ρb) implies
ρ[a, b] = [ρa, ρb], any associative algebra is a pre-Lie algebra.
What we have defined are left pre-Lie algebras. Right pre-Lie algebras
satisfy a[b, c] = a[·b, ·c].
The associator of an algebra is a(a, b, c) := (ab)c− abc.
Proposition. (i) An algebra is a pre-Lie algebra iff its associator is
symmetric in the first two arguments: a(a, b, c) = ζaba(b, a, c).
(ii) An algebra V is associative iff V is a pre-Lie algebra and [a, ] is a
derivation of V for any a.
Proof. (i) We have (ab)c− (ba)c = abc− bac iff (ab)c− abc = (ba)c− bac.
(ii) We already remarked that any associative algebra is a pre-Lie algebra.
This also follows from (i).
The map [a, ] is a derivation iff abc− (bc)a = [a, b]c+ bac− bca. Thus any
two of the following three properties imply the third one: [a, ] is a derivation;
[a·, b·]c = [a, b]c; and (bc)a = bca. This implies the claim. ✷
Remark. Let V be a pre-Lie algebra.
(i) The algebra V ⊕ K1, obtained by adjoining an identity 1 to V , is a
pre-Lie algebra as well.
(ii) The commutator of V is a Lie bracket.
(iii) If e, f , and ef are central then (ab)e = abe and (ef)a = efa.
(iv) If the multiplication of V is commutative then V is associative.
Proof. (i) This follows from part (i) of the Proposition and from a(1, a, b) =
a(a, 1, b) = a(a, b, 1) = 0.
(ii) By (i) the map V ⊕ K1 → gl(V ⊕ K1), a 7→ a·, is a monomorphism.
Since gl(V ⊕K) is a Lie algebra, so is V .
(iii) We have (ab)e = eab = aeb = abe and (ef)a = afe = (af)e = efa.
(iv) This follows from (iii) and also from part (ii) of the Proposition. ✷
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3.1.2 Vertex Algebras
We define vertex algebras and some standard notions for them.
A vertex algebra is a differential algebra with a λ-bracket. In other
words, it is an algebra V with an even derivation T and an even linear map
V ⊗ V → V [λ], a ⊗ b 7→ [aλb], such that [T, [aλ ]] = [(Ta)λ ] = −λ[aλ ], see
section 2.3.1.
An unbounded vertex algebra is a differential algebra V with an un-
bounded λ-bracket V ⊗ V → V [[λ]].
If V is a vertex algebra then V∗ denotes the differential algebra and VLie
the conformal algebra underlying V . A morphism V →W of vertex algebras
is a morphism V∗ → W∗ that is also a morphism VLie → WLie.
An identity 1 of a vertex algebra V is an identity of V∗. We call V unital
if V has an identity. A morphism of unital vertex algebras is a morphism such
that 1 7→ 1. If V is unital then a unital vertex subalgebra of V is assumed
to contain the identity of V .
If 1 is an identity then T 1 = 0 since T is a derivation of V∗ and hence
T 1 = T (1 · 1) = 2T 1. Thus 1 is contained in the centre of VLie by Proposition
2.5.5. It follows that adjoining an identity V 7→ V ⊕K1 is left adjoint to the
forgetful functor from unital vertex algebras to vertex algebras.
An identity of an unbounded vertex algebra V is an identity of V∗ that
lies in the centre of VLie.
A derivation of a vertex algebra V is a derivation of V∗ that is also a
derivation of VLie.
A left ideal of V is a left ideal of V∗ that is also a left ideal of VLie. Right
ideals and (two-sided) ideals are defined in the same way. If I is an ideal then
V/I is the quotient vertex algebra.
A gradation of a vertex algebra V is a gradation of V∗ that is also a
gradation of VLie, see section 2.3.1. If V is graded and 1 an identity then
1 ∈ V0 by Remark A.1.
The intersection of vertex subalgebras is a vertex subalgebra. If S is a
subset of a unital vertex algebra then 〈S〉 denotes the unital vertex subalgebra
generated by S.
A differential algebra V is of CFT-type if V is unital and ρN-graded
for some ρ ∈ Q> such that V0 = K. A vertex algebra V is of CFT-type if
V is graded such that V∗ is of CFT-type. Since 1 ∈ V0 and T 1 = 0, this is
equivalent to VLie being of CFT-type, see section 2.3.1.
A U(1)-vector of a vertex algebra V is an even vector J such that JλJ =
kλ for some k ∈ K. In other words, it is a U(1)-vector of VLie such that
kˆJ = J1J ∈ K, see section 2.5.11.
3.1.3 Wick Formula
We prove that the Wick formula implies that at are differential operators.
One application of this is the BV-operator G1, see section 4.5.5.
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Recall that a conformal operator of a K[T ]-module V is a power series
aµ ∈ gl(V )[[µ]] such that [T, aµ] = −µaµ and aµb ∈ V [µ] for any b ∈ V , see
section 2.5.2.
Let V be a vertex algebra. The Wick formula for a conformal operator
dµ is
dµ(ab) = (dµa)b + ζ
da a(dµb) +
∫ µ
0
dν [(dµa)νb].
This is equivalent to
dt(ab) = (dta)b + ζ
da a(dtb) +
t−1∑
i=0
(
t
i
)
(dia)t−1−ib
since ∫ µ
0
dν [(dµa)νb] =
∑
t,i≥0
(dia)tb µ
(t+i+1)
(
t+ i+ 1
i
)
=
∑
t≥0
t−1∑
i=0
(
t
i
)
(dia)t−1−ib µ
(t).
The Wick formula for a vertex algebra is the special case dµ = [aµ ]:
[aλbc] = [aλb]c + ζ
ab b[aλc] +
∫ λ
0
dµ [[aλb]µc].
We call this also the left Wick formula. There is a right Wick formula for
[abλc], see section 4.2.4.
Let V be an algebra. A homogeneous differential operator of order
≤ n is an operator d such that [d, a·] − (da)· is a homogeneous differential
operator of order ≤ n− 1 for any a ∈ V . Here n ≥ 1 and, by definition, d is
a homogeneous differential operator of order ≤ 0 if d = 0.
An operator d is a homogeneous differential operator of order ≤ 1 iff d
is a derivation. Let Dn be the space of homogeneous differential operators of
order ≤ n. Then Dn ⊂ Dn+1, DnDm ⊂ Dn+m, and [Dn,Dm] ⊂ Dn+m−1.
Proposition. Let V be a vertex algebra that satisfies the Wick formula.
Then at is a homogeneous differential operator of V∗ of order ≤ t+1 for any
a ∈ V and t ≥ 0. In particular, a0 is a derivation of V∗.
Proof. The Wick formula is [at, b·] − (atb)· =
∑t−1
i=0
(
t
i
)
(aib)t−1−i. Thus the
first claim follows by induction on t. The operator a0 is a derivation of the
differential algebra V∗ since [T, a0] = 0 by Remark 2.5.3. ✷
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3.1.4 Conformal Derivations of Vertex Algebras
We prove that conformal derivations of a vertex algebra form an unbounded
vertex Lie algebra Derc(V ).
Recall that a conformal derivation of a conformal algebra is a conformal
operator dµ such that dµ[aλb] = [(dµa)λ+µb]+ ζ
da[aλ(dµb)], see section 2.5.3.
A conformal derivation of a vertex algebra V is a conformal derivation
of VLie that satisfies the Wick formula. In Remark 4.2.3 we give an equivalent
definition of conformal derivations.
From Remark 2.5.3 and by setting µ = 0 in the Wick formula, we obtain:
Remark. Let dµ be a conformal derivation of a vertex algebra V . Then
d0 is a derivation of V . 
Proposition. The space Derc(V ) of conformal derivations of a vertex
algebra V is an unbounded vertex Lie subalgebra of Derc(VLie).
Proof. That Derc(V ) is a K[T ]-submodule is clear since T = −µ·. The Wick
formula is equivalent to [dµ, a·] = (dµa) · +
∫ µ
0 dν (dµa)ν . Thus the claim
follows from
[(dµ)λd
′
µ, a·] = [[dλ, d
′
µ−λ], a·]
= ([dλ, d
′
µ−λ]a) ·+
∫ λ
0
dν (dλd
′
µ−λa)ν +
∫ µ−λ
0
dν (d′µ−λdλa)ν
+
∫ µ−λ
0
dν [dλ, (d
′
µ−λa)ν ] +
∫ λ
0
dν [d′µ−λ, (dλa)ν ]
= (((dµ)λd
′
µ)a) ·+
∫ µ
0
dν (((dµ)λd
′
µ)a)ν .
In the last step we used that [dµ, aλ] = (dµa)λ+µ and applied the substitution
formula from section 2.4.6. ✷
3.1.5 Associative Vertex Algebras
We prove that if V is an associative vertex algebra then V∗ is almost commu-
tative and V∗/C2(V ) is a Poisson algebra, called the Zhu Poisson algebra.
In section 6.1.4 we show that another quotient A(V ) = V/O(V ) is a very
interesting associative algebra.
The commutator [ , ]∗ of a pre-Lie algebra is a Lie bracket by Remark
3.1.1 (ii). On the other hand, any vertex Lie algebra has a natural Lie bracket
[ , ]Lie by Proposition 2.4.6.
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Definition. A vertex algebra V is associative if V∗ is a pre-Lie algebra,
VLie is a vertex Lie algebra, [ , ]∗ = [ , ]Lie, and [aλ ] ∈ Derc(V ) for any a.
In other words, an associative vertex algebra is a differential pre-Lie al-
gebra with a Lie λ-bracket such that [ , ]∗ = [ , ]Lie and [aλ ] ∈ Derc(V ).
What we have defined are left associative vertex algebras: differential left
pre-Lie algebras with a left λ-bracket such that . . . . We will have no occasion
to consider right associative vertex algebras.
Let V be an associative vertex algebra. The Borcherds Lie algebra of
V is g(V ) := g(VLie), the Borcherds Lie algebra of VLie, see section 2.4.1.
We note that the unital vertex algebra V ⊕K1 is associative by Remark
3.1.1 (i). Any one-sided ideal I of V is a two-sided ideal because of conformal
skew-symmetry and because ab = ba+[a, b] and [a, b] ∈ I for any a ∈ V, b ∈ I.
Let V be a differential algebra. We call V almost commutative if
[T nV, TmV ] ⊂ T n+m+1V for any n,m ≥ 0. In particular, [V, V ] ⊂ TV .
Let Cn(V ) ⊂ V be the ideal generated by T
n−1V where n ≥ 2. Of course,
Cn+1(V ) ⊂ Cn(V ). If V is associative and almost commutative then Cn(V ) =
(T n−1V )V since a(Tmb)c = (Tmb)ac+ [a, Tmb]c.
Let V be an associative vertex algebra. Then V∗ is almost commutative
because [T na, Tmb] =
∫ 0
−T dλ (−λ)
n(T + λ)m[aλb].
Define Cn(V ) := Cn(V∗). In Proposition 4.1.7 (i) we prove that Cn(V ) =
(T n−1V )V . A vertex algebra V is Cn-cofinite if dimV/Cn(V ) <∞.
Recall that a Poisson algebra is a commutative algebra with a Lie
bracket { , } such that {a, bc} = {a, b}c+ ζabb{a, c}.
Proposition. Let V be an associative unital vertex algebra. The algebra
V∗/C2(V ) is a Poisson algebra with Poisson bracket induced by a0b.
Proof. The multiplication of V∗/C2(V ) is commutative since V∗ is almost
commutative and hence [V, V ] ⊂ TV . By Remark 3.1.1 (iv) the pre-Lie algebra
V/C2(V ) is associative.
By Remark 2.3.7, the 0-th product induces a Lie bracket on V/TV . The
subspace C2(V ) is a left ideal with respect to a0b since a0 is a derivation of
V∗ by Proposition 3.1.3. It is a right ideal since a0b + b0a ∈ TV . Since a0 is
a derivation of V∗, it follows that V/C2(V ) is a Poisson algebra. ✷
3.1.6 Commutative Vertex Algebras and Cosets
We prove that commutative vertex algebras and commutative differential
algebras are equivalent notions. We show that if V is an N-graded associative
vertex algebra then V0 is a commutative algebra.
Examples of commutative vertex algebras are vertex Poisson algebras and
cohomology vertex algebras, see sections 3.1.7 and 4.5.6. We treat commuta-
tivity again in section 4.3.1.
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Elements a, b of an algebra commute if ab = ζabba. Elements a, b of a
conformal algebra commute if [aλb] = [bλa] = 0, see section 2.5.5.
Elements a, b of a vertex algebra V commute if a, b ∈ V∗ and a, b ∈ VLie
commute. If V is associative then a, b commute iff a, b ∈ VLie commute since
[aλb] = 0 implies [a, b]∗ = [a, b]Lie = 0. Note that a need not commute with
a, even if V is associative.
Definition. A vertex algebra is commutative if its elements commute.
After this subsection all commutative vertex algebras are assumed to
be associative and unital.
Proposition. The functor V 7→ V∗ is an isomorphism of categories from
commutative vertex algebras to differential algebras with commutative multi-
plication. Moreover, V is associative iff V∗ is.
Proof. The first claim is clear. A commutative vertex algebra V is associative
iff V∗ is a pre-Lie algebra iff V∗ is associative by Remark 3.1.1 (iv). ✷
We use the Proposition to identify the objects of these two categories.
The coset of a subset S of a vertex algebra V is
CV (S) := {a ∈ V | a commutes with any b ∈ S}.
Two subsets S and S′ commute if S ⊂ CV (S
′).
The centre of V is C(V ) := CV (V ). The elements of the centre are called
central. The Wick formula and the conformal Jacobi identity imply:
Lemma. Let V be an associative vertex algebra. If a, b and a, c commute
then a, bc and a, btc and a, T b commute for any t ≥ 0. 
Assume that V is associative. The Lemma implies that CV (S) is a ver-
tex subalgebra and CV (S) = CV (〈S〉). In particular, C(V ) is a commutative
vertex subalgebra. If the elements of S pairwise commute then 〈S〉 is com-
mutative and equal to the differential subalgebra generated by S.
Proposition 2.5.5 shows that the torsion K[T ]-submodule is contained in
C(V ). In particular, kerT ⊂ C(V ) and any finite-dimensional associative
vertex algebra is commutative.
If V is N-graded then any a, b ∈ V0 commute since atb ∈ V−t−1 = 0 for
t ≥ 0. Thus V0 is a commutative associative subalgebra of V∗ by Remark
3.1.1 (iv). This follows also from Proposition 3.1.5 and C2(V )0 = 0.
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3.1.7 Vertex Poisson Algebras
We prove that if V is a vertex Poisson algebra then V/C2(V ) is a Poisson
algebra.
Many associative vertex algebras possess filtrations such that the asso-
ciated graded vertex algebra is a vertex Poisson algebras. Any associative
vertex algebra has a decreasing filtration, any Z-graded associative vertex
algebra has an increasing filtration, and any enveloping vertex algebra has
an increasing filtration of this type, see sections 4.4 and 5.1.3.
Recall again that a Poisson algebra is a commutative algebra with a Lie
bracket { , } such that {a, bc} = {a, b}c+ ζabb{a, c}.
Definition. A vertex Poisson algebra is a commutative vertex algebra
with a Lie λ-bracket {λ} such that {aλbc} = {aλb}c+ ζ
ab b{aλc}.
The λ-bracket of a vertex Poisson algebra is called a Poisson λ-bracket.
Note that the identity {aλbc} = {aλb}c + ζ
ab b{aλc} is equivalent to
{aλ } ∈ Derc(V ), since V is commutative. If we write {aλ } =
∑
at λ
(t)
then at is, in general, not a derivation of the commutative vertex algebra V
since, in general, [T, at] 6= 0 for t > 0.
The identity {aλbc} = {aλb}c+ ζ
ab b{aλc} is equivalent to
{abλc} = (e
T∂λa){bλc} + ζ
ab (eT∂λb){aλc}
since eT∂λ{c−λab} = e
T∂λ({c−λa}b+ a{c−λb}).
Recall that if V is a commutative vertex algebra then C2(V ) = (TV )V is
the ideal generated by TV , see section 3.1.5.
Proposition. Let V be a vertex Poisson algebra. Then V/C2(V ) is a
Poisson algebra with Poisson bracket induced by {a0b}.
Proof. By Remark 2.3.7, the 0-th product induces a Lie bracket on V/TV .
By Remark 2.5.3 the map {a0 } is a K[T ]-module morphism. It is clear that
{a0 } is a derivation of the commutative algebra V . Thus C2(V ) = (TV )V is
a left ideal with respect to {a0b}. It is a right ideal since {a0b}+{b0a} ∈ TV .
It follows that V/C2(V ) is a Poisson algebra. ✷
3.2 Modules
In sections 3.2.1–3.2.4 we discuss the unbounded endomorphism vertex al-
gebra, modules, and the adjoint module. We show that vertex algebras and
bounded Z-fold algebras with a translation operator are equivalent notions.
In sections 3.2.5 and 3.2.6 we show that M is a module iff M satisfies the
associativity formula.
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In sections 3.2.7 and 3.2.8 we show that the conformal Jacobi identity
and the Wick formula are special cases of the commutator and associativity
formula, which in turn are special cases of the Jacobi identity. In section 3.2.9
we prove that conformal skew-symmetry and [ , ]∗ = [ , ]Lie are equivalent to
skew-symmetry.
3.2.1 The Unbounded Endomorphism Vertex Algebra
The algebra End(E)((z)) does not contain non-commuting local distributions,
while End(E)[[z±1]] is not an algebra. We show that the space Endv(E) of
fields is an unbounded vertex algebra.
In section 3.3 we prove that Endv(E) is a pre-Lie algebra, that the con-
formal Jacobi identity and the Wick formula hold, and that two fields satisfy
conformal skew-symmetry and [ , ]∗ = [ , ]Lie iff they are local.
Let E be a vector space. In section 2.3.2 we remarked that the space
Endv(E) of fields is an unbounded conformal subalgebra of gl(E)[[z
±1]]. Recall
that a field is a distribution a(z) ∈ End(E)[[z±1]] such that a(z)b ∈ E((z)) for
any b ∈ E. We have T = ∂z and [a(w)λb(w)] = resze
(z−w)λ[a(z), b(w)].
The space Endv(E) contains the algebra End(E)((z)). These two spaces
are equal iff dimE <∞. For example,
∑
i≥0 ∂
i
x z
−i is a field on K[x] that is
not contained in End(K[x])((z)).
The product a(z)b(z) of two fields is in general not well-defined. In other
words, the operator product a(z)b(w) is singular for z = w. In order to explain
this, let us introduce the following notation.
Denote by F [z±1](E) the space of distributions a(z) ∈ End(E)[[z±1]] such
that a(z)b ∈ E[z±1] for any b ∈ E. The spaces F [z](E),F((z, w))(E) etc. are
defined in the same way. Thus Endv(E) = F((z))(E).
Distributions in F((z1, . . . , zr))(E) are called regular at z1 = . . . = zr. If
c(z1, . . . , zr) is regular then c(z, . . . , z) is a well-defined field. In particular, if
a(z)b(w) is regular at z = w then the product a(z)b(z) is well-defined.
In general, the operator product a(z)b(w) of two fields is not contained
in F((z, w))(E), but only in the larger space F((z))((w))(E). An example for
E = K[x] is (∑
i≥0
∂ixz
−i
)(∑
j≥0
(x(j)·)wj
)
1 =
∑
i,j≥0
x(j−i) z−iwj .
However, a(z)b(w) is regular at z = w if a(z), b(z) ∈ End(E)((z)). More
generally, this is true if a(z) ∈ End(E)((z)) and b(z) ∈ Endv(E). It is also true
if a(z) ∈ Endv(E) and b(z) ∈ F [z
±1](E). We make use of this observation as
follows.
There is a decomposition E[[z±1]] = z−1E[[z−1]]⊕E[[z]] of K[∂z]-modules.
In particular, we have Endv(E) = Endv(E)+⊕End(E)[[z]] where Endv(E)+ :=
60 3 Associative Vertex Algebras
z−1F [z−1](E). Denote by a(z) 7→ a(z)± the projections so that a(z)+ =∑
t≥0 atz
−t−1.
The normal ordered product of two fields a(z) and b(z) is
:a(z)b(w): := a(z)−b(w) + ζ
abb(w)a(z)+.
It is regular at z = w and hence :a(z)b(z): is a field, which we also call the
normal ordered product. Thus Endv(E) is an unbounded vertex algebra.
We call Endv(E) the unbounded endomorphism vertex algebra of E.
The field idE is an identity of Endv(E).
For example, if E 6= 0 then K ⊂ End(E) and we can identify K((z))
with a subspace of Endv(E). Since [a(z), b(w)] = 0 for a(z) ∈ K((z)) and
b(z) ∈ Endv(E), we have :a(z)b(z): = a(z)b(z) = : b(z)a(z): and K((z)) is
contained in the centre of Endv(E). Moreover, the commutative differential
algebra K((z)) with T = ∂z is a commutative vertex subalgebra of Endv(E).
If dimE = 1 then Endv(E) = K((z)).
If E is a K[T ]-module then we denote by Endv(E)T := Endv(E) ∩
End(E)[[z±1]]T the space of translation covariant fields. This is an unbounded
vertex subalgebra because [T, ] and ∂z are derivations.
3.2.2 Modules
We reformulate modules in terms of a multiplication a· and a λ-action aλ
and consider modules over a commutative vertex algebra as an example.
Definition. A module over a vertex algebra V is a vector space M
together with a morphism YM : V → Endv(M).
If V is unital then we shall always assume that YM (1) = idM . We often
just write a(z) instead of YM (a). In section 3.2.6 we show thatM is a module
iff M satisfies the associativity formula. In Corollary 3.3.7 we prove that if
V is associative then any V -module is a VLie-module.
Let V be a K[T ]-module and M a vector space. To give a K[T ]-module
morphism YM : V → End(M)[[z
±1]] is equivalent to giving two K[T ]-module
morphisms V → End(M)[[z]] and V → z−1End(M)[[z−1]], a(z) 7→ a(z)+.
To give a K[T ]-module morphism V → End(M)[[z]], a 7→ a(z), is equiva-
lent to giving an even linear map V → End(M), a 7→ a· = a(0). In fact, we
have
a(z) = ez∂wa(w)|w=0 = (e
zT a)(w)|w=0 = (e
zTa) · .
Conversely, the map a 7→ (ezTa)· is a K[T ]-module morphism since (ezTTa)·
= ∂z(e
zTa)·.
In section 2.5.1 we showed that gl(M)[[λ]] is an unbounded vertex Lie
algebra with T = −λ· and that there is a K[T ]-module isomorphism
z−1gl(M)[[z−1]] → gl(M)[[λ]], a(z) 7→ resze
zλa(z).
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We use it to identify these two spaces. Thus we write a(z)+ = aλ.
Summarizing, to give a K[T ]-module morphism YM : V → End(M)[[z
±1]]
is equivalent to giving an even linear map V → End(M) and a morphism
V → gl(M)[[λ]]. We have
a(z) = (ezT a) · + aλ.
In Proposition 4.2.5 we prove that a K[T ]-module morphism V →
Endv(M) defines a module iff a· and aλ satisfy four identities. The formula-
tion of modules in terms of Endv(M) seems to be better.
As an example, let us consider a commutative vertex algebra V and V -
modules M such that aλ = 0. In other words, YM (V ) ⊂ End(M)[[z]]. Such M
are the same as V∗-modules. In fact, we have [a(z)λb(z)] = 0 and :a(z)b(z): =
a(z)b(z) for a(z), b(z) ∈ End(M)[[z]]. Thus the claim follows from ezT (ab) =
(ezTa)(ezT b).
But not all V -modules satisfy aλ = 0. For example, in section 3.2.1 we
have shown that Endv(K) = K((z)) as commutative vertex algebras. Thus K
is a module over the commutative vertex algebra K((z)).
3.2.3 The Adjoint Module
We prove that vertex algebras and bounded Z-fold algebras with a translation
operator are equivalent notions, and we discuss the relation between the
properties that a vertex algebra V is associative and that V is a V -module.
To give an algebra is equivalent to giving a vector space V together with
an even linear map V → End(V ), a 7→ a·. The algebra is associative iff this
map is an algebra morphism iff V is a V -module.
Recall that a Z-fold module over a vector space V is a vector space M
together with an even linear map
YM : V → End(M)[[z
±1]], a 7→ a(z) =
∑
at z
−t−1,
see section 2.4.2. By definition, M is bounded iff YM (V ) ⊂ Endv(M).
In the case M = V we obtain the notion of a Z-fold algebra. The map
Y := YV is the state-field correspondence of V .
Let V be a Z-fold algebra. An even operator T is a translation en-
domorphism if (Ta)(z) = ∂za(z); equivalently, (Ta)tb = −t at−1b. It is a
translation generator if [T, a(z)] = ∂za(z); in other words, any a(z) ∈
Y (V ) is translation covariant. It is a derivation of V iff [T, a(z)] = (Ta)(z).
Any two of these three properties imply the third one. In this case T is a
translation operator.
From section 3.2.2 follows that to give a Z-fold algebra V with a transla-
tion endomorphism is equivalent to giving an algebra V∗ with an even ope-
rator T and an even linear map V ⊗ V → V [[λ]], a ⊗ b 7→ [aλb], such that
[Taλb] = −λ[aλb]. For t ≥ 0, we have
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(T (t)a)b = a−1−tb, [aλb] =
∑
atb λ
(t), a(z) = (ezTa) · + [aλ ].
Proposition. The functor V 7→ (V∗, [λ]) is an isomorphism of categories
from Z-fold algebras with a translation operator to unbounded vertex algebras.
Proof. The functor is a bijection on objects because the derivation property
[T, a(z)] = (Ta)(z) is obviously compatible with the projections a(z) 7→ a(z)±
and we have [T, (ezTa)·] = (ezTTa)· iff T is a derivation of V∗. It is a bijection
on morphisms since a−1−tb = (T
(t)a)b. ✷
We use the Proposition to identify the objects of these two categories.
The above remarks show that to give a vertex algebra is equivalent to
giving a K[T ]-module V with a K[T ]-module morphism Y : V → Endv(V )T .
By definition, Y is a morphism of unbounded vertex algebras iff V = (V, Y )
is a V -module. This is the adjoint module of V .
In Proposition 4.1.6 we prove that if V is associative then V is a V -module
and the converse is true if conformal skew-symmetry and [ , ]∗ = [ , ]Lie are
satisfied. In Proposition 4.2.2 we prove that if V is unital then V is associative
iff V is a VLie-module. In Proposition 4.2.8 we prove that if V is unital and
has a Virasoro vector with c 6= 0 then V is associative iff V is a V -module.
However, there exist vertex algebras V such that V is a V -module but V is
not associative. For example, consider a vertex algebra V with [λ] = 0. Then
V is a V -module iff V is a V∗-module iff V∗ is associative, see section 3.2.2.
The vertex algebra V is associative iff V∗ is associative and commutative.
Let V be a vertex algebra. A vector space gradation V =
⊕
Vh is a vertex
algebra gradation iff TVh ⊂ Vh+1 and (Vh)tVk ⊂ Vh+k−t−1 for any t ∈ Z. If
V is unital then TVh ⊂ Vh+1 follows from Ta = a−21 and 1 ∈ V0.
3.2.4 Identity Element
We compare the notions of an identity, morphism, and derivation for vertex
algebras with those for Z-fold algebras.
Let V be a Z-fold algebra. An even vector 1 is a left identity if
1(z) = idV . It is a right identity if a(z)1 = e
zTa for some even opera-
tor T . Comparing coefficients of z shows that Ta = a−21. An identity is a
left and right identity. We call V unital if V has an identity.
Recall that an identity of an unbounded vertex algebra V is an identity
1 of V∗ that lies in the centre of VLie, see section 3.1.2. In this case T 1 = 0
and Ta = a−21. From a(z) = (e
zTa) · +[aλ ] follows that 1 is an identity of
V iff 1 is an identity of the Z-fold algebra V .
Remark. Let V and V ′ be unital unbounded vertex algebras.
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(i) A linear map φ : V → V ′ is a morphism of unital unbounded vertex
algebras iff φ is a morphism of unital Z-fold algebras.
(ii) An operator d is a derivation of the unbounded vertex algebra V iff d
is a derivation of the Z-fold algebra V .
Proof. The implication ‘⇒’ follows from a−1−tb = (T
(t)a)b. The implication
‘⇐’ follows from Ta = a−21 and d1 = 0. ✷
Part (i) shows that if V is a unital vertex algebra then a bounded Z-fold
V -module M is a V -module iff YM is a unital Z-fold algebra morphism.
3.2.5 Rational Functions
We discuss the canonical morphism from rational functions to Laurent series.
The quotient field of K[[z]] is K((z)). The field K(z1, . . . , zr) of rational
functions is the free field over K generated by z1, . . . , zr. Thus there exists
a unique morphism of fields over K
Tz1,...,zr : K(z1, . . . , zr) → K((z1)) . . . ((zr))
such that zi 7→ zi. The maps Tz1,...,zr and ∂zi commute because both of their
compositions are derivations such that zj 7→ δij .
Proposition. Let f(z) ∈ K(z) be regular at 0 and n ∈ Z. Then
Tz(z
nf(z)) = znez∂wf(w)|w=0.
Proof. We may assume that n = 0. Let R be the ring of rational functions
that are regular at 0. The map T : R → K[[z]], f(z) 7→ ez∂wf(w)|w=0, is
an algebra morphism because ez∂w (f(w)g(w)) = (ez∂wf(w))ez∂wg(w) by the
product formula. Since Tz = z, we get T = Tz. ✷
The morphism Tzi : K(zi)→ K((zi)) induces 2
r−1 morphisms
Tzi;z1,...,zr : KB1 . . . (zi) . . .Br → KB1 . . . ((zi)) . . .Br
where Bj stands either for (zj) or ((zj)). Due to its universal property, Tz1,...,zr
is equal to the composition of the morphisms Tz1;z1,...,zr , . . . , Tzr;z1,...,zr in any
order. For example, there is a commutative diagram
K(z, w) = K(z)(w)
Tz;z,w
//
Tw;z,w

Tz,w
**UU
U
U
U
U
U
U
U
U
U
U
U
U
U
U
U
K((z))(w)
Tw;z,w

K(z)((w))
Tz;z,w
// K((z))((w)).
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For f(z) ∈ K(z), the Proposition yields
Tz,wf(z + w) = Tz;z,wTw;z,wf(z + w) = Tz;z,we
w∂zf(z) = ew∂zTzf(z).
In section 2.3.5 we defined a(z + w) := ew∂za(z) for a(z) ∈ E[[z±1]]. The last
identity for f(z) = zt implies
a(z + w) =
∑
t∈Z
at Tz,w(z + w)
−t−1.
This can be viewed as a Taylor formula for a(z).
We will usually write f(z + w) instead of Tz,wf(z +w). The order of the
summands of z + w determines whether we apply Tz,w or Tw,z. It will be
clear from the context whether f(z + w) stands for the rational function or
the Laurent series. For r ∈ Z, we have
(z − w)r = e−w∂zzr =
∑
(−1)i
(
r
i
)
zr−iwi
and Tw,z(z − w)
r = (−1)r(w − z)r =
∑
(−1)r+i
(
r
i
)
ziwr−i.
3.2.6 Associativity Formula
We give a uniform formula for the r-th products of the Z-fold algebra Endv(E)
and remark that M is a module iff M satisfies the associativity formula.
Later we will show that the uniform formula gives the coefficients of the
OPE, see Propositions 3.3.6 and 3.5.2 and section 3.5.1.
Let a(z), b(z) be fields on a vector space E. Then a(z)b(w) is contained
in the space F((z))((w))(E) defined in section 3.2.1. Since F((z))((w))(E) is a
vector space over K((z))((w)), the product
f(z, w)a(z)b(w) := Tz,w(f(z, w)) a(z)b(w)
is well-defined for any rational function f(z, w) ∈ K(z, w). Define
f(z, w)[a(z), b(w)] := f(z, w) a(z)b(w) − ζabf(z, w) b(w)a(z)
=Tz,w(f(z, w)) a(z)b(w) − ζ
abTw,z(f(z, w)) b(w)a(z).
More generally, define the product of a rational function f(z1, . . . , zr) with
an expression involving operator products and Lie brackets of fields a1(z1),
. . . , ar(zr) by first replacing the Lie brackets by commutators, so that we
obtain a sum of operator products Aσ := ±aσ1(zσ1) . . . aσr(zσr), σ ∈ Sr, and
then multiplying the summand Aσ by Tzσ1,...,zσr (f) for any σ.
We will refer to the above notational convention as radial ordering.
Proposition. For any fields a(z), b(z) and r ∈ Z, we have
3.2 Modules 65
a(w)rb(w) = resz(z − w)
r [a(z), b(w)]
=
∑
s∈Z
∑
i≥0
(−1)i
(
r
i
)(
ar−ibs+i − ζ
ab(−1)r bs+r−iai
)
w−s−1.
Equivalently, a(w)(x)b(w) = reszδ(z−w, x)[a(z), b(w)] where a(w) 7→ a(w)(x)
is the state-field correspondence of Endv(E).
Proof. The first identity holds for r ≥ 0 by definition. It holds for r = −1
since
resz(z − w)
−1a(z)b(w) = resz
∑
i<0
ziw−i−1a(z)b(w) = a(w)−b(w)
and −resz(z − w)
−1b(w)a(z) = resz
∑
i≥0 z
iw−i−1b(w)a(z) = b(w)a(w)+. It
holds for r < 0 because by the integration-by-parts formula we have resz(z−
w)r [∂za(z), b(w)] = −r resz(z−w)
r−1[a(z), b(w)]. The second identity follows
from the computations at the end of section 3.2.5. ✷
Let V be a vertex algebra and M a bounded Z-fold V -module. The asso-
ciativity formula is (arb)(z) = a(z)rb(z). This is an identity in Endv(M)
for any r ∈ Z. By the Proposition it is equivalent to
(arb)sc =
∑
i≥0
(−1)i
(
r
i
)(
ar−ibs+ic− ζ
ab(−1)r bs+r−iaic
)
.
This is the associativity formula for indices r, s. It is well-defined for Z-fold
modules if r ≥ 0 or if a, c and b, c are weakly local.
Proposition 3.2.3 implies that M is a V -module iff YM (Ta) = ∂zYM (a)
and M satisfies the associativity formula.
3.2.7 Jacobi Identity
The Jacobi identity unifies the commutator formula and the associativity
formula into one symmetric identity.
Let V be a vertex algebra and M a bounded Z-fold V -module. The asso-
ciativity formula is
(a(x)b)(w) = reszδ(z − w, x)[a(z), b(w)].
The commutator formula can be written
resxδ(z, w + x)(a(x)b)(w) = [a(z), b(w)].
The product δ(z, w + x)(a(x)b)(w) is well-defined because the coefficient of
z−t−1 is (w + x)t(a(x)b)(w) and this product is well-defined for any t ∈ Z
since (a(x)b)(w)c ∈M((w))((x)) for any c.
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The Jacobi identity is
δ(z, w + x) (a(x)b)(w) = δ(z − w, x) [a(z), b(w)].
Since reszδ(z, w) = 1, applying resz to the Jacobi identity we get the asso-
ciativity formula. Applying resx we obtain the commutator formula.
The Jacobi identity is equivalent to∑
i≥0
(
t
i
)
(ar+ib)s+t−ic =
∑
i≥0
(−1)i
(
r
i
)(
at+r−ibs+ic− ζ
ab(−1)rbs+r−iat+ic
)
since
δ(z, w + x) (a(x)b)(w)c =
∑
t∈Z
(a(x)b)(w)c (w + x)t z−t−1
=
∑
r,s,t∈Z
(∑
i≥0
(
t
i
)
(ar+ib)s+t−ic
)
z−t−1w−s−1x−r−1
and similarly for the right-hand side. We call the above identity the Jacobi
identity for indices r, s, t. It is well-defined for Z-fold modules over Z-fold
algebras if r, t ≥ 0 or if a, b and a, c and b, c are weakly local.
The Jacobi identity for indices r, s, 0 is the associativity formula for in-
dices r, s. The Jacobi identity for indices 0, s, t is the commutator formula for
indices t, s.
The Jacobi identity for indices r, s, t is easier to memorize by noting that
the indices r, s, t correspond to the pairs ab, bc, and ac.
3.2.8 Conformal Jacobi Identity and Wick Formula I
We show that the conformal Jacobi identity and the Wick formula are equi-
valent to certain special cases of the Jacobi identity.
Proposition. Let V be a Z-fold algebra. The conformal Jacobi identity,
the Jacobi identity, the associativity formula, and the commutator formula
for indices r, s, t ≥ 0 are all equivalent.
Proof. The Jacobi identity for indices ≥ 0 is [[aλ+κb]µ+κc] = [aλ+κ[bµ−λc]]−
[bµ−λ[aλ+κc]] because from zδ(z, w + x) = (w + x)δ(z, w + x) we get
resz,w,xe
zκewµexλδ(z, w + x)(a(x)b)(w) = resw,xe
w(µ+κ)ex(λ+κ)(a(x)b)(w)
and similarly for the right-hand side.
Setting t = κ = 0 we obtain the associativity formula for indices ≥ 0 and
the conformal Jacobi identity. Conversely, replacing λ by λ+κ and µ by µ+κ
we get back the Jacobi identity for indices ≥ 0.
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Setting r = λ = 0 we obtain the commutator formula for indices ≥ 0.
Replacing µ by µ− κ we obtain the conformal Jacobi identity. ✷
We have already shown in section 2.3.4 that the conformal Jacobi identity
is equivalent to the commutator formula for indices ≥ 0.
The fact that the associativity formula for indices ≥ 0 is equivalent to
the conformal Jacobi identity also follows from the following two remarks.
A conformal algebra R satisfies the conformal Jacobi identity iff the map
R → gl(R)[[λ]], a 7→ [aλ ], is an unbounded conformal algebra morphism, see
section 2.5.2. The projection g[[z±1]]→ g[[λ]], a(z) 7→ a(z)+, is an unbounded
conformal algebra morphism, see section 2.5.1.
Let V be a vertex algebra. The commutator formula for indices t, s is
[at, bs] =
∑(t
i
)
(aib)t+s−i, see section 2.4.2. The Wick formula is at(bc) =
(atb)c+ ζ
ab b(atc) +
∑t−1
i=0
(
t
i
)
(aib)t−1−ic where t ≥ 0, see section 3.1.3. Thus
the Wick formula is the commutator formula for indices t ≥ 0 and s = −1.
Together with the Proposition we see that the Jacobi identity for indices
r ≥ 0, s ∈ Z, t ≥ 0 implies the conformal Jacobi identity and the Wick
formula. In Proposition 4.2.3 we prove that also the converse is true.
3.2.9 Skew-Symmetry
We prove that skew-symmetry is equivalent to conformal skew-symmetry and
[ , ]∗ = [ , ]Lie.
Skew-symmetry for a vertex algebra is
a(z)b = ζab ezT b(−z)a.
This is equivalent to
arb = ζ
ab
∑
i≥0
(−1)r+1+i T (i)(br+ia).
We call this skew-symmetry for index r. It is well-defined for Z-fold algebras
with an even operator T if b, a are weakly local.
Skew-symmetry for indices r ≥ 0 is conformal skew-symmetry because
resze
zλezT b(−z)a = eT∂λresze
zλb(−z)a = −[b−λ−Ta].
Skew-symmetry for index −1 is equivalent to [b, a]∗ = [b, a]Lie because
reszz
−1ezT b(−z)a = resz
(
z−1 +
∫ T
0
dλ ezλ
)
b(−z)a = ba−
∫ T
0
dλ [b−λa].
Proposition. Let V be a vertex algebra. Then skew-symmetry is equiva-
lent to conformal skew-symmetry and [ , ]∗ = [ , ]Lie.
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Proof. We have seen that conformal skew-symmetry and [ , ]∗ = [ , ]Lie are
equivalent to skew-symmetry for indices r ≥ −1. Hence it suffices to show
that skew-symmetry for index r 6= 0 implies skew-symmetry for index r − 1.
This follows from
resz(∂zz
r)a(z)b = −reszz
r(Ta)(z)b = −reszz
rezT b(−z)Ta
= −reszz
r∂z(e
zT b(−z)a) = resz(∂zz
r)ezT b(−z)a
using that ∂z(e
zT b(−z)a) = ezTT (b(−z)a)−ezT (Tb)(−z)a = ezT b(−z)Ta. ✷
3.3 Associative Vertex Algebras of Distributions
In sections 3.3.1 and 3.3.2 we construct the FZ-completion of a graded algebra
and show that if A is FZ-complete then the space A[[z±1]]H of homogeneous
distributions is an unbounded vertex algebra.
In sections 3.3.3 and 3.3.4 we prove that A[[z±1]]H and the unbounded
endomorphism vertex algebra Endv(E) are pre-Lie algebras and satisfy the
Wick formula. In sections 3.3.5–3.3.7 we use the fact that the t-th products
of Endv(E) and A[[z
±1]]H are the coefficients of the OPE to prove that distri-
butions are local iff they satisfy skew-symmetry. In sections 3.3.8 and 3.3.9
we prove that local distributions generate associative vertex subalgebras of
Endv(E) and A[[z
±1]]H .
Conventions. All associative algebras and all unbounded vertex algebras
are assumed to be unital. In sections 3.3.3–3.3.9 we denote byE a vector space
and by A an FZ-complete algebra. Let ρ ∈ Q× such that ρ−1 ∈ N.
3.3.1 FZ-Complete Algebras
We prove that any Z-graded associative algebra A has an FZ-completion
Aˆ. The FZ-completion is used in section 3.4.1 to construct the Frenkel-Zhu
algebra.
A topological vector space is a vector space with a topology such that
addition and scalar multiplication are continuous. Here we assume that K is
endowed with the discrete topology. Thus scalar multiplication K×V → V is
continuous iff scalar multiplication κ· : V → V is continuous for any κ ∈ K.
A topological K-graded algebra is a K-graded algebra A =
⊕
Ah to-
gether with a topology on each Ah such that Ah are topological vector spaces
and the multiplications Ah ×Ah′ → Ah+h′ are continuous.
Let V be a vector space and Vi ⊂ V, i ∈ I, a family of subspaces where I
is a partially ordered set such that Vi ⊂ Vj for i ≤ j and I is directed: for any
i, j we have k ≤ i and k ≤ j for some k. Then there exists a unique topology
on V such that (Vi) is a fundamental system of neighbourhoods of 0. This is
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the linear topology defined by (Vi). The subspaces Vi are both open and
closed with respect to the linear topology. The linear topology is Hausdorff
iff
⋂
i Vi = 0.
An FZ-topological algebra is a topological ρZ-graded associative algebra
A such that the topology of Ah is linear and coarser than the linear topology
defined by the closures of the subspaces
∑
l<kAh−lAl for k ∈ Z.
Lemma. The forgetful functor A 7→ A from FZ-topological algebras to
ρZ-graded associative algebras has a left adjoint A 7→ A.
Proof. Let A be a ρZ-graded associative algebra. Endow Ah with the linear
topology defined by Uh,k :=
∑
l<kAh−lAl for k ∈ Z. The subspaces Uh,k
satisfy AhUh′,k ⊂ Uh+h′,k and Uh,k−h′Ah′ ⊂ Uh+h′,k. It follows that A is a
topological Z-graded algebra since (a+Uh,k−h′)(b+Uh′,k) ⊂ ab+Uh+h′,k for
a ∈ Ah and b ∈ Ah′ . Thus A is an FZ-topological algebra.
Let B be an FZ-topological algebra and φ : A → B a morphism of ρZ-
graded algebras. Since Uh,k is mapped to
∑
l<k Bh−lBl, the morphism φ is de-
greewise continuous and hence a morphism of FZ-topological algebras. Thus
the claim follows. ✷
Let V be a topological vector space with a linear topology defined by
(Vi). Then the completion Vˆ of V is the inverse limit of V/Vi for i ∈ I. In
particular, the topology of Vˆ is the linear topology defined by (V¯i) where V¯i
is the closure of the image of Vi in Vˆ .
A topological ρZ-graded associative algebra is complete if the topolo-
gical vector spaces Ah are complete and Hausdorff. We call a complete FZ-
topological algebra just a FZ-complete algebra.
Proposition. (i) The forgetful functor A 7→ A from FZ-complete alge-
bras to FZ-topological algebras has a left adjoint A 7→ Aˆ.
(ii) The forgetful functor A 7→ A from FZ-complete algebras to ρZ-graded
associative algebras has a left adjoint A 7→ Aˆ.
Proof. (i) Let A be an FZ-topological algebra and Aˆh the completion of the
topological vector space Ah. Then Aˆ :=
⊕
Aˆh is a topological ρZ-graded
associative algebra.
Any continuous map f satisfies f(M) ⊂ f(M) and hence f(M) = f(M).
Define Uh,k :=
∑
l<kAh−lAl and denote by M the closure of a subset
M ⊂ Aˆh. Taking for f the canonical morphism A → Aˆ, we see that the
topology of Aˆh is the linear topology defined by Uh,k for k ∈ Z, since A is
an FZ-topological algebra.
Let U ′h,k be the closure of
∑
l<k Aˆh−lAˆl. In order to show that Aˆ is FZ-
complete it suffices to show that U ′h,k = Uh,k. We obviously have Uh,k ⊂ U
′
h,k
since Al ⊂ Aˆl. Conversely, we have M + N ⊂ M +N and M · N ⊂ MN .
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Moreover,
∑
l<kMl =
⋃
i<k
∑k−1
l=i Ml and
⋃
iM i ⊂
⋃
iMi. From Aˆh = Ah
we thus get U ′h,k ⊂ Uh,k.
The universal property of Aˆh implies that A 7→ Aˆ is left adjoint.
(ii) This follows from (i) and the Lemma since the composition of left
adjoint functors is left adjoint. ✷
3.3.2 The Unbounded Vertex Algebra A[[z±1]]H
We show that if A is an FZ-complete algebra then A[[z±1]]H is an unbounded
vertex algebra.
Let A be an FZ-complete algebra. Define
A[[z±11 , . . . , z
±1
r ]]H :=
⊕
h∈ρZ
A[[z±11 , . . . , z
±1
r ]]h
where A[[z±11 , . . . , z
±1
r ]]h consists of distributions
∑
ctz
−t1−1 . . . z−tr−1r such
that ct ∈ Ah−t1...−tr−r for t ∈ Z
r. Considering A as a graded Lie algebra,
A[[z±1]]H is a graded unbounded conformal algebra by section 2.3.2.
A sum
∑
i∈I di in Ah is summable if there exists d ∈ Ah such that
for any neighbourhood U of 0 there exists a finite subset J ⊂ I such that∑
i∈J′ di ∈ d+ U for any finite subset J
′ ⊂ I containing J . This d is unique
and we define
∑
i∈I di := d.
The Cauchy criterion states that a sum
∑
i di is summable iff for any U
there exists a finite subset J such that
∑
i∈J′ di ∈ U for any finite subset J
′ ⊂
I \J . Since the topology is linear, we may assume that U is a subspace. Then
this is equivalent to di ∈ U for any i ∈ I \J . In particular,
∑
i di is summable
if for any k ∈ Z there exists a finite subset J such that di ∈
∑
l<kAh−lAl
for any i ∈ I \ J .
We remark that a sum of the form
∑
i≥n di is summable iff the sequence
of partial sums
∑m
i=n di converges.
We call c(z1, . . . , zr) ∈ A[[z
±1
1 , . . . , z
±1
r ]]h regular at z1 = . . . = zr if
the sum
∑
t1+...+tr=n
ct in Ah−n−r is summable for any n ∈ Z. In this case
c(z, . . . , z) is well-defined and contained in A[[z±1]]h. We extend the notion
of regularity linearly to A[[z±11 , . . . , z
±1
r ]]H .
For a(z) ∈ A[[z±1]]h and b(z) ∈ A[[z
±1]]h′ , the normal ordered product
:a(z)b(w): := a(z)−b(w) + ζ
ab b(z)a(w)+
=
∑
m∈Z
(∑
n<0
anbm + ζ
ab
∑
n≥0
bman
)
z−n−1w−m−1
is contained in A[[z±1, w±1]]h+h′ and regular at z = w. It follows that
A[[z±1]]H with the normal ordered product : a(z)b(z): is a graded uni-
tal unbounded vertex algebra.
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We consider now an analogue for A[[z±1]]H of the space F((z))((w))(E),
see sections 3.2.1 and 3.2.6.
Let A[[z±11 , . . . , z
±1
r ]]>,h be the subspace of A[[z
±1
1 , . . . , z
±1
r ]]h consisting of
c(z1, . . . , zr) such that for any neighbourhood U of 0 ∈ Ah′ and any p ∈
{2, . . . , r} there exists k such that if h−
∑
ti − r = h
′ and
∑r
i=p ti ≥ k then
ct ∈ U . Let A[[z
±1
1 , . . . , z
±1
r ]]> be the direct sum of these spaces.
If ai(z) ∈ A[[z
±1]]H then a1(z1) . . . ar(zr) ∈ A[[z
±1
1 , . . . , z
±1
r ]]>.
The space A[[z±11 , . . . , z
±1
r ]]> is a module over K[z
±1
1 , . . . , z
±1
r , (zi−zj)
−1 |
i < j]. The element f := (zi − zj)
−1 acts by multiplication with Tzi,zj (f) =∑
n≥0 z
−1−n
i z
n
j , see section 3.2.5. In fact, if d := fc then dt is a summable
sum of elements ct′ with
∑
t′l =
∑
tl and
∑r
l=p t
′
l ≥
∑r
l=p tl. Hence if ct′ ∈ U
then dt ∈ U , since we may assume that U is a vector subspace and closed.
Distributions in the intersection of the spaces A[[z±1σ1 , . . . , z
±1
σr ]]>, σ ∈ Sr,
are regular at z1 = . . . = zr. This follows from the fact that the set of t such
that
∑
ti = n and ti ≤ k is finite. The number p above is taken to be r.
As in Proposition 3.2.6 one has the residue formula
a(w)ib(w) = resz(z − w)
i[a(z), b(w)].
3.3.3 Pre-Lie Identity for Distributions
We prove that Endv(E) and A[[z
±1]]H are pre-Lie algebras. More generally,
we prove that the normal ordered product of an associative 3/4-algebra yields
a pre-Lie algebra.
An associative 3/4-algebra is a pair V = (V+, V−) of associative alge-
bras together with a V−-V+-bimodule structure on V := V+ ⊕ V− such that
the inclusion V± ⊂ V is a morphism of right/left V±-modules and a(b) = (a)b
for a ∈ V−, b ∈ V+ where a(b), (a)b denote the action of a on b, of b on a.
In other words, an associative 3/4-algebra is a pair (V+, V−) of vector
spaces together with even linear maps V± ⊗ V± → V± and V− ⊗ V+ → V
such that associativity (ab)c = a(bc) holds for any of the four out of eight
combinations of homogeneous elements a, b, c for which both sides of the
identity are well-defined.
The elements of V+, V− are called annihilators and creators. Annihila-
tors stand always on the right of creators.
For example, if V is an associative algebra and V± ⊂ V are subalgebras
such that V = V+⊕V− as vector spaces then V is an associative 3/4-algebra.
Our main examples of associative 3/4-algebras are Endv(E) and A[[z
±1]]H .
The decomposition V = V+⊕V− is induced from the decomposition E[[z
±1]] =
z−1E[[z−1]] ⊕ E[[z]]. In particular, Endv(E)+ = z
−1F [z−1](E) as in section
3.2.1 and Endv(E)− = End(E)[[z]]. The multiplications are a(z) ⊗ b(z) 7→
a(z)b(z). They are well-defined by sections 3.2.1 and 3.3.2.
For an associative 3/4-algebra V , let V :: denote the vector space V en-
dowed with the normal ordered product
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a⊗ b 7→ :ab: := a−b + ζ
ab ba+
where a 7→ a± are the projections V → V±. We have
:a−b−: = a−b−, :a−b+: = a−b+,
:a+b−: = ζ
ab b−a+, :a+b+: = ζ
ab b+a+.
In particular, V− and the opposite algebra of V+ are subalgebras of V
::.
Of course, in the case of Endv(E) and A[[z
±1]]H the above definition of
the normal ordered product agrees with the one from sections 3.2.1 and 3.3.2.
Proposition. The algebra V :: is a pre-Lie algebra.
Proof. We have :a :bc:: = a−b−c+ a−cb+ + b−ca+ + cb+a+ and
::ab:c: = :ab:−c + c :ab:+
= a−b−c + (a−b+)−c + (b−a+)−c + c(a−b+)+ + c(b−a+)+ + c b+a+
because (b+a+)− = (a−b−)+ = 0. Thus the associator : :ab:c:− : a :bc:: is
symmetric in a, b. Hence V :: is a pre-Lie algebra by Proposition 3.1.1 ✷
If V is an associative 3/4-algebra such that V+, V− are commutative then
the normal ordered product is commutative and hence V :: is commutative
and associative by Remark 3.1.1 (iv).
One can show that if one defines instead :a+b+: = a+b+ then V
:: is in
general not a pre-Lie algebra.
3.3.4 Wick Formula for Distributions
We prove that Endv(E) and A[[z
±1]]H satisfy the conformal Jacobi identity
and the Wick formula. By Proposition 2.3.4 we already know that the con-
formal Jacobi identity holds. But as the proof shows, it is more natural to
consider both identities together.
For any distributions a(z), b(z), c(z) in Endv(E) or A[[z
±1]]H , the radially
ordered Leibniz identity holds:
f(z, w, y) [[a(z), b(w)], c(y)]
= f(z, w, y)
(
[a(z), [b(w), c(y)]] − ζab[b(w), [a(z), c(y)]]
)
where f(z, w, y) ∈ K[(z − w)±1, (w − y)±1, (z − y)±1]. This is proven in the
same way as the Leibniz identity for the commutator of an associative algebra.
The usual cancellation of terms still takes place because the power series
expansions of f(z, w, y) only depend on the order in which a(z), b(w), c(y)
appear in an operator product.
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Proposition. The unbounded vertex algebras Endv(E) and A[[z
±1]]H sa-
tisfy the conformal Jacobi identity and the Wick formula.
Proof. By section 3.2.8 it suffices to prove the Jacobi identity for indices r ≥
0, s ∈ Z, t ≥ 0. Define A := resz,w(z − w)
r(w − y)s(z − y)t [[a(z), b(w)], c(y)].
Expanding the t-th power of z − y = (z − w) + (w − y) we obtain
A =
∑
i≥0
(
t
i
)
resw(w − y)
s+t−i
[
resz(z − w)
r+i[a(z), b(w)], c(y)
]
=
∑
i≥0
(
t
i
)
(a(y)r+ib(y))s+t−ic(y).
Applying the radially ordered Leibniz identity and expanding the r-th
power of z − w = (z − y)− (w − y) we see that A is also equal to
resz,w(z − w)
r(w − y)s(z − y)t
(
[a(z), [b(w), c(y)]]− [b(w), [a(z), c(y)]]
)
=
∑
i≥0
(−1)i
(
r
i
)
resz,w
(
(w − y)s+i(z − y)t+r−i [a(z), [b(w), c(y)]]
− (−1)r(w − y)s+r−i(z − y)t+i [b(w), [a(z), c(y)]]
)
=
∑
i≥0
(−1)i
(
r
i
)(
a(y)t+r−ib(y)s+ic(y)− (−1)
r b(y)s+r−ia(y)t+ic(y)
)
.
✷
The conformal Jacobi identity and the Wick formula are in fact equivalent
to the Jacobi identity for indices r ≥ 0, s ∈ Z, t ≥ 0, see Proposition 4.2.3.
3.3.5 Operator Product Expansion
We prove that the r-th products of the Z-fold algebras Endv(E) and A[[z
±1]]H
are the coefficients of the OPE.
Lemma. Let g be an algebra and a(z), b(z) ∈ g[[z±1]]. Then ci(z) =
a(z)ib(z) are the unique distributions such that
[at, bs] =
∑
i≥0
(
t
i
)
cit+s−i
for any t ≥ 0 and s ∈ Z. Moreover, this identity is equivalent to
[a(z)+, b(w)] =
∑
i≥0
ci(w)
(z − w)i+1
.
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Proof. The inverse of the triangular matrix
((
t
i
)
wt−i
)
t,i≥0
is
((
i
s
)
(−w)i−s
)
i,s
because 1 = ((1− x) + x)t =
∑
i,s
(
t
i
)(
i
s
)
(−1)i−sxt−i+i−s. Thus the identities
[at, b(z)] =
∑
i
(
t
i
)
wt−ici(z) are equivalent to
ci(w) =
∑
s≥0
(
i
s
)
(−w)i−s [as, b(w)] = resz(z − w)
i[a(z), b(w)].
Applying ∂
(i)
w to (z − w)−1 =
∑
t≥0 w
tz−t−1 we obtain
(z − w)−i−1 =
∑
t≥0
(
t
i
)
wt−iz−t−1
for i ≥ 0. This yields the second claim. ✷
Corollary. Let V be a Z-fold algebra. Then the commutator formula for
indices t ≥ 0, s ∈ Z is equivalent to (arb)(z) = a(z)rb(z) for any r ≥ 0. 
The Corollary is part of Proposition 4.2.3.
The following result is the operator product expansion or OPE.
Proposition. Let a(z), b(z) be in Endv(E) or A[[z
±1]]H . Then
a(z)b(w) =
∑
i≥0
a(w)ib(w)
(z − w)i+1
+ :a(z)b(w):,
:a(z)b(w): is regular at z = w, and a(w)ib(w) for i < 0 is equal to the Taylor
coefficient ∂
(−1−i)
z :a(z)b(w):|z=w.
Proof. The first identity follows from the Lemma because
a(z)b(w) = [a(z)+, b(w)] + a(z)−b(w) + b(w)a(z)+.
The second claim was already shown in sections 3.2.1 and 3.3.2. Since
∂z(a(z)±) = (∂za(z))± we get
a(w)−1−ib(w) = :∂
(i)
w a(w)b(w): = ∂
(i)
z :a(z)b(w):|z=w.
✷
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3.3.6 Taylor Coefficients of the Operator Product
We prove that if a(z), b(z) are weakly local then their r-th products are equal
to the Taylor coefficients of the operator product a(z)b(w).
Lemma. (Taylor’s Formula) Let c(z, w) be in End(E)[[z±1, w±1]] or in
A[[z±1, w±1]]H . If c(z, w) is regular at z = w then c
i(w) = ∂
(i)
z c(z, w)|z=w are
the unique distributions such that for any n ≥ 0 we have
c(z, w) =
n−1∑
i=0
ci(w) (z − w)i + (z − w)n r(z, w)
for some r(z, w) that is regular at z = w. If ci(z) = 0 for any i ≥ 0 then
c(z, w) = 0.
Proof. We recall that regularity was defined in sections 3.2.1 and 3.3.2.
The case c(z, w) ∈ End(E)[[z±1, w±1]] follows directly from Taylor’s for-
mula for E((z, w)), see Lemma 2.2.4. Thus it suffices to consider the case
c(z, w) ∈ A[[z±1, w±1]]h′ for some h
′ ∈ Z.
We do induction on n. For n = 1 we have to show that if d(z, w) vanishes
for z = w then d(z, w) = (z − w)r(z, w) for some r(z, w) that is regular at
z = w.
Let Uh,k be the closure of
∑
l≤kAh−lAl. Since Ah is complete and Haus-
dorff and the Uh,k form a neighbourhood basis of 0 ∈ Ah, the space Ah is
the inverse limit of Ah/Uh,k. Let Vh,k be a vector space complement of Uh,k
in Uh,k+1 for k ≤ −1 and Uh,0 ⊕ Vh,0 = Ah. Then Ah =
∏
Vh,k.
Let πk : Ah → Vh,k be the projections. Then e(z, w) ∈ A[[z
±1, w±1]]h′ is
regular at z = w iff πk
∑
ei,n−ix
i ∈ Vh′−n−2,k[x
±1] for any k and n ∈ Z.
Therefore the claim for n = 1 follows from the fact that for p(x) ∈ Vh,k[x
±1]
we have p(1) = 0 iff p(x) = (x − 1)q(x) for some q(x) ∈ Vh,k[x
±1]. This fact
is proven by reducing it to K[x±1] using a basis of Vh,k.
Using the above arguments, the lemma is now proven in the same way as
Taylor’s formula for E((z, w)), see Lemma 2.2.4. ✷
Proposition. Let a(z), b(z) be in Endv(E) or A[[z
±1]]H such that a(z), b(z)
are weakly local of order ≤ n for some n ∈ Z. Then (z−w)na(z)b(w) is regular
at z = w and for any i ∈ Z we have
a(w)ib(w) = ∂
(n−1−i)
z ((z − w)
na(z)b(w))|z=w .
Proof. By assumption, a(z)ib(z) = 0 for i ≥ n. By Proposition 3.3.5 we get
(z − w)na(z)b(w) =
n−1∑
i=0
a(w)ib(w) (z − w)
n−1−i + (z − w)n :a(z)b(w):.
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Thus the claim follows from Taylor’s formula, Proposition 3.3.5, and from
∂
(n+i)
z ((z − w)n :a(z)b(w):)|z=w = ∂
(i)
z :a(z)b(w):|z=w. ✷
3.3.7 Skew-Symmetry and Locality for Distributions
We prove that a pair of distributions is local iff it satisfies skew-symmetry.
We use this result to show that any V -module is a VLie-module.
Proposition. Let a(z), b(z) be in Endv(E) or A[[z
±1]]H . Then a(z), b(z)
are local iff they are weakly local and satisfy skew-symmetry.
Proof. Locality implies weak locality; skew-symmetry implies that b(z), a(z)
are also weakly local; thus we may assume that a(z), b(z) and b(z), a(z) are
weakly local of order ≤ n. Then c(z, w) := (z − w)na(z)b(w) and c′(z, w) :=
(z − w)nb(w)a(z) are regular at z = w by Proposition 3.3.6.
In general, we have the chain rule ∂wc(w,w) = (∂z+∂w)c(z, w)|z=w since
∂w(w
n+m) = (∂z + ∂w)(z
nwm)|z=w. Thus we get
∂(r)z c(z, w)|z=w =
∑
i≥0
(∂z + ∂w)
(i)(−∂w)
(r−i)c(z, w)|z=w
=
∑
i≥0
(−1)r+i ∂(i)w (∂
(r−i)
w c(z, w)|z=w).
Replace r by −r − 1 + n and apply Proposition 3.3.6 to the left-hand side.
Since ezTd(−z) = ezTd′(−z) iff d = d′, we see that a(z), b(z) satisfy skew-
symmetry iff (−1)nb(w)r+ia(w) = ∂
(−r−1−i+n)
w c(z, w)|z=w for any r ∈ Z and
i ≥ 0. On the other hand,
b(w)ra(w) = ∂
(−r−1+n)
w ((w − z)
nb(w)a(z)) = (−1)n∂(−r−1+n)w c
′(z, w).
Thus skew-symmetry holds iff c and c′ have the same Taylor coefficients. This
is equivalent to c = c′ by Lemma 3.3.6. ✷
Corollary. Let V be an associative vertex algebra.
(i) Let φ be a morphism from V to Endv(E) or A[[z
±1]]H . Then φV is
local. In particular, any V -module is a VLie-module.
(ii) Let M be a bounded Z-fold V -module. Then M is a V -module iff M
is a VLie-module and YM (ab) = :YM (a)YM (b):.
Proof. (i) Since φ is a morphism, skew-symmetry and weak locality for V
imply skew-symmetry and weak locality for φV . Thus φV is local by the
Proposition. The second claim follows from the first since, by definition, a
VLie-module M is given by a morphism YM : VLie → End(M)[[z
±1]] such that
YM (V ) is local.
(ii) This follows from (i). ✷
Recall that VLie-modules are the same as g(V )-modules by Remark 2.4.2.
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3.3.8 Dong’s Lemma
We prove that the unbounded vertex algebra structures of Endv(E) and
A[[z±1]]H preserve locality. A refinement of this result and an alternative
proof is given in section 5.3.1.
Remark. Let a(z), b(z) be in Endv(E) or A[[z
±1]]H . Then a(z), b(z) are
local of order ≤ n iff there exists a distribution c(z, w) that is regular at z = w
such that
a(z)b(w) =
c(z, w)
(z − w)n
, ζab b(w)a(z) =
c(z, w)
(z − w)nw>z
.
Proof. ‘⇒’ The distribution c := (z − w)na(z)b(w) = (z − w)nb(w)a(z) is
regular at z = w since E((z))((w)) ∩E((w))((z)) = E((z, w)) and since distribu-
tions in A[[z±1, w±1]]>∩A[[w
±1, z±1]]> are regular at z = w, see section 3.3.2.
We have a(z)b(w) = c(z, w)/(z − w)n since F((z))((w))(E) is a vector space
over K((z))((w)) and A[[z±1, w±1]]> is a module over K[z
±1, w±1, (z − w)−1].
The second identity is proven in the same way.
‘⇐’ We have c(z, w) = (z − w)na(z)b(w) since F((z))((w))(E) and
A[[z±1, w±1]]> are modules over K[z
±1, w±1, (z − w)−1]. Similarly, c(z, w) =
(z − w)nb(w)a(z). Thus a(z), b(z) are local. ✷
Dong’s Lemma. Let a(z), b(z), c(z) be in Endv(E) or A[[z
±1]]H . If they
are pairwise local of orders r, s, t then a(z)ib(z) and c(z) are local of order
≤ r + s+ t− i− 1 for any i ∈ Z.
Proof. Let r, s, t be the orders of locality of ab, bc, and ac. We may assume
that i < r. Define f := (z − w)r(w − y)s(z − y)t. As in the proof of the
Remark we see that d := fa(z)b(w)c(y) = fc(y)a(z)b(w) = fc(y)b(w)a(z) is
regular at z = w = y and
a(z)b(w)c(y) =
d(z, w, y)
f(z, w, y)
, c(y)a(z)b(w) =
d(z, w, y)
f(z, w, y)y>z>w
.
The claim now follows by applying ∂
(−i−1+r)
z ((z − w)r· )|z=w to these two
equations and using Remark 3.3.7 and the Remark. ✷
3.3.9 Associative Vertex Algebras of Distributions
We prove that local subsets of Endv(E) and A[[z
±1]]H generate associative
vertex algebras.
Proposition. Let V be a vertex subalgebra of Endv(E) or A[[z
±1]]H . Then
V is associative iff V is local.
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Proof. The spaces Endv(E) and A[[z
±1]]H are pre-Lie algebras and satisfy the
conformal Jacobi identity and the Wick formula by Propositions 3.3.3 and
3.3.4. Thus V is associative iff V satisfies skew-symmetry. By Proposition
3.3.7 this is equivalent to V being local. ✷
By Proposition 4.1.6 a unital vertex algebra is associative iff locality or
the Jacobi identity hold. Using one of these properties instead, one can prove
more directly that V is associative if V is local. Namely, one proves that local
fields satisfy locality, see Proposition 3.5.3 and Remark 3.5.3, or that local
fields satisfy the Jacobi identity, see Proposition 3.5.4.
In section 4.5.2 we give an alternative proof of the fact that associative
vertex subalgebras of Endv(E) are local.
Recall that if S is a subset of a unital unbounded vertex algebra then 〈S〉
denotes the unital unbounded vertex subalgebra generated by S.
Corollary. Let S be a local subset of Endv(E) or A[[z
±1]]H . Then 〈S〉 is
an associative unital vertex algebra.
Proof. The set 〈S〉 is local because of Dong’s lemma and because 1 is local
to any a(z). Thus the claim follows from the Proposition. ✷
3.4 The Frenkel-Zhu Algebra
We construct the Frenkel-Zhu algebra A(V ) and prove that V 7→ A(V ) is a
fully faithful functor into the category of local associative algebras.
Conventions. All associative algebras and all unbounded vertex algebras
are assumed to be unital. Let ρ ∈ Q× such that ρ−1 ∈ N.
3.4.1 The Frenkel-Zhu Algebra
We construct from any Z-graded vertex algebra V an FZ-complete algebra
A(V ). We call A(V ) the Frenkel-Zhu algebra.
Let V be a ρZ-graded associative vertex algebra. There exists an FZ-
complete algebra A(V ) and a morphism Y : V → A(V )[[z±1]]H of graded
unbounded vertex algebras such that the following universal property holds:
for any FZ-complete algebra A and any morphism ρ : V → A[[z±1]]H there
exists a unique topological ρZ-graded algebra morphism φ : A(V )→ A such
that ρ = φ ◦ Y . The pair (A(V ), Y ) is unique up to a unique isomorphism.
The universal property says that, roughly speaking, the functor V 7→
A(V ) is left adjoint to A 7→ A[[z±1]]H .
We construct A(V ) as follows. Let A′ be the tensor algebra of the vector
space V ⊗K[x±1]. The algebra A′ is ρZ-graded where at := a⊗x
t has weight
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h − t − 1 for a ∈ Vh. Let A
′′ be the FZ-completion of A′, see Proposition
3.3.1 (ii). Let A(V ) be the quotient of A′′ by the degreewise closures of the
ideal generated by 1t = δt,−11 and the associativity formula
(arb)s =
∑
i≥0
(−1)i
(
r
i
)
(ar−ibs+i − ζ
ab(−1)r bs+r−iai)
for a, b ∈ V and t, r, s ∈ Z. The quotient A(V ) is an FZ-complete algebra.
Define Y : V → A(V )[[z±1]]H by a 7→
∑
atz
−t−1. Then Y is a morphism of
unital Z-fold algebras and hence of unbounded vertex algebras by Remark
3.2.4(i). It is straightforward to see that A(V ) and Y satisfy the universal
property stated above.
The weak topology of End(E) is the linear topology defined by the sub-
spaces {a | a|F = 0} where F runs through the finite-dimensional subspaces
of E. The weak topology is Hausdorff. From (a ◦ b)|F = a ◦ (b|F ) follows that
End(E) is a topological algebra. It is easy to see that any Cauchy filter in
End(E) converges. Thus End(E) is complete.
If E is a K-graded vector spaces then End(E) contains a K-graded sub-
algebra
End(E)H :=
⊕
h∈K
End(E)h
where End(E)h consists of endomorphisms a such that a : Eh′ → Eh′+h; in
other words, [H, a] = ha. We endow End(E)h with the weak topology. Then
End(E)H is a complete topological K-graded algebra.
A K-gradedmodule over a topological K-graded algebra A is a K-graded
vector space M together with a morphism A → End(M)H of topological K-
graded algebras.
A Q-graded vector space E is truncated if Eh = 0 for h≪ 0. A Q-graded
(vertex) algebra or a Q-graded module are truncated if the underlying Q-
graded vector space is truncated.
If E,E′ areQ-graded vector spaces that only differ by a shift, Eh = E
′
h+h0
for some fixed h0 and any h, then End(E)H = End(E
′)H . Thus the Q-graded
module structures on E and on E′ are in bijection. In particular, if M is a
truncated Q-graded module then, modulo a shift of the grading, M is Q≥-
graded.
Suppose that M is a ρN-graded vector space where ρ ∈ Q such that
ρ−1 ∈ N. Then for any finite-dimensional subspaces F ⊂M there exists k ∈ Z
such that a|F = 0 for any a ∈
∑
l<k End(M)h−lEnd(M)l. Thus End(M)H
is an FZ-complete algebra. Moreover, End(M)H ⊂ Endv(M). The universal
property of A(V ) applied to A = End(M)H yields:
Proposition. Let V be a ρZ-graded associative vertex algebra. There is
an isomorphism of categories M 7→ M from ρN-graded V -modules to ρN-
graded A(V )-modules. 
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3.4.2 Local Associative Algebras
We define local associative algebras as FZ-complete algebras A with a local
subset FA ⊂ A[[z
±1]]H . This notion has nothing to do with the usual notion
of a local ring.
An FZ-complete differential algebra is an FZ-complete algebra A to-
gether with an even derivation T of degree 1 such that T : Ah → Ah+1 is
continuous.
For an FZ-complete differential algebra A, let
A[[z±1]]H,T := A[[z
±1]]H ∩ A[[z
±1]]T
be the subspace of translation covariant distributions: Ta(z) = ∂za(z). This
is a graded unbounded vertex subalgebra of A[[z±1]]H because T and ∂z are
derivations.
Definition. A local associative algebra is an FZ-complete differential
algebra A together with a homogeneous local subset FA ⊂ A[[z
±1]]H,T such
that the subalgebra generated by {an | a(z) ∈ FA, n ∈ Z} is degreewise dense
in A.
A morphism φ : A → A′ of local associative algebras is a morphism φ :
A → A′ of FZ-complete algebras such that φFA ⊂ 〈FA′〉. Such a morphism
satisfies φ ◦T = T ◦φ since φ(Tan) = −nφ(an−1) = Tφ(an) and since the an
generate a dense subalgebra.
By Corollary 3.3.9, if A is a local associative algebra then V (A) := 〈FA〉 is
a ρZ-graded associative vertex algebra. Thus we obtain a functor A 7→ V (A)
from local associative algebras to ρZ-graded associative vertex algebras.
Conversely, let V be a ρZ-graded associative vertex algebra. The Frenkel-
Zhu algebra A(V ) has a unique structure of an FZ-complete differential al-
gebra such that Y (V ) ⊂ A(V )[[z±1]]H,T . In fact, the endomorphism T of
V [x±1] given by T (an) := (Ta)n induces a continuous derivation T of A(V )
such that Ta(z) = ∂za(z) for any a ∈ V . Note that (Ta)n = −n an−1 since
Y ◦ T = ∂z ◦ Y . By Corollary 3.3.7, the space Y (V ) is local. It follows that
A(V ) together with Y (V ) is a local associative algebra.
Proposition. The functor V 7→ A(V ) from ρZ-graded associative ver-
tex algebras to local associative algebras is left adjoint to A 7→ V (A). The
morphism Y : V → V (A(V )) is the unit of adjunction.
Proof. Let V be a ρZ-graded associative vertex algebra and A a local associa-
tive algebra. By definition, a local associative algebra morphism A(V )→ A is
an FZ-complete algebra morphism ψ : A(V )→ A such that ψY (V ) ⊂ V (A).
By the universal property of A(V ), the map ψ 7→ ψ ◦ Y is a bijection onto
the set of morphisms φ : V → A[[z±1]]H such that φ(V ) = ψY (V ) ⊂ V (A).
These φs are just the ρZ-graded vertex algebra morphisms V → V (A). ✷
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3.4.3 The Embedding
We prove that V 7→ A(V ) is a fully faithful functor from truncated vertex
algebras to local associative algebras.
Recall that a ρZ-graded vertex algebra V is truncated iff Vh = for h≪ 0.
Remark. If V is a truncated ρZ-graded associative vertex algebra then
the map V → A(V ), a 7→ a−1, is injective.
Proof. As pointed out in section 3.4.1, V can be viewed as a ρN-graded V -
module and hence, by Proposition 3.4.1, as a ρN-graded A(V )-module. In
other words, there is a morphism A(V ) → End(V )H , an 7→ an. The compo-
sition of the map a 7→ a−1 with the morphism A(V )→ End(V )H → V, an 7→
an1, is the identity. Thus the claim. ✷
Proposition. The functor V 7→ A(V ) from truncated ρZ-graded asso-
ciative vertex algebras to local associative algebras is fully faithful.
Proof. Let C be the category of truncated ρZ-graded associative vertex al-
gebras and C′ the category of local associative algebras A such that V (A)
is truncated. If V ∈ C then Y : V → V (A(V )) is an isomorphism by the
Remark. In particular, A(V ) ∈ C′. By Proposition 3.4.1 we thus have a pair
of adjoint functors between C and C′ and the unit of adjunction Y is an
isomorphism. Therefore V 7→ A(V ) is fully faithful. ✷
3.5 Supplements
In sections 3.5.1 and 3.5.2 we show that the residue formula for the t-th
products of Endv(E) computes the coefficients of the OPE.
In sections 3.5.3 and 3.5.4 we prove that local fields satisfy locality and
the Jacobi identity.
3.5.1 Residue Formula and OPE: Heuristics
We explain heuristically that the residue formula for the t-th products of
Endv(E) computes the coefficients of the operator product expansion (OPE).
Suppose that we can expand the operator product of two fields a(z), b(z)
as a singular power series in z − w:
a(z)b(w) =
∑
n∈Z
cn(w) (z − w)−n−1.
Let C,Cz>w , and C
−
w>z be the following contours around w and 0 in the
z-plane:
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C
Cz>w
C−w>z
z
w
0
Then the Cauchy residue theorem formally implies
cn(w) = resz=w(z − w)
na(z)b(w)
=
∮
C
(z − w)na(z)b(w)dz
=
∮
Cz>w
(z − w)na(z)b(w)dz +
∮
C−w>z
(z − w)nb(w)a(z)dz
= resz(z − w)
na(z)b(w) − resz(z − w)
n
w>zb(w)a(z)
= a(w)nb(w).
We have cheated twice. In the contour integral over C−w>z we have changed
the order of a(z), b(w) because a(z)b(w) is not well-defined in the domain
w > z. The residue theorem is not quite applicable to Cz>w because of the
singularity at z = w.
3.5.2 Residue Formula and OPE: A Proof
In Proposition 3.3.6 we proved that the r-th products of weakly local fields
a(z), b(z) are the Taylor coefficients of their operator product a(z)b(w). We
give a new proof of this result in the case of local fields, that is motivated by
the heuristic argument of section 3.5.1.
Remark. For any n ∈ Z, we have
∂(n)w δ(z, w) = (z − w)
−n−1 − (z − w)−n−1w>z .
Equivalently, δ(z, w + x) = δ(z − w, x)− δ(−w + z, x).
Proof. The identity holds true for n < 0 because (z − w)m = (z − w)mw>z for
m ≥ 0. It holds true for n = 0 since (z−w)−1 =
∑
k≥0 ∂
(k)
w (z−w)−1|w=0 w
k =∑
k≥0 w
kz−k−1 by Proposition 3.2.5 and (z − w)−1w>z = −(w − z)
−1. Let
m ≥ 0. Applying ∂w to the above identity for n = m we obtain the identity
for n = m+ 1 times m+ 1. Thus the claim follows by induction. ✷
Proposition. If the fields a(z), b(z) are local of order ≤ N then for any
n ∈ Z we have
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a(w)nb(w) = ∂
(−n−1+N)
z ((z − w)
Na(z)b(w))|z=w .
Proof. Proposition 3.3.5 implies that c(z, w) := (z−w)Na(z)b(w) is in F2(E).
The Remark yields
a(w)nb(w) = resz(z − w)
n−N c(z, w)− (z − w)n−Nw>z c(z, w)
= resz∂
(−n−1+N)
w δ(z, w) c(z, w)
= ∂(−n−1+N)z c(z, w)|z=w
since resz∂
k
wδ(z, w)c(z, w) = resz(−∂z)
kδ(z, w)c(z, w) = reszδ(z, w)∂
k
z c(z, w)
= ∂kz c(z, w)|z=w. ✷
3.5.3 Locality for Local Fields
Local fields generate an associative vertex algebra by Corollary 3.3.9 and
hence satisfy locality by Proposition 4.1.6. We give two direct proofs of this
fact. Conversely, this fact provides a new proof of Corollary 3.3.9 since a
unital vertex algebra that satisfies locality is associative.
Proposition. Let a(z), b(z) be local fields. Then the distributions a(z)(Z)
and b(z)(Z) in End(Endv(E))[[Z
±1]] are local.
Proof. Suppose that a(z), b(z) are local of order ≤ n for some n ≥ 0. We have
a(w)(Z)c(w) = reszδ(z − w,Z)[a(z), c(w)] for c(z) ∈ Endv(E). Thus
a(x)(Z) b(x)(W ) c(x) = resz,wδ(z − x, Z) δ(w − x,W ) [a(z), [b(w), c(x)]].
Since zδ(z, w) = wδ(z, w) we have
(Z −W )n δ(z − x, Z) δ(w − x,W )
= ((z − x)− (w − x))n δ(z − x, Z) δ(w − x,W )
= (z − w)n δ(z − x, Z) δ(w − x,W ).
Together with the Leibniz identity we obtain
(Z −W )n [a(x)(Z), b(x)(W )]c(x)
= resz,w(z − w)
n δ(z − x, Z) δ(w − x,W ) [[a(z), b(w)], c(x)] = 0.
✷
Remark. Let V ⊂ Endv(E) be a vertex subalgebra. If V is local then
Y (V ) ⊂ Endv(V ) is local.
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Proof. Let a(z), b(z), c(z) ∈ V and ht ≥ 0 such that a(z), b(z), c(z), a(z)tc(z),
and b(z)tc(z) are pairwise local of order ≤ ht. Define Dh,k := (z − y)
h(w −
y)ka(z)b(w)c(y). By Remark 3.3.7 we have
a(y)tb(y)sc(y) = ∂
(−t−1+hs)
z ∂
(−s−1+ht)
w Dhs,ht |z=w=y.
Using that ∂
(n)
z ((z − w)a(z, w))|z=w = ∂
(n−1)
z a(z, w)|z=w we see that the
coefficient of Z−t−1W−s−1 of (Z −W )na(y)(Z)b(y)(W )c(y) is∑
i≥0
(−1)i
(
n
i
)
∂(−t−n+i−1+hs)z ∂
(−s−i−1+ht)
w Dhs,ht |z=w=y
=
∑
i≥0
(−1)i
(
n
i
)
∂(−t−1+hs)z ∂
(−s−1+ht)
w Dhs+n−i,ht+i|z=w=y
= ∂(−t−1+hs)z ∂
(−s−1+ht)
w ((z − w)
nDhs,ht)|z=w=y.
Since the right-hand side is symmetric in a(z), b(w) the claim follows. ✷
3.5.4 Jacobi Identity for Local Fields
Local fields generate a vertex algebra by Corollary 3.3.9 and hence satisfy
the Jacobi identity by Proposition 4.1.6. We give a direct proof of this fact.
Lemma. Let t ∈ Z.
(i) In K((y))[[z, w]] we have
(z − y)ty>z =
∑
i≥0
(
t
i
)
(z − w)i (w − y)t−iy>w.
(ii) Let a(z, w) ∈ F((z))((w))(E) + F((w))((z))(E) be local and b(z) ∈
Endv(E) such that (z − y)
n(w − y)n[a(z, w), b(y)] = 0 for some n ≥ 0. Then
(z − y)ta(z, w)b(y) =
∑
i≥0
(
t
i
)
(z − w)i (w − y)t−i a(z, w)b(y).
Proof. (i) Define a morphism of fields over K, ι : K(u, v) → K(z, w, y), by
u 7→ z−w and v 7→ w− y. Let (x1, x2, x3) ∈ {(y, z, w), (y, w, z)}. Then there
exists a unique continuous morphism τ such that we have a commutative
diagram
K(u, v)
ι
//
Tv,u

K(z, w, y)
Tx1,x2,x3

K((v))((u))
τ
// K((x1))((x2))((x3)).
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Indeed, uniqueness is clear. As for existence, let f(u, v) ∈ K((v))((u)). Then
f(z − w,−y + w′) is in K[[z±1, w, w′, y±1]] and f(−w − z,−y + w′) is in
K[[y±1, w′]]((w))[[z]]. Thus f(z − w,−y + w) and f(−w + z,−y + w) are well-
defined. Applying the diagram to (u + v)t we obtain the claim.
(ii) We may assume that t < 0 and (z − w)na(z, w) = 0. By (i) we have
(w − y)2n−t(z − y)na(z, w)b(y)
= (w − y)2n−t(z − y)nb(y)a(z, w)
=
∑
i≥0
(
t
i
)
(z − w)i (w − y)2n−i (z − y)n−t b(y)a(z, w)
=
∑
i≥0
(
t
i
)
(z − w)i (w − y)2n−i (z − y)n−t a(z, w)b(y).
The main point is that the sum is finite with i < n since a(z, w) is local.
Multiplying both sides by (w − y)t−2n(z − y)t−n we obtain the assertion. ✷
Proposition. Pairwise local fields satisfy the Jacobi identity.
Proof. The Lemma shows that the method of proof of the Wick formula for
fields, see Proposition 3.3.4, also works in the present case. More precisely,
we apply the Lemma as it stands to
resz,w (z − w)
r (w − y)s (z − y)t [[a(z), b(w)], c(y)]
and obtain the left-hand side of the Jacobi identity. (Part (i) of the Lemma
is applied to the term involving c(y)[a(z), b(w)] and part (ii) is applied to
[a(z), b(w)]c(y).) Then we apply the radially ordered Leibniz identity to the
above expression and apply the Lemma twice. Thus we obtain the right-hand
side of the Jacobi identity. When the Lemma is applied to
resz,w (z − w)
r (w − y)s (z − y)t [a(z), [b(w), c(y)]]
the role of the variable y in the Lemma is played by z and we expand (z −
w)r = ((z − y)− (w − y))r with z > w and z − y > w − y. The point is that
the field a(z) corresponding to the variable z always appears on the very left
or very right of the four juxtapositions of a(z), b(w), c(y). ✷

4 Basic Results
Sections 4.1 and 4.2 are about implications between vertex algebra identities.
We prove that a vertex algebra is associative iff it satisfies the field identities
iff it satisfies skew-symmetry and one of the five three-element field identi-
ties. If there exists an identity element, both the Jacobi identity and locality
alone are sufficient. Under a mild further assumption, even the associativity
formula suffices. Many of these results are derived from two recursions and
S3-symmetry of the Jacobi identity.
4.1 Field Identities I. Without Identity Element
The vertex algebra identities are classified, first of all, according to the num-
ber of elements for which they are defined. For example, the Jacobi identity is
a three-element identity whereas skew-symmetry is a two-element iden-
tity. Moreover, the identities are divided into two groups as follows.
There are seven identities that are written in terms of the product and the
λ-bracket: the pre-Lie identity and quasi-associativity, the conformal Jacobi
identity, the left and right Wick formula, and conformal skew-symmetry and
[ , ]∗ = [ , ]Lie.
The six field identities are written in terms of fields: the commutator
and the associativity formula, locality and duality, the Jacobi identity, and
skew-symmetry. The first four identities can be seen as the vertices of a
square whose vertical edges represent the fundamental recursion and whose
horizontal edges represent S3-symmetry.
Thus there are only three two-element identities. They can be obtained
from the three-element identities using an identity element 1, see section 4.2.
In section 4.1.1 we discuss locality and duality. In sections 4.1.2 and 4.1.3
we use the fundamental recursion to prove that the Jacobi identity is equi-
valent to locality and duality. In section 4.1.4 we use S3-symmetry to prove
that if skew-symmetry holds then the other five field identities are equivalent
to each other. In sections 4.1.5 and 4.1.6 we use a second recursion to prove
that a vertex algebra is associative iff it satisfies the field identities.
In sections 4.1.7 and 4.1.8 we use quasi-associativity to show that C2(V ) =
(TV )V and that V0/K is an associative algebra and we prove that duality
implies a kind of associativity.
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4.1.1 Locality and Duality
We show that locality and duality are special cases of the Jacobi identity.
Let V be a Z-fold algebra and M a Z-fold V -module. Locality of order
≤ r is
(z − w)r [a(z), b(w)]c = 0.
This is an identity in M [[z±1, w±1]]. If r < 0, we assume that M is bounded.
Then the identity involves radial ordering, see section 3.2.6. The coefficient
of z−t−1w−s−1 is∑
i≥0
(−1)i
(
r
i
)(
at+r−ibs+ic− ζ
ab(−1)r bs+r−iat+ic
)
= 0.
This is locality of order ≤ r for indices t, s.
We say that M satisfies locality if for any a, b, c there exists r ≥ 0 such
that a, b, c satisfy locality of order ≤ r. Of course, YM (V ) is local iff M
satisfies locality and r depends only on a and b, but not on c.
For a ∈ V and b ∈ M , define o(a, b) ∈ Z ∪ {±∞} to be the least t ∈ Z
such that asb = 0 for s ≥ t. If V = M is bounded then o : V
2 → Z ∪ {−∞}
is the locality function of V . See section 5.1.1 for properties of o.
If r ≥ o(a, b) then the Jacobi identity for indices r, s, t is locality of order
≤ r for indices t, s. Since o(a, b) does not depend on c, the Jacobi identity
implies that YM (V ) is local.
Assume that V and M are bounded. Duality of order ≤ t is
(w + x)t (a(x)b)(w)c = (x+ w)t a(x+ w)b(w)c.
Since
(
−r−1
i
)
= (−1)i
(
r+i
i
)
, the coefficient of w−s−1x−r−1 is
∑
i≥0
(
t
i
)
(ar+ib)s+t−ic =
∑
i≥0
(−1)i
(
r
i
)
at+r−ibs+ic.
This is duality of order ≤ t for indices r, s.
We say that M satisfies duality if for any a, b, c there exists t such that
a, b, c satisfy duality of order ≤ t. We call M dual if for any a, c there exists
t such that for any b the elements a, b, c satisfy duality of order ≤ t.
If t ≥ o(a, c) then the Jacobi identity for indices r, s, t is duality of order
≤ t for indices r, s. Since o(a, c) does not depend on b, the Jacobi identity
implies that M is dual.
4.1.2 The Fundamental Recursion
We prove a recursion for the Jacobi identity that follows from x = z − w.
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Let E be a vector space and ei(z, w) ∈ E[[z
±1, w±1]] for i = 1, 2, 3. The
Jacobi identity for e1, e2, e3 and indices r, s, t is
resw,x(w + x)
twsxre1(w, x)
= resz,wz
tws((z − w)re2(z, w)− (−w + z)
re3(w, z)).
Here we assume either that r, t ≥ 0 or that ei(z, w) ∈ E((z))((w)).
Let M be a Z-fold module over a Z-fold algebra V . The Jacobi identity
for a, b ∈ V, c ∈ M is the Jacobi identity for (a(w)b)(z)c, a(z)b(w)c, and
ζab b(z)a(w)c. Likewise the conformal Jacobi identity and the Wick formula
for a conformal operator dµ are the Jacobi identity for (dνa)(z)b, dµ(a(w)b),
and a(z)dνb and indices r, s ≥ 0, t = 0, resp., r = 0, s = −1, t ≥ 0. Here we
use the identification of E[[µ]] with z−1E[[z−1]], see section 2.5.1.
Lemma. Let E be a vector space and ei ∈ E[[z
±1, w±1]]. The Jacobi
identity for two of the triples (r + 1, s, t), (r, s+ 1, t), and (r, s, t+ 1) implies
the Jacobi identity for the third triple.
Proof. Let Jr,s,t denote the left-hand side of the Jacobi identity for indices
r, s, t. Then Jr,s,t+1 = Jr+1,s,t + Jr,s+1,t. The right-hand side satisfies the
same identity. This implies the claim. ✷
Proposition. Let E be a vector space and ei ∈ E[[z
±1, w±1]].
(i) The Jacobi identity for indices r = r0, s ≥ s0, t ≥ t0 implies the Jacobi
identity for indices r ≥ r0, s ≥ s0, t ≥ t0.
(ii) The Jacobi identity for indices r ≥ r1, s ∈ Z, t ≥ t0 and r ≥ r0, s ∈
Z, t ≥ t1 implies the Jacobi identity for indices r ≥ r0, s ∈ Z, t ≥ t0.
These two results also hold true for any permutation of r, s, t.
Proof. (i) By the Lemma the Jacobi identity for r0, s+1, t and for r0, s, t+1
implies the Jacobi identity for r0 + 1, s, t.
(ii) We may assume that r1 > r0 and t1 > t0. By the Lemma the Jacobi
identity for r1, s, t1 − 1 and r1 − 1, s, t1 implies the Jacobi identity for r1 −
1, s+ 1, t1 − 1. Thus the claim follows by induction. ✷
4.1.3 Consequences of the Recursion
We prove that the Jacobi identity is equivalent to locality and duality and
that the associativity formula is equivalent to duality and weak locality.
Proposition. Let M be a Z-fold module over a Z-fold algebra V .
(i) The conformal Jacobi identity, the Jacobi identity, the associativity
formula, and the commutator formula for indices r, s, t ≥ 0 are all equivalent.
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(ii) The commutator formula is equivalent to locality and (arb)(z)c =
a(z)rb(z)c for r ≥ 0. In this case YM (V ) is local.
(iii) The associativity formula holds iff duality holds and a(z), b(z) are
weakly local on c. In this case M is dual.
(iv) Duality and locality are equivalent to the Jacobi identity.
Parts (i) and (ii) were already proven in Propositions 3.2.7 and 2.4.2.
Proof. (i) In section 3.2.2 we have shown that the conformal Jacobi identity
is the associativity formula for indices r, s ≥ 0. Thus the claim follows from
part (i) of Proposition 4.1.2 with r0 = s0 = t0 = 0.
(ii) By part (i) of Proposition 4.1.2 the commutator formula implies the
Jacobi identity for indices r ≥ 0 and s, t ∈ Z. For r ≥ o(a, b), we obtain that
YM (V ) is local by section 4.1.1. For t = 0, we obtain (arb)(z)c = a(z)rb(z)c.
The converse follows from part (ii) of Proposition 4.1.2.
(iii) By part (i) of Proposition 4.1.2 the associativity formula implies the
Jacobi identity for indices r, s ∈ Z and t ≥ 0. For t ≥ o(a, c), we obtain that
V is dual by section 4.1.1. Since arb = 0 for r ≫ 0, the associativity formula
implies weak locality on c, that is, a(z)rb(z)c = 0 for r≫ 0. Conversely, weak
locality implies that the associativity formula holds for indices r ≫ 0, s ∈ Z.
Thus the converse follows from part (ii) of Proposition 4.1.2.
(iv) This follows from part (ii) of Proposition 4.1.2. ✷
Corollary. Let V be an associative vertex algebra and M a V -module.
Then M satisfies the Jacobi identity.
Proof. Corollary 3.3.7 shows that M satisfies locality. By the Proposition
locality and the associativity formula imply the Jacobi identity. ✷
4.1.4 S3-Symmetry
We use S3-symmetry of the Jacobi identity to prove that if skew-symmetry
holds then the other five field identities are equivalent to each other.
Remark. Let E be a K[T ]-module. Then a(z) ∈ End(E)[[z±1]] is trans-
lation covariant iff
a(z + w) = ewTa(z)e−wT .
Proof. First an observation: If c ∈ E then b(z) = ezT c is the unique power
series such that Tb(z) = ∂zb(z) and b(0) = c, since b(z) = e
z∂wb(w)|w=0 =
ezT b(0).
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Recall that a(z+w) = ew∂za(z). Taking the coefficient of w of the identity
a(z + w) = ewTa(z)e−wT we get ∂za(z) = [T, a(z)].
Conversely, both a(z + w) and ewTa(z)e−wT are power series in w, both
have constant term a(z), and both satisfy ∂wb(w) = [T, b(w)]. Thus the con-
verse follows from the observation. ✷
S3-symmetry of the Jacobi identity permutes a, b, c and the indices r, s, t.
It is analogous to the S3-symmetry of the Leibniz identity [[a, b], c] =
[a, [b, c]] − [b, [a, c]]. Namely, if [ , ] is skew-symmetric then the Leibniz iden-
tity is equivalant to [[b, a], c] = [b, [a, c]] − [a, [b, c]] and also to [[a, c], b] =
[a, [c, b]]− [c, [a, b]].
Lemma. Let V be a bounded Z-fold algebra that satisfies skew-symmetry
for some even operator T .
(i) If T is a translation generator then the Jacobi identity for a, b, c and
indices r, any s′ ≥ s, and t is equivalent to the Jacobi identity for a, c, b and
indices t, any s′ ≥ s, and r.
(ii) Let M be a bounded Z-fold V -module such that YM (Ta) = ∂zYM (a).
Then the Jacobi identity holds for a, b, c and indices r, s, t iff it holds for b, a, c
and indices r, t, s.
Proof. Applying resz,w,xz
−t−1w−s−1x−r−1 to the Jacobi identity δ(z, w + x)
(a(x)b)(w)c = δ(z − w, x)[a(z), b(w)]c, we obtain the Jacobi identity for in-
dices r, s, t. In the following we omit the fact that we actually consider this
residue. We use the Remark and that δ(z, w) = δ(w, z) and δ(z + x,w) =
δ(z, w − x) by Proposition 2.3.5 (ii),(iii).
(i) We show that skew-symmetry transforms the Jacobi identity for a, b, c
into the Jacobi identity for a, c, b by interchanging the first and third term
and replacing z, w, x by x,−w, z. In fact, we have
δ(z, w + x)(a(x)b)(w)c = δ(w + x, z)ewT c(−w)a(x)b,
δ(z − w, x)a(z)b(w)c = δ(z − w, x)a(x + w)ewT c(−w)b
= δ(x+ w, z)ewTa(x)c(−w)b,
and
δ(−w + z, x)b(w)a(z)c = δ(x,−w + z)ewT (a(z)c)(−w)b.
(ii) We show that skew-symmetry transforms the Jacobi identity for a, b, c
into the Jacobi identity for b, a, c by interchanging the second and third term
and replacing z, w, x by w, z,−x. In fact, we have
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δ(z, w + x)(a(x)b)(w)c = δ(z, w + x)(exT b(−x)a)(w)c
= δ(z, w + x)ex∂w (b(−x)a)(w)c
= δ(z, w + x)(b(−x)a)(w + x)c
= δ(z, w + x)(b(−x)a)(z)c
= δ(w, z − x)(b(−x)a)(z)c
and δ(z − w, x)[a(z), b(w)]c = δ(w − z,−x)[b(w), a(z)]c. The last equation
follows from δ(z, w) = −δ(−z,−w) and from radial ordering. ✷
Recall that skew-symmetry is the only two-element field identity and there
are five three-element field identities: the commutator and the associativity
formula, locality and duality, and the Jacobi identity, see the introduction of
section 4.1.
Proposition. Let V be a bounded Z-fold algebra with a translation ge-
nerator. If skew-symmetry and one of the three-element field identities hold
then all field identities are satisfied.
Proof. By part (i) of the Lemma, locality and duality are equivalent. Thus
the claim follows from Proposition 4.1.3. ✷
4.1.5 A Second Recursion
We prove a recursion for the associativity and commutator formula that de-
creases the indices. This recursion was proven for skew-symmetry in Propo-
sition 3.2.9.
Proposition. Let V be an unbounded vertex algebra and M a Z-fold
V -module with translation endomorphism.
(i) The associativity formula for indices r, s implies the associativity for-
mula for indices r − 1, s if r 6= 0 and for indices r, s− 1 if s 6= 0.
(ii) The commutator formula for indices t, s implies the commutator for-
mula for indices t− 1, s if t 6= 0 and for indices t, s− 1 if s 6= 0.
Proof. (i) The claim for r 6= 0 follows from −r(ar−1b)sc = ((Ta)rb)sc =
((∂za(z))rb(z))sc = −r(a(z)r−1b(z))sc.
The claim for s 6= 0 follows from −s(arb)s−1c = (T (arb))sc = ((Ta)rb +
arTb)sc = (∂z(a(z)rb(z)))sc = −s(a(z)rb(z))s−1c.
(ii) First, assume that V is bounded. We will use that ∂xδ(z, w + x) =
∂xe
x∂wδ(z, w) = ex∂w∂wδ(z, w) = ∂wδ(z, w + x) = −∂zδ(z, w + x). If t 6= 0
then the claim follows from [(Ta)t, bs]c = −t[at−1, bs]c and
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resz,w,xz
tws δ(z, w + x)((Ta)(x)b)(w)c
= −resz,w,xz
tws ∂xδ(z, w + x)(a(x)b)(w)c
= −resz,w,x∂z(z
t)ws δ(z, w + x)(a(x)b)(w)c.
If s 6= 0 then the claim follows from [at, (Tb)s]c = −s[at, bs−1]c and
resz,w,xz
tws δ(z, w + x)(a(x)Tb)(w)c
= resz,w,xz
tws δ(z, w + x) (∂w − ∂x)(a(x)b)(w)c
= − resz,w,xz
t∂w(w
s) δ(z, w + x)(a(x)b)(w)c.
If V is not bounded then t ≥ 0. In this case the commutator formula is
[aλ, b(w)]c = resxe
(w+x)λ(a(x)b)(w)c and the claim is proven similarly. ✷
4.1.6 Axioms for Associative Vertex Algebras
We prove that a vertex algebra is associative iff it satisfies the field identities.
Recall that there are six field identities: the commutator and the associa-
tivity formula, locality and duality, the Jacobi identity, and skew-symmetry,
see the introduction of section 4.1.
Proposition. A vertex algebra is associative iff the field identities hold.
Proof. By Proposition 3.2.9 conformal skew-symmetry and [ , ]∗ = [ , ]Lie are
equivalent to skew-symmetry. Hence we may assume that V satisfies skew-
symmetry. By Propositions 4.1.4 and 4.1.5 it suffices to prove that V is as-
sociative iff the commutator formula holds for indices t, s ≥ −1.
The commutator formula for indices t, s ≥ 0 is equivalent to the conformal
Jacobi identity by Proposition 3.2.7. For indices t ≥ 0, s = −1 it is the Wick
formula, see section 3.2.8. For indices t = −1, s ≥ 0 it is equivalent to the
Wick formula by S3-symmetry. For indices t = s = −1 it is
[a·, b·] =
∑(−1
i
)
(aib)−2−i =
∑
(−1)i T (i+1)(aib) · .
Since [ , ]∗ = [ , ]Lie, this identity is [a·, b·] = [a, b]·. ✷
4.1.7 Quasi-Associativity
We use quasi-associativity to prove that C2(V ) = (TV )V and that if V is
graded then a certain quotient of V0 is an associative algebra.
Quasi-associativity for a vertex algebra V is
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(ab)c− abc =
(∫ T
0
dλ a
)
[bλc] + ζ
ab
(∫ T
0
dλ b
)
[aλc].
This is equivalent to
(ab)c− abc =
∑
i≥0
T (i+1)(a)bic + ζ
ab T (i+1)(b)aic.
Since the right-hand side is symmetric in a and b, quasi-associativity implies
that V∗ is a pre-Lie algebra.
Quasi-associativity is the associativity formula for indices −1,−1. Hence
it is satisfied for any associative vertex algebra. In section 4.5.1 we prove
quasi-associativity more directly and under weaker assumptions.
Here is an example. Let J ∈ V be a U(1)-vector such that [JλJ ] = λ, see
section 3.1.2. Then quasi-associativity is (JJ)J = J(JJ) + T 2J .
Recall that Cn(V ) is the ideal of V∗ generated by T
n−1V , see section
3.1.5.
Proposition. Let V be an associative unital vertex algebra.
(i) We have Cn(V ) = (T
n−1V )V for n ≥ 2.
(ii) Suppose that V is K-graded. Then K :=
∑
i≥1(T
iV0)V−i is an ideal
of (V∗)0 and (V∗)0/K is an associative algebra.
Proof. (i) Quasi-associativity implies that (T n−1V )V is a right ideal of V∗
since (Tma)ic = 0 for i < m := n − 1. It is a left ideal since aT
m(b)c =
Tm(b)ac + [a, Tmb]c and [a, Tmb] ∈ Tm+1V because V∗ is almost commuta-
tive, see section 3.1.5. Obviously, T n−1(V )V is a K[T ]-submodule.
(ii) Let a, b ∈ V0 and c ∈ V−i. The subspace K is a left ideal because
aT i(b)c = T i(b)ac+[a, T ib]c and [a, T ib] ∈ T i+1V−1 ⊂ T
iV0 since V∗ is almost
commutative, see section 3.1.5.
Quasi-associativity implies that K is a right ideal because T (j+1)(T ib)cja
∈ K and T (j+1)(c)(T ib)ja ∈ K, using that (T
ib)ja = 0 for i > j.
Quasi-associativity implies that V0/K is associative. ✷
Part (i) is especially simple to prove for n = 2. Quasi-associativity implies
that (TV )V is a right ideal. It is a left ideal since [V, V ] ⊂ TV .
We mention that Cn(V ) = (T
n−1V )V is also an ideal with respect to a0b
because a0 is a derivation and because of the right Wick formula, see section
4.2.4. Note that K ⊂ C2(V )0.
4.1.8 A Kind of Associativity
We prove that if duality is satisfied then any product (arb)sc is equal to a
linear combination of products ap(bqc).
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Proposition. Let V be a bounded Z-fold algebra, M a bounded Z-fold
V -module, and r, s ∈ Z. Assume that a, b ∈ V and c ∈ M satisfy duality of
order ≤ t for some t ∈ Z.
(i) Let N := 1 − t − o(a, b). Then there exist λi ∈ Z, depending only on
r, s, t, N but not on a, b, c, V , such that
(arb)sc =
∑
i≥N
λi a−i(bs+r+ic).
(ii) Let K := 1 − t− o(b, c). Then there exist κi ∈ Z, depending only on
r, s, t,K but not on a, b, c, V , such that
ar(bsc) =
∑
i≥K
κi (ar+s+ib)−ic.
Proof. (i) Duality of order ≤ t for indices r, s− t is
(arb)sc =
∑
i≥0
(−1)i
(
r
i
)
at+r−ibs−t+ic −
∑
i>0
(
t
i
)
(ar+ib)s−ic.
Applying duality again for indices r+j, s− t−j to the right-hand side, where
j = 1, . . . , o(a, b)− r − 1, one obtains the claim.
(ii) This is proven in the same way. ✷
Corollary. Let V be a unital associative vertex algebra, S ⊂ V a subset,
and M a V -module.
(i) We have 〈S〉 = span{a1n1 . . . a
r
nr1 | a
i ∈ S, ni ∈ Z, r ≥ 0}.
(ii) Suppose that M is generated by a subset S′ ⊂ M . Then M =
span{atb | a ∈ V, b ∈ S
′, t ∈ Z}.
(iii) If V = 〈S〉 and N ⊂ M is a subspace such that atN ⊂ N for any
a ∈ S, t ∈ Z then N is a submodule.
Proof. This follows directly from the Proposition. ✷
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In sections 4.2.1 and 4.2.2 we prove that a unital vertex algebra is associative
iff it satisfies locality iff the Jacobi identity holds.
In sections 4.2.3–4.2.5 we prove that the associativity formula is equivalent
to four identities for a· and aλ. In sections 4.2.6–4.2.8 we prove that the
associativity formula implies associativity if atb = 1 for some a, b, t.
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4.2.1 Locality implies Skew-Symmetry
We prove that locality implies skew-symmetry.
Let E be a K[T ]-module with an even vector 1. A distribution a(z) ∈
End(E)[[z±1]] is creative if a(z)1 = ezTa−11. We say that 1 is invariant if
T 1 = 0.
Lemma. Suppose that 1 is invariant. If a(z) ∈ End(E)[[z±1]] is transla-
tion covariant and a(z)1 ∈ E((z)) then a(z) is creative.
Proof. We have a(z)1 ∈ E[[z]] because otherwise the pole order of ∂za(z)1 is
strictly smaller than the pole order of [T, a(z)]1. By Remark 4.1.4 we have
a(z + w)1 = ewTa(z)e−wT1. Setting z = 0 we get a(w)1 = ewTa−11. ✷
Let V be a Z-fold algebra. Recall that an even vector 1 is a left identity
if 1(z) = idV and a right identity if a(z)1 = e
zTa for some even operator T ,
see section 3.2.4.
If V is bounded and skew-symmetry holds for some even operator T ′
then 1 is a left identity iff 1 is a right identity and T ′a = a−21. Indeed,
from 1(z)a = a we get a(z)1 = ezT
′
1(−z)a = ezT
′
a. Conversely, we have
1(z)a = ezT
′
a(−z)1 = ezT
′
e−zTa = a.
A weak right identity is an even vector 1 such that a(z)1 ∈ V [[z]] and
a(0)1 = a for any a ∈ V .
Proposition. Let V be a Z-fold algebra with a translation generator T
and an invariant weak right identity. If a, b, 1 satisfy locality then a, b are
weakly local and satisfy skew-symmetry for T .
Proof. Since a(z)1, b(z)1 ∈ V [[z]], we get (z−w)ra(z)b(w)1 = (z−w)rb(w)a(z)1
∈ V [[z, w]] for r ≫ 0. Setting w = 0 yields zra(z)b ∈ V [[z]]. Thus a, b are
weakly local. Likewise zrb(z)a ∈ V [[z]]. Together with the Lemma we obtain
(z − w)ra(z)b(w)1 = (z − w)rb(w)a(z)1 = (z − w)rb(w)ezT a
= (z − w)rezT b(w − z)a = (z − w)rezT b(−z + w)a.
Setting w = 0 yields a(z)b = ezT b(−z)a. ✷
4.2.2 Axioms for Associative Unital Vertex Algebras
We prove that a unital vertex algebra is associative iff locality holds iff the
Jacobi identity holds. In fact, we prove a stronger claim about Z-fold algebras.
Proposition. Let V be a Z-fold algebra. The following is equivalent:
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(i) V is an associative unital vertex algebra;
(ii) V is bounded, has a left identity, and satisfies duality and skew-symmetry;
(iii) V is bounded, has a weak right identity, and satisfies the Jacobi identity;
(iv) there exist a translation generator and an invariant weak right identity
and V satisfies locality.
Proof. A more precise statement of (i) is: V is the Z-fold algebra underlying
an associative unital vertex algebra. This unital vertex algebra is unique since
1 is unique and hence T is unique, Ta = (Ta)1 = a−21.
(i)⇒(ii) This follows from Proposition 4.1.6.
(ii)⇒(i), (iii) Let 1 be a left identity. By section 4.2.1 skew-symmetry
for an even operator T implies that 1 is a right identity and Ta = a−21. In
particular, T 1 = 1−21 = 0.
From (x+w)ta(x+w)b(w)1 = (w+x)t(a(x)b)(w)1 for some t ≥ 0 we get
(x+ w)ta(x+ w)ewT b = (w + x)tewTa(x)b.
Because a(x+w)ewT b and ewTa(x)b are power series in w, we can divide by
(x + w)t and get a(x + w)ewT b = ewTa(x)b. By Remark 4.1.4 this implies
that T is a translation generator.
By Proposition 4.1.4 the field identities hold. Since (Ta)(z) = (a−21)(z) =
a(z)−2idV = ∂za(z), we see that V is a unital vertex algebra. It is associative
by Proposition 4.1.6.
(iii)⇒(iv) Let 1 be a weak right identity and define Ta := a−21. The
Jacobi identity for 1, 1, 1 and indices −1,−1,−1 is T 1 = T 1 + T 1. Thus
T 1 = 0. The coefficient of w of the associativity formula
(a(x)b)(w)1 = reszδ(z − w, x)[a(z), b(w)]1 = a(x+ w)b(w)1
is T (a(x)b) = ∂xa(x)b + a(x)Tb. Thus T is a translation generator.
(iv)⇒(ii) Proposition 4.2.1 shows that V is bounded and satisfies skew-
symmetry for the translation generator T . By Proposition 4.1.4 duality holds.
By Lemma 4.2.1 the invariant weak right identity 1 satisfies a(z)1 = ezTa.
Hence 1 is a right identity and Ta = a−21. By section 4.2.1 skew-symmetry
implies that 1 is a left identity. ✷
There exist vertex algebras that satisfy the Jacobi identity but which are
not associative. For example, take any vertex algebra V with [λ] = 0 and
such that V∗ is non-commutative with (ab)c = abc = 0 for any a, b, c.
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4.2.3 Conformal Jacobi Identity and Wick Formula II
We prove that the conformal Jacobi identity and the Wick formula are equi-
valent to special cases of the commutator and associativity formula and the
Jacobi identity. We also characterize conformal derivations in terms of Y .
Proposition. Let V be an unbounded vertex algebra and M a Z-fold V -
module such that YM (Ta) = ∂zYM (a). The following sets of identities are
equivalent:
(i) the conformal Jacobi identity and the Wick formula;
(ii) the Jacobi identity for indices r ≥ 0, s ∈ Z, t ≥ 0;
(iii) the commutator formula for indices t ≥ 0, s ∈ Z;
(iv) the associativity formula for indices r ≥ 0, s ∈ Z;
(v) the associativity formula for indices r ≥ 0, s ≥ −1.
Proof. TheWick formula is the Jacobi identity for indices r = 0, s = −1, t ≥ 0.
Together with the conformal Jacobi identity we get the Jacobi identity for
indices r = 0, s ≥ −1, t ≥ 0. By Proposition 4.1.5 this yields the Jacobi
identity for indices r = 0, s ∈ Z, t ≥ 0. By Proposition 4.1.2 (i) the Jacobi
identity holds for indices r ≥ 0, s ∈ Z, t ≥ 0.
The other implications are trivial or follow likewise from Propositions
4.1.2 (i) and 4.1.5. ✷
The equivalence of (iii) and (iv) was already proven in Corollary 3.3.5.
An operator d of an algebra is a derivation iff [d, a·] = (da)·. The analogous
result for conformal derivations is provided by the following remark. Recall
that we identify E[[µ]] with z−1E[[z−1]], see section 2.5.1.
Remark. A conformal operator dµ of a vertex algebra V is a conformal
derivation iff [(dµ)λa(z)] = (dλa)(z) for any a ∈ V .
Proof. We have dµ ∈ Derc(V ) iff the commutator formula is satisfied for dµ,
any a, b ∈ V and indices t ≥ 0, s ≥ −1.
On the other hand, the identity [(dµ)λa(z)] = (dλa)(z) is the associativity
formula for dµ, any a, b ∈ V and indices r ≥ 0, s ∈ Z. It is equivalent to the
commutator formula for indices t ≥ 0, s ∈ Z. This fact is analogous to the
equivalence of parts (iii) and (iv) of the Proposition and is proven in the same
way using Proposition 4.1.2 (i).
Hence the claim follows from an analogue of Proposition 4.1.5 (ii). The
proposition is still valid in this case since its proof only uses that (a(x)Tb)(w)c
= (∂w−∂x)(a(x)b)(w)c and this identity is still satisfied since [T, dµ] = −µdµ
and (Ta)(w) = ∂wa(w). ✷
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4.2.4 Right Wick Formula
We prove that the right Wick formula is a special case of the associativity
formula.
Let V be a vertex algebra and M a bounded Z-fold V -module such that
YM (Ta) = ∂zYM (a). The right Wick formula is
[abλc] = (e
T∂λa)[bλc] + ζ
ab(eT∂λb)[aλc] + ζ
ab
∫ λ
0
dµ [bµ[aλ−µc]].
The substitution formula implies that
∫ λ
0 dµ[bµ[aλ−µc]] =
∫ λ
0 dµ[bλ−µ[aµc]],
see section 2.4.6.
Proposition. The right Wick formula is the associativity formula for
indices r = −1 and s ≥ 0:
(ab)sc =
∑
i≥0
T (i)(a)bs+ic + ζ
ab T (i)(b)as+ic + ζ
ab
s−1∑
i=0
bs−1−iaic.
Proof. We need to prove that the right-hand side of the right Wick formula is
equal to resze
zλ(a(z)−b(z)+b(z)a(z)+)c. Since a(z)− = (e
zTa)· and ezλezT =
ez(λ+T ) = eT∂λezλ we get the first term of the right Wick formula:
resze
zλa(z)−b(z) = resz(e
T∂λa)ezλb(z) = (eT∂λa)bλ.
Since a(z)+ = a−∂zz
−1 and [∂z, e
zλ·] = λezλ, we have
ezλa(z)+ = e
zλa−∂zz
−1 = aλ−∂ze
zλz−1 = aλ−∂z
(
z−1 +
∫ λ
0
dµ ezµ
)
using that
∫ λ
0
dµ ezµ =
∑
λ(n+1)zn. The z−1 yields the second term:
reszb(z)aλ−∂zz
−1 = reszb(z)e
−∂z∂λaλz
−1 =resz(e
T∂λb)(z)aλz
−1
=(eT∂λb)aλ.
Applying again [∂z , e
zλ·] = λezλ, we obtain the third term:∫ λ
0
dµ reszb(z)aλ−∂ze
zµc =
∫ λ
0
dµ reszb(z)e
zµaλ−∂z−µc =
∫ λ
0
dµ bµaλ−µc.
✷
One can show directly that
∫ λ
0 dµ bµaλ−µc =
∑
t,s kt,s btasc λ
(t+s+1) where
kt,s :=
∑
i(−1)
i
(
t+i
i
)(
t+s+1
s−i
)
. Thus the non-trivial part of the Proposition
amounts to the binomial identity kt,s = 1. We give a direct proof of this
identity in Proposition A.2 (ii).
The difference between the “correction term” of the left and right Wick
formula is the binomial coefficient and the bracketing of the t-th products.
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4.2.5 Decomposition of the Associativity Formula
We prove that M is a module iff the multiplication a· and the λ-action aλ on
M satisfy four identities.
Remark. Let V be a vertex algebra that satisfies skew-symmetry. Then
the left and right Wick formulas are equivalent to each other.
Proof. The Wick formula for a, b, c is the Jacobi identity for a, b, c and indices
r = 0, s = −1, t ≥ 0. By S3-symmetry it is equivalent to the Jacobi identity
for b, a, c and indices r = 0, s ≥ 0, t = −1 and hence to the Jacobi identity
for b, c, a and indices r = −1, s ≥ 0, t = 0. This is the right Wick formula for
b, c, a by Proposition 4.2.4. ✷
In Remark 4.5.3 we give a direct proof of the Remark.
Let V be a vertex algebra. In section 3.2.2 we showed that to give a
Z-fold V -module M satisfying YM (Ta) = ∂zYM (a) is equivalent to giving
an even linear map V → End(M), a 7→ a·, and a K[T ]-module morphism
V → End(M)[[λ]], a 7→ aλ. Of course, M is bounded iff aλ ∈ Endv(M)+ for
any a, see section 3.2.1.
A Z-fold module M is a module iff M satisfies the associativity formula,
see section 3.2.6. The next result shows that this is equivalent to four iden-
tities for a· and aλ.
Proposition. Let V be a vertex algebra and M a bounded Z-fold V -
module such that YM (Ta) = ∂zYM (a). Then M is a V -module iff M satisfies
the conformal Jacobi identity, the left and right Wick formula, and quasi-
associativity.
Proof. The associativity formula is equivalent to the associativity formula for
indices r, s ≥ −1 by Proposition 4.1.5. For indices r ≥ 0, s ≥ −1 it is equiva-
lent to the conformal Jacobi identity and the Wick formula by Proposition
4.1.5. For indices r = −1, s ≥ 0 it is the right Wick formula by Proposition
4.2.4. For indices r = s = −1 it is quasi-associativity. ✷
4.2.6 Associative Algebras with a Bracket
We prove two results about algebras with a bracket. In sections 4.2.7 and
4.2.8 we prove analogous results for vertex algebras.
Let V be an algebra together with a bracket. The left Leibniz identity
is [a, bc] = [a, b]c+ ζab b[a, c]. In other words, [a, ] is a derivation. The right
Leibniz identity is
[ab, c] = a[b, c] + ζab b[a, c] − ζab [b, [a, c]].
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The left and right Leibniz identity are equivalent if [ , ] = [ , ]∗. This fact is
the analogue of Remark 4.2.5.
Proposition. Let V be a unital algebra together with a bracket such that
the left and right Leibniz identity hold and there exist a, b such that [a, b] = 1.
(i) If [ , ] satisfies the Leibniz identity then [ , ] is skew-symmetric.
(ii) If V is associative then [ , ] = [ , ]∗.
Proof. (i) Take any a, a′, b, c ∈ V . We evaluate [[aa′, b], c] in two ways. One
way is first to apply the Leibniz identity for [ , ] and then to apply the left
and right Leibniz identity. The other way is to do the same thing the other
way round. The result is the identity
([a, b] + [b, a]) [a′, c] = −(a↔ a′).
Suppose that [a′, c] = 1. Taking a = a′ we get that [a′, b] = −[b, a′] for
any b ∈ V . Thus the right-hand side of the above identity vanishes for any
a, b ∈ V and a′, c. This shows that [ , ] is skew-symmetric.
(ii) We evaluate [aa′, bc] in two ways. One way is first to apply the left
Leibniz identity and then the right Leibniz identity. The other way is to do
the same thing the other way round. The result is the identity
([a, b]∗ − [a, b]) [a
′, c] = −(a↔ a′).
The claim is now proven in the same way as (i). ✷
4.2.7 Wick and Vertex Leibniz imply Vertex Lie if c 6= 0
We prove that the Wick formulas and the conformal Jacobi identity imply
conformal skew-symmetry if there exists a Virasoro vector with c 6= 0, see
section 4.3.6.
Proposition. Let V be a unital vertex algebra such that atb = 1 for some
a, b ∈ V and t ≥ 0. Then the left and right Wick formula and the conformal
Jacobi identity imply conformal skew-symmetry.
Proof. Take any a, a′, b, c ∈ V . We evaluate ((aa′)λb)µ+λc in two ways. One
way is first to apply the conformal Jacobi identity and then the Wick for-
mulas. The other way is to do the same thing the other way round. We will
show that the result is the identity
(bµa+ a−µ−T b) a
′
λc = −(a↔ a
′).
The claim is now proven in the same way as Proposition 4.2.6.
On the left-hand side of the conformal Jacobi identity we have
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((aa′)λb)µ+λc
=
(
(eT∂λa)a′λb + (e
T∂λa′)aλb+
∫ λ
0
dν a′νaλ−νb
)
λ′
c|λ′=µ+λ
=(eT∂λa)(a′λb)µ+λc+ (e
T∂λ(a′−µ−T b))aµ+λc
+
∫ µ+λ
0
dν (a′ν−µb)νaµ+λ−νc+ (a↔ a
′) +
∫ λ
0
dν (a′νaλ−νb)µ+λc
because (eT∂λ′ eT∂λa)(a′λb)λ′c|λ′=µ+λ = (e
T∂λa)(a′λb)µ+λc,
(eT∂λ′ (a′λb))(e
T∂λa)λ′c|λ′=µ+λ = (e
T∂λ′ (a′λb))e
−λ′∂λaλ′c|λ′=µ+λ
=(eT∂λ′ e−(λ
′′+T )∂λ(a′λb))aλ′c|λ′=λ′′=µ+λ = (e
T∂λ(a′−µ−T b))aµ+λc,
and ∫ λ′
0
dν (a′λb)ν(e
T∂λa)λ′−νc =
∫ λ′
0
dν (a′λ−λ′+νb)νaλ′−νc.
The two terms on the right-hand side of the conformal Jacobi identity are
(aa′)λbµc = (e
T∂λa)a′λbµc+ (e
T∂λa′)aλbµc+
∫ λ
0
dν a′νaλ−νbµc
and
bµ(aa
′)λc =bµ(e
T∂λa)a′λc+ bµ(e
T∂λa′)aλc+
∫ λ
0
dν bµa
′
νaλ−νc
=(eT∂λ(bµa))a
′
λ+µc+ (e
T∂λa)bµa
′
λc+
∫ µ
0
dν (bµa)νa
′
λ+µ−νc
+ (a↔ a′) +
∫ λ
0
dν bµa
′
νaλ−νc
because (bµe
T∂λa)a′λc = e
µ∂λ−µ∂λ(bµe
T∂λa)a′λc = ((e
T∂λb)µ(e
T∂λa))a′λ+µc =
(eT∂λ(bµa))a
′
λ+µc and (bµe
T∂λa)νa
′
λc = (e
T∂λ(bµa))νa
′
λ+µc = e
−ν∂λ(bµa)ν
a′λ+µc = (bµa)νa
′
λ+µ−νc.
Denote by Xi, Yi, Zi the i-th summand of the first, second, and third
term of the conformal Jacobi identity. Thus
∑7
i=1Xi =
∑3
i=1 Yi −
∑7
i=1 Zi.
The conformal Jacobi identity for a, b, c and a′, b, c shows that the summands
X4, Y2, Z5 and X1, Y1, Z2 cancel. Applying the conformal Jacobi identity to
X3, X6, X7, Y3, Z3, Z6, Z7 we obtain 14 summands of the form
∫ δ
0
fαgβhγc
where {f, g, h} = {a, a′, b} and δ ∈ {λ, µ, λ + µ}. The substitution formula
from section 2.4.6 implies that these 14 terms cancel. The remaining terms
are X2, X5, Z1, Z4. We thus get
(eT∂λ(bµa) + e
T∂λ(a−µ−T b))a
′
λ+µc = (a↔ a
′).
Applying e−T∂λ to this equation and replacing λ by λ+ T − µ we obtain the
identity at the beginning. ✷
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4.2.8 Associativity Formula implies Associativity if c 6= 0
We prove that the associativity formula implies associativity if there exists a
Virasoro vector with c 6= 0, see section 4.3.6.
Proposition. Let V be a unital vertex algebra such that atb = 1 for
some a, b ∈ V and t ≥ 0. Then the associativity formula implies that V is
associative.
Proof. By Proposition 4.2.5 the conformal Jacobi identity, the left and right
Wick formula, and quasi-associativity are satisfied. Because of Propositions
3.2.9 and 4.2.7 it suffices to show that [ , ]∗ = [ , ]Lie.
Take any a, a′, b, c ∈ V . We evaluate (aa′)λ(bc) in two ways. One way is
first to apply the Wick formula and then the right Wick formula. The other
way is to do the same thing the other way round. We will show that the result
is the identity
([a, b]∗ − [a, b]Lie) a
′
λc = −(a↔ a
′).
The claim is now proven in the same way as Proposition 4.2.6.
By first applying the Wick formula we get
(aa′)λ(bc)
= ((aa′)λb)c + b((aa
′)λc) +
∫ λ
0
dµ ((aa′)λb)µc
=
(
(eT∂λa)a′λb + (e
T∂λa′)aλb +
∫ λ
0
dµ a′µaλ−µb
)
c
+ b
(
(eT∂λa)a′λc + (e
T∂λa′)aλc +
∫ λ
0
dµ a′µaλ−µc
)∫ λ
0
dµ
+
∫ λ
0
dµ
(
(eT∂λ′a)a′λ′b + (e
T∂λ′a′)aλ′b +
∫ λ
0
dν a′νaλ−νb
)
µ
c|λ′=λ
= ((eT∂λa)a′λb)c + ((e
T∂λa′)aλb)c +
∫ λ
0
dµ (a′µaλ−µb)c
+ b(eT∂λa)a′λc + b(e
T∂λa′)aλc +
∫ λ
0
dµ b a′µaλ−µc
+
∫ λ
0
dµ
(
(eT (∂λ′+∂µ)a)(a′λ′b)µc + (e
T∂µ(a′λ′b))(e
T∂λ′a)µc
+
∫ µ
0
dν (a′λ′b)ν(e
T∂λ′ a)µ−νc
)
|λ′=λ
+ (a↔ a′) +
∫ λ
0
dµ
∫ λ
0
dν (a′νaλ−νb)µc.
Denote the thirteen terms on the right-hand side by Ar, A
′
r, Dr, G,G
′, Fr, H,
I, δ,H ′, I ′, δ′, ε.
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By first applying the right Wick formula we get
(aa′)λ(bc)
=(eT∂λa)a′λ(bc) + (e
T∂λa′)aλ(bc) +
∫ λ
0
dµ a′µaλ−µ(bc)
=(eT∂λa)
(
(a′λb)c + b(a
′
λc) +
∫ λ
0
dµ (a′λb)µc
)
+ (a↔ a′)
+
∫ λ
0
dµ a′µ
(
(aλ−µb)c + b(aλ−µc) +
∫ λ−µ
0
dν (aλ−µb)νc
)
=(eT∂λa)(a′λb)c + (e
T∂λa)b(a′λc) + (e
T∂λa)
∫ λ
0
dµ (a′λb)µc+ (a↔ a
′)
+
∫ λ
0
dµ
(
(a′µaλ−µb)c + aλ−µb(a
′
µc) +
∫ µ
0
dν (a′µaλ−µb)νc
)
+
∫ λ
0
dµ
(
(a′µb)aλ−µc + b a
′
µaλ−µc +
∫ µ
0
dν (a′µb)νaλ−µc
)
+
∫ λ
0
dµ
∫ λ−µ
0
dν a′µ(aλ−µb)νc.
Denote the thirteen terms on the right-hand side by Al, B, C,A
′
l, B
′, C′, Dl,
E, α,E′, Fl, β, γ.
We claim that by taking the difference of these two evaluations of
(aa′)λ(bc) we obtain
((eT∂λa)b)a′λc − (b(e
T∂λa))a′λc −
(∫ 0
−T
dµ (eT∂λa)µb
)
a′λc + (a↔ a
′).
Denote these six terms by Bf , Gf , Af , B
′
f , G
′
f , A
′
f . From vanishing of this last
expression we get the first identity of this proof if we replace a, a′ by e−T∂λa
and e−T∂λa′. In other words, we replace a, a′ by T (i)a, T (i)a′, apply (−∂λ)
i
to the resulting equation, and sum over i ≥ 0.
The pre-Lie algebra identity shows that the terms B,G yield Bf , Gf .
Likewise, we get B′f , G
′
f from B
′, G′. The terms Dl, Dr cancel as do Fl, Fr.
Applying quasi-associativity to Al, Ar we get
−
(∫ T
0
dµ (a′λb)
)
(eT∂λa)µc −
(∫ T
0
dµ eT∂λa
)
(a′λb)µc.
Denote these two terms by A1, A2. In the same way we obtain two terms
A′1, A
′
2 from A
′
l, A
′
r. We have −A1 = E
′ −A′f − I because
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0
dµ(a′λ−µb)
)
aµc = −
(∫ λ−T
λ
dµ(a′µb)
)
aλ−µc
=
(∫ λ
0
dµ(a′µb)
)
aλ−µc +
(∫ 0
−T
dµ(a′µb)
)
aλ−µc
−
(∫ λ−T
−T
dµ(a′µb)
)
aλ−µc
and (∫ λ−T
−T
dµ(a′µb)
)
aλ−µc =
∫ λ
0
dµ(e−T∂µ(a′µb)) aλ−µc
=
∫ λ
0
dµ(eT∂µ(a′λ−µb)) aµc
In the same way A′1 together with E and I
′ yields Af .
The terms A2, C,H cancel each other because
−A2 =
(∫ T
0
dµ eT∂λa
)
(a′λb)µc =
∑
n,m,i
(T (m+1)T (i)a)(a′nb)mc λ
(n−i)
=
∑
n,m,i
(
m+ i+ 1
i
)
T (m+i+1)(a)(a′n+ib)mc λ
(n),
C = (eT∂λa)
∫ λ
0
dµ (a′λb)µc =
∑
i,n,m
(
n+m+ 1
n
)
T (i)(a)(a′nb)mc λ
(n+m+1−i)
=
∑
n,m; i≥−1−m
(
n+m+ i+ 1
n+ i
)
T (m+i+1)(a)(a′n+ib)mc λ
(n),
and H is equal to∫ λ
0
dµ(eT (∂λ′+∂µ)a)(a′λ′b)µc|λ′=λ
=
∑
i,n,m;j≤m
(T (i)T (j)a)(a′nb)mc λ
(n−i)λ(m−j+1)
=
∑
i,n,m;j≤m
(
i+ j
j
)(
n+m− j + 1
m− j + 1
)
(T (i+j)a)(a′n+ib)mc λ
(n+m−j+1)
=
∑
n>0; j≤m; i≥−1−m
(
i+m+ 1
j
)(
n
m− j + 1
)
T (i+m+1)(a)(a′n+ib)mc λ
(n)
=
∑
n>0; j≤m; i≥−1−m
((
n+m+ i+ 1
m+ 1
)
−
(
m+ i+ 1
m+ 1
))
T (m+i+1)(a)(a′n+ib)mc λ
(n)
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where in the third equation we replaced n by n−m+j−1 and i by i+m−j+1.
In fact, the summands of A2 and C for n = 0 cancel, the summands of A2 for
n > 0 cancel with the second term of H , and the summands of C for n > 0
cancel with the first term of H . In the same way A′2, C
′, H ′ cancel each other.
Applying the conformal Jacobi identity to α, β, γ, δ, δ′, ε we obtain 16 sum-
mands of the form
∫ ∫
fαgβhγc where (f, g, h) is a permutation of (a, a
′, b).
These 16 terms cancel. This can be checked using the substitution formula
and the Fubini formula from section 2.4.6. In particular, these two formulas
imply ∫ λ
0
dµ
∫ µ
0
dν p(µ, ν) =
∫ λ
0
dµ
∫ µ
0
dν p(λ+ ν − µ, ν).
✷
4.3 Associative Unital Vertex Algebras
In sections 4.3.1–4.3.3 we discuss commuting and idempotent elements and
the block decomposition. In sections 4.3.4 and 4.3.5 we discuss the tensor
product and affinization. Section 4.3.6 is about conformal vertex algebras.
Convention. In this section all algebras and vertex algebras are assumed
to be unital.
4.3.1 Commuting Elements and the Centre
We give a criterion for two elements to commute.
By definition, elements a, b of an unbounded vertex algebra commute if
ab = ζabba and [aλb] = [bλa] = 0, see section 3.1.6.
Remark. Let E be a vector space and a(z), b(z) ∈ Endv(E). The fields
a(z), b(z) commute iff [a(z), b(w)] = 0.
Proof. If [a(z), b(w)] = 0 then [a(z)λb(z)] = [b(z)λa(z)] = 0 and :a(z)b(z): =
a(z)b(z) = b(z)a(z) =:b(z)a(z):.
Conversely, if a(z), b(z) commute then they satisfy conformal skew-sym-
metry and [a(z), b(z)]Lie = 0 = [a(z), b(z)]∗. By Proposition 3.2.9 they satisfy
skew-symmetry. By Proposition 3.3.7 they are local. Since [a(z)λb(z)] = 0,
the weak commutator formula implies that [a(z), b(w)] = 0. ✷
Let V be an associative unital algebra, C its centre, and EndV (V ) the
endomorphism algebra of the left V -module V . Then a 7→ a· is an algebra
isomorphism C → EndV (V ). Part (ii) of the following result is the vertex
analogue of this fact.
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Proposition. Let V be an associative vertex algebra.
(i) Elements a, b ∈ V commute iff [a(z), b(w)] = 0.
(ii) The centre of V is isomorphic to EndV (V ) via a 7→ a·.
Proof. (i) Since Y : V → Endv(V ) is a monomorphism, the claim follows
from the Remark.
(ii) The map C → End(V ), a 7→ a·, is an algebra morphism because
(ab)c = abc for a, b ∈ C by Remark 3.1.1 (iii). Its image is in EndV (V )
since a(btc) = bt(ac) for a ∈ C by (i). It is injective because a1 = a. It
is surjective because if φ ∈ EndV (V ) then φ1 ∈ C and φ = (φ1)· because
[aλφ1] = φ[aλ1] = 0 and φa = φ(a1) = aφ1 = (φ1)a for any a ∈ V . ✷
4.3.2 Product Vertex Algebras and Central Idempotents
We explain the correspondence between product vertex algebras and central
idempotents.
The product
∏
Vi of a family of vertex algebras Vi is an unbounded
vertex algebra with (ai)t(b
i) := (aitb
i) for t ∈ Z. If the family is finite then∏
Vi is a vertex algebra and if any Vi is associative then so is
∏
Vi.
Let V be an algebra. An element e ∈ V is an idempotent if e2 = e.
The trivial idempotents are 0 and 1. Two idempotents e, f are orthogonal
if ef = fe = 0. Idempotents e1, . . . , er are complementary if they are
pairwise orthogonal and
∑
ei = 1.
If e is an idempotent then e, 1−e are complementary idempotents. If e, e′
are orthogonal idempotents then f := e + e′ is an idempotent and e = fe ∈
fV .
The above notions for idempotents are also defined for a vertex algebra
V by applying them to the algebra V∗.
We mention that if V is associative and e, f are complementary idempo-
tents then we have the Peirce decomposition V = eV e⊕eV f⊕fV e⊕fV f
where eV e, fV f are subalgebras and eV f, fV e are bimodules. In the follow-
ing we only consider central idempotents, that is, idempotents that lie in
the centre. In this case the Peirce decomposition reduces to a product de-
composition, as we explain next.
Let V be a (vertex) algebra and Vi ⊂ V subsets. We write V = V1×. . .×Vr
if Vi are ideals and the canonical linear map V1 × . . .× Vr → V is a (vertex)
algebra isomorphism. In this case if 1 =
∑
ei with ei ∈ Vi then ei are
complementary central idempotents, ei is an identity of Vi, and Vi = eiV .
Conversely, if V is an associative algebra and ei are complementary central
idempotents then V = e1V × . . .× erV . For vertex algebras, we have:
Proposition. Let V be an associative vertex algebra and ei complemen-
tary central idempotents of V . Then V = e1V × . . .× erV .
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Proof. It suffices to consider the case r = 2. Let e := e1 and f := e2. The
subspace eV is a K[T ]-submodule because Te = T (e2) = 2eT e and hence
T (ae) = (Ta)e + 2(aTe)e ∈ eV by Remark 3.1.1 (iii). Thus eV is an ideal
since an(eb) = e(anb) for any a, b ∈ V, n ∈ Z by Proposition 4.3.1 (i).
We have V = eV +fV since a = a(e+f) = ae+af . We have eV ∩fV = 0
since ea = fb implies ea = e2a = eea = efb = (ef)b = 0 because of Remark
3.1.1 (iii). We have anb = 0 for a ∈ eV, b ∈ fV, n ∈ Z because eV and fV are
ideals and eV ∩ fV = 0. Hence V = eV × fV . ✷
4.3.3 Block Decomposition
We prove that if the centre of a vertex algebra V is noetherian then V is the
unique finite product of indecomposable vertex algebras. This is the block
decomposition of V .
Let V be an associative (vertex) algebra. A central idempotent f 6= 0
is centrally primitive if there do not exist orthogonal central idempotents
e, e′ 6= 0 such that f = e+e′. Proposition 4.3.2 shows that fV is an ideal. The
element f is centrally primitive iff all central idempotents of fV are trivial.
We call V indecomposable if V 6= 0 and there do not exist (vertex)
subalgebras W,W ′ 6= 0 such that V = W ×W ′. Proposition 4.3.2 implies
that V is indecomposable iff 1 is centrally primitive.
The following statement is a standard result from noncommutative ring
theory.
Lemma. Let V be an associative algebra.
(i) Suppose that there exist complementary, centrally primitive idempo-
tents ei. Then {
∑
δiei | δi ∈ {0, 1}} is the set of central idempotents and
{e1, . . . , er} is the set of centrally primitive idempotents of V .
(ii) If V is left noetherian then there exist indecomposable subalgebras Vi,
unique up to permutation, such that V = V1 × . . .× Vr.
Proof. (i) Let e be a central idempotent. For any i, the product eei is a
central idempotent in eiV and hence eei = δiei for δi ∈ {0, 1}. We get
e = e
∑
ei =
∑
δiei. Thus the two claims follow.
(ii) Assume that V is not a finite product of indecomposable subalgebras.
By induction one constructs two infinite sequences of subalgebras Vi, V
′
i 6= 0
such that V = V1 × . . . × Vr × V
′
r for any r and V
′
i is not a finite product
of indecomposable subalgebras. Then V1 × . . . × Vr is a strictly ascending
sequence of proper ideals. Contradiction. Uniqueness follows from (i). ✷
Proposition. Let V be an associative vertex algebra with a noetherian
centre. Then there exist indecomposable vertex subalgebras Vi, unique up to a
permutation, such that V = V1 × . . .× Vr.
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Proof. The central idempotents of V∗ are just the idempotents of the centre.
Thus the claim follows from the Proposition 4.3.2 and the Lemma. ✷
From Remark 4.3.6 follows that the centre of a VOA is noetherian.
4.3.4 Tensor Product I. Construction
We construct the tensor product V ⊗ V ′ of associative vertex algebras. In
section 4.3.5 we prove the universal property of V ⊗ V ′ stated below.
Let us recall the notion of the tensor product of associative algebras V
and V ′. This is an associative algebra P with morphisms ι : V → P and ι′ :
V ′ → P such that ιV, ι′V ′ commute and for any other such triple (W,φ, φ′),
there is a unique morphism α : P →W such that φ = αι and φ′ = αι′.
The triple (P, ι, ι′) is unique up to a unique isomorphism. The map V ⊗
V ′ → P, a ⊗ a′ 7→ (ιa)(ι′a′), is a vector space isomorphism. The induced
product on V ⊗ V ′ is (a ⊗ a′)(b ⊗ b′) = ζa
′b ab ⊗ a′b′. Moreover, if M is a
V -module and M ′ a V ′-module then M ⊗M ′ is a V ⊗ V ′-module.
The tensor product of vertex algebras satisfies the same universal pro-
perty:
Proposition. For associative vertex algebras V and V ′, there exists an
associative vertex algebra P and morphisms ι : V → P and ι′ : V ′ → P
such that ιV, ι′V ′ commute and for any other such triple (W,φ, φ′), there is
a unique morphism α : P →W such that φ = αι and φ′ = αι′. Furthermore,
the map V ⊗ V ′ → P, a⊗ a′ 7→ (ιa)(ι′a′), is a vector space isomorphism.
The triple (P, ι, ι′) is unique up to a unique isomorphism. It is the tensor
product of V and V ′ and denoted V ⊗ V ′. We now construct V ⊗ V ′.
For vector spaces E and E′, there is a natural map E((z)) ⊗ E′((z)) →
(E ⊗ E′)((z)),
a(z)⊗ a′(z) 7→ a(z)⊗ a′(z) =
∑
t,i∈Z
ai ⊗ a
′
t−i−1 z
−t−1.
It induces a map Endv(E) ⊗ Endv(E
′) → Endv(E ⊗ E
′), a(z) ⊗ a′(z) 7→
a(z)⊗ a′(z), given by b⊗ b′ 7→ ζa
′b a(z)b⊗ a′(z)b′.
Remark. For associative vertex algebras V and V ′, the vector space V ⊗
V ′ with Y (a⊗ a′) := a(z)⊗ a′(z) is an associative vertex algebra.
Proof. We use Proposition 4.2.2 to prove the claim. The operator T = T ⊗1+
1⊗ T is a translation generator of V ⊗ V ′ since ∂z(a(z)⊗ a
′(z)) = ∂za(z)⊗
a′(z)+a(z)⊗∂za
′(z). The vector 1 = 1⊗1 is an invariant weak right identity
since (a(z)⊗a′(z))1 = a(z)1⊗a′(z)1 ∈ (V ⊗V ′)[[z]] and a(0)1⊗a′(0)1 = a⊗a′.
Finally, V ⊗ V ′ satisfies locality since for r, s≫ 0 we have
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(z − w)r+s (a(z)⊗ a′(z)) (b(w) ⊗ b′(w))
= (z − w)ra(z)b(w) ⊗ (z − w)sa′(z)b′(w)
= (z − w)rb(w)a(z) ⊗ (z − w)sb′(w)a′(z)
= (z − w)r+s (b(w)⊗ b′(w)) (a(z) ⊗ a′(z)).
✷
The Remark shows that if V and V ′ are K-graded associative vertex
algebras, then so is V ⊗ V ′.
4.3.5 Tensor Product II. Universality, Modules, Affinization
We prove Proposition 4.3.4 and discuss the V ⊗ V ′-module M ⊗M ′ and the
affinization Vˆ .
Lemma. Let V be an associative vertex algebra and S, S′ ⊂ V be two
commuting subsets. For any a, b ∈ S and a′, b′ ∈ S′, we have
(aa′)(z)bb′ = (a(z)b)(a′(z)b′).
Proof. If c, c′ ∈ V commute then [c(z), c′(w)] = 0 by Proposition 4.3.1 (i).
Moreover, 〈S〉 ⊂ CV (〈S
′〉) by section 3.1.6. Thus we get (aa′)(z)bb′ =
:a(z)a′(z):bb′ = a(z)a′(z)bb′ = a(z)b a′(z)b′ = a(z)(a′(z)b′)b = (a′(z)b′)a(z)b
= (a(z)b)a′(z)b′. ✷
We now prove that the vertex algebra V ⊗V ′ from Remark 4.3.4 satisfies
the universal property from Proposition 4.3.4.
The maps ι : V → V ⊗V ′, a 7→ a⊗1, and ι′ : V ′ → V ⊗V ′, a′ 7→ 1⊗a′, are
vertex algebra morphisms since a(z)⊗ 1(z) = a(z) and hence (ιa)n(b⊗ b
′) =
(anb) ⊗ b
′. By Proposition 4.3.1 (i) the vertex subalgebras ιV, ι′V ′ commute
since (a⊗ 1)(z)(1⊗ b)(w) = a(z)⊗ b(w) = (1⊗ b)(w)(a ⊗ 1)(z).
Let (W,φ, φ′) be another such triple. The Lemma shows that the linear
map α : V ⊗ V ′ →W,a⊗ a′ 7→ (φa)(φ′a′), is a morphism of vertex algebras.
In fact, this is a straightforward calculation:
α((a⊗ a′)(z)b⊗ b′) = α(a(z)b⊗ a′(z)b′) = φ(a(z)b)φ′(a′(z)b′)
=((φa)(z)φb)(φ′a′)(z)φ′b′ = ((φa)φ′a′)(z)(φb)φ′b′ = (α(a ⊗ a′))(z)α(b ⊗ b′).
The map α obviously satisfies φ = αι and φ′ = αι′. It is the unique such
morphism because a⊗ a′ = (ιa)(ι′a′). This proves Proposition 4.3.4.
Let M be a V -module and M ′ a V ′-module. Then N := M ⊗M ′ is a
V -module with YNa := a(z) ⊗ 1 and a V
′-module with YNa
′ := 1 ⊗ a′(z).
The associative vertex subalgebras YNV and YNV
′ commute and generate an
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associative vertex subalgebra of Endv(N) by Proposition 3.3.9 and Corollary
3.3.9. By Proposition 4.3.4 there is thus a morphism YN : V ⊗V
′ → Endv(N).
In other words, M ⊗ M ′ is a V ⊗ V ′-module. We have YN (a ⊗ a
′) =
:(YNa)(YNa
′): = (YNa)(YNa
′) = a(z)⊗ a′(z).
We now consider V ⊗ V ′ in the special case where V ′ is an even commu-
tative vertex algebra C = (C, ∂). We claim that (C ⊗ V )Lie is equal to the
vertex Lie algebra C ⊗ VLie defined in section 2.4.3. In fact, the λ-bracket of
(C ⊗ V )Lie is
[faλgb] = resz e
zλ(fa)(z)gb = resz e
zλ (ez∂f)g a(z)b
= resz (e
∂∂λf)g ezλa(z)b = (e∂∂λf)g [aλb].
Here we used that the “Fourier transform” of z· is ∂λ, see section 2.5.1.
The algebra K[x±1] is a Z-graded commutative differential algebra with
T = ∂x and K[x
±1]h = Kx
−h. Viewed as a commutative vertex algebra, we
have (p(x))(z) = (ez∂xp(x))· = p(x+ z)· for p(x) ∈ K[x±1].
The affinization of an associative vertex algebra V is the tensor product
vertex algebra Vˆ := V ⊗ K[x±1]. We have (at)(z) = a(z)(x + z)
t where
at := a⊗x
t for a ∈ V and t ∈ Z. Therefore (at)r(bs) =
∑
i≥0
(
t
i
)
(ar+ib)t+s−i.
If V is graded then Vˆ is also graded with at ∈ Vˆha−t. We have (Vˆ )Lie = V̂Lie.
4.3.6 Conformal Vertex Algebras
We discuss Virasoro and conformal vectors of vertex algebras.
A Virasoro vector of a vertex algebra V is an even vector L such that
LλL = (T + 2λ)L + (cL/2)λ
(3) for some cL ∈ K. In other words, L is a
Virasoro vector of VLie and cˆL ∈ K, see section 2.5.8. The number cL is called
central charge.
A dilatation operator of V is an even diagonalizable operator H such
that [H,T ] = T and H(atb) = (Ha)tb+ at(Hb)− (t+1)atb for any t ∈ Z. To
give a gradation of V is equivalent to giving a dilatation operator.
A conformal vector of V is a Virasoro vector L such that L(0) = T and
H := L(1) is a dilatation operator. In other words, L is a conformal vector of
VLie and the gradation defined by L(1) is an algebra gradation of V∗. In this
case L ∈ V2 and hence T = L−1, H = L0.
A conformal vertex algebra is a vertex algebra together with a con-
formal vector. A conformal vector of a graded vertex algebra is a Virasoro
vector such that L(0) = T and L(1) = H .
A vertex operator algebra or VOA is a conformal vertex algebra V
such that dimVh < ∞, V0¯ =
⊕
h∈Z Vh, V1¯ =
⊕
h∈1/2+Z Vh, and Vh = 0 for
h≪ 0.
Recall that the centre of a simple associative algebra is a field.
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Remark. Let V be an associative conformal vertex algebra with centre
C. Then C = kerT and C ⊂ V0. If V is simple then C is a field. If V is a
simple VOA and K = C then C = C.
Proof. By Proposition 2.5.5 we have kerT ⊂ C. We have C ⊂ kerT since
T = L(0). We have C ⊂ V0 since H = L(1).
If V is simple then V is a simple V -module since T = L−1 and hence
any submodule is an ideal. It follows that EndV (V ) is a division algebra by
Schur’s lemma. By Proposition 4.3.1 (ii) we have C = EndV (V ).
If V is a simple VOA and K = C then C ⊂ V0 is a finite field extension
of C. Thus C = C. ✷
Lemma. Let V be an associative vertex algebra and S ⊂ V a generating
subspace. If L(0)|S = T and L(1)|S is diagonalizable then L(0) = T and L(1)
is a dilatation operator.
Proof. By Remark 3.1.4 the operator L(0) is a derivation of V . Thus ker(T −
L(0)) is a vertex subalgebra of V . Since S ⊂ ker(T − L(0)) we get L(0) = T .
The commutator formula implies
[L(1), a(t)]b = (L(0)a)(t+1)b + (L(1)a)(t)b = (L(1)a)(t)b − (t+ 1)a(t)b.
Moreover, [L(1), T ] = −[T, L(1)] = L(0) = T . This shows that the span of the
eigenvectors of L(1) is a vertex subalgebra. Hence L(1) is diagonalizable. The
above two identities also show that L(1) is a dilatation operator. ✷
The Remark is the analogue for associative vertex algebras of Proposition
2.5.8. As in Proposition 2.5.9, it implies:
Proposition. Let V be an associative vertex algebra of CFT-type and
S ⊂ V a generating subset. If L ∈ V2 is an even vector such that L−1|S = T
and L0|S = H then L is a conformal vector. 
4.4 Filtrations and Generating Subspaces
In sections 4.4.1–4.4.3 we discuss differential and invariant filtrations and give
spanning sets for filtrations generated by a subset.
In sections 4.4.4–4.4.7 we use the standard invariant filtration to prove
that generating subspaces of V∗ satisfy the PBW-property and are the com-
plements of C1(V ); that the complements of C2(V ) generate V∗ without re-
peats; and that the latter result generalizes to modules.
In sections 4.4.8 and 4.4.9 we use the canonical differential filtration to
extend the result about C2(V ) to vertex algebras with negative weights.
Convention. All algebras and vertex algebras in this section are assumed
to be unital.
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4.4.1 Filtrations of Algebras
We prove a lemma about spanning sets for filtered vector spaces and explain
the relation between filtered algebras and their associated graded algebras.
An increasing filtration of a vector space E is a sequence F of subspaces
Fn, n ∈ Z, such that Fn ⊂ Fn+1. A decreasing filtration satisfies Fn ⊃ Fn+1.
If F is an increasing filtration then (F−n) is a decreasing filtration.
Many statements about increasing filtrations, but not all, hold mutatis
mutandis for decreasing filtrations. An exception is, for example, if E is a
K[T ]-module and TFn ⊂ Fn+1. In order to avoid repetitions, we often con-
sider just one type of filtration.
A filtration F is exhaustive if
⋃
Fn = E, separated if
⋂
Fn = 0, and
zero-stationary if Fn = 0 for some n.
If F is an increasing filtration then the associated graded space is grE =
grFE :=
⊕
grnE where grnE := Fn/Fn−1. Let σn : Fn → Fn/Fn−1 be the
quotient map.
Lemma. Let E be a vector space with an exhaustive filtration F and
S ⊂ E a subset such that σn(S ∩ Fn) ⊂ grnE is a spanning set for any n.
Then S is a spanning set of E if
(i) F is zero-stationary or
(ii) E =
⊕
Eh is Q-graded such that Fn and S are graded subspaces and for
any h there exists n such that Fn ⊂
⊕
k>hEk.
Proof. Part (i) is clear. Part (ii) follows from (i) because F ∩ Eh is an ex-
haustive and zero-stationary filtration of Eh and S∩Eh is a subset such that
σn(S ∩ Eh ∩ Fn) is a spanning set of grnEh. ✷
A filtration of an algebra V is a vector space filtration F such that
FnFm ⊂ Fn+m and 1 ∈ F0. Then grV with multiplication (σna)(σmb) :=
σn+m(ab) is a Z-graded algebra. This is the associated graded algebra. If
V is associative then so is grV .
Suppose that V is associative and F is increasing. Then grV is commu-
tative iff [Fn, Fm] ⊂ Fn+m−1 iff F
′
n := Fn+1 is an algebra filtration with
respect to [ , ]. In this case grF
′
V is a Lie algebra. Hence grFV = grF
′
V has a
commutative multiplication and a Lie bracket, {σna, σmb} := σn+m−1[a, b].
From [a, bc] = [a, b]c + ζabb[a, c] we get {a, bc} = {a, b}c + ζabb{a, c}. Thus
grV is a Poisson algebra.
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4.4.2 Filtrations of Vertex Algebras
We explain the relation between filtered vertex algebras and their associated
graded vertex algebras.
Let V be a differential algebra. A differential filtration of V is an algebra
filtration F such that TFn ⊂ Fn+1. In this case grV is a Z-graded differential
algebra with T (σna) := σn+1Ta.
An invariant filtration is an algebra filtration F such that TFn ⊂ Fn. In
this case grV is a differential algebra with T (σna) := σnTa.
Let R be a conformal algebra. A differential filtration of R is a filtra-
tion F such that TFn ⊂ Fn+1 and (Fn)kFm ⊂ Fn+m−k−1 for k ≥ 0. In
this case grR is a conformal algebra with T (σna) := σn+1Ta and k-th pro-
duct (σna)k(σmb) := σn+m−k−1(akb). If R is a vertex Lie algebra then so
is grR because conformal skew-symmetry and the conformal Jacobi identity
are homogeneous, e.g. we have
(σna)r(σmb) = σn+m−r−1(arb) =σn+m−r−1
∑
(−1)r+1+iT (i)(br+ia)
=
∑
(−1)r+1+iT (i)((σmb)r+i(σna)).
An invariant filtration is a filtration F such that TFn ⊂ Fn and
(Fn)λFm ⊂ Fn+m[λ]. In this case grR is a conformal algebra with T (σna) :=
σnTa and λ-bracket (σna)λ(σmb) := σn+m(aλb). If R is a vertex Lie algebra
then so is grR.
Let V be an associative vertex algebra. A differential filtration of V
is a differential filtration of V∗ that is also a differential filtration of VLie.
Invariant filtrations of V are defined in the same way. In both cases grV is
an associative vertex algebra.
From a−1−kb = T
(k)(a)b and Ta = a−21 follows that a vector space
filtration F is a differential filtration iff (Fn)kFm ⊂ Fn+m−k−1 for any k ∈ Z.
It is an invariant filtration iff (Fn)kFm ⊂ Fn+m for any k ∈ Z.
Let F be a decreasing differential filtration. Then grV is commutative iff
(Fn)kFm ⊂ Fn+m−k for k ≥ 0 iff F
′
n := Fn−1 is a differential filtration of
VLie. In this case gr
FV = grF
′
V is a vertex Lie algebra with k-th product
{(σna)k(σmb)} = σn+m−k(akb). Since [aλ ] satisfies the Wick formula in V
and the Wick formula is homogeneous, it follows that {aλ } satisfies the
Wick formula in grV . Since grV is commutative, the Wick formula for {aλ }
is equivalent to {aλbc} = {aλb}c + b{aλc}. Thus grV is a vertex Poisson
algebra.
Let F be an increasing invariant filtration. Then grV is commutative iff
(Fn)λFm ⊂ Fn+m−1[λ] iff F
′
n := Fn+1 is an invariant filtration of VLie. In
the same way as above one shows that in this case grV is a vertex Poisson
algebra with Poisson λ-bracket {(σna)λ(σmb)} = σn+m−1[aλb].
We sometimes consider filtrations F = (Fn) with n ∈ ρZ where ρ ∈ Q>
such that ρ−1 ∈ N. In this case the associated graded space grV is ρZ-graded
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with grnV := Vn/Vn−ρ if the filtration is increasing. Rescaling F
′
n := Fρn
yields a filtration F ′ indexed by Z. Rescaling preserves the sets of algebra
and invariant filtrations, but not the set of differential filtrations.
4.4.3 Filtrations Generated by a Subset
We give spanning sets for filtrations generated by a subset.
Let V be an associative differential algebra. A filtration F is finer than
a filtration F ′ if Fn ⊂ F
′
n for any n. The intersection of a family of algebra
filtrations is again an algebra filtration. It is the infimum of the family. The
same is true for invariant and differential filtrations.
Let S ⊂ V be a subset together with a map S → ρZ, a 7→ ha. The
increasing algebra filtration generated by S is the finest increasing algebra
filtration FS such that a ∈ FSha for any a ∈ S. The filtration F
S is indexed
by n ∈ ρZ. We have FSn = span{a1 . . . ar | ai ∈ S,
∑
hai ≤ n}.
The invariant and the differential filtration generated by S are defined in
the same way. The increasing invariant filtration is given by
FSn = span
{
T n1(a1) . . . T
nr(ar) | ai ∈ S,
∑
hai ≤ n
}
.
Replacing
∑
hai by
∑
(hai +ni) we obtain a spanning set for the differential
filtration. Replacing ≤ n by ≥ n we obtain spanning sets for decreasing
filtrations. In all four cases the differential algebra grV is generated by σhaa
for a ∈ S.
Let V be an associative vertex algebra and S ⊂ V a subset together with
a map S → ρZ, a 7→ ha. The invariant filtration generated by S is the finest
invariant filtration FS such that a ∈ FSha for any a ∈ S. The differential
filtration generated by S is defined in the same way.
Let FS be the invariant or the differential filtration generated by S. Sup-
pose that S′ ⊂ V is a subset that contains S and a 7→ ha is an extension to
S′. Then FS
′
= FS iff a ∈ FSha for any a ∈ S
′ \ S.
Proposition. Let V be an associative vertex algebra and S a subset with
a map S → ρZ, a 7→ ha. The increasing invariant filtration generated by S is
FSn = span
{
a1n1 . . . a
r
nr1
∣∣ ai ∈ S, ni ∈ Z, r ≥ 0,∑hai ≤ n}.
The elements σhaa, a ∈ S, generate grV , and
⋃
FSn = 〈S〉.
The same is true for the increasing differential filtration generated by S
if
∑
hai is replaced by
∑
(hai −ni − 1). The same is also true for decreasing
filtrations if ≤ n is replaced by ≥ n.
Proof. We only consider the increasing invariant filtration. The other three
cases are proven in exactly the same way.
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Let Fn be the above span of vectors. From a ∈ F
S
ha
and 1 ∈ FS0 we get
a1n1 . . . a
r
nr1 ∈ F
S
h ⊂ F
S
n if h :=
∑
hai ≤ n. Hence Fn ⊂ F
S
n . Since a ∈ Fha ,
it is enough to prove that F is an invariant filtration to get F = FS .
We prove by induction on r that (a1n1 . . . a
r
nr1)kb ∈ Fh+m if b ∈ Fm and
k ∈ Z. This is clear for r = 0. Define a′ := a2n2 . . . a
r
nr1. By Proposition 4.1.8
we have
(a1n1a
′)kb =
∑
i≥N
λi a
1
n1+k−ia
′
ib
for some N, λi ∈ Z. Hence by induction (a
1
n1a
′)kb ∈ Fh+m.
The elements σhaa, a ∈ S, generate grV because grnV is spanned by
σn(a
1
n1 . . . a
r
nr1) = (σha1a
1)n1 . . . (σhar a
r)nr1
for ai ∈ S and ni ∈ Z such that
∑
hai = n. The identity
⋃
FSn = 〈S〉 follows
from Corollary 4.1.8 (i). ✷
4.4.4 The Standard Filtrations
We prove that grV is commutative for the standard invariant filtration.
If V is a ρZ-graded vector space then we endow any graded subset S ⊂ V
with the map S → ρZ associating any a ∈ Vh its weight ha := h.
Let V be a ρZ-graded associative differential algebra. The standard dif-
ferential filtration is Fn :=
⊕
h≤n Vh. It is equal to the increasing differential
filtration generated by
⋃
Vh. We have grV = V as differential algebras.
The standard invariant filtration F si is the finest increasing invariant fil-
tration such that Vh ⊂ F
si
h for any h. In other words, it is the increasing invari-
ant filtration generated by
⋃
Vh. We have F
si
n = span{T
n1(a1) . . . T
nr(ar) |
ai ∈ V, ni ≥ 0,
∑
hai ≤ n}.
Recall that a differential algebra V is almost commutative if [T nV, TmV ] ⊂
T n+m+1V , see section 3.1.5.
Remark. Let V be a ρZ-graded almost commutative associative differen-
tial algebra. Then grF
si
V is commutative.
Proof. The algebra grF
si
V is generated by σhaT
na for a ∈ V, n ≥ 0. The
σhaT
na commute since [T na, Tmb] ∈ T n+m+1(Vha+hb−1) ⊂ F
si
ha+hb−ρ
. ✷
Let V be a ρZ-graded associative vertex algebra. The standard diffe-
rential filtration is Fn :=
⊕
h≤n Vh. It is equal to the increasing differential
filtration generated by
⋃
Vh. We have grV = V as graded vertex algebras.
The standard invariant filtration F si is the finest increasing invariant
filtration such that Vh ⊂ F
si
h for any h. In other words, it is the increasing
invariant filtration generated by
⋃
Vh.
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Proposition. Let V be a ρZ-graded associative vertex algebra. Then the
vertex algebra grF
si
V is commutative.
Proof. The vertex algebra grV is generated by σhaa, a ∈ V , by Proposition
4.4.3. The σhaa commute since akb ∈ Vha+hb−k−1 ⊂ F
si
ha+hb−ρ
for k ≥ 0. ✷
4.4.5 Generators with the PBW-Property and C1(V )
We prove that if V is ρN-graded then a subspace S generates V∗ iff S generates
V∗ with the PBW-property iff S is a complement of C1(V ).
Let V be a differential algebra. A subset S generates V with the PBW-
property if V = span{T n1(a1) . . . T
nr(ar) | (a1, n1) ≥ . . . ≥ (ar, nr)} for
any total order on S ×N. Of course, if V is commutative and S generates V
then S generates V with the PBW-property.
The following remark is proven in the same way as the proposition below.
Remark. Let V be an ρN-graded almost commutative associative diffe-
rential algebra and S a graded subset that generates V . Then S generates V
with the PBW-property. 
Proposition. Let V be an associative vertex algebra, S a subset with a
map S → ρN, and FS the increasing invariant filtration generated by S.
(i) Suppose that S generates V and [aλb] ∈ F
S
ha+hb−ρ
[λ] for any a, b ∈ S.
Then S generates V∗ with the PBW-property.
(ii) Suppose that V is ρN-graded and S generates V∗. Then F
S = F si and
the assumptions of (i) are satisfied.
Proof. (i) By Proposition 4.4.3 the elements σhaa, a ∈ S, generate grV .
By assumption, they commute. Thus grV is commutative and the elements
σhaa, a ∈ S, generate grV with the PBW-property. The filtration F
S is ex-
haustive because S generates V . Since ha ≥ 0, we have F
S
n = 0 for n < 0.
Thus Lemma 4.4.1(i) implies that S generates V∗ with the PBW-property.
(ii) The space Vh is the span of products of T
ni(ai), with all possible
bracketings, where ai ∈ S and ni ≥ 0 such that
∑
(hai+ni) = h. Since T
na ∈
FSha and
∑
hai ≤ h, we get Vh ⊂ F
S
h . Hence F
S = F si. By Proposition 4.4.4
the vertex algebra grV is commutative. This implies [aλb] ∈ F
S
ha+hb−ρ
[λ]. ✷
We will apply part (i) to the enveloping vertex algebra U(R) of a vertex
Lie algebra R, see section 5.1.3. In this case S = R and ha = 1.
For a ρN-graded differential algebra V , define C1(V ) := TV +V>V> where
V> :=
⊕
h>0 Vh.
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Lemma. Let V be a differential algebra of CFT-type and S ⊂ V> a
graded subspace. Then S generates V iff S + C1(V ) = V>. Moreover, S is a
minimal generating subspace iff S ⊕ C1(V ) = V>.
Proof. Let V ′ be the differential subalgebra generated by S. Any element of
V ′ is an iterated product of elements of K[T ]S. Hence V ′> ⊂ S+TV +V>V> =
S + C1(V ) ⊂ V>. Therefore V = V
′ implies S + C1(V ) = V>.
Suppose that S + C1(V ) = V>. We prove that if Vk = V
′
k for k < h then
Vh = V
′
h. We have
Vh = Sh + C1(V )h = Sh + (TV )h +
⊕
k+k′=h
VkVk′ ⊂ V
′
h
where k, k′ > 0, because (TV )h = T (Vh−1) = T (V
′
h−1) ⊂ V
′
h and because
Vk = V
′
k since k < h.
The second claim follows from the first and from V ′> ⊂ S + C1(V ). ✷
4.4.6 Generators without Repeats and C2(V ) I
We prove that the complements of C2(V ) generate V∗ without repeats.
Let V be a differential algebra. Recall that C2(V ) is the ideal of V ge-
nerated by TV , see section 3.1.5. If V is of CFT-type then C2(V ) ⊂ C1(V )
since C1(V ) = TV + V>V> is an ideal.
A subset S generates V without repeats if
V = span{T n1(a1) . . . T
nr(ar) | ai ∈ S, n1 > . . . > nr ≥ 0, r ≥ 1}.
In this case S + C2(V ) = V .
Lemma. Let C be a commutative differential algebra that is generated by
a subalgebra C′. Then C′ generates C without repeats.
Proof. For any subset S ⊂
⋃
r≥1N
r, define
CS := span{T
n1(a1) . . . T
nr(ar) | ai ∈ C
′, (ni) ∈ S}.
Fix l, n ≥ 1. Define S := {(ni) | n1 ≥ . . . ≥ nr ≥ 0, r ≤ l,
∑
ni = n} and
S′ := {(ni) ∈ S | n1 > . . . > nr}. Since C is commutative and generated by
C′, it suffices to prove that CS = CS′ .
The set S is finite and totally ordered: define (n1, . . . , nr) < (m1, . . . ,ms)
if r < s or r = s and there is k such that ni = mi for i < k and nk > mk.
Let Sx := {y ∈ S | y < x} for x ∈ S. We prove that if x ∈ S such that
CSx ⊂ CS′ then C{x} ⊂ CS′ . This implies that CS = CS′ .
We may assume that x /∈ S′. Then there exists j such that nj = nj+1
where x = (ni). If nj = 0 then x ∈ CSy for y := (. . . , nj , nj+2, . . . ) < x since
C′ is a subalgebra. Suppose that nj > 0. Solving
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T (2nj)(ajaj+1) =
∑
T (k)(aj)T
(2nj−k)(aj+1)
for T (nj)(aj)T
(nj)(aj+1), we see that C{x} ⊂ CSx ⊂ CS′ . ✷
Remark. Let V be a ρN-graded almost commutative associative differen-
tial algebra and S a graded subspace. Then S+C2(V ) = V iff S generates V
without repeats. 
This is proven in the same way as the following proposition.
Proposition. Let V be a ρN-graded associative vertex algebra and S a
graded subspace. Then S + C2(V ) = V iff S generates V∗ without repeats.
Proof. The vertex algebra grF
si
V is commutative and generated by C′ :=
{σhaa | a ∈ V } by Propositions 4.4.4 and 4.4.3. The subspace C
′ is a subal-
gebra since (σhaa)(σhbb) = σha+hbab.
Recall that C2(V ) = (TV )V by Proposition 4.1.7 (i). If a = (Tb)c ∈ C2(V )
then a ∈ F siha−1 and hence σhaa = 0. Thus C
′ = {σhaa | a ∈ S}.
Since ha ≥ 0, we have F
si
n = 0 for n < 0. Therefore the claim follows from
the Lemma and Lemma 4.4.1(i). ✷
4.4.7 Generators without Repeats and C2(V ) II. Modules
We extend Proposition 4.4.6 to weak modules.
Let V be an associative vertex algebra with an invariant filtration F . An
invariant filtration of a V -module M is a vector space filtration FM of M
such that (Fn)kF
M
m ⊂ F
M
n+m for any k ∈ Z. In this case grM is a module
over grV .
Assume that V is ρZ-graded and endow V with the standard invariant
filtration. The invariant filtration generated by c ∈M is the finest invariant
filtration FM ofM such that c ∈ FM0 . As in Proposition 4.4.3 one shows that
FMn = span{a
1
n1 . . . a
r
nrc | a
i ∈ V, ni ∈ Z, r ≥ 0,
∑
hai ≤ n}.
Proposition. Let V be a C2-cofinite ρN-graded associative vertex algebra,
S a graded subspace such that S + C2(V ) = V and dimS < ∞, and M a
weak V -module that is generated by c ∈M . Then
M = span{a1n1 . . . a
r
nrc | a
i ∈ S, n1 < . . . < nr < N, r ≥ 0}
where N ∈ Z is such that anc = 0 for any a ∈ S and n ≥ N .
Proof. Endow V with the standard invariant filtration and M with the in-
variant filtration FM generated by c. Since c generatesM , FM is exhaustive.
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We have FMn = 0 for n < 0 because ha ≥ 0 for any a ∈ V . Therefore any
spanning set of grM yields a spanning set of M by Lemma 4.4.1 (i).
For any subset I ⊂
⋃
r≥0 Z
r , define
NI := span{(σha1a
1)n1 . . . (σhar a
r)nrσ0c | a
i ∈ V, (ni) ∈ I}.
Fix l ≥ 1 and n ∈ Z. Define I := {(ni) | n1 ≤ . . . ≤ nr < N, r ≤ l,
∑
ni = n}
and I ′ := {(ni) ∈ I | n1 < . . . < nr}.
We have σhaa = 0 for a ∈ C2(V ) as in the proof of Proposition 4.4.6.
Therefore it suffices to take ai ∈ S in the definition of NI . Moreover, since
grV is commutative, the operators ak of grM commute. Thus it suffices to
prove that NI = NI′ .
The set I is finite and totally ordered: define (n1, . . . , nr) < (m1, . . . ,ms)
if r < s or r = s and there is k such that ni = mi for i < k and nk < mk.
Let Ix := {y ∈ I | y < x} for x ∈ I. We prove that if x ∈ I such that
NIx ⊂ NI′ then N{x} ⊂ NI′ . This implies that NI = NI′ .
We may assume that x /∈ I ′. Then there exists j such that n := nj = nj+1
where x = (ni). Let a := σhaj a
j and b := σhaj+1a
j+1. Solving the equation
(ab)1+2n =
∑
i≥0
(a−1−ib1+2n+i + b2n−iai)
for anbn = bnan, we see that N{x} ⊂ NIx ⊂ NI′ . ✷
4.4.8 The Canonical Filtration
We give a spanning set for the canonical filtration F c and prove that grV is
commutative and F c1 = C2(V ).
Let V be an associative differential algebra. The canonical filtration F c is
the finest decreasing differential filtration such that F c0 = V . In other words,
F c is the decreasing differential filtration generated by V with ha = 0 for any
a.
We have F cn = span{T
n1(a1) . . . T
nr(ar) | ai ∈ V, ni ≥ 0,
∑
ni ≥ n}. We
have Cn(V ) ⊂ F
c
n−1 for n ≥ 2 because T
n−1V ⊂ F cn−1 and because F
c
n−1 is
an ideal since F c0 = V . Moreover, F
c
1 = C2(V ).
The algebra grF
c
V is generated by σnT
na for a ∈ V, n ≥ 0. If V is almost
commutative then these elements commute since [T na, Tmb] ∈ T n+m+1V ⊂
F cn+m+1. Hence gr
F cV is commutative.
Let V be a vertex algebra. The canonical filtration F c is the finest de-
creasing differential filtration such that F c0 = V . In other words, F
c is the
decreasing differential filtration generated by V with ha = 0 for any a.
Proposition. Let V be an associative vertex algebra. Then grF
c
V is com-
mutative and F cn = span{T
n1(a1) . . . T
nr(ar) | ai ∈ V, ni ≥ 0,
∑
ni ≥ n}.
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Proof. The vertex algebra grV is generated by σ0(a), a ∈ V , by Proposi-
tion 4.4.3. These elements commute since σ0(a)kσ0(b) = σ−k−1(akb) and
gr−k−1V = 0 for k ≥ 0. Thus grV is commutative.
Let Fn be the above span of vectors. By Proposition 4.4.3 we need to show
that a1n1 . . . a
r
nr1 ∈ Fn for any ni ∈ Z such that
∑
(−ni−1) ≥ n. Since 1 ∈ F0,
it suffices to show that akFn ⊂ Fn−k−1 for a ∈ V, k ∈ Z. This is clear for k <
0. We prove by induction on r that akT
n1(b1) . . . T nr(br) ∈ Fn−k−1 if
∑
ni ≥
n and k ≥ 0. For r = 0, we have ak1 = 0. Let b
′ := T n2(b2) . . . T nr(br). Then
akT
n1(b1)b′ = T n1(b1)akb
′ +
∑(k
i
)
(aib
1)k−1−n1−ib
′.
By induction T n1(b1)akb
′ ∈ Fn−k−1 and (aib
1)k−1−n1−ib
′ ∈ Fn−k because
(n− n1) + (n1 + i− k) ≥ n− k. ✷
Let V be an associative vertex algebra. We have Cn(V ) ⊂ F
c
n−1 for n ≥ 2
as in the case of associative differential algebras. The Proposition implies
F c1 = C2(V ).
The Proposition shows that grF
c
V is a vertex Poisson algebra. It is N-
graded as a commutative vertex algebra and (grnV )k(grmV ) ⊂ grn+m−kV
for k ≥ 0. In particular, gr0V = V/C2(V ) has a commutative multiplication
and a bracket {a, b} := a0b. Thus we recover the Zhu Poisson algebra from
section 3.1.5.
4.4.9 Generators without Repeats and C2(V ) III
We extend Proposition 4.4.6 to vertex algebras with elements of negative
weight.
Remark. Let V be an almost commutative associative differential alge-
bra.
(i) We have F cm ⊂ Cn(V ) for n ≥ 3 and m ≥ (n− 2)2
n−2.
(ii) Suppose that V is Q-graded such that Vh = 0 for h < h0 and let S be
a graded subspace. Then S +C2(V ) = V iff S generates V without repeats.

The Remark is proven in the same way as the following two results.
Lemma. Let V be an associative vertex algebra and n ≥ 3. Then F cm ⊂
Cn(V ) for m ≥ (n− 2)2
n−2.
Proof. Let a ∈ F cm. By Proposition 4.4.8 we may assume that a = b
1 . . . br
where bi = T ni(ai) such that
∑
ni ≥ m. If ni ≥ n − 1 for some i then
a ∈ Cn(V ) since Cn(V ) is the ideal of V∗ generated by T
n−1V . Thus we may
assume that ni ≤ n− 2 for any i.
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From
∑
ni ≥ m ≥ (n − 2)2
n−2 we get #{i | ni 6= 0} ≥ 2
n−2. We prove
by induction on n that if #{i | ni 6= 0} ≥ 2
n−2 then a ∈ Cn(V ). It is true for
n = 2 since C2(V ) is the ideal generated by TV .
Let n ≥ 2 and #{i | ni 6= 0} ≥ 2
n−1. Then by induction a = b1 . . . bsb for
some s < r and b ∈ Cn(V ) such that #{i | 1 ≤ i ≤ s, ni 6= 0} ≥ 2
n−2. The
commutator formula [xt, ys] =
∑(t
i
)
(xiy)t+s−i implies that
b1 . . . bsd−ne ≡ d−nb
1 . . . bse mod Cn+1(V )
for any d, e ∈ V and by induction b1 . . . bse ∈ Cn(V ). Thus it suffices to prove
that a−nb−nc ∈ Cn+1(V ) for any a, b, c ∈ V . This follows from
(ab)1−2nc =
∑
(a−1−ib1−2n+ic+ b−2n−iaic)
since all terms, except possibly a−nb−nc for i = n− 1, lie in Cn+1(V ). ✷
Proposition. Let V be a Q-graded associative vertex algebra, such that
Vh = 0 for h < h0, and S be a graded subspace. Then S + C2(V ) = V iff S
generates V∗ without repeats.
Proof. By Proposition 4.4.8 the vertex algebra grF
c
V is commutative and
generated by the subalgebra gr0V = σ0(S). The Lemma shows that F
c
n ⊂
Cm(V ) ⊂
⊕
h≥2h0+m−1
Vh for n ≥ (m− 2)2
m−2. Therefore the claim follows
from Lemma and Lemma 4.4.1(ii). ✷
Corollary. Let V be a C2-cofinite Q-graded associative vertex algebra
such that Vh = 0 for h < h0. Then dimVh < ∞ for any h and V is Cn-
cofinite for any n.
Proof. Let n1 > . . . > nr ≥ 0. The vector T
n1(a1) . . . T
nr(ar) has weight
≥ r(r−1)/2+rh0. This implies the first claim. We have T
n1(a1) . . . T
nr(ar) ∈
Cn(V ) if n1 ≥ n− 1. Thus dim V/Cn(V ) <∞. ✷
4.5 Supplements
In sections 4.5.1—4.5.3 we give a second proof of the fact that an associative
vertex algebra satisfies the field identities, we prove that duality and skew-
symmetry imply locality for modules, and we give a second proof of the fact
that the left and right Wick formulas are equivalent if skew-symmetry holds.
In section 4.5.4 we prove a lemma for tensor products.
In sections 4.5.5–4.5.8 we discuss algebras and algebroids obtained from
cohomology vertex algebras and N-graded vertex algebras.
In section 4.5.9 we rewrite the Jacobi identity in terms of residues.
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4.5.1 Pre-Lie Algebras and Quasi-Associativity
We give a second proof of Proposition 4.1.6 stating that a vertex algebra is
associative iff the field identities hold.
Proposition. Let V be a vertex algebra that satisfies the Wick formula
and skew-symmetry. Then V∗ is a pre-Lie algebra iff quasi-associativity holds.
Proof. By section 4.1.7, quasi-associativity implies the pre-Lie identity. Con-
versely, suppose that V∗ is a pre-Lie algebra. Then
(ab)c− abc = cab− acb+ [ab, c]− a[b, c]
= −b[a, c] + [b, [a, c]] + [ab, c]− a[b, c].
By Remark 4.2.5 the right Wick formula holds. Thus we get [ab, c] = X(a, b)+
X(b, a) +X where
X(a, b) :=
∫ 0
−T
dλ(eT∂λa)bλc, X :=
∫ 0
−T
dλ
∫ λ
0
dµ bµaλ−µc.
Using only properties of the translation operator we will show that X(a, b)−
a[b, c] = (
∫ T
0 dλ a)bλc and X = −[b, [a, c]]. Thus we get quasi-associativity.
Since [b, c]∗ = [b, c]Lie is equivalent to skew-symmetry for c, b and index
−1 and since T is a derivation, we have
−a[b, c] = −a
∫ 0
−T
dλ bλc = reszz
−1aezT b(−z)c − a(bc)
= reszz
−1ezT (e−zTa)b(−z)c − a(bc).
Because z−1ezT = z−1 +
∫ T
0 dλ e
zλ the first term on the right-hand side is
the sum of
reszz
−1(e−zTa)b(−z)c = resz(z
−1ezTa)b(z)c = a(bc) +
( ∫ T
0
dλ a
)
bλc
and, since ezλe−zT = e−T∂λezλ, of
resz
∫ T
0
dλ ezλ(e−zT a)b(−z)c =
∫ T
0
dλ (e−T∂λa)resze
zλb(−z)c
=
∫ −T
0
dλ (eT∂λa)bλc = −X(a, b).
From bµTd = (T + µ)bµd, the substitution formula, and the Fubini formula
we obtain
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[b, [a, c]] =
∫ 0
−T
dµ bµ
∫ 0
−T
dλ aλc =
∫ 0
−T
dµ
∫ 0
−T−µ
dλ bµaλc
=
∫ 0
−T
dµ
∫ µ
−T
dλ bµaλ−µc =
∫ 0
−T
dλ
∫ 0
λ
dµ bµaλ−µc = −X.
✷
Corollary. A vertex algebra is associative iff the field identities hold.
Proof. Suppose that V is associative. Then V satisfies skew-symmetry by
Proposition 3.2.9. By Propositions 4.1.4 it suffice to prove the associativity
formula.
By definition, the conformal Jacobi identity and the Wick formula hold.
By Remark 4.2.5 the right Wick formula holds. By Proposition 4.5.1 quasi-
associativity holds. Thus the associativity formula holds by Proposition 4.2.5.
The converse is proven as in Proposition 4.1.6. ✷
4.5.2 Duality and Locality for Modules
We prove that duality and skew-symmetry imply locality for Z-fold modules.
This result can be used in three proofs as a replacement of the fact that fields
are local if they satisfy skew-symmetry, see Proposition 3.3.7. Namely, it can
be used in the proof that YMV is local for modules, that associative vertex
subalgebras of Endv(E) are local, and that U(R) is a quotient of T
∗R, see
Corollary 3.3.7 and Propositions 3.3.9 and 5.1.6.
Proposition. Let V be a vertex algebra and M a bounded Z-fold V -
module such that YM (Ta) = ∂zYM (a). Suppose that a, b ∈ V satisfy skew-
symmetry and a, b, c and b, a, c satisfy duality for any c ∈ M . Then YM (a)
and YM (b) are local of order ≤ o(a, b).
Proof. The idea of the proof is to argue that a(bc) = (ab)c = (ba)c = b(ac).
Let a, b, c and b, a, c satisfy duality of order ≤ t. Let r ≥ o(a, b) and
s ≥ o(b, c). We have
ztws(z − w)ra(z)b(w)c = e−w∂z((z + w)twszra(z + w)b(w)c)
= e−w∂z((w + z)twszr(a(z)b)(w)c)
= e−w∂z((w + z)twszr(ezT b(−z)a)(w)c)
= e−w∂zez∂w (wt(w − z)szr(b(−z)a)(w)c).
Define p(z, w) := wt(w− z)szr(b(−z)a)(w)c. The above equations show that
p(z, w) ∈ V [[z, w]]. On the other hand, we have
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ztws(z − w)rb(w)a(z)c = e−z∂w(zt(w + z)s(−w)rb(w + z)a(z)c)
= e−z∂w(zt(z + w)s(−w)r(b(w)a)(z)c)
= e−z∂wp(−w, z).
Thus the claim follows from e−w∂zez∂wp(z, w) = e−w∂zp(z, w + z) = e−w∂z
p(z, z +w) = p(z −w, z) and e−z∂wp(−w, z) = p(−w+ z, z) = p(z −w, z). ✷
4.5.3 The Left and Right Wick Formulas
We prove Remark 4.2.5 directly, without using S3-symmetry.
Remark. Let V be a vertex algebra that satisfies skew-symmetry. Then
the left Wick formula is equivalent to the right Wick formula:
[abλc] = (e
T∂λa)[bλc] + ζ
ab(eT∂λb)[aλc] + ζ
ab
∫ λ
0
dµ [bµ[aλ−µc]].
Proof. The left Wick formula is equivalent to
eT∂λ [c−λab] = e
T∂λ
(
[c−λa]b + a[c−λb] +
∫ −λ
0
dµ [[c−λa]µb]
)
.
Note that [c−λa]b = b[c−λa] +
∫ 0
−T
dµ [[c−λa]µb]. Since [gµb] = e
µ∂λ [eT∂λgµb],
we have
eT∂λ
∫ −λ
−T
dµ [[c−λa]µb] =
∫ −λ−T
−T
dµ e(T+µ)∂λ [[c−λ−T a]µb]
= −
∫ λ
0
dµ [[c−(λ−µ)−T a]−µ−T b].
Using skew-symmetry, this shows that the above identity is also equivalent
to the right Wick formula. ✷
4.5.4 A Lemma for Tensor Products
We give an alternative proof of Lemma 4.3.4.
Lemma. Let V be an associative vertex algebra and S, S′ ⊂ V be two
commuting subsets. For any a, b ∈ S, a′, b′ ∈ S′, and r ∈ Z, we have
(aa′)r(bb
′) =
∑
i∈Z
ζa
′b (aib)(a
′
r−i−1b
′).
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Proof. Since Y : V → Endv(V ) is a monomorphism, it is equivalent to prove
the identity for Y S, Y S′. Let a(z), b(z) ∈ Y S and a′(z), b′(z) ∈ Y S′ be local
of order ≤ n and ≤ n′. Then c(z, w) := (z − w)na(z)b(w) and c′(z, w) :=
(z − w)n
′
a′(z)b′(w) are fields by Remark 3.3.7.
By Proposition 4.3.1 (i) we have [a(z), a′(w)] = 0. Thus a(z)a′(w) =
a′(w)a(z) is also a field and :a(z)a′(z): = a(z)a′(z). Moreover, c(z, w)c′(z, w)
= c′(z, w)c(z, w) is a field. We have
a(z)a′(z) b(w)b′(w) = a(z)b(w) a′(z)b′(w) =
c(z, w)c′(z, w)
(z − w)n+n′
and similarly b(w)b′(w)a(z)a′(z) = c(z, w)c′(z, w)/(z−w)n+n
′
w>z . Moreover, we
have the product formula
∂(k)z (c(z, w)c
′(z, w)) =
∑
∂(j)z c(z, w) ∂
(k−j)
z c
′(z, w).
Thus the claim follows from Remarks 3.3.8 and 3.3.7 by taking k = n+ n′ −
r − 1 = (n− i− 1) + (n′ − (r − i− 1)− 1). ✷
4.5.5 Batalin-Vilkovisky Algebras
We prove that any odd, self-commuting element G of a vertex algebra yields
a BV-operator and thus an odd Leibniz bracket [ , ]G.
An odd bracket on a vector space g is an odd linear map g ⊗ g → g.
Equivalently, it is a bracket on Πg, where Π is the parity-change functor. An
odd Leibniz bracket on g is a Leibniz bracket on Πg. In other words, we
have
[[a, b], c] = [a, [b, c]] − ζ(a+1)(b+1) [b, [a, c]].
An odd Lie bracket is a Lie bracket on Πg. In other words, we have in addi-
tion [a, b] = −ζ(a+1)(b+1)[b, a]. A derivation of an odd bracket is a derivation
of the algebra Πg. Thus d[a, b] = [da, b] + ζ(a+1)d[a, db].
A Gerstenhaber algebra is a commutative algebra with an odd Lie
bracket such that [a, ] is a derivation of the commutative algebra of parity
a˜ + 1¯. Thus [a, bc] = [a, b]c+ ζ(a+1)bb[a, c]. Roughly speaking, Gerstenhaber
algebras are Poisson algebras for which the Poisson bracket is odd.
A BV-operator on an algebra V is an odd homogeneous differential
operator G of order ≤ 2 such that G2 = 0. In other words, G is an odd
operator such that ∂a := [G, a·] − (Ga)· is a derivation for any a ∈ V and
[G,G] = 0. Note that the parity of ∂a is a˜+ 1.
For a BV-operator G, define an odd bracket by
[a, b]G := ζ
a∂ab = ζ
a
(
G(ab)− (Ga)b − ζaa(Gb)
)
.
By definition, · and [ , ]G satisfy the Leibniz identity.
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A Batalin-Vilkovisky algebra or BV-algebra is a commutative alge-
bra with a BV-operator.
For example, let V be an associative vertex algebra and G an odd ele-
ment such that GλG = 0. Then (G(t))
2 = [G(t), G(t)]/2 = 0 for any t ∈ Z.
In particular, G(1) is a BV-operator by Proposition 3.1.3. The commutator
formula implies [a, b]G = ζ
a(G(0)a)(0)b.
Remark. Let d be a differential of a vector space E, a an operator, and
b := [d, a]. Then [b, d] = 0 and b = 0 on Hd(E).
Proof. By definition, d is odd. Thus [d, d] = 0. We have [d, [d, a]] = [[d, d], a]−
[d, [d, a]]. Hence [b, d] = 0. We have b = 0 on Hd(E) since bc = dac for any
c ∈ ker d. ✷
Proposition. Let G be a BV-operator of an algebra V . Then [ , ]G is an
odd Leibniz bracket and G is a derivation of [ , ]G. If the multiplication of V is
commutative then [ , ]G is an odd Lie bracket. In particular, any BV-algebra
is a Gerstenhaber algebra.
Proof. The Remark and G2 = 0 implies [G, ∂a] = [G, [G, a·]] − [G, (Ga)·] =
−∂Ga. Thus G is a derivation of [ , ]G.
The operator G is also a BV-operator of the unital algebra V ⊕K1 where
G1 := 0. Thus we may assume that V is unital. The claim that [ , ]G is an
odd Leibniz bracket is equivalent to [∂a, ∂b] = ζ
a+1∂∂ab. Both sides of this
identity are derivations. The space of derivations d has zero intersection with
the space V · of left multiplications a· since d1 = 0 and a1 = a. Calculating
modulo V ·, we have
[∂a, ∂b] ≡ [∂a, [G, b·]] ≡ [[∂a, G], b·] + ζ
a+1[G, (∂ab)·] ≡ ζ
a+1∂∂ab
using that [∂a, G] = −ζ
a+1[G, ∂a] = ζ
a+1∂Ga. The remaining two claims are
clear. ✷
4.5.6 Topological Vertex Algebras and Chiral Rings
We prove that the cohomology of a topological vertex algebra is a BV-algebra.
Let V be a vertex algebra. A differential of V is an odd derivation d
such that d2 = 0.
If d is a derivation of V then ker d is a vertex subalgebra. If d is a differen-
tial then im d is an ideal of ker d, since d(ab) = (da)b and d[aλb] = [(da)λb] for
b ∈ kerd. Hence the cohomology Hd(V ) := ker d/im d is a vertex algebra.
The elements of kerd and im d are called d-closed and d-exact, resp.
Remark. Let V be an associative conformal vertex algebra with a dif-
ferential Q. If L is Q-exact then the cohomology vertex algebra HQ(V ) is
commutative with T = 0.
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Proof. If L = QG then [Q,G(0)] = (QG)(0) = T . By Remark 4.5.5 we get
T = 0 on HQ(V ). In particular, HQ(V ) is commutative. ✷
Let V be as in the Remark and L = QG so that [Q,G(0)] = T . The
fact that HQ(V )∗ is a commutative algebra can also be seen by constructing
so-called homotopies µ and ν. Defining
µ(a, b) :=
∑
(−1)iG(0)T
(i)(aib)/(i+ 1)
for any a, b ∈ V , we have Qµ(a, b) = [a, b] − µ(Qa, b) − ζaµ(a,Qb) since
[ , ]∗ = [ , ]Lie. Thus the multiplication of HQ(V )∗ is commutative. Defining
ν(a, b, c) :=
∑(
(G(0)T
(i)a)bic + ζ
ab(G(0)T
(i)b)aic
)
/(i+ 1)
we have Qν(a, b, c) = (ab)c−abc−ν(Qa, b, c)− ζaν(a,Qb, c)− ζa+bν(a, b,Qc)
because of quasi-associativity. Thus HQ(V )∗ is associative.
In section 2.5.12 we defined the topological Virasoro vertex Lie algebra
tVir. It is generated by L, J,Q,G, and dˆ. A topological vertex algebra is a
conformal vertex algebra V together with a morphism tVir→ V of conformal
vertex Lie algebras such that J0 is diagonalizable on V . Here and in the
following we denote the image of a ∈ tVir in V also by a.
Let V be an associative topological vertex algebra. The elements Q,G
of V are odd, have weight 1 and 2, and satisfy QλG = L + Jλ + dˆλ
(2) and
QλQ = GλG = 0. Thus Q0 = Q(0) is a differential, Q0G = L, and G0 = G(1)
is a BV-operator.
The differential Q0 is a derivation of [ , ]G0 because [a, b]G0 = ζ
a(G(0)a)(0)b
and
Q0((G(0)a)(0)b) = (Q0G(0)a)(0)b + ζ
a+1(G(0)a)(0)Q0b
= −(G(0)Q0a)(0)b + ζ
a+1(G(0)a)(0)Q0b
where we have used that [Q0, G(0)] = T and (Tc)(0) = 0. Thus [ , ]G0 induces
an odd bracket on HQ0(V ). The Remark and Proposition 4.5.5 imply that
HQ0(V ) is a BV-algebra.
Since Q0 is homogeneous of degree 0, the cohomology HQ0(V ) is graded
with respect to L0. Since [Q0, G0] = L0, we get HQ0(V ) = HQ0(V0) by
Remark 4.5.5. We have [Q0, G0] = 0 on V0.
An N=2 superconformal vertex algebra is a conformal vertex algebra
V together with a morphism 2-Vir→ V such that J0 is diagonalizable on V .
Of course, there is a bijection V 7→ V A from N=2 superconformal vertex
algebras to topological vertex algebras obtained from the vertex Lie algebra
isomorphism tVir → 2-Vir, see section 2.5.12. The mirror involution of 2-Vir
yields another bijection V → V B, see again section 2.5.12.
The role of the differential Q0 and the BV-operator G0 is played by G
+
−1/2
and G−1/2 or, alternatively, by G
−
−1/2 and G
+
1/2. The only difference is that
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[G±−1/2, G
∓
1/2] = 2L0 ∓ J0 and hence HG±−1/2
(V ) = HG±
−1/2
(V ′) where V ′ :=
{a | 2L0a = ±J0a}.
Disregarding the fact that instead of V one should consider the full con-
formal field theory, the topological vertex algebras V A and V B are the to-
pological twists or the A- and B-model of V . The commutative algebras
HG±
−1/2
(V ) are known as the chiral and anti-chiral ring.
4.5.7 1-Truncated Vertex Algebras and Courant Algebroids
We describe the algebraic structure on the subspaces V0 and V1 of an N-
graded vertex algebra and of an N-graded vertex Poisson algebra.
We denote the t-th products by atb, not by a(t)b.
Let O be a commutative algebra and a a 1-truncated vertex Lie algebra
over the vector space O, see section 2.6.8. Denote the elements of O by f, g, h
and the elements of a by x, y.
Suppose that a is endowed with an even linear map O → End(a), f 7→ f ·.
Then we call a a 1-truncated vertex algebra over O if
f(gx) − (fg)x = (xf)dg + (xg)df,
and 1x = x; the anchor a→ gl(O) has image in Der(O) and satisfies (fx)g =
f(xg); we have [x, fy] = (xf)y+f [x, y], (x, fy) = f(x, y)−y(xf), and d(fg) =
fdg + gdf .
For example, 1-truncated vertex algebras a over K are exactly Lie algebras
a with an even invariant symmetric bilinear form since d = 0 and Der(K) = 0,
see section 2.6.8.
If V is an N-graded associative unital vertex algebra then V1 is a 1-
truncated vertex algebra over V0. Indeed, in section 3.1.6 we noted that V0
is a commutative subalgebra of V∗. In section 2.6.8 we showed that V1 is a
1-truncated vertex Lie algebra over V0. The map V0 → End(V1), f 7→ f ·, is
multiplication in V∗. The first axiom follows from quasi-associativity and
from f−2g0x = −(xg)Tf + T ((xg)0Tf) = −(xg)Tf . We have (fx)g =∑
f−1−ixig+x−1−ifig = f(xg) and the commutator formula implies (x, fy) =
f(x, y) + (x0f)0y = f(x, y) − y(xf). The remaining two non-trivial axioms
follow from the fact that a0 is a derivation.
ACourant algebroid overO is a 1-truncated vertex Lie algebra a overO
with an O-module structure such that the anchor is an O-module morphism
with image in Der(O), [x, fy] = (xf)y+f [x, y], the pairing (x, y) isO-bilinear,
and d : O → a is a derivation.
Thus the difference between a Courant algebroid and a 1-truncated vertex
algebra is that a is a genuine O-module and the pairing (x, y) is O-bilinear.
If V is an N-graded vertex Poisson algebra then V1 is a Courant algebroid
over V0. This is similar to the case of associative vertex algebra. We have
(fx)g = −g0(fx) = f(xg), since g0f = 0, and (x, fy) = f(x, y), since x1f =
0.
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4.5.8 Extended Lie Algebroids
We construct extended Lie algebroids from 1-truncated vertex algebras and
from Courant algebroids.
Let O be a commutative algebra. Denote the elements of O by f, g, h.
A Lie algebroid over O is a Lie algebra T together with an O-module
structure and a morphism T → Der(O) of Lie algebras and O-modules such
that [x, fy] = (xf)y + f [x, y] for any x, y ∈ T .
The morphism T → Der(O) is the anchor. For example, Der(O) is a Lie
algebroid over O. Lie algebroids for which the anchor is zero are precisely Lie
algebras over O.
An extended Lie algebroid over O is a Lie algebroid T together with
a module Ω over O and over the Lie algebra T , an even O-bilinear map
T ⊗OΩ → O, x⊗ω 7→ (x, ω), and an even derivation and T -module morphism
d : O → Ω, such that the O- and T -module structures on Ω are related by
x(fω) = x(f)ω+f(xω) and (fx)ω = f(xω)+(x, ω)df and the pairing satisfies
(x, df) = xf and x(y, ω) = ([x, y], ω) + (y, xω) for any x, y ∈ T and ω ∈ Ω.
For example, Der(O) with the module Ω1O/K of Ka¨hler differentials is an
extended Lie algebroid. We have x(fdg) = (xf)dg + fd(xg) and (x, fdg) =
f(xg).
More generally, if T is a Lie algebroid over O then T with Ω :=
HomO(T ,O) is an extended Lie algebroid. The T -module structure on Ω
is defined by (y, xω) = x(y, ω)− ([x, y], ω), the pairing T ⊗O Ω → O is given
by evaluation, and the derivation d is defined by the formula (x, df) = xf .
Proposition. Let a be a 1-truncated vertex algebra or a Courant alge-
broid. Define Ω := span{fdg | f, g ∈ O} and T := a/Ω. Then T with Ω is
an extended Lie algebroid.
Proof. We prove the claim only in the case that a is a 1-truncated vertex
algebra. The case of a Courant algebroid is proven in the same way.
The morphism a→ Der(O) factorizes over T because (fdg)h = f((dg)h)
= 0. It follows that Ω is invariant with respect to f · for any f ∈ O and that
Ω and T are O-modules.
The subspace Ω is a left ideal and an abelian subalgebra of the Leibniz
algebra a because [x, fdg] = (xf)dg + fd(xg). Since [x, y] + [y, x] = T (x, y),
we see that Ω is a two-sided ideal, T is a Lie algebra, and Ω is a T -module.
Thus T with T → Der(O) is a Lie algebroid over O.
From (x, fdg) = f(x, dg)− (dg)(xf) = f(xg) we get (Ω,Ω) = 0. Thus the
pairing a ⊗ a → O induces a map T ⊗ Ω → O, x ⊗ ω 7→ (x, ω). This map is
O-bilinear since (x, fy) = f(x, y)− y(xf) for x, y ∈ a.
Finally, for ω ∈ Ω we have (fx)ω = f(xω) + (x, ω)df because [fx, ω] =
−[ω, fx] + d(fx, ω) = −(ωf)x − f [ω, x] + d(f(x, ω) − x(ωf)) = f [x, ω] +
(x, ω)df . This proves the claim. ✷
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4.5.9 Jacobi Identity in terms of Residues
We rewrite the Jacobi identity in terms of residues.
Proposition. The following is equivalent:
(i) a, b, c satisfy the Jacobi identity;
(ii) for any F (z, w, x) ∈ K((z, w, x)) we have
resxF (w + x,w, x) (a(x)b)(w)c = reszF (z, w, z − w) [a(z), b(w)]c;
(iii) the identity in (ii) is satisfied for any F (z, w, x) ∈ K[z±1, w±1, (z−w)±1];
(iv) the identity in (ii) is satisfied for any F (z, w, x) ∈ K[z±1, (z − w)±1].
Proof. (i)⇒(ii) Let G(z, w, x) ∈ K((z, w, x)). The basic properties of the delta
distribution yield
resxG(w + x,w, x) (a(x)b)(w)c = resz,xG(z, w, x) δ(z, w + x)(a(x)b)(w)c
and
reszG(z, w, z − w) [a(z), b(w)]c = resz,xG(z, w, x) δ(z − w, x)[a(z), b(w)]c.
This shows that (i) implies (ii).
(ii) ⇒ (iii ) Choose G(z, w, x) ∈ K[z±1, w±1, x±1] such that G(z, w, z −
w) = F (z, w, x). Applying (ii ) to G(z, w, x) ∈ K((z, w, x)) we obtain (iii ).
(iii )⇒ (iv) This is trivial.
(iv) ⇒ (i) Let r, t ∈ Z and G(z, w, x) := ztxr. Applying (iv) to
F (z, w, x) = G(z, w, z − w) for any r, t ∈ Z we obtain (i) because of the
two equations in the proof of (i)⇒(ii). ✷
Proposition. Let V be a bounded Z-fold algebra. Then the Jacobi identity
is equivalent to locality and duality.
Proof. Suppose that a, b, c satisfy locality of order ≤ r and duality of order
≤ t and that a(z)c ∈ z−tV [[z]]. Define d(z, w, x) := x−r(z − w)ra(z)b(w)c ∈
z−tx−rV [[z]]((w)). Then d(z, w, z − w) = a(z)b(w)c and d(z, w,−w + z) =
b(w)a(z)c. Moreover, we have
(w + x)td(w + x,w, x) = (x+ w)td(x+ w,w, x)
= (x+ w)ta(x+ w)b(w)c
= (w + x)t(a(x)b)(w)c.
Since d(w + x,w, x), (a(x)b)(w)c ∈ V ((w))((x)) we get d(w + x,w, x) =
(a(x)b)(w)c. Proposition 2.3.5 (i) and Remark 3.5.2 yield
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δ(z, w + x)(a(x)b)(w)c = δ(z, w + x)d(z, w, x)
= (δ(z − w, x) − δ(−w + z, x))d(z, w, x)
= δ(x, z − w)[a(z), b(w)]c.
✷
5 Enveloping Vertex Algebras
There is a forgetful functor V 7→ VLie from associative vertex algebras to
vertex Lie algebras. This functor has a left adjointR 7→ U(R). The associative
vertex algebra U(R) is the enveloping vertex algebra of the vertex Lie algebra
R. The category of bounded R-modules is isomorphic to the category of U(R)-
modules.
The purpose of this chapter is to explain three constructions of U(R) and
to prove the Poincare´-Birkhoff-Witt theorem for U(R).
In section 5.1 we construct U(R) as a quotient of the free vertex algebra
generated by R and as a quotient of the tensor vertex algebra T ∗R.
In section 5.2 we show that a certain Verma module V (g) over a local
Lie algebra g has an associative vertex algebra structure and use the identity
U(R) = V (g(R)) to prove the PBW-theorem.
5.1 Free, Enveloping, and Tensor Vertex Algebras
In sections 5.1.1–5.1.3 we construct enveloping vertex algebras as quotients of
free vertex algebras. In sections 5.1.4–5.1.6 we prove that the tensor algebra
T ∗R of a vertex Lie algebra R has a vertex algebra structure and that U(R)
is the quotient of T ∗R by the ideal generated by a⊗ b− b⊗ a− [a, b]Lie.
5.1.1 Locality Function
We prove some properties of the locality function of a vertex algebra. They
are used in the construction of free vertex algebras in section 5.1.2.
Recall that a locality function on a set S is a map o : S2 → Z ∪ {−∞}.
The locality function o of a vertex algebra V is defined by o(a, b) := inf{n ∈
Z | aib = 0, i ≥ n} for a, b ∈ V .
For fields a(z), b(z), define N(a(z), b(z)) to be the least n ∈ Z such that
a(z), b(z) are local of order ≤ n: (z − w)n[a(z), b(w)] = 0.
Remark. If a(z), b(z) are local fields then N(a(z), b(z)) = o(a(z), b(z)).
In particular, if V is an associative unital vertex algebra then o(a, b) =
N(Y a, Y b).
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Proof. It is clear that o(a(z), b(z)) ≤ N(a(z), b(z)). Let n,m ∈ Z such that
n ≥ N(a(z), b(z)),m ≥ o(a(z), b(z)), and n ≥ m. By Remark 3.3.7 we have
d(z, w) := (z − w)ma(z)b(w) ∈ F2(E). Since
(z − w)n−md(z, w) = (z − w)na(z)b(w) = (z − w)nb(w)a(z)
and both d(z, w) and b(w)a(z) are contained in F((w))((z))(E) we get d(z, w) =
(z − w)mb(w)a(z).
If V is an associative unital vertex algebra then o(a, b) = o(Y a, Y b) since
Y is a monomorphism of unbounded vertex algebras. Thus the second claim
follows from the first. ✷
Proposition. Let o be the locality function of an associative vertex alge-
bra. Then:
(i) o(a, b) = o(b, a);
(ii) o(Ta, b) ≤ o(a, b) + 1;
(iii) o(arb, c) ≤ o(a, b) + o(a, c) + o(b, c)− r − 1 for any r ∈ Z.
Proof. (i), (ii) follow from skew-symmetry and (Ta)rb = −rar−1b.
(iii) The Jacobi identity implies that a, b, c satisfy duality of order ≤
o(a, c). Let s ≥ o(a, b) + o(a, c) + o(b, c)− r − 1. By Proposition 4.1.8, there
are λi ∈ Z such that for N := 1− o(a, c)− o(a, b) we have
(arb)sc =
∑
i≥N
λi a−i(bs+r+ic).
This is zero since s+ r + i ≥ s+ r − o(a, c)− o(a, b) + 1 ≥ o(b, c). ✷
5.1.2 Free Associative Vertex Algebras
We construct the free associative vertex algebra V (S, o) generated by a set
S with locality function o.
Recall that a morphism between sets with a locality function is a map φ
such that o(φa, φb) ≤ o(a, b).
Proposition. The functor V 7→ (V, o), from associative vertex algebras
to sets with a locality function, has a left adjoint (S, o) 7→ V (S, o).
Proof. Let F be the free Z-fold algebra with derivation generated by the set
S. A basis of F is given by B =
⊔
Bn where B1 := {T
ka | a ∈ S, k ≥ 0} and
Bn := {aib | a ∈ Bm, b ∈ Bn−m, 1 ≤ m ≤ n− 1, i ∈ Z} for n ≥ 2.
Define a map o : B2 → Z ∪ {−∞} by induction on n: o(T ka, T lb) :=
o(a, b)+ k+ l for a, b ∈ S, o(T ka, bic) := o(T
ka, b)+ o(T ka, c)+ o(b, c)− i− 1
for a ∈ S, bic ∈ Bn, and o(aib, c) := o(a, b) + o(a, c) + o(b, c) − i − 1 for
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aib ∈ Bn, c ∈ B. Let F
′ be the quotient of F by the relations aib = 0
and (Ta)nb = −nan−1b for a, b ∈ B and i ≥ o(a, b), n ∈ Z. Then F
′ is a
vertex algebra. Let V (S, o) be the quotient of F ′ by the identities defining
an associative vertex algebra.
Let V be an associative vertex algebra with a morphism (S, o) → (V, o).
Since F is free, there exists a unique morphism F → V extending S → V .
Proposition 5.1.1 implies that F → V induces a morphism F ′ → V . Since
V is associative, the map F ′ → V induces a unique morphism V (S, o) → V
extending S → V . ✷
Note that V := V (S, o) ⊕K1 is the free associative unital vertex algebra
generated by S with locality function o.
Let R ⊂ V be a subset and I ⊂ V the ideal generated by R. Then V/I is
the associative unital vertex algebra generated by (S, o) with relations R.
Suppose that S is a K-graded set, S =
⊔
Sh. In the following we use the
algebras F, F ′, V (S, o) defined in the proof of the Proposition. The grada-
tion of S induces a gradation on the free Z-fold algebra F . Thus F ′ is also
graded. Since the associativity formula and skew-symmetry are homogeneous
identities it follows that V (S, o) is a graded vertex algebra.
5.1.3 Enveloping Vertex Algebras
We construct the enveloping vertex algebra U(R) of a vertex Lie algebra.
Recall the definition of the enveloping algebra U(g) of a Lie algebra g.
By definition, g 7→ U(g) is the left adjoint of the functor V 7→ (V, [ , ]∗) from
associative unital algebras to Lie algebras. The algebra U(g) is constructed
as the quotient of the free associative unital algebra T ∗g, generated by the
vector space g, by the ideal generated by [ιa, ιb]∗ − ι[a, b] for a, b ∈ g. Here
ι : g→ T ∗g is the canonical map.
Recall also that a bounded module over a conformal algebra R is a vector
space M together with a morphism YM : R→ Endv(M)Lie such that YM (R)
is local, see section 2.4.2.
Proposition. The functor V 7→ VLie, from associative unital vertex al-
gebras to vertex Lie algebras, has a left adjoint R 7→ U(R). Moreover, the
categories of bounded R-modules and of U(R)-modules are isomorphic.
Proof. Let F be the free associative unital vertex algebra generated by the
K[T ]-module R with locality function o+, o+(a, b) = inf{n | aib = 0, i ≥ n}.
Let U(R) be the quotient of F by the ideal generated by [ιaλιb] − ι[aλb]
for a, b ∈ R. Here ι : R → F is the canonical map. Then the composition
R→ F → U(R) is a morphism of vertex Lie algebras.
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Let V be an associative unital vertex algebra with a morphism R→ VLie.
Then there is a unique morphism F → V extending R→ V . This morphism
induces a unique morphism U(R)→ V extending R→ V .
By Corollary 3.3.7 any U(R)-module is a bounded U(R)Lie-module. Thus
the canonical morphism R → U(R)Lie yields a bounded R-module. Con-
versely, if M is a bounded R-module then 〈YM (R)〉 is an associative uni-
tal vertex algebra by Corollary 3.3.9. Thus there is a unique morphism
U(R)→ 〈YM (R)〉 extending YM . Hence M is an U(R)-module. ✷
Remark. Let R be the free vertex Lie algebra generated by a set S with
a non-negative locality function o. Let V be the free associative unital vertex
algebra generated by S with locality function o. Then V = U(R).
Proof. This follows from the fact that both vertex algebras satisfy the same
universal property. ✷
Let R,S, o, V be as in the Remark. Let R′ be the vertex Lie algebra
generated by (S, o) with relations R ⊂ R. Let R′ be the image of R in V and
V ′ the associative unital vertex algebra generated by (S, o) with relations R′.
Then V ′ = U(R′) since both algebras satisfy the same universal property.
Let R be a vertex Lie algebra and F the increasing invariant filtration of
U(R) generated by R with ha = 1 for any a ∈ R. Since R generates U(R)
and [aλb] ∈ R[λ] ⊂ F1[λ] for any a, b ∈ R, Proposition 4.4.5 (i) and its proof
imply that R generates U(R)∗ with the PBW-property, grU(R) is a vertex
Poisson algebra, and Fn = span{a1 . . . ar | ai ∈ R, 0 ≤ r ≤ n}. In section
5.2.4 we prove that grU(R) = S∗R.
5.1.4 Tensor Vertex Algebra
We show that the tensor algebra T ∗R of a vertex Leibniz algebra has a natural
vertex algebra structure. We call T ∗R the tensor vertex algebra of R.
A Leibniz algebra is an algebra that satisfies the Leibniz identity, see
section 2.3.4. A vertex Leibniz algebra is a conformal algebra that satisfies
the conformal Jacobi identity.
The tensor algebra of a vector space E is T ∗E =
⊕
n≥0E
⊗n. It is the
free associative unital algebra generated by E.
Proposition. Let R be a vertex Leibniz algebra. There exists a unique
unital vertex algebra structure on T ∗R such that
(i) the inclusion R→ T ∗R is a conformal algebra morphism;
(ii) the identity is 1 ∈ K = T 0R and ab = a⊗ b for a ∈ R, b ∈ T ∗R;
(iii) the associativity formula is satisfied for any a ∈ R and b, c ∈ T ∗R.
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The increasing invariant filtration generated by R, with ha = 1 for any a ∈ R,
is Fn =
⊕
i≤nR
⊗i. Moreover, (Fn)λFm ⊂ Fn+m−1[λ].
Proof. The translation operator of R induces a derivation T of the tensor
algebra T ∗R. This must be the translation operator of T ∗R.
Step 1. We first construct a linear map Y : R → Endv(T
∗R) such that
ab = a⊗ b for a ∈ R, b ∈ T ∗R and such that T is a translation operator. As
in section 3.2.2, it suffices to define aλb for any a ∈ R, b ∈ T
∗R such that T
is a translation operator for aλb. We do this by induction as follows. Define
aλ1 := 0, aλb := aλb, and
aλ(bc) := (aλb)c + b(aλc) +
∫ λ
0
dµ (aλb)µc
for a, b ∈ R, c ∈ T ∗R. It is clear that T is a derivation for aλb and that
(Ta)λb = −λaλb for any a ∈ R, b ∈ T
∗R. Moreover, F1Fm ⊂ F1+m and
(F1)λFm ⊂ Fm[λ].
We now prove the associativity formula for a, b ∈ R, c ∈ T ∗R and indices
r ≥ 0, s ∈ Z. By Proposition 4.1.5 the associativity formula for indices r ≥
0, s ∈ Z is equivalent to the conformal Jacobi identity and the Wick formula.
By construction, the Wick formula is satisfied for any a, b ∈ R, c ∈ T ∗R. By
induction on n, we prove the conformal Jacobi identity for any a, b ∈ R and
c ∈ T nR. This is clear for n = 0. For n = 1 we have the conformal Jacobi
identity for R. If a, b, c ∈ R and d ∈ T nR then the induction hypothesis
implies
aλbµ(cd)
= aλ((bµc)d) + aλ(c(bµd)) +
∫ µ
0
dν aλ((bµc)νd)
= (aλbµc)d + (bµc)(aλd) +
∫ λ
0
dν (aλbµc)νd + (aλc)(bµd) + c(aλbµd)
+
∫ λ
0
dν (aλc)ν(bµd) +
∫ µ
0
dν (bµc)ν(aλd) +
∫ µ
0
dν (aλbµc)ν+λd.
Together with the substitution formula this yields [aλ, bµ](cd) = (aλb)µ+λ(cd).
Step 2. Define Y : T ∗R → Endv(T
∗R) by induction: 1(z) := id, a(z) :=
a(z) using step 1, and (ab)(z) := :a(z)b(z): for a ∈ R, b ∈ T ∗R. Because ∂z
is a derivation of Endv(T
∗R) and the subspace of translation covariant fields
is a Z-fold subalgebra, it follows that T is a translation operator of T ∗R.
The left identity 1 is also a right identity of (T ∗R)∗ because :a(z)b(z):1 =
a(z)−b(z)1 = (e
zT a)ezT b for a ∈ R, b ∈ T ∗R.
We now prove the associativity formula for any a ∈ R and b, c ∈ T ∗R.
By definition, it is satisfied for a ∈ R, b, c ∈ T ∗R and indices r = −1, s ∈ Z.
Hence by Proposition 4.1.5 (i) it is satisfied for indices r < 0, s ∈ Z.
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By induction on n, we prove that the associativity formula is satisfied for
a ∈ R, b ∈ T nR, c ∈ T ∗R and indices r ≥ 0, s ∈ Z. This is clear for n = 0.
For n = 1 this was proven in step 1. Let a, b ∈ R and c ∈ T nR. Then the
induction hypothesis implies
(aλ(bc))(z)
= ((aλb)c)(z) + (b(aλc))(z) +
∫ λ
0
dµ ((aλb)µc)(z)
= :b(z)(a(z)λc(z)): + :(a(z)λb(z))c(z): +
∫ λ
0
dµ ((a(z)λb(z))µc(z)
= a(z)λ :b(z)c(z):
where we have used that Endv(T
∗R) satisfies the Wick formula. Thus Y
satisfies (i)–(iii). The construction of Y shows that Y is unique.
By induction on n, we show that FnFm ⊂ Fn+m and (Fn)λFm ⊂
Fn+m−1[λ]. The first claim follows from quasi-associativity and the second
claim follows from the right Wick formula for a ∈ R, b ∈ Fn, and c ∈ Fm.
Clearly, TFn ⊂ Fn. Thus F is an invariant filtration. Since R ⊂ F1, the
invariant filtration F ′ generated by R is finer than F . Conversely, Fn ⊂ F
′
n.
Thus F = F ′. ✷
If R is abelian then the tensor vertex algebra T ∗R is equal to the as-
sociative differential algebra T ∗R. Indeed, the latter considered as a vertex
algebra, with (T ∗R)Lie abelian, satisfies properties (i)–(iii) of the Proposition.
In general, however, the algebras (T ∗R)∗ and T
∗R are very different.
For example, quasi-associativity yields (aa)c = a(ac) + 2
∑
(T (i+1)a)aic for
a, c ∈ R.
The vertex algebra grT ∗R is equal to the associative algebra T ∗R. More
precisely, (grT ∗R)∗ is equal to the associative differential algebra T
∗R be-
cause quasi-associativity for a ∈ R, b, c ∈ T ∗R implies associativity for
a ∈ F1, b, c ∈ grT
∗R and this implies associativity of (grT ∗R)∗ since then
(a1 . . . ar)(b1 . . . bs) = a1 . . . arb1 . . . bs for ai, bj ∈ F1. The Proposition im-
plies that (grT ∗R)Lie is abelian.
5.1.5 Universality of the Tensor Vertex Algebra
We prove that T ∗R is universal among all vertex algebras V that satisfy the
associativity formula for a ∈ R, b, c ∈ V .
Lemma. Let V and W be unital vertex algebras and S ⊂ V a subset
such that V = span{a1n1 . . . a
r
nr1 | a
i ∈ S, ni ∈ Z}. Let φ : V →W be an even
linear map such that φ1 = 1 and φ(anb) = (φa)n(φb) for any a ∈ S, b ∈ V ,
and n ∈ Z. Then φ is a Z-fold algebra morphism if either
(i) V and W are associative or
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(ii) duality holds for a ∈ S and b, c ∈ V and for a ∈ φS and b, c ∈ φV .
Proof. This is proven by induction on r. For r = 0, we have φ1 = 1. Let a ∈ S
and b, c ∈ V such that φ(bnc) = (φb)n(φc) for any n ∈ Z. By Proposition
4.1.8 (i) for any r, s ∈ Z there exist N, λi ∈ Z such that
φ((arb)sc) = φ
∑
i≥N
λi a−ibr+s−ic =
∑
i≥N
λi(φa)−i(φb)r+s−i(φc)
= φ(arb)sφ(c).
✷
Proposition. Let R be a vertex Leibniz algebra, V a unital vertex algebra,
and φ : R → V a morphism such that V satisfies the associativity formula
for any a ∈ φR, b, c ∈ V . Then φ has a unique extension T ∗R → V . In
particular, R 7→ T ∗R is a functor.
Proof. Define φ : T ∗R → V by induction: φ1 := 1, φa := φa, and φ(ab) :=
φ(a)φ(b) for a ∈ R, b ∈ T ∗R. Since T is a derivation, it follows that φ :
T ∗R → V is a K[T ]-module morphism. Since a−1−tb = (T
(t)a)b for t ≥ 0,
this implies that φ(atb) = (φa)t(φb) for any a ∈ R, b ∈ T
∗R, and t < 0.
By induction on k, we prove that φ(aλb) = (φa)λ(φb) for any a ∈ R and
b ∈ T kR. This is clear for k = 0. For k = 1 we have that φ : R → V is
a conformal algebra morphism. Let a, b ∈ R and c ∈ T kR. Then the Wick
formula and the induction hypothesis imply
φ(aλ(bc)) = φ
(
(aλb)c + b(aλc) +
∫ λ
0
dµ (aλb)µc
)
= φ(a)λφ(bc).
Thus we have shown that φ(anb) = (φa)n(φb) for any a ∈ R, b ∈ T
∗R, n ∈
Z. By part (ii) of the Lemma the map φ : T ∗R → V is therefore a Z-fold
algebra morphism. It is clear that φ is unique. ✷
5.1.6 Tensor and Enveloping Vertex Algebras
We prove that U(R) is a quotient of the tensor vertex algebra T ∗R.
Recall that the enveloping algebra U(g) of a Lie algebra g is the quotient
of the tensor algebra T ∗g by the ideal generated by a⊗ b − ζabb ⊗ a − [a, b]
for a, b ∈ g.
In section 2.4.6 we showed that any vertex Lie algebra has a natural Lie
bracket [ , ]Lie.
Proposition. Let R be a vertex Lie algebra. Then U(R) is the quotient of
the tensor vertex algebra T ∗R by the ideal generated by a⊗b−ζabb⊗a−[a, b]Lie
for a, b ∈ R.
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Proof. Let U be the above quotient of T ∗R. Denote the image of a ∈ R in
U also by a. Then [a, b]∗ = [a, b]Lie in U for any a, b ∈ R. Conformal skew-
symmetry is also satisfied for a, b ∈ R since the canonical map R → U is
a conformal algebra morphism. Hence skew-symmetry holds for a, b ∈ R by
Proposition 3.2.9.
By Proposition 5.1.4 any a ∈ R, b, c ∈ U satisfy the associativity formula
and ab = a⊗ b. Thus Y (U) ⊂ 〈Y (R)〉. Doing Corollary 3.3.7 elementwise for
a, b ∈ R, we see that a(z), b(z) ∈ Endv(U) are local for any a, b ∈ R. Hence
〈Y (R)〉 is local by Dong’s lemma. This proves that U is associative.
Let V be an associative vertex algebra and φ : R → VLie a morphism.
By Proposition 5.1.5 the map φ has a unique extension φ : T ∗R → V . Since
V satisfies skew-symmetry the morphism φ : T ∗R → V induces a morphism
U → V . Thus U satisfies the universal property of the enveloping algebra. ✷
By Proposition 5.1.4 the invariant filtration generated by R ⊂ T ∗R is
given by Fn =
⊕
i≤nR
⊗i. It induces the invariant filtration generated by the
image of R in U(R). This filtration is discussed at the end of section 5.1.3.
5.2 Poincare´-Birkhoff-Witt Theorem
In sections 5.2.1 and 5.2.2 we use the existence theorem to construct a vertex
algebra V (g) from any local Lie algebra g. In section 5.2.3 we prove that V (g)
is the universal associative vertex algebra over g. In section 5.2.4 we prove for
any vertex Lie algebra R that the module categories for R, g(R), and U(R)
are isomorphic and that U(R) = V (g(R)) and grU(R) = S∗R.
5.2.1 Existence Theorem for Associative Vertex Algebras
We prove that a vector space V with a generating set S ⊂ Endv(V ) of local
fields has a vertex algebra structure such that Y (V ) = 〈S〉. In section 5.2.3
we prove that this vertex algebra structure is unique.
Let E be a K[T ]-module with an even vector 1. Recall that a(z) ∈
End(E)[[z±1]] is creative if a(z)1 = ezTa−11, see section 4.2.1.
Goddard’s Uniqueness Theorem. Let F ⊂ End(E)[[z±1]] be a local
subspace such that any a(z) ∈ F is creative. If s1 : F → E, a(z) 7→ a−11, is
surjective then s1 is an isomorphism.
Proof. Since a(z)1 = ezTa−11, it suffices to show that the linear map F →
E[[z]], a(z) 7→ a(z)1, is injective. Let a(z) ∈ F such that a(z)1 = 0. We prove
that a(z)b = 0 for any b ∈ E. Let b(z) ∈ F such that b−11 = b. For r ≫ 0,
we have (z − w)ra(z)b(w)1 = (z − w)rb(w)a(z)1 = 0. Setting w = 0 yields
a(z)b = 0. ✷
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Lemma. If a(z), b(z) ∈ Endv(E) are creative then (a(z)nb(z))−11 =
anb−11 for any n ∈ Z.
Proof. Since ai1 = bi1 = 0 for i ≥ 0, we have
(a(z)nb(z))−11 =
∑
i≥0
(−1)i
(
n
i
)
(an−ib−1+i1− (−1)
nb−1+n−iai1) = anb−11.
✷
Recall that Endv(E)T denotes the unbounded vertex algebra of transla-
tion covariant fields, see section 3.2.1.
Existence Theorem. Let V be a vector space with an even vector 1
and an even operator T such that T 1 = 0. Suppose that S ⊂ Endv(V )T is a
local subset such that
V = span{a1n1 . . . a
r
nr1 | a
i(z) ∈ S, ni ∈ Z, r ≥ 0}.
Then there exists an associative vertex algebra structure on V with identity
1 such that Y (V ) = 〈S〉.
Proof. The unital vertex algebra 〈S〉 is associative and local by Proposition
3.3.9 and Corollary 3.3.9.
Since 〈S〉 ⊂ Endv(V )T , any a(z) ∈ 〈S〉 is creative by Lemma 4.2.1. The
Lemma and the fact that V is spanned by a1n1 . . . a
r
nr1 implies that the map
s1 : 〈S〉 → V, a(z) 7→ a−11, is surjective. By Goddard’s uniqueness theorem
s1 is bijective.
Define Y := s−11 . The Lemma shows that s1 : 〈S〉 → (V, Y ) is an isomor-
phism of unital Z-fold algebras. Thus V is an associative vertex algebra with
identity 1 such that Y (V ) = 〈S〉. ✷
5.2.2 Vertex Algebras over Local Lie Algebras
We construct an associative vertex algebra V (g) from a local Lie algebra g.
In section 5.2.3 we prove that the vertex algebra structure on V (g) is unique
and that V (g) is the universal vertex algebra over g.
Definition. Let g be a local Lie algebra. A vertex algebra over g is a
vertex algebra V together with a g-module structure ρ such that ρFg ⊂ Y (V ).
A morphism of vertex algebras over g is a vertex algebra morphism that
is also a g-module morphism.
The condition ρFg ⊂ Y (V ) is equivalent to Y (a−11, z) = ρa(z) and hence
to (a−11)tb = atb for any a(z) ∈ Fg, b ∈ V , and t ∈ Z.
Recall that a g-module M is bounded if ρFg ⊂ Endv(M).
142 5 Enveloping Vertex Algebras
Lemma. Let g be a local Lie algebra, M a g-module, and W ⊂ M a
subspace such that U(g)W = M and a(z)b ∈ M((z)) for any a(z) ∈ ρFg, b ∈
W . Then M is bounded.
Proof. The canonical filtration of U(g) induces an exhaustive increasing fil-
tration (Mi)i≥0 of M such that M0 = W . We prove the claim by induction
on i. The induction beginning i = 0 holds true by assumption.
Let a(z), b(z) ∈ Fg and c ∈Mi. Since a(z), b(z) are local and a(z)c, b(z)c ∈
M((z)) there exists n ≥ 0 such that
d(z, w) := (z − w)na(z)b(w)c = (z − w)nb(w)a(z)c ∈ M((z, w)).
The distribution (z−w)−nd(z, w)−a(z)b(w)c is a Laurent series in w and an-
nihilated by (z−w)n. By Remark 2.2.4 we get (z−w)−nd(z, w) = a(z)b(w)c.
Hence a(z)b(w)c ∈ M((z))((w)). In other words, a(z)(bkc) ∈ M((z)) for any
k ∈ Z. ✷
Let g be a local Lie algebra. Define g¯+ := span{at | a(z) ∈ F¯g, t ≥ 0}. The
weak commutator formula shows that g¯+ is a subalgebra. Since a(w)rb(w) =
resz(z − w)
r [a(z), b(w)], the algebra g¯+ is contained in the subalgebra gene-
rated by g+ and hence is equal to it.
Let K be the trivial one-dimensional g¯+-module so that g¯+K = 0. Define
the induced g-module
V (g) := U(g)⊗U(g¯+) K
and 1 := 1⊗1 ∈ V (g). The map U(g)/U(g)g¯+ → V (g), a 7→ a1, is a g-module
isomorphism with inverse a⊗ λ 7→ λa.
Proposition. If g is a local Lie algebra then the g-module V (g) has the
structure of an associative vertex algebra over g with identity 1.
Proof. We apply the existence theorem from section 5.2.1 to V = V (g) and
S = ρFg. It is clear that ρFg is local and V (g) is spanned by a
1
n1 . . . a
r
nr1.
The Lemma shows that ρFg ⊂ Endv(V (g)).
The derivation T of g induces a derivation T of U(g) which in turn induces
an operator T of V (g), a ⊗ 1 7→ Ta ⊗ 1, because T g¯+ ⊂ g¯+. Since T is a
derivation of U(g) we have T 1 = 0 and [T, a·] = (Ta)· for any a ∈ g. It
follows that [T, ρa(z)] = ρ(Ta)(z) = ∂zρa(z) for any a(z) ∈ Fg. ✷
5.2.3 Universal Vertex Algebra over a Local Lie Algebra
We prove that the vertex algebra V (g) is the universal vertex algebra over g.
Remark. Let V be a vector space, 1 ∈ V0¯, and S ⊂ Endv(V ) a subset
such that V is the span of a1n1 . . . a
r
nr1 for a
i(z) ∈ S, ni ∈ Z, r ≥ 0. Then there
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exists at most one associative vertex algebra structure on V with identity 1
and such that S ⊂ Y (V ).
Proof. Since S ⊂ Y (V ) and Y : V → Y (V ) is a bijection with inverse
a(z) 7→ a−11 we have Y (a−11, z) = a(z) for any a(z) ∈ S. This is equivalent
to (a−11)nb = anb for any a(z) ∈ S, b ∈ V, n ∈ Z. Thus the associativity
formula implies Y (a1n1 . . . a
r
nr1, z) = a
1(z)n1 . . . a
r(z)nr idV . ✷
Let g be a local Lie algebra. By Proposition 5.2.2 the g-module V (g) has
an associative vertex algebra structure over g with identity 1. The Remark
shows that this vertex algebra structure is unique.
An associative unital vertex algebra V over g is universal if V is an
initial object of the category of associative unital vertex algebras over g.
Proposition. If g is a local Lie algebra then V (g) is the universal asso-
ciative unital vertex algebra over g.
Proof. Let W be an associative unital vertex algebra over g. Then g¯+1 = 0
in W because ρF¯g ⊂ Y (W ). The universal property of the induced module
V (g) implies that there exists a unique g-module morphism φ : V (g) → W
such that 1 7→ 1.
In order to show that φ is a vertex algebra morphism we apply Lemma
5.1.5 (i) with S := span{a−11 | a(z) ∈ Fg}. From (a−11)tb = atb follows that
V (g) = span{a1n1 . . . a
r
nr1 | a
i ∈ S, ni ∈ Z, r ≥ 0}. We have φ(etb) = (φe)t(φb)
for e ∈ S and b ∈ V (g) since φ((a−11)tb) = φ(atb) = atφ(b) = (a−11
′)tφ(b) =
φ(a−11)tφ(b) where 1
′ := 1 ∈ W . ✷
If g → g′ is a morphism of local Lie algebras then any g′-module is a g-
module. Together with the Proposition this shows that g 7→ V (g) is a functor.
5.2.4 Poincare´-Birkhoff-Witt Theorem
We prove the Poincare´-Birkhoff-Witt theorem for enveloping vertex algebras.
Proposition. Let R be a vertex Lie algebra. Then U(R) = V (g(R)).
Proof. We show that R 7→ V (g(R)) is left adjoint to V 7→ VLie. Let g := g(R).
Let V be an associative unital vertex algebra and φ : R → VLie a mor-
phism. Then V with Y ◦φ is an R-module and hence a g-module by Remark
2.4.2. Thus V is an associative unital vertex algebra over g and we get a
unique morphism V (g)→ V that is compatible with R.
Conversely, the map ι : R→ V (g)Lie, a 7→ a−11, is a morphism because it
is the composition of YV (g) : R → Endv(V (g)) and Y (V (g))→ V (g), a(z) 7→
a(0)1. This map ι is the unit of adjunction. ✷
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The proof shows that to give an associative unital vertex algebra over
g(R) is equivalent to giving an associative unital vertex algebra V together
with a morphism R→ VLie.
We denote by S∗E =
⊕
SnE the symmetric algebra of a vector space E.
It is the free commutative algebra generated by E. It is an N-graded algebra.
Recall that if R is a vertex Lie algebra then R with [ , ]Lie is a Lie algebra,
see section 2.4.6. This Lie algebra is denoted by Rlie.
PBW Theorem. Let R be a vertex Lie algebra. Then there exists a
unique isomorphism of Rlie-modules U(R)→ U(Rlie) such that 1 7→ 1. More-
over, grU(R) = S∗R as N-graded commutative differential algebras.
Proof. Let g := g(R). By Proposition 2.4.6 there is a differential Lie algebra
isomorphism Rlie → g−, a 7→ a−1.
If W is an associative vertex algebra and ι : R → WLie a morphism then
W is an R-module and hence a Rlie-module, see section 2.4.6. The action is
just a⊗ b 7→ (ιa)b.
By the Proposition there is an isomorphism φ : U(R) → V (g) that is
compatible with the canonical morphisms R → U(R) and R → V (g), a 7→
a−11. Thus φ is an Rlie-module isomorphism.
By definition, g¯+ = g+ and V (g) = U(g)/U(g)g+. Since g = g+⊕ g−, the
Poincare´-Birkhoff-Witt theorem implies that V (g) = U(g−) as g−-modules.
Thus U(R) = V (g) = U(g−) = U(Rlie). Since U(R) = U(Rlie) as filtered
K[T ]-modules, we obtain grU(R) = S∗R from the Poincare´-Birkhoff-Witt
theorem for U(Rlie). ✷
5.2.5 Universal Affine Vertex Algebras
We describe universal affine vertex algebras using the PBW Theorem.
Proposition. Let R be a vertex Lie algebra such that R = R′⊕Kkˆ where
R′ is a K[T ]-submodule and T kˆ = 0. Then R′ ⊂ Rlie is a Lie subalgebra,
R′
lie
, and for any k ∈ K there exists a unique isomorphism of R′
lie
-modules
U(R)/(kˆ − k)→ U(R′
lie
) such that 1 7→ 1.
Proof. We have [kˆ, a]Lie = 0 and [a, b]Lie ∈ TR = TR
′ ⊂ R′ for any a, b ∈ R.
Thus R′ is a Lie subalgebra of Rlie and Rlie = R
′
lie
×Kkˆ.
Since T (kˆ − k) = 0, the element e := kˆ − k ∈ U(R) is central by section
3.1.6. The subspace U(R)e is a K[T ]-submodule since Te = 0. By Proposition
4.3.1 (i) we have at(be) = e(atb) for any a, b ∈ U(R) and t ∈ Z. Thus U(R)e
is the ideal generated by e.
By the PBW Theorem from section 5.2.4 there is an isomorphism U(R)→
U(Rlie) of Rlie-modules such that 1 7→ 1.
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By Remark 3.1.1 (iii) we have (a1 . . . ar)e = a1 . . . are for any ai ∈ R. Thus
the isomorphism U(R) → U(Rlie) maps U(R)e to the left ideal I ⊂ U(Rlie)
generated by e′ := kˆ − k. Since e′ is central, I is a two-sided ideal.
FromRlie = R
′
lie
×Kkˆ we get U(Rlie) = U(R
′
lie
)⊗U(Kkˆ). Of course, the map
U(R′
lie
) ⊗ U(Kkˆ) → U(R′
lie
), a ⊗ kˆn 7→ kna, induces an algebra isomorphism
U(Rlie)/I → U(R
′
lie
). The resulting isomorphism U(R)/(kˆ − k) → U(R′
lie
) is
unique since the R′
lie
-module U(R′
lie
) is generated by 1. ✷
We apply the Proposition to an affine vertex Lie algebra R = g[T ]⊕Kkˆ,
see section 2.5.6. Thus R is an N-graded vertex Lie algebra and g = R1
is a Lie algebra with an even invariant symmetric bilinear form. We have
[aλb] = [a, b] + kˆ(a, b)λ for a, b ∈ g.
The universal affine vertex algebra of level k ∈ K associated to R is
V := U(R)/(kˆ − k).
Remark 2.5.5 and section 5.1.3 imply that V is the associative unital
vertex algebra generated by the vector space g with relations [aλb] = [a, b] +
k(a, b)λ for a, b ∈ g.
Let gˆ = g(R) = g[x±1]⊕Kkˆ be the affine Lie algebra associated to R. By
Proposition 2.4.6 there is a Lie algebra isomorphism Rlie → gˆ−, a 7→ a(−1),
where gˆ− = span{a(t) | a ∈ R, t < 0}.
The Lie algebra gˆ is a Z-graded Lie algebra. We have an = a(n) ∈ gˆ−n for
a ∈ g and n ∈ Z. Furthermore, kˆ = kˆ(−1) ∈ gˆ0 and kˆ(t) = 0 for t 6= −1. Since
[an, bm] = [a, b]n+m for n,m < 0, we get gˆ− = gˆ>×Kkˆ where gˆ> :=
⊕
h>0 gˆh.
This decomposition corresponds to the decomposition Rlie = R
′
lie
×Kkˆ in the
proof of the Proposition. In particular, R′
lie
is isomorphic to gˆ>.
The Proposition implies that there exists a unique isomorphism of gˆ>-
modules from the universal affine vertex algebra to U(gˆ>) such that 1 7→ 1.
5.3 Supplements
5.3.1 Duality for the Tensor Vertex Algebra
We prove that the tensor vertex algebra T ∗R is dual.
Elements a, c of a vertex algebra V are dual if there exists t ∈ Z such
that for any b the elements a, b, c satisfy duality of order ≤ t. By definition,
V is dual iff any a, c ∈ V are dual, see section 4.1.1.
For a ∈ V , define the field aT(z) by aT(z)b := ζabezT b(−z)a.
The following lemma is a version of S3-symmetry of the Jacobi identity.
Lemma. The elements a, c are dual iff a(z), cT(z) are local.
Proof. This follows from (a(x)b)(w)c = ewT cT(−w)a(x)b and
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a(x+ w)b(w)c = a(x+ w)ewT cT(−w)b = ewTa(x)cT(−w)b.
✷
The following result is a refinement of Dong’s lemma from section 3.3.8.
Its proof uses the residue formula for the n-th products of fields instead of
Taylor’s formula. Thus it provides also an alternative proof of the original
Dong’s lemma.
Dong’s Lemma. Let a(z), b(z), c(z) be fields such that a(z), b(z) are
weakly local and a(z), c(z) and b(z), c(z) are local. Then a(z)nb(z) and c(z)
are local for any n ∈ Z.
Proof. Let m ≥ 0 such that n + m ≥ 0 and a(z), b(z), c(z) are pairwise
(weakly) local of order ≤ m. Then
(x− w)4m resz(z − w)
n[[a(z), b(w)], c(x)]
=
∑
i
(
3m
i
)
resz(x− w)
m (z − w)n+i (x − z)3m−i[[a(z), b(w)], c(x)].
This is equal to 0. In fact, the summands for i ≥ 2m are 0 since n + i ≥ m
and a(z), b(z) are weakly local. Here we expand (x − z)3m−i = ((x − w) −
(z−w))3m−i and commute resz with x−w. The summands for i ≤ 2m are 0
since a(z), c(z) and b(z), c(z) are local and we may apply the radially ordered
Leibniz identity. It is easy to see that in the case i ≤ 2m it does not matter
that n+ i may be negative. ✷
Proposition. If R is a vertex Leibniz algebra then T ∗R is dual.
Proof. By induction on n, we prove that a, c are dual for any a ∈ T nR and
c ∈ T ∗R. This is clear for n = 0. For n = 1 it follows from the associativity
formula that is satisfied for a ∈ R and b, c ∈ T ∗R by Proposition 5.1.4.
The Lemma shows that a, c are dual iff a(z), cT(z) are local. Let a ∈ R
and b, c ∈ T ∗R such that b(z), cT(z) are local. By Proposition 4.1.3 (iii) the
associativity formula for a, b and any d ∈ T ∗R implies that a(z), b(z) are
weakly local. From Dong’s lemma follows that (ab)(z) = a(z)−1b(z) and
cT(z) are local. That is the induction step. ✷
6 Representation Theory
6.1 Zhu Correspondence
In sections 6.1.1 and 6.1.2 we construct the g-modules M ′(U) and L(U) and
prove that the mapsM 7→M0 and U 7→ L(U) are mutually inverse bijections
between simple N-graded g-modules and simple g0-modules.
In sections 6.1.3 and 6.1.4 we prove that if M is an N-graded V -module
thenM0 is a module over the Zhu algebraA(V ). This is an associative algebra
and a quotient of g(V )0.
In sections 6.1.5 and 6.1.6 we prove that the maps M 7→ M0 and U 7→
L(U) are mutually inverse bijections between simple N-graded V -modules
and simple A(V )-modules.
In section 6.1.7 we prove that if V is rational then A(V ) is semisimple.
Conventions. All vertex algebras in this section are associative and
unital. We always denote by g a Z-graded Lie algebra and by V a Z-graded
vertex algebra.
Recall that if a ∈ Vh then ha := h. We denote by a(t)b the t-th product,
so that Y (a) =
∑
a(t)z
−t−1, and an := a(ha−1+n), so that an : Vh → Vh−n.
6.1.1 N-Graded Lie Algebra Modules
We show that if an N-graded g-module M is simple then the g0-module M0
is simple and we discuss when the converse is true.
Let g be a Z-graded Lie algebra. Define g> :=
⊕
h>0 gh and define the
subalgebras g≥, g<, and g≤ in the same way.
The Z-gradation of g induces a Z-gradation of the enveloping alge-
bra U(g). The Poincare´-Birkhoff-Witt theorem implies that multiplication
U(g>)⊗ U(g≤)→ U(g) is an isomorphism of left g>-modules. We will often
use this fact.
Let M be an N-graded g-module. Denote by
Ω(M) := {a ∈M | g<a = 0}
the space of singular vectors of M . This is an N-graded g0-submodule of
M since g<g0a ⊂ g0g<a+ [g<, g0]a. We have Ω(M)0 =M0.
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There exists a unique N-graded submodule J(M) ⊂ M that is maximal
among all N-graded submodules N with N0 = 0. We have J(M/J(M)) = 0.
Remark. Let M be an N-graded g-module. We have J(M) = 0 iff
Ω(M) = M0 iff for any non-zero N-graded submodule N ⊂ M we have
N0 6= 0.
Proof. It is clear that the first and third condition are equivalent. If J(M) 6= 0
then h := min{k | J(M)k 6= 0} > 0 and Ω(M)h ⊃ J(M)h 6= 0.
Conversely, if Ω(M)h 6= 0 for some h > 0 then the N-graded submodule
N := U(g)Ω(M)h = U(g>)Ω(M)h is non-zero and N0 = 0. ✷
By definition, a module M over an associative algebra is simple if M 6= 0
and 0 and M are the only submodules of M .
An N-graded g-module M is simple if M0 6= 0 and 0 and M are the only
N-graded submodules of M .
Proposition. Let M be an N-graded g-module. Then M is simple iff M0
is a simple g0-module, J(M) = 0, and U(g)M0 = M . In this case 0 and M
are the only submodules of M and the gradation is unique.
Proof. ‘⇒’ Let U ⊂ M0 be a non-zero g0-submodule. Then U(g>)U =
U(g)U =M . Thus U =M0.
Since M0 6= 0, we have J(M) = 0 and U(g)M0 =M .
‘⇐’ Let N ⊂M be a non-zero N-graded submodule. Then N0 6= 0. Thus
N0 =M0 and M = U(g)N0 ⊂ N .
Suppose that M is simple. We now prove that U(g)a = M for any non-
zero a ∈M . Let a =
∑
ak where ak ∈Mk and h := max{k | ak 6= 0}. Because
U(g)ah = M and M0 6= 0, there exists b ∈ U(g)−h such that bah ∈ M0 is
non-zero. Then ba = bah and hence U(g)a ⊃ U(g)bah =M .
From M0 = Ω(M) and Mh = U(g)hM0 follows that the gradation is
unique. ✷
6.1.2 Zhu Correspondence for Z-Graded Lie Algebras
We prove that the map M 7→ M0 is a bijection between simple N-graded
g-modules and simple g0-modules.
Let U be a g0-module. Then U is a g≤-module via the quotient map
g≤ → g0. It is graded with U0 = U . Define the Z-graded g-module
M ′(U) := U(g)⊗U(g≤) U.
It is clear that U 7→ M ′(U) is a functor. Since U(g) = U(g>) ⊗ U(g≤) as
left g>-modules, we have M
′(U) = U(g>)⊗ U as Z-graded left g>-modules.
Thus M ′(U) is actually N-graded and M ′(U)0 = U .
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Define the N-graded g-module
L(U) := M ′(U)/J(M ′(U)).
A morphism U → U ′ induces a morphism α : M ′(U) → M ′(U ′) such that
αJ(M ′(U)) ⊂ J(M ′(U ′)). Thus U 7→ L(U) is a functor from g0-modules to
N-graded g-modules. We have L(U)0 = U,U(g)U = L(U), and J(L(U)) = 0.
The forgetful functor from N-graded g-modules to N-graded g≤-modules
has the functor N 7→ U(g) ⊗U(g≤) N as its left adjoint. It follows that the
functor M 7→ M0 from N-graded g-modules to g0-modules has the functor
U 7→ M ′(U) as its left adjoint, since Homg(M
′(U),M) = Homg≤(U,M) =
Homg0(U,M0).
Proposition. Let g be a Z-graded Lie algebra and f the functorM 7→M0
from N-graded g-modules M , that satisfy U(g)M0 =M , to g0-modules.
(i) The functor L is right adjoint to f and fully faithful.
(ii) The functors L and f are mutually inverse equivalences between the
categories of simple A(V )-modules and simple N-graded V -modules.
Proof. (i) Let M be an N-graded g-module such that U(g)M0 = M . The
counit of adjunction α : M ′(M0) → M is surjective since U(g)M0 = M .
The kernel K of α satisfies K0 = 0. Hence K ⊂ J(M
′(M0)). Thus the
quotient mapM ′(M0)→ L(M0) factorizes overM and we obtain a morphism
β : M → L(M0).
The morphism β and the inverse of the canonical isomorphism U → L(U)0
are the unit and counit of adjunction for L and f . Because the counit is an
isomorphism, the right adjoint functor L is fully faithful.
(ii) Proposition 6.1.1 shows that L and f map simple objects to simple
objects. The counit of adjunction L(U)0 → U is always an isomorphism and
the unit M → L(M0) is an isomorphism because it is a non-zero morphism
between simple modules. ✷
Corollary. Let U be a g0-module and M an N-graded g-module such that
M0 = U,U(g)U = M , and J(M) = 0. Then there exists a unique isomor-
phism M → L(U) compatible with U .
Proof. Because L is right adjoint to M 7→ M0, the identity map M0 → U
induces a g-module morphism α :M → L(U). It is clear that α is surjective.
The kernel K of α satisfies K0 = 0. Thus K = 0. ✷
6.1.3 Zhu Algebra
We prove that if M is an N-graded V -module then M0 is a module over the
Zhu algebra A(V ). This algebra is a quotient of g(V )0.
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Let V be a Z-graded vertex algebra. Then the Borcherds Lie algebra g(V )
is a Z-graded Lie algebra by section 2.4.1.
Recall that g(V )-modules are the same as VLie-modules by Remark 2.4.2.
They satisfy the commutator formula by Proposition 2.4.2. Any V -module is a
g(V )-module and a g(V )-moduleM is a V -module iff YM (ab) =:YM (a)YM (b):
by Corollary 3.3.7 (ii). These statements are also true for N-graded modules.
Let M be an N-graded V -module. There is a linear map V → g(V )0 →
End(Ω(M)), a 7→ a0 = a(ha−1). We want to define a multiplication ∗ on V
such that this map is an algebra morphism: (a ∗ b)0 = a0b0.
Let c ∈ Ω(M). By Corollary 4.5.2 the Jacobi identity holds for M . In
particular, if a, b ∈ V and t ≥ o(a, c) then duality of order ≤ t holds:∑
i≥0
(
t
i
)
(a(r+i)b)(s+t−i)c =
∑
i≥0
(−1)i
(
r
i
)
a(t+r−i)b(s+i)c,
see section 4.1.1. Since ha ≥ o(a, c), we may take t = ha. For s = hb − 1,
the right-hand side is a(ha+r)b(hb−1)c. Taking r = −1, we get (a ∗ b)0 = a0b0
where
a ∗ b :=
∑
i≥0
(
ha
i
)
a(−1+i)b
is the Zhu product. Note that a ∗ b ∈
⊕
i≥0 Vha+hb−i and 1 ∗ a = a ∗ 1 = a.
The surjective linear map V → g(V )0, a 7→ a0, has kernel (T +H)V since
g(V )0 is the quotient of
⊕
h Vh ⊗Kx
h−1 by the span of (Ta)⊗ xha + haa⊗
xha−1. Because a0 = a(ha−1), we have
[a0, b0] =
∑ (ha − 1
i
)
(a(i)b)0.
Let O(V ) be the ideal of (V, ∗) generated by (T +H)V . The Zhu algebra
is A(V ) := V/O(V ). Thus Ω(M) is an A(V )-module and there is a surjective
linear map g(V )0 → A(V ), a0 7→ [a].
6.1.4 Zhu Algebra and Affinization
We prove that A(V ) is associative and that O(V ) = (T+H)(V )∗V = V ∗−2V .
To prove this we use that (V, ∗) ∼= (Vˆ∗)0, where Vˆ is the affinization of V .
Recall that the affinization Vˆ of V is the tensor product vertex algebra
V ⊗K[x±1], see section 4.3.5. Define an := a⊗ x
n for a ∈ V and n ∈ Z. The
vertex algebra Vˆ is Z-graded with an ∈ Vˆha−n. We have T (an) = (Ta)n +
nan−1 and (an)(r)(bm) =
∑
i≥0
(
n
i
)
(a(r+i)b)n+m−i for any r ∈ Z.
In the following anb for a ∈ V and b ∈ Vˆ denotes the product an · b in Vˆ∗.
We will avoid the notation anb = a(ha−1+n)b for a, b ∈ Vˆ .
By Proposition 4.3.4 we can identify V and K[x±1] with vertex subalge-
bras of Vˆ such that V and K[x±1] commute and an = ax
n. It follows that
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the commutative vertex algebra K[x±1] is contained in the centre of Vˆ . By
Remark 3.1.1 (iii) we have (anbm)x
k = anbmx
k. Thus xkan = anx
k = an+k.
Quasi-associativity implies that (xT (an))bm = T (an)bm+1 since x(i)bm = 0
for i ≥ 0 and since T (an)(0)bm = 0 and T
i+1x = 0 for i ≥ 1.
There are linear isomorphisms φ : V → Vˆ0, a 7→ aha , and φ
′ = xφ : V →
Vˆ−1, a 7→ aha+1. From the explicit formula for the t-th products of Vˆ we see
that φ : (V, ∗) → (Vˆ∗)0 is an algebra isomorphism. In particular, this shows
that V is a pre-Lie algebra with respect to the Zhu product.
We have φ((T +H)a) = (Ta)ha+1 + haaha = xT (aha) = xTφa. Together
with (xT (an))bm = T (an)bm+1 we obtain φ((T +H)(a)∗b) = (Tφa)φ
′b. This
shows that the image of (T +H)(V ) ∗ V is (T Vˆ0)Vˆ−1. Moreover, the explicit
formula for the t-th products of Vˆ implies that (T +H)(a)∗b = a∗−2 b where
a ∗n b :=
∑
i≥0
(
ha
i
)
a(n+i)b
is the n-th Zhu product. Here n ∈ Z and, of course, ∗−1 = ∗.
By Proposition 4.1.7 (ii) the subspace K :=
∑
i≥1(T
iVˆ0)Vˆ−i is an ideal of
(Vˆ∗)0 and (Vˆ∗)0/K is an associative algebra. We claim that K = (T Vˆ0)Vˆ−1.
This implies that O(V ) = ((T +H)V ) ∗ V and that the Zhu algebra A(V ) is
associative. To prove our claim, we note that
T (i)(aha+1)bhb+i−1 = T
(i)(aha)bhb+i + T
(i−1)(aha)bhb+i−1
for i ≥ 1 since aha+1 = xaha , T is a derivation, (xT (an))bm = T (an)bm+1,
and T jx = 0 for j > 1. Therefore T (i)(aha)bhb+i ∈ (T
i−1Vˆ0)Vˆ−i+1.
The fact that Ω(M) is an A(V )-module also follows from the isomorphism
φ : V → Vˆ0. Namely, K is a K[x
±1]-module by section 3.2.2 and hence
M = M ⊗ K is a module over Vˆ = V ⊗ K[x±1] by section 4.3.5. We have
(an)(t) = a(n+t) and thus (aha)λc = 0 for c ∈ Ω(M). Quasi-associativity
implies that the map Vˆ0 → End(Ω(M)), aha 7→ (aha)· = a(ha−1), is an algebra
morphism and ((T iaha)bhb+i)c = 0 for i ≥ 1.
6.1.5 Modules over A(V ) and g(V )0
We show that the map M 7→M0 from simple N-graded V -modules to simple
A(V )-modules is injective.
In section 6.1.3 we showed that there is a surjective linear map ι : g(V )0 →
A(V ) such that a0 7→ [a].
Proposition. The map ι : g(V )0 → A(V ) is a Lie algebra morphism.
Proof. Since there is an algebra isomorphism A(V ) → Vˆ0/K, [a] 7→ [aha ], it
suffices to show that [aha , bhb ] ≡
∑(ha−1
i
)
(a(i)b)ha+hb−i−1 modulo K.
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Let an ∈ Vˆ−i. From an = x
ian−i we get T
(i)an =
∑
j T
(j)(an−i)
(
i
j
)
xj ≡
an−i modulo K. By section 4.3.5 the vertex Lie algebra (Vˆ )Lie is equal to the
affinization of VLie. Thus we have
[aha , bhb ] =
∫ 0
−T
dλ [(aha)λbhb ] =
∫ 0
−T
dλ (e∂x∂λxha)xhb [aλb]
=
∑
i,j≥0
∫ 0
−T
dλ
(
ha
i
)
xha+hb−i a(j+i)b λ
(j)
≡
∑
i,j≥0
(−1)j
(
ha
i
)
(a(j+i)b)ha+hb−i−j−1.
The claim now follows from
∑n
i=0(−1)
n+i
(
h
i
)
=
(
h−1
n
)
, which is proven by
induction using that −
(
h−1
n
)
+
(
h
n+1
)
=
(
h−1
n+1
)
. ✷
Corollary. Let L be a conformal vector of V . Then L0 is contained in
the centre of g(V )0 and [L] is contained in the centre of A(V ).
Proof. We have [L0, a0] = [L(1), a(ha−1)] = (L(0)a)(ha) + (L(1)a)(ha−1) = 0,
since L(0) = T and L(1) = H . The Lemma implies the second claim. ✷
An N-graded V -moduleM is simple ifM0 6= 0 and 0 andM are the only
N-graded submodules of M .
It is clear that N-graded V -modules form a full subcategory of the category
of N-graded g(V )-modules and that these two categories have the same simple
objects. The Proposition implies that A(V )-modules form a full subcategory
of the category of g(V )0-modules and that these two categories have the
same simple objects. In particular, for any A(V )-module U the N-graded
g(V )-module L(U) is defined.
By section 6.1.3 the functorM 7→M0 sends N-graded V -modules toA(V )-
modules. Proposition 6.1.2 (ii) implies that this functor induces an injective
map from isomorphism classes of simple N-graded V -modules to isomorphism
classes of simple A(V )-modules.
6.1.6 Zhu Correspondence
We prove that the maps M 7→ M0 and U 7→ L(U) are mutually inverse
bijections between simple N-graded V -modules and simple A(V )-modules.
Remark. Let M be an N-graded g-module and p : M → M0 the projec-
tion. Then
J(M) = {a ∈M | p(U(g)a) = 0}.
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Proof. Let J be the right-hand side. It is clear that J(M) ⊂ J and that J
is a submodule. Because M is an N-graded module, it follows that J is an
N-graded submodule. Since J0 = 0, we get J ⊂ J(M). ✷
Proposition. Let U be an g(V )0-module. Then U is an A(V )-module iff
L(U) is a V -module.
Proof. If L(U) is a V -module then U = L(U)0 is an A(V )-module by section
6.1.3. Suppose that U is an A(V )-module.
Let M :=M ′(U) and g := g(V ). By the Remark we have to prove that
p(g(ab)(z)c) = p(g :a(z)b(z):c)
for any a, b ∈ V, c ∈M , and g ∈ U(g). First, we consider the claim for g = 1.
By Proposition 2.4.2 the VLie-moduleM satisfies the commutator formula.
Below we will prove in two steps that p applied to duality holds:
(w + x)t p((a(x)b)(w)c) = (x+ w)t p(a(x+ w)b(w)c) (∗)
for any a, b ∈ V, c ∈ M , and t ≫ 0. The commutator formula and (∗) imply
that p applied to the Jacobi identity is satisfied. Indeed, this follows from
Proposition 4.1.2 in the same way as in the proof of Proposition 4.1.3, the
only difference is that now we apply p. Thus the claim is proven for g = 1,
since it is a special case of p applied to the Jacobi identity.
Since g generates U(g), it suffices to prove that if the claim holds for g
then it holds for ge(n) where e ∈ V and n ∈ Z.
Let r ∈ Z such that (ab)(z), :a(z)b(z):, and e(z) are pairwise local of order
≤ r. We have
(z − w)rp(ge(z)(ab)(w)c) = (z − w)rp(g(ab)(w)e(z)c)
= (z − w)rp(g :a(w)b(w):e(z)c)
= (z − w)rp(ge(z):a(w)b(w):c).
Since (ab)(z)c and :a(z)b(z):c are in M((z)), we may divide by (z−w)r. Thus
the claim holds for ge(n). To finish the proof, we need to show (∗).
1st Step. We prove (∗) in the special case c ∈ U . Equation (∗) holds iff
for any r ∈ Z we have
resxx
r(w + x)tp((a(x)b)(w)c) = resxx
r(x+ w)tp(a(x+ w)b(w)c). (∗r)
Because U is an A(V )-module, we have∑
i≥0
(
ha
i
)
p((a(−1+i)b)(ha+s−i)c) =
∑
i≥0
(−1)i
(
−1
i
)
p(a(ha−1−i)b(s+i)c)
for s = hb− 1, and for degree reasons this also holds for any s 6= hb− 1. This
equation is p applied to duality of order ≤ ha for indices r = −1 and any
s ∈ Z. Thus we obtain (∗r) for r = −1 and t = ha.
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Since M satisfies the commutator formula, the Jacobi identity holds for
indices r ≥ 0 and s, t ∈ Z. In particular, duality of order ≤ ha holds for
indices r ≥ 0 and s ∈ Z. Hence (∗r) is satisfied for r ≥ −1 and t = ha. By
Lemma 4.1.2 we obtain (∗r) for r ≥ −1 and t ≥ ha.
The integration-by-parts formula yields
resxx
r(w + x)t+1p(((Ta)(x)b)(w)c)
= −resx(rx
r−1w(w + x)t + rxr(w + x)t + (t+ 1)xr(w + x)t)
p((a(x)b)(w)c).
Since (Ta)(x+ w) = ew∂x(Ta)(x) = ew∂x∂xa(x) = ∂xa(x + w), we also have
resxx
r(x + w)t+1p((Ta)(x+ w)b(w)c)
= −resx(rx
r−1w(x + w)t + rxr(x+ w)t + (t+ 1)xr(x+ w)t)
p(a(x+ w)b(w)c).
By induction, we see that (∗r) is satisfied for any r ∈ Z and t ≥ ha.
2nd Step. We prove (∗) in general. By the first step, (∗) holds for c ∈ U .
Since M = U(g>)U , it thus suffices to prove that if (∗) holds for c ∈M then
(∗) also holds for e(n)c where e ∈ V and n < he − 1.
In the proof we apply the commutator formula four times and use (∗) for
e(j)a, b, c and for a, e(i)b, c. Since p(e(n)M) = 0, we obtain
(w + x)tp((a(x)b)(w)e(n)c)
=−(w + x)tp
∑
i≥0
(
n
i
)
wn−i(e(i)a(x)b)(w)c
=−(w + x)tp
∑
i≥0
(
n
i
)
wn−i
(
(a(x)e(i)b)(w)c
+
∑
j≥0
(
i
j
)
xi−j((e(j)a)(x)b)(w)c
)
=−(w + x)tp
(∑
i≥0
(
n
i
)
wn−i(a(x)e(i)b)(w)c
+
∑
j≥0
(
n
j
)
(w + x)n−j((e(j)a)(x)b)(w)c
)
=−(x+ w)tp
(∑
i≥0
(
n
i
)
wn−ia(x+ w)(e(i)b)(w)c
+
∑
j≥0
(
n
j
)
(x+ w)n−j(e(j)a)(x+ w)b(w)c
)
= (x+ w)tp(a(x+ w)b(w)e(n)c)
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where in the third step we used∑
i,j≥0
(
n
i
)(
i
j
)
wn−ixi−j =
∑
i,j≥0
(
n
i+ j
)(
i+ j
j
)
wn−i−jxi
=
∑
i,j≥0
(
n
j
)(
n− j
i
)
wn−i−jxi =
∑
j≥0
(
n
j
)
(w + x)n−j .
✷
Theorem. Let V be a Z-graded vertex algebra. The functors M 7→ M0
and L are mutually inverse equivalences between the categories of simple N-
graded V -modules and simple A(V )-modules.
Proof. Because of the remarks at the end of section 6.1.5, this follows from
Proposition 6.1.2 (ii) and the Proposition. ✷
6.1.7 Rational Vertex Algebras
We prove that if V is rational then A(V ) is semisimple.
A Z-graded vertex algebra V is rational if for any N-graded V -moduleM
there are simple N-graded V -modules Mi and an isomorphism M →
⊕
Mi
of V -modules.
Proposition. Let V be a rational Z-graded vertex algebra. Then:
(i) The Zhu algebra A(V ) is semisimple. If V is even then V has only
finitely many simple N-graded modules up to isomorphism.
(ii) If K = C, V is even, and dimVh < ∞ for any h then A(V ) ∼=
End(Cn1)× . . .× End(Cnr ) for some unique ni ≥ 1.
Proof. (i) Let U be an A(V )-module. Then L(U) ∼=
⊕
Mi for some simple
N-graded V -modules Mi. The Remark implies U = Ω(L(U)) ∼= Ω(
⊕
Mi) =⊕
Ω(Mi). We haveΩ(Mi) = (Mi)0 by Remark 6.1.6. These are simple A(V )-
modules by Theorem 6.1.6 (ii). Hence A(V ) is semisimple.
It is well-known that an even semisimple associative algebra has only
finitely many simple modules up to isomorphism. Thus the second claim
follows from Theorem 6.1.6 (ii).
(ii) The Wedderburn-Artin theorem implies that A(V ) is a product of
matrix algebras of division algebras overC. Any division algebra 6= C contains
the rational function field C(x) and hence has uncountable dimension, since
the rational functions 1/(x − a) for a ∈ C are linearly independent. Thus
the claim follows from the fact that A(V ) = V/O(V ) has at most countable
dimension since dimVh <∞. ✷
The proof shows that if K = C and A is an even semisimple associative
algebra then dimA <∞ iff A(V ) ∼= End(Cn1)× . . .× End(Cnr ).
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6.2 Supplements
In section 6.2.1 we construct a functor from A(V )-modules to N-graded V -
modules that is left adjoint to M 7→M0.
In sections 6.2.2–6.2.4 we give a second proof of the facts that O(V ) is an
ideal, that A(V ) is associative, and that the map g(V )0 → A(V ), a0 7→ a, is
a Lie algebra morphism.
In section 6.2.5 we compute the Zhu algebra of universal affine vertex
algebras.
6.2.1 Verma V -Modules
We construct a functor from A(V )-modules to N-graded V -modules that is
left adjoint to M 7→M0.
Let M be a g(V )-module. Denote by Q(M) the quotient of M by the
g(V )-submodule generated by the coefficients of (ab)(z)c− :a(z)b(z):c for any
a, b ∈ V and c ∈ M . Corollary 3.3.7 (ii) implies that Q(M) is a V -module
and the functor M 7→ Q(M) from g(V )-modules to V -modules is left adjoint
to the forgetful functor. The same is true for N-graded modules over g(V )
and V .
By section 6.1.2 the functor U 7→M ′(U) from g(V )0-modules to N-graded
g(V )-modules is left adjoint to the functor M 7→M0. By section 6.1.5 A(V )-
modules form a full subcategory of the category of g(V )0-modules. Since the
composition of left adjoint functors is left adjoint, the functor U 7→ Q(M ′(U))
from A(V )-modules to N-graded V -modules is left adjoint to the functor
M 7→M0.
6.2.2 Associativity Formula for the Zhu Products
We prove an associativity formula for the Zhu products. We use it in sections
6.2.3 and 6.2.5 to prove results about A(V ).
Recall that the n-th Zhu product is
a ∗n b =
∑
i≥0
(
ha
i
)
a(n+i)b = reszz
n(1 + z)haa(z)b.
Proposition. For a, b, c ∈ V and r, s ∈ Z, we have
(a ∗r b) ∗s c =
∑
i,j≥0
(−1)i
(
−r − 1
j
)(
r
i
)
(a ∗r−i (b ∗s+i+j c)− ζ
ab(−1)r b ∗s+r−i+j (a ∗i c)).
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Proof. For a(z) ∈ V [[z±1]], we have
a(z + (w + x)) = e(w+x)∂za(z) = ew∂zex∂za(z) = ew∂za(z + x)
= a((z + w) + x).
Thus we get
(1 + z)h = (1 + (w + z − w))h = ((1 + w) + (z − w))h
for any h ∈ Z. The Jacobi identity in terms of residues with F (z, w, x) =
(1 + w)ha+hb−r−i−1wsxr+i, see Proposition 4.5.9, yields
(a ∗r b) ∗s c
=
∑
i≥0
(
ha
i
)
resw,x(1 + w)
ha+hb−r−i−1wsxr+i(a(x)b)(w)c
=
∑
i≥0
(
ha
i
)
resz,w(1 + w)
ha−i+hb−r−1ws(z − w)r+i[a(z), b(w)]c
=
∑
j≥0
(
−r − 1
j
)
resz,w(1 + z)
ha(1 + w)hbws+j(z − w)r [a(z), b(w)]c
=
∑
i,j≥0
(−1)i
(
−r − 1
j
)(
r
i
)
(a ∗r−i (b ∗s+j+i c)− (−1)
r b ∗s+j+r−i (a ∗i c)).
✷
We note that only the associativity formula of V is used in the proof
because F (z, w, x) ∈ K((w, x)).
6.2.3 Zhu Algebra. Revisited
We use the associativity formula for ∗n to prove that O(V ) = V ∗−2 V is an
ideal and A(V ) is associative. This was proven in section 6.1.4 using Vˆ .
Remark. For a, b ∈ V and n ∈ Z, we have
(T +H + n+ 1)(a) ∗n b = −n a ∗n−1 b.
In particular, V ∗n−1 V ⊂ V ∗n V if n 6= 0 and (T +H)(a) ∗ b = a ∗−2 b.
Proof. We have
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Ta ∗n b = resz(1 + z)
ha+1zn(Ta)(z)b
= −resz∂z((1 + z)
ha+1zn)a(z)b
= −resz((ha + 1)(1 + z)
hazn + n(1 + z)(1 + z)hazn−1)a(z)b
= −(ha + 1)a ∗n b − n a ∗n−1 b − n a ∗n b.
✷
Proposition. The subspace V ∗−2V is a two-sided ideal of (V, ∗) and the
quotient A(V ) = V/(V ∗−2 V ) is associative.
Proof. By the Remark we have V ∗nV ⊂ V ∗−2V for n ≤ −2. Thus Proposition
6.2.2 implies
(a ∗r b) ∗s c −
−r−1∑
j=0
(
−r − 1
j
)
a ∗r (b ∗s+j c) ∈ V ∗−2 V
for any r, s < 0, since s+ r+ j− i ≤ s− 1− i ≤ −2. Taking (r, s) = (−2,−1)
and (r, s) = (−1,−2) we see that V ∗−2 V is a right and a left ideal. Taking
(r, s) = (−1,−1) we see that A(V ) is associative. ✷
6.2.4 Commutator of the Zhu Algebra
We give a direct proof that the map g(V )0 → A(V ), a0 7→ a, is a Lie algebra
morphism. This was proven in Lemma 6.2.1 using the affinization Vˆ .
Let E be a vector space, a(z) ∈ E((z)), and f(z) ∈ zK[[z]], f(z) 6= 0. Then
the sum a(f(z)) :=
∑
n∈Z anf(z)
−n−1 ∈ E((z)) is summable.
Remark. Let a(z) ∈ E((z)) and f(z) ∈ zK[[z]] such that ∂zf(0) 6= 0.
Then
resza(z) = resza(f(z))∂zf(z).
Proof. For n ∈ Z, n 6= −1, we have
reszf(z)
n∂zf(z) =
resz∂z(f(z)
n+1)
n+ 1
= 0.
Because f(z)−1 ∈ ∂zf(0)
−1z−1 +K[[z]] we get resza0f(z)
−1∂zf(z) = a0. ✷
Proposition. The following identity holds in A(V ):
a ∗ b− ζab b ∗ a =
∑
i≥0
(
ha − 1
i
)
a(i)b.
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Proof. For c ∈ V , we have ezT c = (1 + z)−hcc in A(V )[[z]] because using
(T +H)V ⊂ V ∗−2 V we have by induction
T (n)c = −HT (n−1)c/n ≡ −(hc + n− 1)
(
−hc
n− 1
)
c/n =
(
−hc
n
)
c.
Thus we obtain
b(z)a =
∑
n∈Z
ezT (a(n)b) (−z)
−n−1
=
∑
n∈Z
(1 + z)−ha−hb+n+1(a(n)b) (−z)
−n−1
= (1 + z)−ha−hb a(−z(1 + z)−1)b.
Let w := −z(1 + z)−1. Then 1 + w = (1 + z)−1 and thus z = −w(1 + w)−1.
Moreover, ∂z(−z(1 + z)
−1) = (−(1 + z)− (−z))(1 + z)−2 = −(1 + z)−2. The
Remark yields
b ∗ a = resz(1 + z)
hbz−1b(z)a
= resz(1 + z)
−haz−1a(−z(1 + z)−1)b
= resw(1 + w)
ha−1w−1a(w)b.
Thus we get
a ∗ b − b ∗ a = resz((1 + z)
ha − (1 + z)ha−1)z−1a(z)b
= resz(1 + z)
ha−1a(z)b.
✷
6.2.5 Zhu Algebra of Universal Affine Vertex Algebras
We compute the Zhu algebra of universal affine vertex algebras.
Let R = g[T ] ⊕ Kkˆ be an affine vertex Lie algebra. The universal affine
vertex algebra of level k ∈ K associated to R is the quotient U(R)/(kˆ − k),
see section 5.2.5.
The affine Lie algebra gˆ = g(R) = g[x±1]⊕Kkˆ is a Z-graded Lie algebra.
Note that an ∈ gˆ−n. As usual, we define gˆ> :=
⊕
h>0 gˆh and gˆ≥ := gˆ> ⊕ gˆ0.
Proposition. Let V be the universal affine vertex algebra of level k ∈ K
associated to an affine vertex Lie algebra R = g[T ] ⊕ Kkˆ. Then the map
g→ V, a 7→ a−11, induces an algebra isomorphism U(g)→ A(V ).
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Proof. Let a, a′, ai ∈ g and b ∈ V . Since ha = 1, we have
a ∗n b =
∑
i≥0
(
ha
i
)
a(n+i)b = anb + an+1b (∗)
for n ∈ Z. By Remark 6.2.3 we have V ∗n V ⊂ V ∗−2 V for n ≤ −2. Thus
N := span{anb + an+1b | a ∈ g, b ∈ V, n ≤ −2} ⊂ V ∗−2 V . The subspace N
is a gˆ≥-submodule because
an(a
′
m + a
′
m+1)b = (a
′
m + a
′
m+1)anb + ([a, a
′]n+m + [a, a
′]n+m+1)b.
We now prove that N = V ∗−2V . We show that b∗n c ∈ N for any n ≤ −2
and c ∈ V by induction on h = h(b). The case h = 0 follows from 1 ∗n c = 0.
Suppose the claim is true for h. Let a ∈ g, b ∈ V , and m ≤ −1 such that
h(amb) = h+ 1. By (∗) we have
(amb) ∗n c = (a ∗m b) ∗n c − (am+1b) ∗n c.
By induction, (am+1b) ∗n c ∈ N . Proposition 6.2.2 yields
(a ∗m b) ∗n c =
∑
i,j≥0
(−1)i
(
−m− 1
j
)(
m
i
)
(a ∗m−i (b ∗n+j+i c)− ζ
ab(−1)m b ∗n+j+m−i (a ∗i c)).
By induction, b ∗n+j+m−i (a ∗i c) ∈ N since j ≤ −m− 1. Equation (∗) shows
that a∗m−i (b∗n+j+i c) ∈ N if m− i ≤ −2, i.e. if m ≤ −2 or i > 0. If m = −1
and i = 0 then j = 0. By induction, b∗nc ∈ N . Thus a∗−1 (b∗n c) ∈ N follows
from (∗) and the fact that N is a gˆ≥-submodule. The proof that N = V ∗−2V
is complete.
Proposition 6.2.4 and (∗) imply that
b ∗ a = a ∗ b −
∑
i≥0
(
ha − 1
i
)
a(i)b = a ∗ b− a0b = a−1b ∈ A(V ).
We get
a1 ∗ · · · ∗ ar = ar−1 . . . a
1
−11. (†)
The map g → A(V ), a 7→ a, induces an algebra morphism α from the
tensor algebra of g to A(V ). Equation (†) implies that
α : a1 . . . ar 7→ ar−1 . . . a
1
−11.
From (†) and N ⊂ V ∗−2 V we obtain
α(aa′ − a′a) = [a′−1, a−1]1 = [a
′, a]−21 = [a, a
′]−11 = α([a, a
′]).
Thus α induces a morphism α : U(g)→ A(V ).
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By section 5.2.5 we have an isomorphism V ∼= U(gˆ>) of gˆ>-modules. The
map β : gˆ> → g, an 7→ (−1)
n+1a, is an anti-morphism of Lie algebras since
β[an, a
′
m] = (−1)
n+m+1[a, a′] = −[βan, βa
′
m]. Thus β induces an algebra
anti-morphism U(gˆ>)→ U(g). Hence we get a linear map
β : V → U(g), a1n1 . . . a
r
nr1 7→ (−1)
r+
∑
i ni ar . . . a1.
It is clear that β induces a linear map β : A(V ) = V/N → U(g) such that
β ◦ α = id. Since N is a gˆ<-submodule, we have
a1n1 . . . a
r
nr1 = (−1)
r+
∑
i ni a1−1 . . . a
r
−11 ∈ V/N.
This shows that α ◦ β = idA(V ). ✷

A Superalgebra
A.1 Superalgebra
All vector spaces are assumed to be super vector spaces, that is, they are
Z/2-graded. The Z/2-gradation is written E = E0¯ ⊕ E1¯.
The space Hom(E,F ) of linear maps E → F is a super vector space with
Hom(E,F )p :=
⊕
q∈Z/2Hom(Eq, Fq+p) for p ∈ Z/2.
A super vector subspace of a super vector space E is a super vector
space F together with an even monomorphism ι : E → F . We shall often
identify a super vector subspace (F, ι) with the super vector space ιF endowed
with the inclusion ιF ⊂ E.
The parity-change functor Π is the endofunctor of the supercategory
of vector spaces defined by (ΠE)p := Ep+1¯.
Since Z ⊂ K, we can identify Z-gradations with certain K-gradations by
defining Vh := 0 for h /∈ Z.
A subset S ⊂ V is homogeneous if S ⊂
⊕
(S ∩ Vh). It is graded if
S ⊂
⋃
(S ∩ Vh).
Proposition. Let V be a K-graded vector space with Hamiltonian H. A
subspace E ⊂ V is homogeneous iff HE ⊂ E.
Proof. Suppose that HE ⊂ E. Let a =
∑
ah ∈ E with ah ∈ Vh. From
Hia =
∑
hiah, i = 1, . . . ,#{h 6= 0 | ah 6= 0}, and nonvanishing of the
Vandermonde determinant follows that ah for h 6= 0 is a linear combination
of Hia ∈ E. From a ∈ E we also get a0 ∈ E. The converse is clear. ✷
Amultiplication on a vector space V is an even linear map V ⊗V → V .
The image of a⊗ b is denoted by ab or [a, b]. In the latter case the multiplica-
tion is called a bracket. An algebra is a vector space with a multiplication.
The opposite algebra V op of an algebra V is the vector space V with the
opposite multiplication a⊗ b 7→ ζabba.
A multiplication is commutative if ab = ζabba and skew-symmetric
if ab = −ζabba. An algebra is unital if there exists an identity 1 such that
1a = a1 = a. A commutative algebra is a unital algebra with commutative
and associative multiplication.
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For example, if S is a set then the polynomial ring K[S] is the associative
algebra generated by S with relations [a, b] = 0. In other words, it is the
free commutative algebra generated by S. In particular, the polynomial ring
K[z1, . . . , zn, ζ1, . . . , ζm] in the even variables zi and the odd variables ζj is
K[S] with S0¯ = {z1, . . . , zn} and S1¯ = {ζ1, . . . , ζm}.
Remark. Let V be a K-graded algebra and 1 an identity. Then 1 ∈ V0.
Proof. Let 1 =
∑
1h with 1h ∈ Vh. Then 1h = 1h1 =
∑
k 1h1k and hence
1h1k = 0 for k 6= 0. Thus 1h = 11h =
∑
k 1k1h = 0 for h 6= 0. ✷
A bilinear form on a vector space E is an even linear map E ⊗E → K.
Equivalently, a bilinear form on E is a pair of bilinear forms E0¯ ⊗ E0¯ → K
and E1¯ ⊗ E1¯ → K.
A bilinear form is symmetric if (a, b) = ζab(b, a) and skew-symmetric
if (a, b) = −ζab(b, a). A symplectic vector space is an even vector space
with a non-degenerate skew-symmetric bilinear form.
A.2 Binomial Coefficients
Let a be an element of an associative unital algebra and n ∈ K. The divided
powers and the binomial coefficients are
a(n) :=
{
an/n!
0
(
a
n
)
:=
{
(n!)−1
∏n−1
i=0 (a− i) if n ∈ N
0 otherwise.
We have
(
a+1
n
)
=
(
a
n−1
)
+
(
a
n
)
and
(
a
n
)
= (−1)n
(
−a−1+n
n
)
. If a and b are
commuting even elements of A then
(
a+b
n
)
=
∑
i≥0
(
a
i
)(
b
n−i
)
and (a+ b)(n) =∑
i≥0 a
(i)b(n−i).
For n,m, i ∈ N, we have
∑m
j=n
(
j
n
)
=
(
m+1
n+1
)
and
(
n
i
)(
i
m
)
=
(
n
m
)(
n−m
i−m
)
.
Proposition. (i) For n,m ∈ N with m > 0, we have
n∑
i=0
(−1)i
(
n
i
)
m+ i
=
n!∏n
i=0(m+ i)
.
(ii) For n,m ∈ N, we have
n∑
i=0
(−1)i
(
m+ i
i
)(
m+ n+ 1
n− i
)
= 1.
Proof. (i) We do induction on m. For m = 1, we have
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n∑
i=0
(−1)i
(
n
i
)
1 + i
=
n∑
i=0
(−1)i
(
n+ 1
i+ 1
)
(n+ 1)−1
=(n+ 1)−1 − (1− 1)n+1(n+ 1)−1 = (n+ 1)−1.
For m ≥ 1, we have
n∑
i=0
(−1)i
(
n
i
)
m+ 1 + i
=
n∑
i=0
(−1)i
(
n+1
i+1
)
+ (−1)i+1
(
n
i+1
)
m+ 1 + i
=
1
m
−
n+1∑
i=0
(−1)i
(
n+1
i
)
m+ i
+
n∑
i=0
(−1)i
(
n
i
)
m+ i
−
1
m
=−
(n+ 1)!∏n+1
i=0 (m+ i)
+
n!∏n
i=0(m+ i)
=
n!∏n
i=0(m+ 1 + i)
.
(ii) Using (i), we have
n∑
i=0
(−1)i
(
m+ i
m
)(
m+ n+ 1
m+ i+ 1
)
=
n∑
i=0
(−1)i
(
m+ i
m
)(
m+ n
m+ i
)
m+ n+ 1
m+ 1 + i
=
n∑
i=0
(−1)i
(
n
i
)(
m+ n
m
)
m+ n+ 1
m+ 1 + i
=
n!∏n
i=0(m+ 1 + i)
(
m+ n
m
)
(m+ n+ 1) = 1.
✷

B Bibliographical Notes
B.1 Chapter 1
The original definition of an associative vertex algebra is due to Borcherds
[Bor86], section 4.
Bakalov and Kac proved that to give an associative vertex algebra is
equivalent to giving a vertex Lie algebra with a pre-Lie algebra structure
such that the Wick formula holds and [ , ]∗ = [ , ]Lie [BK03], Theorem 7.9.
Introductary books about vertex algebras have been written by Frenkel,
Lepowsky, and Meurman, by Frenkel, Huang, and Lepowsky, by Kac, by Xu,
by Matsuo and Nagatomo, by Frenkel and Ben-Zvi, and by Lepowsky and Li
[FLM88, FHL93, Kac97, Kac98, Xu98, MN99, FBZ01, FBZ04, LL04]. These
books also treat more advanced topics.
More specialized books about vertex algebras have been written by Fein-
gold, Frenkel, and Ries, by Tsukada, by Prevost, by Husu, by Dong and Lep-
owsky, by Huang, by Weiner, by Meurman and Primc, by Tamanoi, and by
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Bar03].
There is also a proceedings volume dedicated to vertex algebras [BBHL03].
B.2 Chapter 2
Section 2.1. 2.1.1. Kac introduced the notion of a local Lie algebra. He
defined them in terms of locality instead of the weak commutator formula.
He called a Lie algebra that is spanned by the coefficients of mutually lo-
cal distributions a “Lie algebra of formal distributions” and also a “formal
distribution Lie algebra” [Kac97], Definition 2.7a, [Kac98], Definition 2.6b.
He called such an algebra “regular” if there exists a derivation T such that
Tat = −tat−1 [Kac97, Kac98], equation (4.7.1). Thus local Lie algebras are
“regular formal distribution Lie algebras”.
Dong, Li, and Mason defined a notion that is essentially equivalent to a
regular local Lie algebra [DLM02], Definition 3.1. They call their notion a
“vertex Lie algebra”.
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Primc used the name “local Lie algebra” for the Lie algebras g(R) con-
structed from vertex Lie algebras R [Pri99], abstract and after Theorem 4.1.
The Lie algebras g(R) are in fact regular local Lie algebras, see section 2.4.
The name “local Lie algebra” is also used in two different contexts. Kac
used it in his work on the classification of transitive, irreducible graded Lie
algebras of finite growth [Kac68]. There a local Lie algebra is a Lie algebra g0
together with g0-modules g−1, g1 and a g0-module morphism g−1⊗ g1 → g0.
Kac constructed Z-graded Lie algebras from these data.
Kirillov used the name “local Lie algebra” for continuous Lie algebra
structures on the space of smooth functions on a manifold satisfying a cer-
tain condition on the support [Kir76]. Local Lie algebras in this sense are a
generalization of Poisson manifolds.
It is not true that an operator T of a formal distribution Lie algebra
satisfying Tat = −tat−1 must be a derivation. This is erroneously claimed
in [Kac97, Kac98], after equation (4.7.1). A counterexample is the formal
distribution Lie algebra Vir with FVir := {L(z), cˆe
z} and TLn = −(n+1)Ln−1
and T cˆ = cˆ.
2.1.2, 2.1.3. Affine Lie algebras and more general Kac-Moody algebras
are studied in the books [Kac90, KMPS90, MP95, Wak01a, Wak01b]. See
also [PS92, Kum02] for books about the corresponding infinite-dimensional
Lie groups.
Garland proved Proposition 2.1.2 [Gar80], Theorem (2.36). See also
[Wil82], Theorem, and [Wei95], Theorem 7.9.11.
2.1.4, 2.1.5. The Virasoro algebra is studied in a book by Kac and Raina
[KR87]. The discovery of the Virasoro algebra is usually attributed to Gelfand
and Fuchs who computed the cohomology of the Lie algebra of smooth vector
fields on the circle [GF68].
The name of Virasoro is associated with this algebra because he intro-
duced operators On acting on the Fock space of the bosonic string [Vir70].
Fubini and Veneziano expressed the operators On in terms of operators
Ln and stated that [Ln, Lm] = (m − n)Ln+m [FV71]. In a note added
in proof they pointed out that the correct formula actually is [Ln, Lm] =
(m−n)Ln+m+cnδn+mid for some cn ∈ C. In fact, the operators Ln generate
the Virasoro algebra and play a fundamental role in string theory.
The fact that a Lie algebra has a universal central extension iff it is perfect,
is proven for example in [Wei95], Theorem 7.9.2. The correspondence between
extensions and H2(g,M), used in the proof of Proposition 2.1.5, can be found
in [Wei95], Theorem 7.6.3.
The fact that the Virasoro algebra is the unique non-trivial 1-dimensional
central extension of Witt is proven for example in [KR87], Proposition 1.3,
and [FLM88], Proposition 1.9.4.
2.1.6, 2.1.7. Neveu and Schwarz discovered the contact Lie algebra K1
in superstring theory [NS71], equations (4.3) and (4.4). Kac defined the Lie
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algebras WN ,KN , and SN with K[z
±1] replaced by K[z1, . . . , zm] [Kac77],
section 5.4.2.
The large N=4 super Virasoro algebra was discovered by Sevrin, Troost,
and van Proeyen [STVP88].
Section 2.2. 2.2.1. Borcherds introduced the commutator formula for
vertex algebras [Bor86], section 8. The weak commutator formula is a weak
version of it, see section 2.4.2.
Kac observed that one can rewrite
∑
pj(t)d
j
t+s as
∑(t
i
)
cit+s−i and con-
versely, using that the polynomials
(
t
i
)
form a basis of K[t] [Kac97, Kac98],
Theorem 2.3 (iv), (vi). But he missed to say that the polynomials pj(t) must
have degree ≤ N − 1 and the sum over j may be arbitrary.
Borcherds used the space V [[z±1]] of V -valued distributions in the con-
struction of the lattice vertex algebra V [Bor86], section 3. He called distri-
butions formal Laurent series. Kac introduced the name “formal distribution”
[Kac97, Kac98], equation (2.1.1).
Frenkel, Lepowsky, and Meurman discussed the algebra of distributions
in detail [FLM88], sections 2.1–2.2 and 8.1–8.3. They also considered more
general expressions of the form
∑
t∈K atz
t. They just called them formal sums.
Frenkel, Lepowsky, and Meurman introduced the one-variable version
δ(x) =
∑
t∈Z x
t of the delta distribution δ(z, w) [FLM88], equation (2.1.22).
Kac defined δ(z, w) [Kac97, Kac98], equation (2.1.3). He denoted it by
δ(z − w).
2.2.2 Frenkel, Lepowsky, and Meurman observed that distributions can be
viewed as linear maps defined on the space of Laurent polynomials [FLM88],
equations (A.3.1)–(A.3.5).
2.2.3, 2.2.4. Kac proved that locality and the weak commutator formula
are equivalent [Kac97, Kac98], Theorem 2.3 (i).
Chambert-Loir found a beautiful proof of the fact that locality implies
the weak commutator formula [CL00], Proposition 2.2. We present his proof.
Section 2.3. 2.3.1. Kac introduced the name “conformal algebra” for
the structure underlying a vertex Lie algebra [Kac99], section 3. Previously,
he used the name “conformal algebra” for vertex Lie algebras. In his new
terminology, vertex Lie algebras are “Lie conformal algebras”. He also defined
associative and commutative conformal algebras, see section 2.6.3.
Lian and Zuckerman defined the notion of weak locality for fields [LZ94],
Definition 3.5. [LZ95], Definition 2.4. They called it “locality”. Kac intro-
duced the name “weak locality” [Kac97], beginning of section 4.11, [Kac98],
equation (4.11.3).
2.3.2, 2.3.3. Kac defined the unbounded conformal algebra g[[z±1]] [Kac97,
Kac98], equation (2.3.8). It generalizes the unbounded conformal algebra of
fields, see section 3.2.1.
2.3.4. Kac proved the conformal Jacobi identity for distributions [Kac97],
Proposition 2.3 (c), [Kac98], Proposition 2.3 (d).
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2.3.5, 2.3.6. Kac proved conformal skew-symmetry for local distributions
[Kac97], Proposition 2.3 (b), [Kac98] Proposition 2.3 (c).
He remarked that conformal skew-symmetry implies that the identities
[(Ta)λb] = −λ[aλb] and [aλTb] = (T+λ)[aλb] are equivalent [Kac97], equation
(2.7.2), [Kac98], before Corollary 2.7.
2.3.7. Getzler, Kac, and Primc defined independently from each other
the notion of a vertex Lie algebra [Get95], after Proposition A.2, [Kac97],
Definition 2.7b, [Kac98], Definition 2.7, [Pri99], equation (3.3). They defined
vertex Lie algebras as a part of the structure of an associative vertex algebra.
Kac formulated vertex Lie algebras in terms of a λ-bracket [Kac98], equa-
tions (2.7.2) and (C1)λ–(C3)λ.
The name “vertex Lie algebra” is due to Primc. Kac called them conformal
algebras in [Kac97, Kac98] and Lie conformal algebras in [Kac99], section 3.
Dong, Li, and Mason used the name “vertex Lie algebra” for a related notion
[DLM02], Definition 3.1.
Borcherds noted that if V is an associative vertex algebra then V/TV is
a Lie algebra [Bor86], section 4. Kac and Primc remarked that this result is
true for any vertex Lie algebra [Kac97, Kac98], Remark 2.7a, [Pri99], Lemma
3.1.
Li discovered Dong’s lemma, see section 3.3.8.
Kac constructed from a local Lie algebra g the vertex Lie algebra R(g)
[Kac97], after Definition 2.7b, [Kac98], after Corollary 2.7.
Section 2.4. 2.4.1. Borcherds constructed from any associative vertex
algebra V the Lie algebra g(V ) = Vˆ /T Vˆ [Bor86], section 8. Therefore we
call g(R) the Borcherds Lie algebra of R. It is analogous to the Frenkel-Zhu
associative algebra A(V ), see section 3.4.1.
Kac called g(R) the maximal formal distribution Lie algebra associated
to R [Kac98], before Theorem 2.7.
Roitman found the universal property of the Lie algebra g(R) that we use
as the definition of g(R) [Roi00], Theorem 1.1 (e). The observation that the
functors g 7→ R(g) and R 7→ g(R) are adjoint is new.
2.4.2. Borcherds discovered the commutator formula [Bor86], section 8.
He wrote it in terms of t-th products. He showed that any associative ver-
tex algebra satisfies it. The name is due to Frenkel, Huang, and Lepowsky
[FHL93], equation (2.3.13). Kac called it the Borcherds commutator formula
[Kac98], equation (4.6.3).
Kac defined modules over a vertex Lie algebra R in terms of a map R→
gl(M)[[λ]], see section 2.5.2.
Our definition of an R-module is new, and hence so is the correspon-
dence between R-modules and g(R)-modules and the equivalence with the
commutator formula.
Getzler defined modules over a vertex Lie algebra R to be modules over
g(R) [Get95], after Lemma A.3.
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2.4.3. Kac defined the affinization of a vertex Lie algebra [Kac98], equa-
tion (2.7.4). It generalizes the affinization of associative vertex algebras, see
section 4.3.5. Kac also mentioned C ⊗R [Kac98], Remark 2.7d.
The notion of a vertex Lie algebra over C is new, and hence so is the
universal property of C ⊗R.
2.4.4. Borcherds’ construction of the Lie algebra g(V ) = Vˆ /T Vˆ was gene-
ralized by Kac and by Primc to vertex Lie algebras [Kac97], after Definition
2.7b, [Kac98], after equation (2.7.7) and Remark 2.7b, [Pri99], Theorem 4.1.
Kac observed in addition that g(R) is a local Lie algebra and R 7→ g(R) is a
functor. Primc observed that g(R) is a differential Lie algebra.
Kac remarked that the map R → gR, a 7→ a−1, is injective [Kac98],
Lemma 2.7. Kac defined the local Lie algebras g and g(R(g)) to be equivalent
and stated that the “category of equivalence classes” of local Lie algebras is
equivalent to the category of vertex Lie algebras [Kac98], Theorem 2.7.
The observation, that the functor R 7→ g(R) is fully faithful, is new.
2.4.5. Fattori and Kac showed that a local Lie algebra g is regular if
F¯g = K[∂z]Fg and the at form a basis of g [FK02], Proposition 3.2.
2.4.6. Bakalov and Kac and Gorbounov, Malikov, and Schechtman defined
the bracket [ , ]Lie and proved that it is a Lie bracket [BK03], equation (7.24)
and Proposition 7.10, [GMS04], equation (10.6.1) and Theorem 10.7, [GMS],
equation (8.21.1) and Theorem 8.22.
Bakalov and Kac observed that the map Rlie → g(R)−, a 7→ a−1, is an
isomorphism of differential algebras [BK03], before Theorem 7.12.
Section 2.5. 2.5.1 The results about the unbounded vertex Lie algebra
g[[µ]] and the morphism g[[z±1]]→ g[[µ]] are new.
2.5.2 Kac defined conformal operators and, more generally, conformal
linear maps aµ : R → R
′[µ] between K[T ]-modules R and R′ [Kac98], Defi-
nition 2.10. He shows that conformal operators of a finite K[T ]-module form
a vertex Lie algebra [Kac98], after Remark 2.10d.
Kac defined conformal modules over a vertex Lie algebra in terms of t-th
products and noted that to give a conformal module is equivalent to giving
a morphism R→ glc(M) [Kac98], Definition 2.8b and Remark 2.10e.
D’Andrea and Kac proved that any torsion conformal operator is zero
and that any conformal operator annihilates the torsion submodule [DK98],
Remark 3.1 and Proposition 3.2.
2.5.3 D’Andrea and Kac defined conformal derivations and inner confor-
mal derivations [DK98], Definition 3.2.
2.5.4. Roitman constructed free vertex Lie algebras [Roi99], Proposition
3.1. Our construction of them is different from Roitman’s. We explain his
method in section 2.6.6.
2.5.5. Kac defined finite vertex Lie algebras and central elements of vertex
Lie algebras [Kac98], after Remark 2.7a. He showed that vertex Lie algebras
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R = E[µ] can be defined in terms of E and a map E ⊗ E → R[λ] [Kac97],
Theorem 2.7. This result is not contained in the second edition [Kac98].
D’Andrea and Kac proved that the torsion submodule of a vertex Lie
algebra is contained in the centre [DK98], Proposition 3.1.
2.5.6. Lian proved that for any associative vertex algebra V of CFT-type
the subspace V1 is a Lie algebra with an invariant symmetric bilinear form
[Lia94], Theorem 3.7. Previously, Frenkel, Lepowsky, and Meurman proved
this result for lattice vertex algebras [FLM88], Remark 8.9.1.
2.5.7. D’Andrea and Kac proved that the Witt vertex Lie algebra is the
only non-abelian even vertex Lie algebra of rank 1 [DK98], Proposition 3.3.
They acknowledged that the result is joint work with Wakimoto. Kac explains
this result in his book [Kac98], equation (2.7.10).
D’Andrea and Kac proved that any even finite simple vertex Lie algebra
is isomorphic to a loop or the Witt vertex Lie algebra [DK98], Theorem 5.1.
Kac had conjectured this result [Kac97], Conjecture 2.7.
2.5.8. Frenkel and Zhu proved that if V is a vertex operator algebra of
CFT-type and V ′ a conformal vertex subalgebra then CV (V
′) = kerL′−1
[FZ92], Theorem 5.2. In particular, the centre of V is equal to the kernel of
T . Li also proved this last statement [Li94b], Proposition 3.3 (a).
2.5.9. Griess constructed the largest sporadic finite simple groupM, called
the monster [Gri82]. He constructed the monster as a group of automorphisms
of a commutative nonassociative algebra B with an invariant, symmetric
bilinear form. As was shown later,M is in fact the automorphism group of B.
The dimension ofB is 196884. TheM-module B decomposes asKL⊕B′ where
L/2 is an identity of B and B′ is the smallest non-trivial simple M-module.
Assuming the existence ofM and theM-module B′, Norton had shown earlier
that B has the structure of a commutative nonassociative algebra with an
invariant, symmetric bilinear form.
The work of Griess played an important role in the construction of
the moonshine module V ♮ by Frenkel, Lepowsky, and Meurman [FLM84,
FLM88]. The moonshine module is a conformal vertex algebra of CFT-type
on which M acts such that V ♮1 = 0 and V
♮
2 = B.
Borcherds remarked that if V is a conformal vertex algebra with a positive
definite inner product and V1 = 0 then the multiplication of the Griess algebra
V2 is commutative [Bor86], section 9.
Frenkel, Lepowsky, and Meurman showed that if V is a lattice vertex
operator algebra associated to a positive definite lattice such that V1 = 0
then a certain fixed point subspace of V2 has a commutative product and an
invariant, symmetric bilinear form [FLM88], Theorem 8.9.5.
Lam showed that for any vertex operator algebra V of CFT-type with
V1 = 0 the above structure exists on V2 [Lam96], before Lemma 2.
Zagier observed that if V is of CFT-type and L ∈ V2 such that L−1 = T
and L0 = H then L is a conformal vector [Zag00], Proposition 2.
B.2 Chapter 2 173
2.5.10. Belavin, Polyakov, and Zamolodchikov defined the notions of a
primary field, primary state, and quasi-primary field in two-dimensional con-
formal field theory [BPZ84], equations (1.16), (3.8), (3.9), (3.22), (A.4).
The condition Lna = 0 for n > 0 also arises in the quantization of the
bosonic string as a necessary condition for states to be physical [Zwi04],
equation (21.32). Borcherds used this condition to construct Lie algebras from
vertex algebras [Bor86], section 4. He called the space of primary vectors the
physical subspace.
Goddard, Kent, and Olive discovered the coset construction [GKO85,
GKO86].
Frenkel and Zhu explained the coset construction in the context of vertex
algebras [FZ92], section 5. They proved that if V is a vertex operator algebra
of CFT-type and V ′ a subalgebra then CV (V
′) = kerL′−1 and if L
′ is quasi-
primary then L − L′ is a conformal vector of CV (V
′) [FZ92], Theorems 5.2
and 5.1.
2.5.11. The original reference to the Chodos-Thorn construction is the
string theory paper [CT74]. The construction is most often applied to the
Heisenberg vertex algebra. The resulting theory is sometimes called the linear
dilaton theory [Pol98]. The mathematical reference for the general result is
[DLM96], Proposition 4.1. The Chodos-Thorn construction is important, for
example, because it allows to study the representation theory of the Virasoro
algebra using representations of the simpler Heisenberg algebra.
2.5.12. The Chodos-Thorn construction applied to 2-Vir is a manifesta-
tion of the topological twist in N=2 supersymmetric field theory. Witten
discovered the topological twist for the N=2 sigma model of a Ka¨hler mani-
fold [Wit88], after equation (2.19). This is the A-model of mirror symmetry
and is formulated mathematically in terms of Gromov-Witten theory. For
Calabi-Yau manifolds, the sigma model has an N=2 super Virasoro symme-
try and a second twist is well-defined on the quantum level [Wit92]. This
is the B-model. The mirror involution identifies the two twists. Eguchi and
Yang discussed the topological twist for general N=2 superconformal field
theories [EY90].
Section 2.6. 2.6.1. Li proved S3-symmetry of the conformal Jacobi iden-
tity [Li04], Proposition 2.8. D’Andrea and Kac observed this property inde-
pendently [DK98], Remark 2.4.
2.6.2. D’Andrea and Kac defined the semi-direct product of the Witt and
a loop vertex Lie algebra [DK98], Example 3.4.
2.6.3. Kac defined associative and commutative conformal algebras [Kac98],
(A1)λ, (A2)λ of section 2.10 and after Remark 2.10b.
2.6.4. Kac defined the λ-commutator and claimed that it is a Lie λ-bracket
[Kac98], Remarks 2.10a and 2.10b.
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2.6.5. Lam constructed from a commutative Frobenius algebra C an asso-
ciative vertex algebra of CFT-type with V1 = 0 and Griess algebraC [Lam96],
end of section 5.2.
Rebout and Schechtman generalized Lam’s construction to Virasoro al-
gebroids [RS], section 6. Any commutative Frobenius algebra is a Virasoro
algebroid over K and any Virasoro algebroid C over a commutative algebra
O yields an N-graded associative vertex algebra V with V0 = O, V1 = 0, and
V2 = C.
2.6.6. Roitman constructed free vertex Lie algebras using free Lie algebras
[Roi99], Proposition 3.1.
2.6.7, 2.6.8. Gorbounov, Malikov, and Schechtman defined 1-truncated
vertex Lie algebras and showed that the forgetful functor from N-graded ver-
tex Lie algebras to 1-truncated vertex Lie algebras has a left adjoint [GMS],
section 9.6 and Theorem 9.8.
Li and Yamskulna simplified the definition of a 1-truncated vertex Lie
algebra [LY05], Lemma 2.5 and Proposition 2.6.
Loday defined Leibniz algebras [Lod92, LP93].
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Section 3.1. 3.1.1. Since pre-Lie algebras are little known, we give a
brief overview of the role of pre-Lie algebras in mathematics. We also give a
summary of some basic results about other classes of non-associative algebras.
There are two main examples of pre-Lie algebras: an operadic construction
of pre-Lie algebras that leads to important Lie algebras and a correspondence
between pre-Lie algebras and affine structures.
Some authors claim that already Cayley studied pre-Lie algebras [Cay57].
Vinberg and Gerstenhaber defined pre-Lie algebras at about the same time
[Vin63], chapter 2, Definition 2, [Ger63], equation (6). Vinberg observed that
the associator is symmetric in the first two arguments and hence he called
pre-Lie algebras left-symmetric algebras [Vin63], chapter 2, equation (5). He
showed that there is a correspondence between homogeneous convex domains
and certain pre-Lie algebras.
Gerstenhaber discovered a graded pre-Lie algebra structure on the Hoch-
schild cochain complex of an associative algebra A with coefficients in A. He
proved that the commutator of a pre-Lie algebra is a Lie bracket [Ger63],
Theorem 1, and deduced that the Hochschild cohomology has an odd Lie
bracket. Together with the cup product the Hochschild cohomology is thus a
so-called Gerstenhaber algebra. Algebras for which the commutator is a Lie
bracket are called Lie-admissible.
Gerstenhaber’s construction of the pre-Lie multiplication uses the opera-
dic structure of the Hochschild complex. He called this a pre-Lie system and
proved that any pre-Lie system yields a pre-Lie algebra [Ger63], Theorem 2.
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Kapranov and Manin observed a variation of Gerstenhaber’s result, namely,
they showed that for any operad P the sum
⊕
P(n) is a pre-Lie algebra with
a ◦ b :=
∑
a ◦i b [KM01], Theorem 1.7.3. Gerstenhaber and Voronov pointed
out earlier the underlying Lie algebra structure [GV95], equation (3). Markl,
Shnider, and Stasheff defined in their book the pre-Lie algebra structure on
the cochain complex computing the cohomology of algebras over an operad
[MSS02], Proposition 3.111.
Matsushima [Mat68] showed that there exists a close relation between
affine structures on manifolds and pre-Lie algebra structures on the tangent
bundle. An affine structure is a connection ∇ on the tangent bundle that is
torsion-free,∇XY −∇YX = [X,Y ], and flat, [∇X ,∇Y ] = ∇[X,Y ]. In this case
XY := ∇XY defines a pre-Lie algebra structure on the tangent bundle with
[X,Y ]∗ = [X,Y ]. Affine structures correspond to atlases with affine coordi-
nate transformations. Affine structures, in particular on solvable Lie groups,
have been studied from this point of view in a number of articles. Matsushima
proved that commutative pre-Lie algebras are associative [Mat68], Lemma 3.
There is the following algebraic version of the correspondence between pre-
Lie algebras and affine structures. Let O be a commutative algebra such that
Der(O) is a free O-module with a basis of commuting derivations ∂1, . . . , ∂n.
Then ∇X∂i := 0, for X ∈ Der(O) and i = 1, . . . , n, defines an affine structure
and hence Der(O) is a pre-Lie algebra. For O = K[x1, . . . , xn], this pre-Lie
algebra is called the left-symmetric Witt algebra.
More generally, if ∂1, . . . , ∂n are commuting derivations of a commutative
algebra O then the free O-module spanned by ∂i is a pre-Lie algebra with
(f∂i)(g∂j) := f(∂ig)∂j. In the special case n = 1, this algebra also satisfies
(ab)c = (ac)b. Such pre-Lie algebras are called Novikov algebras. They appear
in the theory of Hamiltonian systems [GD79], equation (6.3).
Connes and Kreimer defined a pre-Lie algebra product for graphs and used
it to study renormalization of quantum field theories, see [Kre05], Proposition
8.
Kupershmidt showed that if V is a pre-Lie algebra then so is V ⊕ V ∗
[Kup94], Proposition 2.
Burde gave an overview of pre-Lie algebras [Bur].
Besides Lie algebras, the best known non-associative algebra is probably
Cayley’s algebra of octonions. The algebra of octonions is an alternative al-
gebra which means that associativity is satisfied for a, b, c if any two of the
elements a, b, c are equal or, equivalently, the associator is skew-symmetric.
Zorn proved that the only alternative finite-dimensional real division algebras
are R,C, Hamilton’s quaternions H, and the Cayley algebra. Zorn’s result is
an extension of Frobenius’ theorem stating that the only associative finite-
dimensional real division algebras are R,C, and H.
Emil Artin discovered the beautiful theorem stating that an algebra is
alternative iff any subalgebra generated by two elements is associative, see
[Sch95], Theorem 3.1. The proof uses the equally remarkable Moufang iden-
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tity a(a, bc, b) = −a(a, b, c)b for the associator of an alternative algebra.
Artin’s theorem shows that any alternative algebra is power-associative which
means that any subalgebra generated by one element is associative, or, equiv-
alently, anam = an+m.
Another well-known class of non-associative algebras are Jordan algebras.
Physical observables in quantum mechanics are hermitian operators. The pro-
duct of hermitian operators a, b is not hermitian, but their anti-commutator
ab+ ba is. The resulting algebra was proposed by Jordan as a foundation for
quantum mechanics. It is commutative and satisfies (ab)a2 = a(ba2). These
are the two axioms for Jordan algebras. Any associative algebra endowed with
the anti-commutator is a Jordan algebra. Finite-dimensional simple Jordan
algebras have been classified. They are of interest because of their relation to
exceptional simple Lie algebras.
Jordan algebras are power-associative. This can be seen as a corollary
of a theorem of Albert which states that an algebra is power-associative iff
aa2 = a2a and a2a2 = a(aa2).
Other examples of non-associative algebras are Griess algebras, see sec-
tion 2.5.9, and the 24-dimensional Chevalley algebra, that is used in triality
[Che54], section 4.2.
3.1.2. Bakalov and Kac introduced the notion of a (non-associative) unital
vertex algebra [BK03], Definition 2.1. They defined the notion in terms of
the state-field correspondence and called unital vertex algebras “state-field
correspondences”.
Lepowsky and Li used the notion of a (non-associative) unital unbounded
vertex algebra [LL04], Definition 5.3.1. They called it a “weak vertex algebra”.
3.1.3. Bais, Bouwknegt, Surridge, and Schoutens wrote down the Wick
formula for “operators” a(z) [BBSS88], equation (A.6). In fact, they wrote
it in a way that only applies to fields. See section 3.3.4 for more references
dealing with the Wick formula for fields.
The Wick formula for fields is a generalization to non-free holomorphic
fields of Wick’s theorem [Wic50]. This theorem is part of the standard mate-
rial of any book about quantum field theory. It deals with the normal ordered
product of a finite family of free fields.
Getzler gave a direct proof of the fact that the commutator formula for
indices t ≥ 0, s ∈ Z follows from Borcherds’ axioms for an associative vertex
algebra [Get95], Proposition A.2.
Kac, following Getzler, introduced the Wick formula into the mathemati-
cal literature [Kac97], equation (3.3.10), [Kac98], equation (3.3.11). He called
it the “‘non-commutative’ Wick formula”. He showed how to write it in terms
of the λ-bracket [Kac98], equation (3.3.12).
Akman proved that the t-th products at of an associative vertex algebra
are differential operators [Akm97], Theorem 2.2.
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3.1.4. The notion of a conformal derivation of a vertex algebra is new.
Hence the result that conformal derivations form an unbounded vertex Lie
algebra is new as well.
3.1.5. Borcherds defined associative vertex algebras [Bor86], section 4. He
defined them as unital bounded Z-fold algebras with a translation operator
satisfying skew-symmetry and the associativity formula.
Bakalov and Kac proved that to give an associative vertex algebra is
equivalent to giving a vertex Lie algebra with a pre-Lie algebra structure
such that the Wick formula holds and [ , ]∗ = [ , ]Lie [BK03], Theorem 7.9.
Before Bakalov and Kac proved their theorem, Dong, Li, and Mason ob-
served that the commutator of the (−1)-st product of an associative vertex
algebra is a Lie bracket [DLM02], Lemma 5.3. Then Matsuo and Nagatomo
and Akman pointed out that the (−1)-st product satisfies the pre-Lie algebra
identity [MN99], Remark 8.3.3, [Akm00], Proposition 6 in section 4.3.
Previously, the physicists Sasaki and Yamanaka and Bais, Bouwknegt,
Surridge, and Schoutens noted that the normal ordered product of fields
satisfies the pre-Lie algebra identity, see section 3.3.3. This implies the result
for the (−1)-st product since Y is a monomorphism.
Zhu defined the subspace C2(V ) := span{a−2b | a, b ∈ V } and remarked
that V/C2(V ) is a commutative algebra [Zhu90], section 4.3. He also noticed
that V/C2(V ) is in fact a Poisson algebra [Zhu96], section 4.4. Li defined the
subspaces Cn(V ) [Li99], equation (3.1).
Zhu required that C2(V ) has finite codimension in his proof of the mod-
ularity of the space of characters of V . He called this the finiteness condition
C2 [Zhu90], section 4.3. He conjectured that any rational vertex operator al-
gebra is C2-cofinite [Zhu90], section 4.3, [Zhu96], section 4.4. This conjecture
is still open. Li proved that regular vertex operator algebras are C2-cofinite
[Li99], Theorem 3.8.
3.1.6. Borcherds observed that there is an equivalence between commu-
tative vertex algebras and commutative differential algebras [Bor86], section
4.
3.1.7. Enriquez and Frenkel defined vertex Poisson algebras in the frame-
work of integrable systems [EF98], section 1.3. Frenkel and Ben-Zvi gave a
definition in the setting of vertex algebras [FBZ01], Definition 15.2.1.
Dong, Li, Mason gave a slightly different formulation of vertex Poisson al-
gebras [DLM02], Definition 3.7. Beilinson and Drinfeld introduced the closely
related notion of a coisson algebra [BD04], section 1.4.18.
Dong, Li, Mason proved that V/C2(V ) is a Poisson algebra [DLM02],
Proposition 3.12.
Section 3.2. 3.2.1. Li defined the notion of a field on a vector space
[Li96], Definition 3.1.1. He called them “weak vertex operators”. Lepowsky
and Li used the same terminology in their book [LL04], Definition 5.1.1. Kac
introduced the name “field” [Kac97], equation (1.3.1).
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Wick invented the normal ordered product in quantum field theory
[Wic50]. Therefore it is also called the Wick product. Normal ordering is
a fundamental concept in quantum field theory and can be found in any
textbook on the subject.
Normal ordering was used in the representation theory of affine algebras.
Igor Frenkel defined a normal ordering :anbm: for elements of an affine al-
gebra as part of the Sugawara construction [Fre81], equation (I.1.9). Igor
Frenkel considered a normally ordered product of a differential polynomial of
U(1)-currents [Fre85], equation (3.21). Borcherds used Frenkel’s idea in his
construction of lattice vertex algebras [Bor86], section 3.
Feigin and Edward Frenkel defined the normal ordered product :a(z)b(z):
= a(z)−b(z) + b(z)a(z)+ for certain homogeneous distributions with coeffi-
cients in a completed enveloping algebra of an affine algebra [FF92], before
Lemma 1.
Lian and Zuckerman defined the normal ordered product :a(z)b(w): for
fields and noted that a(z)−1−tb(z) = : ∂
(t)
z a(z)b(z): for any t ≥ 0 [LZ94],
equations (3.4) and (3.10), [LZ95], equations (2.2) and (2.4).
Previously, Lian defined :a(z)b(w): for elements a, b of a vertex algebra
[Lia94], Definition 2.4.
Li, Lian and Zuckerman, and Meurman and Primc introduced Endv(E) as
a Z-fold algebra [Li96], Lemma 3.1.4, [LZ94], Definition 3.1, [LZ95], Definition
2.1, [MP99], Proposition 2.3. Actually, only Li considered fields on a general
vector space E without a gradation.
Previously, Frenkel and Zhu gave the formula for the t-th products in a
special situation, see section 3.3.2.
Li’s work about Endv(E) was very influential and greatly simplified the
theory of vertex algebras.
3.2.2. Borcherds defined the notion of a module over a vertex algebra
[Bor86], section 4. He defined modules in terms of the associativity formula.
Borcherds also mentioned that K is a module over the commutative vertex
algebra K[z±1] [Bor86], section 8.
3.2.3, 3.2.4. Borcherds pointed out that V is a V -module [Bor86], section
4. Since he defined associative vertex algebras and modules in terms of the
associativity formula, this statement is trivial. Frenkel, Huang, and Lepowsky
called V the “adjoint module” [FHL93], Remark 4.1.4.
Bakalov and Kac showed that (non-associative) unital vertex algebras and
unital bounded Z-fold algebras with a translation operator are equivalent
notions [BK03], Lemma 5.1 and Proposition 2.6.
3.2.5. Frenkel, Lepowsky, and Meurman discussed Taylor series expan-
sions of rational functions in one and several variables [FLM88], equations
(8.1.5), (8.1.6), and (8.10.37).
3.2.6. Lian and Zuckerman pointed out the relation between the normal
ordered product and the Z-fold algebra Endv(E), see section 3.2.1.
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Borcherds discovered the associativity formula [Bor86], section 4. He
wrote it in terms of t-th products. It is an axiom in his definition of an
associative vertex algebra.
The name “associativity formula” is due to Matsuo and Nagatomo
[MN99], equation (4.3.3). Li and Lepowsky and Li called it the “iterate for-
mula” [Li96, LL04]. Kac and Bakalov and Kac called it the “n-th product
axiom” [Kac98], section 4.11, [BK03], equation (4.1).
3.2.7. Frenkel, Lepowsky, and Meurman introduced the Jacobi identity
[FLM88], section 8.10. It is the main axiom in their definition of a vertex
operator algebra. They proved the Jacobi identity for vertex operators and
for the moonshine module.
Kac called the Jacobi identity the Borcherds identity [Kac97, Kac98],
Theorem 4.8.
3.2.8. Primc proved that the Jacobi identity, the associativity formula,
and the commutator formula for indices r, s, t ≥ 0 are all equivalent [Pri99],
Lemmas 6.1 and 6.2.
3.2.9. Borcherds discovered skew-symmetry [Bor86], section 4. He wrote
it in terms of t-th products. It is an axiom in his definition of an associative
vertex algebra.
Frenkel, Huang, and Lepowsky introduced the name [FHL93], equation
(2.3.19). Kac called it first “quasi-symmetry” and later called it also skew-
symmetry [Kac97, Kac98], equation (4.2.3).
Bakalov and Kac proved that skew-symmetry is equivalent to conformal
skew-symmetry and [ , ]∗ = [ , ]Lie [BK03], Theorem 7.9.
Section 3.3. The main result of this section is that local distributions in
Endv(E) and A[[z
±1]] satisfy the axioms of Bakalov and Kac for an associa-
tive vertex algebra. This was essentially proven by three groups of physicists
around 1989.
The main mathematical contribution to this problem is due to Li. He
proved that a set S of local fields generates a vertex subalgebra of Endv(E)
that is associative in the sense of Borcherds [Li96], Corollary 3.2.11.
3.3.1. Matsuo, Nagatomo, and Tsuchiya defined FZ-topological algebras
[MNT], Definition 1.2.1. They used a different name for it. They required
that the topology of Ah is equal to the topology defined by the closures of∑
l<kAh−lAl.
They showed that any Z-graded algebra yields an FZ-topological algebra,
defined FZ-complete algebras, and showed that any FZ-topological algebra
has a completion that is an FZ-complete algebra [MNT], section 1.3, Defini-
tion 1.2.1, and Proposition 1.3.1.
3.3.2. Igor Frenkel and Zhu defined t-th products for t ∈ Z of an affine
current and an arbitrary homogeneous distribution with coefficients in a com-
pleted enveloping algebra of an affine algebra [FZ92], Definition 2.2.1.
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Feigin and Edward Frenkel defined a normal ordered product in a similar
context [FF92], before Lemma 1. The unbounded vertex algebra A[[z±1]]H is
a natural generalization of the products of these authors.
3.3.3. The physicists Sasaki and Yamanaka and Bais, Bouwknegt, Sur-
ridge, and Schoutens observed that the normal ordered product of chiral
fields satisfies the pre-Lie algebra identity [SY88], equation (5.10), [BBSS88],
equation (A.11).
Matsuo and Nagatomo stated this result as a mathematical proposition
and referred to the two physics papers [MN99], Proposition 1.4.3.
The physicists Sevrin, Troost, Van Proeyen, and Spindel stated that pri-
mary fields satisfy a family of four-term identities indexed by r, s ≥ −1 of
which the identity for r = s = −1 is the pre-Lie algebra identity [STVPS89],
equation (A.5).
Kac mentioned that the commutator of the normal ordered product of
fields is a Lie bracket [Kac97, Kac98], before equation (3.1.5). He wrote that
he learned this fact from Radul.
3.3.4. Bais, Bouwknegt, Surridge, and Schoutens remarked that chiral
fields satisfy the Wick formula [BBSS88], equation (A.6).
Sevrin, Troost, Van Proeyen, and Spindel stated that primary chiral fields
satisfy the commutator formula for indices t ≥ 0, s ∈ Z and noted that the
Wick formula is a special case of it [STVPS89], equations (A.6) and (A.8).
Lian and Zuckerman proved formulas for :a(z)b(z):tc(z) and for a(z)t :
b(z)c(z): where a(z), b(z), c(z) are pairwise local fields and t ∈ Z [LZ95],
Lemma 3.2. In particular, they proved the right Wick formula.
Kac proved that fields satisfy the Wick formula and, more generally, the
commutator formula for indices t ≥ 0, s ∈ Z [Kac97, Kac98], Proposition
3.3 (c). Matsuo and Nagatomo proved that fields satisfy the Jacobi identity
for indices r ≥ 0, s ∈ Z, t ≥ 0 [MN99], Theorem 3.2.1 and Corollary 3.2.2.
We present Matsuo and Nagatomo’s proof.
Matsuo and Nagatomo showed how these results can be proven using
contour integrals [MN99], end of section B.2.
3.3.5. Wilson and Kadanoff showed the importance of the operator pro-
duct expansion in quantum field theory [Wil69, Kad69]. It is now a funda-
mental concept treated in every textbook on quantum field theory.
Polyakov and Kadanoff put forward the idea to consider the coefficients
of the OPE as products of an algebra [Pol74, Kad69, KC71].
Lian and Zuckerman proved that the t-th products for t ≥ 0 are the
coefficients of the singular part of the OPE [LZ94], Proposition 3.2, [LZ95],
Proposition 2.3.
Previously, Lian proved that (atb)(z) for t ≥ 0 are the coefficients of the
singular part of the OPE where a, b are elements of an associative vertex
algebra [Lia94], Lemma 2.5 (ii).
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Roitman observed that the commutator formula for indices t ≥ 0, s ∈ Z
is equivalent to the associativity formula for indices r ≥ 0, s ∈ Z [Roi99],
equation (1.3).
3.3.6. The author observed that the r-th products of weakly local fields
are equal to the Taylor coefficients of the operator product [Ros05], equation
(3.4).
Kac proved Taylor’s formula for a field a(z, w) [Kac97], Lemma 3.1,
[Kac98], Proposition 3.1.
3.3.7. Bais, Bouwknegt, Surridge, and Schoutens showed that any “opera-
tors” a(z), b(z) satisfy [a(z), b(z)]∗ = [a(z), b(z)]Lie [BBSS88], equation (A.10).
They proved this by comparing the constant terms of the OPEs of a(z)b(w)
and b(w)a(z). Similarly, comparing the singular part yields conformal skew-
symmetry.
Sevrin, Troost, Van Proeyen, and Spindel stated that primary fields a, b, c
satisfy the identity (arb)sc =
∑
(−1)r+i+1(T (i)(br+ia))sc for r ≥ −1 and
s ≥ 0 [STVPS89], equation (A.7). They used double contour integrals to
prove this.
Li proved that a set S of local fields generates an associative vertex algebra
[Li96], Corollary 3.2.11. In particular, the fields in S satisfy skew-symmetry.
Lian and Zuckerman proved that weakly local fields are local iff they
satisfy skew-symmetry [LZ95], Proposition 2.10.
Li proved that if M is a Z-fold module over an associative vertex algebra
then duality for M implies the Jacobi identity for M and hence, in parti-
cular, locality for M [Li96], Proposition 2.3.3. Our proof of this fact, using
that skew-symmetry implies locality, is new. In Proposition 4.5.2 we give yet
another proof.
Frenkel and Ben-Zvi proved that V -modules are equivalent to g(V )-
modules such that 1(z) = idM and (ab)(z) =:a(z)b(z): [FBZ01], Proposition
4.1.5, [FBZ04], Theorem 5.1.6.
3.3.8. Li and Meurman and Primc discovered Dong’s lemma [Li96],
Proposition 3.2.7, [MP99], Proposition 2.5. Li acknowledged Dong for pro-
viding him with a proof of it. Kac introduced the name “Dong’s lemma”
[Kac97, Kac98], Lemma 3.2.
We present the author’s proof of Dong’s lemma that uses a reformulation
of locality and the fact that the r-th products of local fields are the Taylor
coefficients of the operator product [Ros05], Lemma 4.1 (i).
Kac claimed that locality is equivalent to two identities of the form
a(z)b(w) = c(z, w)/(z−w)n [Kac97, Kac98], Theorem 2.3 (vii). But he missed
that one needs to require that c(z, w) is regular at z = w in order that asso-
ciativity holds when multiplying with (z − w)n.
3.3.9. Li proved that any maximal local subspace of Endv(E) is an as-
sociative vertex subalgebra of Endv(E) [Li96], Theorem 3.2.10. Because of
Zorn’s and Dong’s lemma, this is equivalent to the statement that any local
vertex subalgebra of Endv(E) is associative.
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The observation, that any associative vertex subalgebra of Endv(E) is
local, is new.
Li proved that a local subset of Endv(E) generates an associative vertex
subalgebra of Endv(E) [Li96], Corollary 3.2.11.
Section 3.4. 3.4.1. Frenkel and Zhu introduced the Frenkel-Zhu algebra
A(V ) [FZ92], section 1.3. They called it the universal enveloping algebra.
They observed that there is an equivalence between N-graded V -modules
and N-graded A(V )-modules.
3.4.2. Our definition of the notion of a local associative algebra is new.
The statement that the functor V 7→ A(V ) is left adjoint to the functor
A 7→ V (A) is new as well.
3.4.3. The remark that the map V → A(V ), a 7→ a−1, is injective and the
proposition that the functor V → A(V ) is fully faithful are new.
Section 3.5. 3.5.1. Frenkel and Zhu remarked that the formula for the
t-th products of Endv(E) can be viewed as a rigorous formulation of the OPE-
coefficient resz=w(z − w)
na(z)b(w) [FZ92], Remark after Definition 2.2.1.
3.5.2. Frenkel, Lepowsky, and Meurman proved that ∂
(n)
z δ(z) = (1 −
z)−n−1 − (1 − z)−n−1w>z for any n ≥ 0 where δ(z) =
∑
i∈Z z
i [FLM88], Propo-
sition 8.1.2.
The proof that the r-th products of local fields are the Taylor coefficients
of the operator product is new.
3.5.3. Li proved that local fields satisfy locality [Li96], Proposition 3.2.9.
3.5.4. Matsuo and Nagatomo proved that local fields satisfy the Jacobi
identity [MN99], Theorem 3.4.1 and Corollary 3.4.2.
B.4 Chapter 4
Section 4.1. 4.1.1. Li called duality “associativity” [Li96], (2.2.9). Li
and Lepowsky called it the “weak associativity relation” [LL04], equation
(3.1.16).
4.1.2. Matsuo and Nagatomo found the fundamental recursion of the
Jacobi identity [MN99], equation (4.3.1).
4.1.3. Roitman observed that the commutator formula for indices t ≥
0, s ∈ Z is equivalent to the associativity formula for indices r ≥ 0, s ∈ Z
[Roi99], equation (1.3).
Bakalov and Kac proved that the associativity formula is equivalent to
duality and weak locality for a(z), b(z) [BK03], Theorem 4.7 (b).
4.1.4. Frenkel, Huang, and Lepowsky proved that if skew-symmetry is
satisfied then the Jacobi identity holds for elements a, b, c iff it holds for
any permutation of a, b, c [FHL93], Proposition 2.7.1. They called this S3-
symmetry of the Jacobi identity.
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They observed that their argument also shows that if skew-symmetry
holds then the commutator formula and the associativity formula are equi-
valent [FHL93], Remark 2.7.2.
4.1.5. Bakalov and Kac proved the second recursion for the associativity
formula [BK03], proof of Theorem 5.4.
4.1.6. Bakalov and Kac proved that a vertex algebra is associative iff it
satisfies skew-symmetry and the associativity formula [BK03], Theorem 7.9.
We present a new proof of their result. Instead of the associativity formula
we prove the commutator formula, which is equivalent to the associativity
formula because of skew-symmetry and S3-symmetry. See Corollary 4.5.1 for
the original proof.
4.1.7. Kac introduced quasi-associativity and noted that it is a special
case of the associativity formula [Kac98], equation (4.11.4).
Matsuo discovered that the subspace K =
∑
i≥1(T
iV0)V−i is an ideal of
V0 and V0/K is associative (unpublished). Miyamoto discovered this inde-
pendently in the case that V is the affinization of a vertex algebra W , see
section 6.1.4. In this case V0/K is isomorphic to the Zhu algebra of W .
4.1.8. Li proved that arbsc is an explicit linear combination of (aib)jc
[Li01], Lemma 3.12. He wrote that this result is a reformulation of a result
of Dong, Li, and Mason [DLM98b]. Li and Lepowsky presented Li’s result in
their book [LL04], Proposition 4.5.7.
Dong and Mason proved that the submodule generated by an element
c is the span of anc for a ∈ V and n ∈ Z [DM97], Proposition 4.1. They
acknowledged that Li proved this result previously [Li94a].
Section 4.2. 4.2.1. Li proved that if a(z) is translation covariant then
a(z) is creative [Li94b], Proposition 3.3 (b).
Li proved that locality implies skew-symmetry [Li96], proof of Proposition
2.2.4.
4.2.2. Li proved that a unital vertex algebra V satisfies duality and skew-
symmetry iff V satisfies locality iff V satisfies the Jacobi identity [Li96],
Propositions 2.2.4 and 2.2.6.
4.2.3. Roitman observed that the commutator formula for indices t ≥
0, s ∈ Z is equivalent to the associativity formula for indices r ≥ 0, s ∈ Z
[Roi99], equation (1.3).
The observation that a conformal operator dµ of a vertex algebra is a
conformal derivation iff [(dµ)λa(z)] = (dλa)(z) is new.
4.2.4. Bakalov and Kac introduced the right Wick formula [BK03], equa-
tion (5.9). de Sole gave it the name [DS03], Remark 1.1.4.
Bakalov and Kac proved that the right Wick formula is the associativity
formula for indices r = −1 and s ≥ 0 [BK03], Lemma 5.2.
4.2.5. Bakalov and Kac proved that if skew-symmetry holds then the left
and right Wick formula are equivalent [BK03], proof of Theorem 7.9. We
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give a new proof of their result using S3-symmetry. See Remark 4.5.3 for the
original proof.
Bakalov and Kac proved that a vertex algebra V satisfies the associati-
vity formula iff V satisfies conformal Jacobi identity, the left and right Wick
formula, and quasi-associativity [BK03], Theorem 5.4.
4.2.6. The results about associative algebras with a bracket are new. They
are motivated by the work of Bakalov and Kac, see sections 4.2.7 and 4.2.8.
4.2.7. Bakalov and Kac proved that if a unital vertex algebra V contains
elements a, b such that atb = 1 for some t ≥ 0 then the Wick formulas and the
conformal Jacobi identity imply conformal skew-symmetry [BK03], Lemma
8.1 and proof of Theorem 8.4.
4.2.8. Bakalov and Kac proved that if a unital vertex algebra V contains
elements a, b such that atb = 1 for some t ≥ 0 then the associativity formula
implies that V is associative [BK03], Theorem 8.4.
Section 4.3. 4.3.1. Dong and Mason proved that the centre C of a vertex
operator algebra V is isomorphic to EndV (V ) [DM04], Proposition 2.5.
4.3.2. Dong and Mason showed that complementary central idempotents
of a vertex operator algebra V yield a product decomposition of V [DM04],
equation (2.6).
4.3.3. Dong and Mason proved the existence and uniqueness of the block
decomposition for a vertex operator algebra [DM04], Theorem 2.7.
The Lemma from noncommutative ring theory can be found in the book
by Lam [Lam01], Propositions 22.1 and 22.2.
4.3.4, 4.3.5. Borcherds defined the affinization of a vertex algebra [Bor86],
section 8. He also mentioned tensor products of vertex algebras and of
modules and noticed that affinization is the tensor product vertex algebra
V ⊗K[x±1].
Frenkel, Huang, Lepowsky constructed the tensor product of vertex alge-
bras and of modules [FHL93], section 2.5 and Propositions 3.7.1 and 4.6.1.
Matsuo and Nagatomo proved the universal property of the tensor pro-
duct of vertex algebras [MN99], Proposition 4.4.1.
4.3.6. Frenkel and Zhu proved that if V is a vertex operator algebra of
CFT-type and V ′ a conformal vertex subalgebra then CV (V
′) = kerL′−1
[FZ92], Theorem 5.2. In particular, the centre of V is equal to the kernel of
T .
Li proved that an element c of an ordinary module M satisfies YM (V )c ⊂
M [[z]] iff Tc = 0 [Li94b], Proposition 3.3 (a). Li also observed that the centre
C of a vertex operator algebra is contained in V0 [Li94b], Corollary 4.2.
Li proved implicitly that if K = C and V is a simple vertex operator
algebra then C = C [Li94b], proof of Lemma 4.3 or of Proposition 4.8.
Section 4.4. This section is based on two papers by Li and on results
of Gaberdiel and Neitzke and of Buhl [Li04], section 4, [Li05, GN03, Buh02].
B.4 Chapter 4 185
We have included analogous results for almost commutative associative diffe-
rential algebras in order to demonstrate their similarity to associative vertex
algebras.
4.4.1. Filtrations are, of course, a basic tool in the study of associative
algebras, in particular, of algebras that are “almost” commutative like en-
veloping algebras and Weyl algebras. But most standard textbooks about
ring theory do not discuss filtrations.
4.4.2. Karel and Li had the idea to use filtrations in the theory of ver-
tex algebras [KL99], before Lemma 3.8. They considered filtrations on the
Frenkel-Zhu algebra. They acknowledged the physicist Watts for the idea to
use filtrations [Wat90], equation (11). Karel and Li’s and Watts’ filtrations
are analogous to invariant filtrations.
Li essentially defined invariant filtrations of vertex algebras, except for the
fact that he requires in addition that (Fn)kFm ⊂ Fn+m−1 for k ≥ 0 [Li04],
Definition 4.1. Thus grV is always commutative. Li calls such filtrations good.
Arakawa gave the general definition of invariant filtrations a little later [Ara],
Definition A.6.1.
Li introduced differential filtrations of vertex algebras [Li05], equation
(2.21). He does not give them a name.
Li proves for invariant and differential filtrations for which grV is com-
mutative that grV is a vertex Poisson algebra [Li04], Proposition 4.2, [Li05],
Proposition 2.6. Arakawa notes that grV is a vertex algebra for a general
invariant filtration [Ara], Appendix A.6.
4.4.3. The notion of invariant and differential filtrations FS generated by
a subset S is new. Hence the spanning sets for FS are new as well.
Li associates to a subset S with a map S → Z> a vector space filtration
F ′ and proves that if S is compatible with F ′ then F ′ is an invariant filtration
such that grV is commutative [Li04], Theorems 4.6. In this case F ′ = FS ,
but in general F ′ is not an invariant filtration, in particular, F ′ 6= FS .
4.4.4. Li defined the standard invariant filtration F si of a vertex algebra
of CFT-type [Li04], after Theorem 4.14. He shows that F si is the finest good
filtration such that Vh ⊂ F
si
h [Li04], Theorem 4.14. We define F
si for ρZ-
graded vertex algebras and give a simpler proof that grV is commutative.
4.4.5. Karel and Li considered generating subsets with the PBW-property.
They call them generating subsets of weak PBW-type [KL99], Introduction.
Li calls them generating subsets with the PBW spanning property [Li04],
before Theorem 4.8.
Li introduced the subspace C1(V ) and proved that if S+C1(V ) = V then
S generates V as a vertex algebra [Li99], equation (3.3) and Proposition 3.3.
Karel and Li proved that S +C1(V ) = V iff S strongly generates V , that
is, V is the span of a1n1 . . . a
r
nr1 for a
i ∈ S, ni < 0 [KL99], Theorem 3.5.
Moreover, they proved that if V is of CFT-type and S strongly generates V
then S generates V with the PBW-property [KL99], Corollary 3.13. A result
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of this type appeared previously in the physics literature in a paper by Watts
[Wat90], after equation (7).
Li proved that S strongly generates V iff S generates V and S satisfies a
compatibility with FS [Li04], Theorems 4.6 and Theorem 4.11. In this case
S generates V with the PBW-property and FS = F si [Li04], Theorems 4.8
and 4.14.
The proof we give is much simpler. The main point is that instead of
strongly generating it suffices to assume that S generates V∗. In this way we
obtain a new proof of the result of Karel and Li.
4.4.6. Gaberdiel and Neitzke introduced the notion of generators without
repeats and proved that complements of C2(V ) generate V without repeats
[GN03], Proposition 8. They obtain a series of consequences from this result.
Gaberdiel and Neitzke’s proof has three main arguments: grV is commu-
tative; σhaa = 0 for a ∈ C2(V ); and one gets rid of repetitions by using a
special case of the associativity formula. But they actually do not use the
vertex algebra grV and their inductive argument is quite involved. In our
proof their inductive argument is replaced by a lemma about commutative
differential algebras which is due to Li [Li05], Lemma 4.1.
4.4.7. Buhl generalized the result of Gaberdiel and Neitzke to modules
[Buh02], Theorem 1. His proof is very, very complicated. Miyamoto later
gave a much simpler proof by extending the three main arguments of Gab-
erdiel and Neitzke more directly to modules [Miy04], Lemma 2.4. Moreover,
Miyamoto’s result is stronger than Buhl’s because Buhl has to allow finitely
many repetitions. However, for applications this difference does not matter.
Yamauchi extended the result to twisted modules [Yam04], Lemma 3.3.
Independently of Buhl, Nagatomo and Tsuchiya proved a generalization
of Gaberdiel and Neitzke’s result for certain modules over the Frenkel-Zhu
algebra A(V ) [NT05], Theorem 3.2.7.
4.4.8. Li defined the canonical filtration F c of a vertex algebra, and more
generally of a module, in terms of spanning sets [Li05], Definition 2.7. He
proved that F c is a differential filtration and grV is commutative [Li05],
Proposition 2.14. The proof we give of these facts is a bit simpler and the
description of F c as the differential filtration generated by V is new.
4.4.9. Li generalized the result of Gaberdiel and Neitzke to vertex algebras
with elements of negative weight [Li05], Theorem 4.7.
The Lemma is due to Li [Li05], Theorem 3.5. We follow his proof, with
the only exception that we do not use his smaller spanning sets for F c [Li05],
Lemma 2.9.
The Corollary is due to Gaberdiel and Neitzke [GN03], Theorem 11 and
remark after Corollary 9.
Section 4.5. 4.5.1. Bakalov and Kac proved that if a vertex algebra V
satisfies the Wick formula and skew-symmetry then the pre-Lie identity is
equivalent to quasi-associativity. [BK03], proof of Theorem 7.9.
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Bakalov and Kac proved that a vertex algebra is associative iff it satis-
fies skew-symmetry and the associativity formula [BK03], Theorem 7.9. We
present their proof.
4.5.2. Li proved that if M is a Z-fold module over an associative vertex
algebra then duality for M implies the Jacobi identity for M and hence, in
particular, locality for M [Li96], Proposition 2.3.3.
We present a proof due to Li that duality for M implies locality for M
[Li03], Proposition 3.13. Li applied his proof, more generally, to modules over
Gn-vertex algebras.
4.5.3. Bakalov and Kac proved that if skew-symmetry holds then the left
and right Wick formula are equivalent [BK03], proof of Theorem 7.9. We
present their proof.
4.5.4. Matsuo and Nagatomo proved the universal property of the tensor
product of vertex algebras [MN99], Proposition 4.4.1. We give a new proof
of the key identity used in the proof.
4.5.5. The fact that any BV-algebra yields a Gerstenhaber algebra is stan-
dard. See for example the book by Huybrechts [Huy05], Proposition 6.A.2.
4.5.6. Lian and Zuckerman proved that if V is a topological vertex algebra
then HQ0(V ) is a BV-algebra [LZ93], Theorem 2.2 and Lemma 2.1.
4.5.7. Gorbounov, Malikov, and Schechtman introduced the notion of a
1-truncated vertex algebra and noted that there is a forgetful functor from
N-graded vertex algebras to 1-truncated vertex algebras [GMS04], section 3.1
and equation (3.1.1).
Bressler defined the notion of a Courant algebroid [I], section 4.1.
Yamskulna showed that any vertex Poisson algebra yields a Courant al-
gebroid [Yam], Theorem 3.8.
4.5.8. Pradines introduced Lie algebroids in 1967, see [CdSW99], section
16.2. This is a vector bundle on a smooth manifold with a Lie bracket and
additional structure.
Rinehart defined Lie algebroids in an algebraic setting, constructed their
enveloping algebras, and proved a Poincare´-Birkhoff-Witt theorem for them
[Rin63]. Therefore Lie algebroids are also called Lie-Rinehart algebras [Hue98].
Gorbounov, Malikov, and Schechtman introduced the notion of an ex-
tended Lie algebroid and showed that any 1-truncated vertex algebra yields
an extended Lie algebroid [GMS04], sections 3.2 and 2.1.
Previously, Malikov, Schechtman, and Vaintrob gave an outline of this
result [MSV99], section 6. Malikov and Schechtman provided more details
[MS99], section 2.2.
The analogous construction of an extended Lie algebroid from a Courant
algebroid is new.
4.5.9. Frenkel, Lepowsky, and Meurman wrote the Jacobi identity in
terms of residues [FLM88], Proposition A.2.8.
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B.5 Chapter 5
Section 5.1. 5.1.1, 5.1.2. Borcherds stated that for any locality function
there exists a free vertex algebra [Bor86], section 4.
Roitman constructed free vertex algebras as enveloping algebras of free
vertex Lie algebras [Roi99], end of section 3.1.
5.1.3. Primc proved that the functor V 7→ VLie has a left adjoint
R 7→ U(R) and that any bounded g(R)-module is a U(R)-module [Pri99],
Theorems 5.5 and 5.8.
Dong, Li, and Mason proved that any bounded module over a regular
local Lie algebra g is a module over an associative vertex algebra contructed
from g [DLM02], Theorem 4.8.
The construction of U(R) as a quotient of a free vertex algebra is new.
5.1.4. Bakalov and Kac proved that T ∗R has a unique vertex algebra
structure [BK03], Theorem 6.1.
The observations about the invariant filtration of T ∗R are new.
Loday defined Leibniz algebras [Lod92, LP93].
5.1.5. Bakalov and Kac proved that T ∗R satisfies a universal property.
[BK03], before Remark 6.5.
We prove a slightly stronger universal property that implies that R 7→
T ∗R is a functor. This last observation is new.
5.1.6. Gorbounov, Malikov, and Schechtman proved that if I is the ideal
of the ordinary tensor algebra T ∗R that is generated by a⊗b−ζabb⊗a−[a, b]Lie
then T ∗R/I has a unique associative vertex algebra structure and U(R) =
T ∗R/I [GMS04], Theorem 10.3, [GMS], Theorem 8.3.
Bakalov and Kac stated that U(R) is the quotient of the tensor vertex
algebra T ∗R by the ideal generated by a ⊗ b − ζabb ⊗ a − [a, b]Lie [BK03],
Remark 7.13.
Section 5.2. 5.2.1. Goddard proved the uniqueness theorem in the
framework of meromorphic conformal field theory [God89], Theorem 1.
Frenkel, Kac, Radul, and Wang and Meurman and Primc proved the
existence theorem [FKRW95], Proposition 3.1. [MP99], Theorem 2.6.
Xu proved a much weaker version of the existence theorem [Xu97], The-
orem 2.4.
5.2.2. Kac proved that if g is a local Lie algebra then the Verma module
associated to a Lie algebra morphism {a ∈ g | T na = 0, n ≫ 0} → C has a
unique associative vertex algebra structure Theorem 4.7.
Primc and Dong, Li, and Mason proved this result for any regular local
Lie algebra g and for the Verma module associated to the decomposition
g = g− ⊕ g+ [Pri99], Theorems 5.3, [DLM02], Theorem 4.8.
The notion of a vertex algebra over a local Lie algebra is new.
5.2.3. The result that V (g) is the universal vertex algebra over g is new.
5.2.4. Primc proved that U(R) = V (g(R)) [Pri99], Theorems 5.5.
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Gorbounov, Malikov, and Schechtman and Bakalov and Kac proved the
PBW theorem U(R) = U(Rlie) [GMS04], Corollary 10.8, [GMS], Corollary
8.27, [BK03], Theorem 7.12.
Li proved that S∗R is a vertex Poisson algebra and grU(R) = S∗R as
vertex Poisson algebras [Li04], Propositions 3.7 and 4.7.
Frenkel and Ben-Zvi stated the fact that S∗R is a vertex Poisson algebra
[FBZ01], Remark 15.2.2, [FBZ04], Remark 16.2.2.
5.2.5. Frenkel and Zhu constructed the universal affine vertex algebras V
in the case that g is a finite-dimensional simple Lie algebra and proved that
V has a conformal vector if k is not equal to the dual Coxeter number [FZ92],
Theorem 2.4.1 and Remark 2.4.1.
Lian generalized the work of Frenkel and Zhu to arbitrary Lie algebras g
with an invariant, symmetric bilinear form [Lia94], Theorem 4.8.
Frenkel and Zhu and Lian constructed a vertex algebra structure on a
certain Verma module V , using completed topological algebras and correla-
tion functions, but they did not prove any universal property of the vertex
algebra V .
Section 5.3. 5.3.1. Bakalov and Kac proved that T ∗R is dual [BK03],
Theorem 6.1.
They also proved the refinement of Dong’s lemma that states that if
a(z), b(z) are weakly local and a(z), c(z) and b(z), c(z) are local then a(z)tb(z)
and c(z) are local for any t ∈ Z [BK03], Lemma 3.5 (a).
They introduced the field aT(z) and proved that a, c are dual iff a(z), cT(z)
are local [BK03], Proposition 4.1 (b).
B.6 Chapter 6
Section 6.1. Zhu discovered the relationship between N-graded V -
modules and A(V )-modules [Zhu90, Zhu96]. Essentially all of the results of
this section are due to him. He used correlation functions to prove his main
result.
Li found another approach to the Zhu correspondence [Li94a]. Instead of
correlation functions he used the Borcherds Lie algebra g(V ) and standard
constructions of Lie modules. We follow his approach. Dong, Li, and Ma-
son gave the first published account of Li’s work [DLM98a]. Moreover, they
generalized the Zhu correspondence to twisted modules.
6.1.1, 6.1.2. Zhu introduced the notion of an N-graded module over a
vertex operator algebra [Zhu90], Definition 1.2.2, [Zhu96], Definition 1.2.3.
Previously, modules were always assumed to be graded by the eigenvalues of
L0 [FLM88], equations (8.10.23) and (8.10.32), [FHL93], Definition 4.1.1.
Li introduced the standard constructions of M ′(U) and L(U) and the
g0-module Ω(M) into vertex algebra theory [Li94a], after Remark 2.2.9, In-
troduction to Chapter 3, and equation (2.2.12).
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Li pointed out that the Zhu correspondence is analogous to a correspon-
dence between simple N-graded g-modules and simple g0-modules [Li94a],
Introduction to Chapter 3. He mentioned also that such a correspondence
exists for Z-graded associative algebras A. Instead of A0 one has to take the
quotient algebra A0/
∑
h≤−1A−hAh.
The results of sections 6.1.1 and 6.1.2 are essentially well-known and el-
ementary. Dong, Li, and Mason observed that Ω(L(U)) = U for any ver-
tex operator algebra V and any A(V )-module U [DLM98a], Theorem 6.3.
Li proved this result under the assumption that L0 acts semisimply on U
[Li94a], Proposition 3.2.9.
6.1.3. Zhu defined the Zhu product and the subspace O(V ) = V ∗−2 V
and proved that if M is an N-graded V -module then M0 is an A(V )-module
[Zhu90, Zhu96], Definition 2.1.2 and Theorem 2.1.2.
Li observed that g(V )0 ∼= V/(T +H)V [Li94a], Proposition 2.2.7.
6.1.4. Zhu proved that O(V ) is an ideal and A(V ) = V/O(V ) is an
associative algebra [Zhu90, Zhu96], Theorem 2.1.1 (1).
Miyamoto gave a proof of Zhu’s result using the affinization Vˆ of V (Pro-
ceedings of 17th Algebraic Combinatoric Symposium at Tsukuba, 19–21 June
2000), Lemmas 3 and 4. Yamauchi explained it to me and Matsuo found it
independently.
Akman suggested that the Zhu product might be a pre-Lie product
[Akm00], at the end. Since (V, ∗) ∼= Vˆ0, this is in fact true.
6.1.5. Zhu gave a formula for the commutator of the Zhu algebra [Zhu90],
Lemma 2.1.7, [Zhu96], Lemma 2.1.3. He deduced from it that a conformal
vector is contained in the centre of A(V ) [Zhu90, Zhu96], Theorem 2.1.1 (3).
Li observed that Zhu’s formula is equivalent to the fact that the surjection
g(V )0 → A(V ), a0 7→ [a], is a Lie algebra morphism [Li94a], Lemma 3.2.1.
We give a new proof of this fact using Vˆ .
6.1.6. Zhu proved that for any A(V )-module U there exists an N-graded
V -module M such that M0 = U and J(M) = 0 [Zhu90, Zhu96], Theorem
2.2.1. Li proved that if U is an A(V )-module then the g(V )-module L(U) is
a V -module [Li94a], Theorem 3.2.6.
Zhu deduces from his result that there is a bijection between simple N-
graded V -modules and simple A(V )-modules [Zhu90, Zhu96], Theorem 2.2.2.
6.1.7. Zhu defined the notion of a rational vertex algebra [Zhu90], Defi-
nition 1.2.3, [Zhu96], Definition 1.2.4. He proved that if V is rational then
A(V ) is semisimple [Zhu90, Zhu96], Theorem 2.2.3.
Zhu required in his definition of a rational vertex algebra two more condi-
tions. He required in addition that V has only finitely many simple N-graded
modules up to isomorphism and that dimMh <∞ for any such module M .
Dong, Li, and Mason showed that these two conditions are redundant
[DLM98a], Theorem 8.1 (b), (c). The subspaces Mh are eigenspaces of L0
with eigenvalue h0 + h for some fixed h0. Dong, Li, and Mason proved that
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if V is an even rational vertex operator algebra and K = C then A(V ) is
finite-dimensional [DLM98a], Theorem 8.1 (a). They proved all these results
more generally for twisted modules.
Section 6.2. 6.2.1. Li gave a construction of the V -module Q(M ′(U))
and remarked that the functor U 7→ Q(M ′(U)) from A(V )-modules to V -
modules is left adjoint to the functor M 7→ Ω(U) [Li94a], Remark 3.2.7 and
Corollary 3.2.8.
Dong, Li, and Mason extended this result to twisted modules [DLM98a],
Theorem 6.2.
6.2.2, 6.2.3. Matsuo and Nagatomo defined the n-th Zhu product ∗n for
any n ∈ Z, proved the relation between ∗n and ∗n−1 and the associativity
formula for the Zhu products, and used these results to give a new proof that
O(V ) is an ideal and A(V ) is associative [MN99], Lemmas 8.4.1 and 8.4.2
and Proposition 8.4.3.
6.2.4. We present Zhu’s computation of the commutator of the Zhu alge-
bra [Zhu90], Lemma 2.1.7, [Zhu96], Lemma 2.1.3.
6.2.5. Frenkel and Zhu calculated the Zhu algebra of the universal affine
vertex algebra [FZ92], Theorem 3.1.1. We follow their proof and use the
results of Matsuo and Nagatomo from sections 6.2.2 and 6.2.3 to show that
N = O(V ).
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– Z-graded algebra, 68
topological twist, 129
topological Virasoro algebra, 43
translation
– endomorphism, 61
– generator, 61
– operator, 61
translation covariant, 14, 33
– field, 60
translation operator, 19
t-th product, 18
two-element identity, 87
U(1)-current, 42
U(1)-vector, 42
U(1)-vector, 53
unbounded
– conformal algebra, 18
– endomorphism vertex algebra, 60
– λ-bracket, 18
– λ-product, 18
– vertex algebra, 53
– vertex Lie algebra, 32
unital, 53
– algebra, 163
– vertex subalgebra, 53
– Z-fold algebra, 62
universal affine vertex algebra, 145
universal vertex algebra of g, 143
vector space, 163
vertex algebra, 53
– cohomology, 127
– over a local Lie algebra, 141
vertex Leibniz algebra, 136
vertex Lie algebra, 24
vertex operator algebra, 111
vertex Poisson algebra, 58
Virasoro
– vertex Lie algebra, 39
Virasoro algebra, 9
weak commutator formula, 6, 13
weak right identity, 96
weakly local, 18
Wick formula, 54
– for a vertex algebra, 54
Witt algebra, 9
Z-fold
– module, 27
Zhu algebra, 150
Zhu Poisson algebra, 55
Zhu product, 150, 151
