Computers and services such as eBanks and WebMails that identify users only at login via credentials are vulnerable to Identity Theft. Hackers perpetrate fraudulent activity under stolen identities by using credentials, such as passwords and smartcards, unlawfully obtained from legitimate users or by using logged-on computers that are left unattended. User verification methods provide an additional security layer by continuously confirming the identity of logged-on users based on their physiological and behavioral characteristics. We introduce a novel method that continuously verifies users according to characteristics of their interaction with the pointing device of the computer e.g. mouse, touch pad and stylus. The contribution of this work is three-fold: first, user verification is derived by combining the classification results of each individual mouse action, in contrast to the histogram approach in [2] in which verification is based on aggregations of mouse actions. Second, we propose a hierarchy of mouse actions from which the features are extracted. Third, we introduce new features to characterize the mouse activity which are used in conjunction with features proposed in previous work. The proposed algorithm outperforms current state-of-the-art methods by achieving higher verification accuracy while reducing the response time of the system.
INTRODUCTION
Currently, most computer systems and on-line websites identify users solely by means of credentials such as passwords and PINs (personal identification numbers). These systems expose their users to Identity Thefts -a crime in which hackers impersonate legitimate users in order to commit fraudulent activity. Hackers exploit other identities by stealing credentials or by using logged-on computers that are left unattended.
According to the non-profit Identity Theft Resource Center (ITRC), identity theft from a consumer perspective is divided into four categories: (a) Financial identity theft in which stolen identity is used to obtain goods and services, for example a bank fraud; (b)
Criminal identity theft in which a criminal impersonate a legitimate user when apprehended for a crime; (c) Identity cloning -using the information of another person to assume his or hers identity in daily life; and (d) Business/commercial identity theft -using a stolen business name to obtain credit.
A major threat to organizations is identity thefts that are committed by internal users who belong to the organization. Usually, the hacker gains access to sensitive information which can be exploited for industrial espionage, extortion, etc.
The drawbacks of identification methods that only rely on credentials lead to the introduction of user verification techniques which are used in conjunction with credentialbased user identification. Verification methods confirm the identity of the users according to behavioral and physiological biometrics which are assumed to be relatively constant to each user, and harder to steal. The verification may be performed once during login or continuously throughout the session. In the latter case, biometric measurements of the user are taken at regular intervals while the user is logged-on and are compared with measurements that were collected in advance. Common behavioral biometrics include characteristics of the interaction between the user and input devices such as the mouse and keyboard. Physiological biometrics, on the other hand, use fingerprints, iris patterns and other physiological features that are unique to each individual. Thus, systems utilizing biometric user verification require a hacker who wants to infiltrate the system not only to steal the credentials of the user but also to mimic the user's behavioral and physiological biometrics making identity thefts much harder.
A major drawback of user verification methods that are based on physiological biometrics is that they require dedicated hardware devices such as fingerprint sensors and retina scanners which are expensive and are not always available. Although fingerprint verification is becoming widespread in laptops, it is still not popular enough and it cannot be used in web applications. Furthermore, fingerprints can be copied. Behavioral biometrics [26 [28] , on the other hand, do not require special designated devices since they use common hardware such as the mouse and keyboard.
Another major difference between physiological and behavioral biometrics is the temporal aspect -behavioral biometrics may differ depending on the time of day in which they are captured. This makes them harder to intercept and imitate but also harder to utilize.
Furthermore, several challenges [26] , which will be elaborated in Sections 2 and 6, still need to be overcome in order to make this approach fully operational. Consequently, behavioral biometrics was largely ignored for user verification in the past. In this paper we propose a novel user continuous verification technique based on behavioral biometrics of mouse activity.
The rest of the paper is organized as follows: in Section 2 we describe various aspects of behavioral biometrics verification systems such as general architecture and challenges inherent in their construction. We also survey currently available state-of-the-art techniques and give an in-depth description of mouse behavioral biometrics. The proposed algorithm is described in Section 3. Experimental results are presented in Section 4.
Finally, we conclude in Section 5 and describe the various challenges and open problems that need further investigation in order to make this approach fully operational.
BEHAVIORAL BIOMETRICS SYSTEMS FOR USER VERIFICATION
A biometric-based user verification system Error! Reference source not found. is essentially a pattern recognition system that acquires biometric data from an individual, extracts a feature set to form a unique user signature and constructs a verification model by training it on the set of signatures. User verification is achieved by application of the model to on-line acquired signatures of the inspected user that are constructed using a process identical to the one used during the model construction. Figure 1 depicts the typical architecture of a behavioral biometrics user verification system. Such systems include the following components:
General architecture
• Feature acquisition -captures the events generated by the various input devices used for the interaction (e.g. keyboard, mouse)
• Feature extraction -constructs a signature which characterizes the behavioral biometrics of the user.
• Classifier -Consists of an inducer (e.g. Support Vector Machines, Artificial Neural Networks, etc) that is used to build the user verification model by training on past behavior, often given by samples. During verification, the induced model is used to classify new samples acquired from the user.
• Signature database -A database of behavioral signatures that were used to train the model. Upon entry of a username, the signature of the user is retrieved for the verification process. 
Related work
According to [6] , most common behavioral biometrics verification techniques are based on: (a) mouse dynamics, which are derived from the user-mouse interaction and are the focus of this paper; (b) keystroke dynamics, which are derived from the keyboard activity;
and (c) software interaction, which include, for example, how features of a specific software tool are utilized.
Behavioral methods can also be characterized according to the learning approach that they employ. Explicit learning methods monitor user activity while performing a predefined task such as playing a memory game [20] . Implicit learning techniques, on the other hand, monitor the user during his usual activity rather than while performing a specific task.
Implicit learning is more challenging due to high inconsistency owed to the variety of the performed tasks, mood changes and other influencing factors. Nevertheless, it is the best way to learn unique user behavior characteristics such as frequently performed actions. 
Mouse-based user verification methods
Gamboa et al [20] proposed to verify a user based on his interaction with a memory game.
The user was required to identify matching tiles and was verified based on characteristics of the mouse-strokes performed in order to reveal the tiles. A mouse-stroke was defined to be the set of traversed points from one click to the next and a set of one or more strokes was used in order to verify a user. Features such as curvature and velocity, were used to characterize each mouse-stroke. The learning procedure employed maximum likelihood with various distributions such as the Weibull [27] and Parzan distribution [27] s.
Evaluation was performed using 50 users with a varying number of mouse-strokes having an average duration of 1 second. Equal error rates (ERRs) of 0.007 and 0.002 were achieved for 100 and 200 mouse-strokes, respectively. Ahmed et al [1] monitored the mouse activity of users while they performed their daily tasks within their own chosen operating conditions and applications. Features were extracted and aggregated into histograms that were used to characterize each user. Four action types were defined:
• Mouse-Move (MM) -General movement between two points.
• Drag-and-drop (DD) -An action composed of the following sequence: a mousebutton down event, a movement and then a mouse-button up.
• Point and Click (PC) -Mouse-movement between two points followed by a click.
• Silence -No movement.
Every action is described by properties such as the duration, traveled distance and the direction of the movement (the travelling properties are excluded for silence actions). The general movement angle is fitted into 8 equal size sectors of the circle -each covering 45 degrees of the angle space as illustrated in Error! Reference source not found.. Examples of collected actions are illustrated in Table 1 A session is defined as a sequence of mouse activities performed by a user. The sequence is limited to a predefined number of actions and a period of time. The user is characterized by a set of 7 histograms that are constructed from the raw user session data. In order to form the histograms, the data are averaged across the session and discretisized in a manner similar to the fitting of movement angle into 8 directions. Pusara and Bordley [19] proposed a user verification scheme based on mouse movements while participants browsed a predefined set of web pages using a web browser. Features such as the mean, standard deviation, third moment of distance, angle and speed were extracted from a sequence of N events. Three main evaluations were performed: the goal of the first was to check the behavior difference between each pair of users. Results
showed that a relatively large number of users can be discriminated from one another. In the second evaluation, the discrimination of each user x from the set of the remaining users was tested. A binary model was created for each user x. An FAR of 27.5% and FRR of 3.06% was achieved on the average. The third evaluation was similar to the second but used only 11 (out of the 18 that participated) users and also applied a smoothing filter to the data. An FAR 0.43% and an FRR of 1.75% were achieved. [3] , extracted the typing durations of two (di-graph) and three (tri-graph) consecutive characters from a sample and used to associate it to a user. The extracted graphs were ordered by their duration and their relative ordering was compared to the relative order of the training samples of other users.
Other user verification approaches
Keyboard-based methods for continuous verification of users extract feature vectors while the user types free text. Gunetti et al. [24] extended the approach of [3] to also handle free text. Furthermore, they proposed another distance measure based on absolute times. Curtin et al [23] constructed a nearest neighbor classifier that was trained according to the duration of common characters, transition times of common di-graphs and the occurrence frequency of special keys
Although being effective, keyboard-based verification is less suitable for web browsers since they are mostly interacted with via the mouse. 
THE PROPOSED METHOD
We propose a novel verification method which verifies a user based on each individual mouse action. This is in contrast to the histogram-based method in [2] which requires the aggregation of dozens of activities before accurate verification can be performed.
Verification of each individual mouse action increases the accuracy while reducing the time that is needed to verify the identity of the user since fewer actions are required to achieve a specific accuracy level, compared to the histogram-based approach. In order to effectively characterize the mouse actions, we construct a hierarchy of features whose lowest level consists of fundamental mouse events while features at higher levels are composed of lower level ones. In general, high-level features characterize the mouse activity better than low-level ones since they convey more information regarding the task intended by the user. The verification algorithm constructs a classifier using vectors composed of high level features, which will be described below. Some of the proposed features are new while others bare some resemblance to the ones used in [2] and [20] .
A hierarchy of mouse actions
All mouse activities are formed from five atomic mouse events which constitute the lowest level (level 0) of the proposed hierarchy: 
Basic mouse actions (level 1)
This set of basic mouse actions is constructed based on a sequence of the atomic mouse events -m, ld, rd, lu and ru. In order to concatenate two consecutive mouse events we define the following CTTs:
• Moving CTT: Time threshold for concatenation of two consecutive mouse move events which is denoted by τ MM .
• Mouse move to left click CTT: The time between a mouse-move (m) event and a left mouse-down (ld) event to be concatenated into an action. The Mouse-move to Left
Click concatenation time is denoted by τ MLM .
• Mouse-move to right click CTT: The time between a mouse-move (m) event and a right mouse-down (rd) event to be concatenated into an action. The Mouse-move to Right Click concatenation Time is denoted by τ MRM .
• Mouse-down to mouse-up CTT. The minimal time duration between a mouse-down event (rd or ld) and a mouse-up event (ru or lu) event to be concatenated into an action. Optional mouse-move events (m) may take place between the mouse-down and mouse-up events. The mouse-down to mouse-up concatenation time is denoted by τ DD .
Given the above thresholds, we define the following basic (level 1) mouse actions:
Silence interval -is defined as a time interval that separates between two consecutive mouse events in which no action took place. Formally, the following silence interval are defined: (a) two consecutive mouse-move events separated by a period of time that is greater than τ MM seconds; (b) a mouse-move followed by a left mouse-down event after more than τ MLM seconds; and (c) a mouse-move followed by a right mouse-down event separated by more than τ MRM seconds. We denote a silence interval by σ. 
Left Click (LC) -
where the duration of the action has to be greater than the click time, i.e. 
Level 3 mouse actions
This is the highest level of mouse actions. The actions in this level are composed of level 1 and level 2 actions as follows:
Mouse-move and Left Click Action (MM_LC) -is composed of a sequence of mousemove events followed by a left click taking place at most τ MLM seconds after the last mouse-move event. Formally:
Mouse-move and Right Click Action (MM_RC) -consists of a sequence of mousemove events and a right click taking place at most τ MRM seconds after the last mouse move event. Formally:
Mouse-move and Double Click Action (MM_DC) -is defined as a sequence of mousemove events which are followed by a double left click. Formally: 
Actions features
All actions, except for LC, RC and DC, contain one or more sequences of mouse-move events together with lower level actions. In the following we describe the features that we use in order to characterize mouse movement. We then describe the features that we associate with each mouse action.
Movement Features (MF)
We adopt a similar approach to the one proposed by Gamboa et al [20] in order to describe a mouse movement action. Formally, each mouse movement is associated with the following three vectors: A set of basic features, which are described in Table 3 , was extracted in [20] from the vectors and x, y t . Based on the features in Table 3 , Gamboa et al [20] construct a set of higher-level features. In order to calculate some of these features, the vectors x, y are first interpolated and the interpolated results are denoted by ' '
x , y , respectively. The result is used to obtain the interpolated traveled distance which is denoted by ' s .
A subset of the higher-level features proposed in [20] which is utilized by the algorithm proposed in this paper, is given in Table 4 . We introduce a set of new features that are used in conjunction with the features in Table   4 . These features include: 
Mouse action features
In order to describe the LC, RC, DC, DD, MM_LC, MM_RC and MM_DD mouse actions, additional features are extracted depending on the action type at hand. Table 6 provides a detailed description of the features that are used to characterize each of the actions. 
Drag and Drop (DD)
• The features of the movement between the mouse-down and mouse-up events which are summarized in Table 6 . 66
Double Click (DC)
• First Click Time (FCT) -The time between the mouse-down and mouse-up events, which is less than τLC. • Mouse movement features from the beginning of the action until the mouse down event (Table 6 ). 
70
Mouse Move and Double Click Action
•
Mouse movement features from the beginning of the action until the mouse down event (Table 6 ). • Mouse movement features from the beginning of the action until the mouse down event (Table 6 ). (Table 6 ).
134 Table 6 : Features of the mouse actions that are used to describe the mouse activity.
The Proposed Verification Framework
The framework is divided into 3 parts: (a) Acquisition, (b) Learning, and (c) Verification.
A detailed description of these parts is given in the next sections.
Acquisition
The acquisition part captures the mouse events that constitute the users' mouse activity and is illustrated in Figure 6 . This part is composed of three modules and an Actions database:
• A feature acquisition module -responsible for acquiring the events that are produced by the mouse. Each event is described as a quartet <event type, x coordinate, y coordinate, timestamp>. For example, the quartet <MM,220,320,63355951016724>
represents a mouse-move event, at location X=220, Y=320 at time 63355951016724 milliseconds after the year 1970.
• An action extractor module -transforms the acquired events into the mouse actions defined in section 3.1. Each action is extracted and associated with its events in order to facilitate the extraction of the different features proposed in Section 3.2.
• A feature extractor module -derives features from the given action. It is illustrated by multiple instances in Fig. 7 since different feature extractors are required for different types of actions. The extracted features are summarized in Table 7Error ! Reference source not found..
• An actions DB -stores the actions and their associated features of each user. This information is used to construct the profiles of each user in the Learning process. 
Learning
In this part, classifiers are constructed for each action type. Training sets in the form of matrices are constructed using the actions of the users that are stored in the actions DB.
Each matrix holds the features that belong to a specific action type. Specifically, each action instance forms a row whose columns contain the features that are associated with the action and its label is given by the id of the user who performed the action.
A classifier is trained using the rows of one matrix and the produced model is stored in a database (one model for each action type).
We use the Random Forest [25] classifier which is a multi-class classifier, constructed 
Verification
The verification process is composed of the following steps:
1. Features are extracted from the acquired actions via a process that is similar to the one employed by the acquisition part.
2. The extracted features are stored in an Action Collector DB.
3. Once a sufficient number of (consecutive) actions are collected (according to a predefined threshold m) they are sent to the appropriate classifier according to the action type. 4 . The Classifier (Layer 1) predicts for each of the trained users, the probability that each of them performed each of the m actions. 5 . A layer 2 decision module combines the probabilities to derive a final result.
The process and its components are illustrated in Fig. 8 . In the following, we give a formal description of the layer 1 classifier and the layer 2 decision module.
Classifier (Layer 1)
As previously mentioned, the classifier used to construct the model for each action type is the Random Forest [25] . Each of the actions collected by the Action Collector is passed to the appropriate classifier according to the type of action. Let ܷ = ሼ‫ݑ‬ ଵ , … , ‫ݑ‬ ሽ be the set of trained users and let ‫ܣ‬ = ሼܽ ଵ , … , ܽ ሽ be a set of performed actions.
Each classifier (associated with action ܽ ) estimates for each trained user ‫ݑ‬ the probability he performed action ܽ . This probability is denoted by ܲ ൫‫ݑ‬ |ܽ ൯. This may result in a biased decision by the classifier. In order to overcome this problem, normalization is applied to the probabilities. Specifically, the probability ܲ ௦௧ ൫‫ݑ‬ |ܽ ൯ that an action a j was performed by user ‫ݑ‬ is given by:
Let
where
and ܲ ൫‫ݑ‬ |ܽ ൯ denotes the a-priori probability derived by the training step.
Decision (Layer 2)
The decision module provides a final decision regarding the performed actions. It combines the probabilities given by the layer-1 classifiers and produces a final probability ܲ ௦௧ ሺ‫ݑ‬ |ܽ ଵ , … , ܽ ).
The probability that the set of actions ሼܽ ଵ , … , ܽ ሽ belongs to user ‫ݑ‬ is given by the following formula 1 :
The set of actions ܽ ଵ , … , ܽ is associated to user ‫ݑ‬ if the resulting probability is above a threshold λ i.e.
EXPERIMENTAL RESULTS
In order to evaluate the proposed approach, we first collected an extensive and diverse data from a wide variety of users and computer configurations. Given the data, the proposed approach was evaluated by performing the following experiments:
1. Comparison between the proposed action-based multi-class approach to the histogram-based binary-class approach proposed by Ahmed et al [2] .
2. Comparison between the proposed multi-class verification and a binary-class model utilizing the proposed approach in order to examine the effectiveness of using a multi-class model. 3 . We tested the contribution of the new features introduced in Section 3.2 to the verification accuracy.
Data Collection
The feature acquisition described in section Error! Reference source not found. was performed in 25 computers which were used by 21 males and 4 females. The computers were chosen from a wide variety of brands and hardware configurations. Specifically, the computers included 13 desktops, 12 laptops. The CPU speeds ranged from 1.86Ghz to 3.2Ghz and the pointing devices included optical mice, touch pads and styli.
User groups definition
In general, different users may interact with one or more computer system. These users may be associated with the institution or company to which the computer systems belong or alternatively, they may be external. Accordingly, the following two groups of users were defined:
(a) Internal Users -correspond to users that belong to the institution or company.
(b) External Users -users that are external to the institution or company.
One or more internal users may be authorized to interact with a particular computer system while the rest of the users (internal and external) are not. We refer to the former interaction type as an authorized interaction. It is assumed that the number of authorized interactions performed by an internal user is higher than the number of unauthorized ones since most of the time the legal users interact with their computer systems. Moreover, the number of unauthorized interactions by external users is even smaller since they are not supposed to have access to any of the computers within the company. This assumption is manifested by the number of legal verification attempts, internal attacks and external attacks that are chosen in the evaluation.
Experiment configuration
The thresholds τ MM, τ MLM, τ MRM, τ LC, τ RC , τ I that were used in order to construct the actions defined in section Error! Reference source not found. were empirically set to 500 milliseconds. The action extraction incorporated filtration similarly to the one used in [20] . Namely, calculation of the movement features associated with the different actions such as speed, acceleration and jerk, was only done if a minimal amount of events was at hand. Only movements that contained at least 4 different points were considered. Events whose type and position were equal to those of the event which preceded them were ignored. were conducted using the same testing instances to allow credible comparisons.
Attacks by internal and external users were simulated and are referred to as internal and external attacks, respectively. An internal attack was simulated by changing the user id of an activity that belongs to an internal user to an id of another internal user. An external attack was simulated by associating actions of an external user with an id of an internal user. Specifically, 24 internal attacks were simulated for each user in each of the two folds, producing 48 internal attacks per user and a total of 48 * 25 = 1200 internal attacks.
Six external attacks were simulated for each user in each of the two folds, producing 12 external attacks per user and a total of 12 * 25 = 300 external attacks.
In addition to the attacks, 72 authorized interactions were checked for each user in each of the two folds, simulating a legitimate user working on a computer system. This produced 144 legal verification attempts per user and 144 * 25 = 3600 verification attempts in total.
The training and testing were performed on computer with 16GB RAM and an Intel(R)
Xeon(R) CPU running at 2.5Ghz which achieved all the execution times that are specified below.
Evaluation measures
Since biometric-based verification systems are a special case of classifiers [1] , their performance is evaluated using similar measurements. Specifically, the following measurements were used:
• False Acceptance Rate (FAR) -measures the ratio between the number of attacks that were erroneously labeled as authentic interactions and the total number of attacks.
• False Rejection Rate (FRR) -measures the ratio between the number of legitimate interactions that were erroneously labeled as attacks and the total number of legitimate interactions.
• ROC Curve -An ROC curve is a graphical representation of the tradeoff between the FAR and the FRR for every threshold [4] [5]. The point (0,0) represents perfect verification while the point (1, 1) represents wrong verification for every instance.
• Area Under Curve (AUC) -measures the area under the ROC curve. A lower AUC is sought after since it corresponds to better performance.
• Equal Error Rate (EER) -The rate at which both acceptance and rejection error rates are equal.
Based on the above measurements, additional measurements were defined.
• The INTERNAL_FAR was attained from the attacks performed by internal users.
• The EXTERNAL_FAR was derived from the attacks performed by external users.
Comparison with a histogram-based approach
The approach introduced in [2] uses histograms in order to aggregate multiple actions and utilizes a binary model in order to represent each user. The first experiment compares this approach with the two layer approach proposed in this work. In order to construct histograms from the features that are used to characterize the mouse actions (Section 3), discretization is first employed to continuous features. Specifically, one of the following methods was applied to each feature:
1. Distance discretization -In most cases, during click/double click no distance is traveled. Thus, in this case discretization was performed via two binary features. The first is set to 1 if no distance was traveled; otherwise the second feature is set to 1.
This discretization was applied to the DC, FCD, ID, SCD and TDC features. The discretisized features were used by both the proposed approach and the histogrambased one. By performing aggregation of the discretisized features of each action, occurrence histograms as in [1] were created. The feature average histograms were created by averaging the remaining features. The features that were used were described in Table   6 .
A verification attempt based on N actions was performed in the following manner: Each of the eight types of actions was extracted from the N actions and was individually aggregated. The aggregated values were concatenated to form a feature vector that characterizes the user's activity. In addition, the relative occurrence of each action was added to the feature vector.
In order to train the model, the training set data was split into 5 equal partitions and each training partition was used to produce a single aggregated vector. Thus, each user was represented by 5 vectors. Error! Reference source not found. shows the EER of the two methods for different quantities of actions. The action-based method is superior for any quantity of actions.
Error
Furthermore, a sharp decrease in the EER is observed in the action-based method when the number of actions that is used for verification ranges from 1 (26.25% EER) to 30 actions (~8.53% EER). When the number of actions is between 30 and 100, the decrease becomes more moderate and for 100 actions the EER is equal to 7.5%. The aggregation approach produces 29.78% and 23.77% EER for 30 and 100 actions, respectively.
As mentioned above, the average duration of an action was less than 1. 
Comparison between binary and multi-class models
The purpose of the second experiment was to determine whether modeling users by a multi-class approach is superior to modeling the users by binary class models. In the latter, a binary model was constructed for every action and user pair in the training set in order to derive the probability ܲ ൫‫ݑ‬ |ܽ ൯.
(b) Thus, although the binary-class approach exhibits statistically significant performance superiority over the multi-class approach, considering the time and space complexities that are required for training and testing may render it as unsuitable in time-critical settings.
Consequently, choosing one of the approaches depends on the verification time and accuracy which is required. The multi-class approach is suitable when relatively fast verification (at the expense of lower accuracy) is required while the binary class provides a better choice in cases when higher accuracy is required at the expense of slower verification.
Contribution of the new features
The proposed approach introduces new features to characterize mouse activity. These features are used in conjunction with features that were adopted from [20] . In order to determine the contribution of the newly introduced features two experiments were conducted: the first verified users based only on the features that were adopted from [20] and the second experiment used the new features together with the ones from [20] . 
Conclusions and future work
A novel method for user verification based on mouse activity was introduced in this paper.
Common mouse events performed in a GUI environment by the user were collected and a hierarchy of mouse actions was defined based on the raw events. In order to characterize each action, features were extracted. New features were introduced in addition to features that were adopted from [20] . A two-layer verification system was proposed. The system employs a multi-class classifier in its first layer and a decision module in the second one in order to verify the identity of a user.
The proposed method was evaluated using a dataset that was collected from a variety of users and hardware configurations. Results showed superiority of the action-based method proposed in this paper over the histogram-based method proposed in [1] . Furthermore, evaluation showed a significant improvement in the verification accuracy when using the newly introduced features.
In the following we describe several issues that need further investigation in mouse-based verification methods.
The original actions intended by the user are logged neither by software nor by observing the user while performing the actions. Accordingly, they are heuristically reconstructed from the raw events which may produce some non-credible actions. Additionally, the obtained actions may vary between different hardware configurations (e.g. optical mouse, touch pad). In order to obtain a higher percentage of credible actions, the parameters that define them should be determined by a more rigorous method.
Furthermore, the data collected from mouse devices may be partially unreliable due to noise. Specifically, lint clogging the moving parts of mechanical mice may affect the functionality of the mouse. However, this type of mice is becoming rare. Optical mice may introduce noise due to their inability to track movement on glossy or transparent surfaces. In some mice, fast movements may be poorly captured.
A significant drawback of mouse-based verification in comparison to keyboard-based verification is the variety of mice, mouse pads and software configurations which may influence the performance of the verification. For example, a person using a laptop in two different places may use the touch pad in one place and an external mouse in the otherthus affecting the events produced and, consequently, the performance of any mousebased verification method. This problem does not exist in keyboard-based verification techniques since the keyboard is an integral part of the laptop.
In order to establish well structured research and evaluation of methods in the area of behavioral biometric systems, benchmark data sets must be available. In their absence, it is impossible to compare the existing methods (since each uses a different dataset, having unique characteristics). Moreover, each study has to start by putting new efforts in the construction of new datasets. Generally, there are two types of datasets: (a) General activities of a user in an operating system of a local computer, in which all the events are hooked at the operating system level; or (b) Activities generated from interaction with a web application, in which all the events that are related to the web browser are monitored at the client and sent to the server. The technological aspect of such collection tools is not an issue, but rather the ways to collect large-scale authentic data, in which many users perform their daily tasks. The problem here is mainly to convince users to expose their biometric data and to put the time and the efforts for the data collection.
Creating a dataset for continuous verification is more challenging, since the dataset should be diverse and reflect the daily tasks of the users. Furthermore, the dataset should reflect the different physiological states of the user during the day which might influence their behavioral biometrics and consequently the verification accuracy. For example, some users are faster in the morning, while slower at night, or after lunch. Moreover, user postures, such as sitting (common), standing or talking on the phone while interacting with the computer, are expected to influence the verification accuracy as well.
