Natural deduction systems for classical, intuitionistic and modal logics were deeply investigated by Prawitz [10] from a proof-theoretical perspective. Prawitz proved weak normalization for classical logic just for a language without ∨, ∃ and with a restricted application of reduction ad absurdum. Reduction steps related to ∨, ∃ and classical negation brings about a lot of problems solved only rather recently [11, 13, 4, 9] . For classical S4/S5 modal logics, Prawitz defined normalizable systems, but for a language without ∨, ∃ and 3. We can mention cut-free Gentzen systems for S4/S5 [6, 7, 8, 1, 2, 16] , normalizable natural deduction systems for intuitionistic modal logics [12, 5] and for full classical S4 [3], but not for full classical S5. Here our focus is in the definition of a classical and normalizable natural deduction system for S5, taken not only 2 and 3 as primitive symbols, but also all connectives and quantifiers, including classical negation, disjunction and the existential quantifier. The normalization procedure will be based on the strategy proposed by [4, 9] to cope with the combined use of classical negation, ∨ and ∃. We will extend such results to deal with 3 too. The elimination rule for 3 will use the notions of connection and of essentially modal formulas already proposed by Prawitz for the introduction of 2. Weak normalization and subformula property is proved for full S5.
Introduction
Natural deduction systems for classical, intuitionistic and modal logics were deeply investigated by Prawitz from a proof-theoretical perspective. In his seminal work [10] , Prawitz proved weak normalization for classical logic just for a language without ∨, ∃ and with a restricted application of ⊥ c (reduction ad absurdum) to atomic formulas. In case of intuitionistic logic, Prawitz proved weak normalization for the whole language by using the notion of segment. For minimal and intuitionistic S4/S5 modal logics, Prawitz also defined normalizable systems but for a language without 3, and for classical S4/S5 modal logics, Prawitz's normalizable systems not only exclude 3 but also ∨ and ∃ as primitive symbols.
Reduction steps related to disjunction, existential quantifier and classical negation brings about a lot of problems not easy to solve. The first proof, though indirect, of weak normalization for the whole classical language is due to Statman [14] . Direct proofs without restriction to the application of reduction ad absurdum to atomic formulas were presented only recently [11, 13, 4, 9] .
In case of modal systems, we can mention cut-free Gentzen systems for S4/S5 [6, 7, 8, 1, 2, 16] , normalizable natural deduction systems for intuitionistic modal logics [12, 5] and for full classical S4 [3] , but not for full S5.
Here our focus is in the definition of a classical natural deduction system for full S5, a normalizable one, taken not only 2 and 3 as primitive symbols, but also all connectives and quantifiers, including classical negation, disjunction and the existential quantifier. The normalization procedure will be based on the strategy proposed by [4, 9] to cope with the combined use of classical negation, ∨ and ∃, and we will extend such results to deal with 3 too. Moreover, the elimination rule for 3 will also use the notions of connection and of essentially modal formulas already proposed by Prawitz for the introduction of 2. The employment of such concepts will be essential to preserve correctness after reductions.
In the next section, rules for the whole system are introduced, with emphasis in the new rules for 3. The rewriting process in the normalization procedure is reflected by reductions presented in section 3. The sketches of the proof of weak normalization and subformula property are in section 4.
A Natural Deduction System for Full S5 Modal Logic
The first-order language L for S5 is considered as usual. Formulas are inductively defined with ⊥ (absurdity), ∧ (conjunction), ∨ (disjunction), → (implication), ¬ (negation), ∀ (universal quantifier), ∃ (existential quantifier), 3 (possibility modal operator) and 2 (necessity modal operator) as primitive logical constants. ⊥ is here considered as an atomic formula. α, β, γ, . . . will be used as meta-variables for formulas, and Γ, ∆ as meta-variables for a set of formulas.
Introduction (∧I, ∨I, →I, ¬I, ∀I, ∃I) and elimination (∧E, ∨E, →E, ¬E, ∀E, ∃E) rules, and also intuitionistic and classical absurdity rules (⊥ i and ⊥ c ) are exactly as in classical logic [10, 15] . In order to define normalizable rules for 3 and 2, the notion of essentially modal formula is introduced: Definition 2.1 (essentially modal). A formula α is essentially modal if whenever β is an atomic subformula of α other than ⊥, then β is within the scope of 2 and 3.
Definition 2.1 (without references to 3 4 ) was first presented by Prawitz in [10] . For essentially modal formulas, the following theorem is proved in [10] 5 (the converse holds without any restrictions to α): Theorem 2.2 If α is essentially modal, then both 3α → α and α → 2α are S5 theorems.
Our notion of deduction is the usual one as presented in [15] . The notions of assumption (or top-formula); conclusion (or end-formula); formula occurrence; shape/form of a formula; side-connected formulas; major premise; minor premise; a formula that occurs (immediately) above/below another; free variables of a formula α (notation FV(α)); the substitution of a variable x by a term t in a formula α (notation α[x/t]) are taken as in [15] .
Deductions will be graphically represented as a proof-tree, generated by sucessive applications of inference rules, with assumptions as the leaves of the tree, and conclusion as the root. From now on, deduction and proof-tree will be used synonymously. We will use Π and Σ, sometimes indexed, to denote an arbitrary deduction and a sequence (including the empty one) of deductions, respectively.
Assumptions will be labelled by markers. The set of assumptions of the same form and with the same marker will be considered as an assumption class. In the proof-tree, [α] u will denote an assumption class where all formulas in the class have the form 'α' and marker 'u'. All assumptions in a class will be closed, or discharged, by the same application of an inference rule, indicated by repeating the marker at the application. Assumptions not closed in a deduction Π are said to be open, and Π is said to depend on such (open) assumptions.
If α is an occurrence of formula in the proof-tree Π, then the subtree of Π determined by α is the proof-tree obtained from Π by removing all formula occurrence except α and the ones above α. A formula occurrence α in a deduction Π is said to depend in Π on the set Γ of (open) assumptions if the subtree of Π determined by α is a deduction depending on Γ. If β ∈ Γ, then we say that α depends in Π on the formula β.
The following definition of connection will be essential in the formulation of the normalizable rules 2I and 3E.
Definition 2.3 (Connection)
. By a connection in a deduction Π between two formula occurrences α and β, we understand a sequence α 1 , . . . , α n of formula occurrences in Π such that α 1 = α, α n = β, and one of the following conditions holds for each i ≤ n; (i) α i is not the major premise of an application of ∨E, ∃E and 3E, and α i+1 stands immediately below α i ; or vice versa;
(ii) α i is a premise of an application of →E or ¬E, and α i+1 is side-connected with α i ;
(iii) α i is the major premise of an application of ∨E, ∃E and 3E, and α i+1 is an assumption discharged by this application; or vice versa;
(iv) α i is a consequence of an application of →I, ¬I, ⊥ c , and α i+1 is an assumption discharged by this application; or vice versa;
Definition 2.4 (Modally Independent).
Two formula occurrences α and β in a deduction Π are said to be modally independent iff every connection in Π between α and β contains an essentially modal formula.
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Remark 2.5 (Restrictions over 2I).
Let β be a top-formula such that α depends on β. Then α must be modally independent with β.
Remark 2.6 (Restrictions over 3E).
Let Γ be the set of assumptions, other than α u , on which β depends. Then each occurrence of α u must be modally independent with each formula in Γ as well as β.
All rules, including I3, I2 and E2, were already presented in [10] , but our version of 3E is quite new. The first version of Prawitz rule for I2 was graphically presented as above. However, the restriction to the introduction of 2 was a different one, namely: every open assumption that α depends on must be modal (prefixed with 2), or the negation of a modal formula. In [10] , Prawitz proved that this rule is not normalizable. He then introduced both the notion of essentially modal formula and the notion of connection in order to cope with problems that arises in the rewriting steps related to the normalization procedure for modal operators 6 . Finally, he proved weak normalization for classical S5 without ∨, ∃ and 3-rules. Similar problems also arise if one wants to design a normalizable rule for 3. At section 3.1, we will see some examples which illustrate that applications of rule 3E remain correct after reductions.
Completeness and correctness are proved in relation to the first and third versions, respectively, of the modal systems presented in [10] . Completeness is straightforward since Prawitz modal rules for 2I and 3E in the first system are special cases of our rules. As our rule for 2I is the same of Prawitz's in the third system, correctness of 3E is obtained by deriving this rule within Prawitz's third system taking 3α as an abreviation of ¬2¬α. The overall proof of correctness and completeness for this system are in: http://www.lia.ufc.br/∼lilia/correctcompleteS5.ps. Following Prawitz terminology, this system will be denoted C S5 , for classical S5.
Reductions
The normalization procedure is a rewriting process that transforms any deduction Π 1 to a normal deduction Π 2 obtained from Π 1 through reduction steps. Reductions will be defined in order to eliminate each kind of maximum segment (see definition 3.3) that represents some sort of detour in a deduction. Before presenting them, the central notion of Normal Form and other required definitions are introduced.
Definition 3.1 (Thread).
A thread is a sequence of formulas α 1 , α 2 , ...α n in a deduction Π such that α i occurs immediately above α i+1 , 1 ≤ i < n, α 1 is a top-formula, and α n is the end-formula of Π. We say that a thread is determined by α 1 .
Definition 3.2 (Segment).
A segment in a deduction Π is a sequence σ = α 1 , α 2 , ..., α n , with length n, of consecutive occurrences of formulas in a thread of Π, such that: (i) α 1 is not a conclusion of an application of 3E, ∨E or ∃E; (ii) α i , (i < n), is a minor premise of an application of 3E, ∨E or ∃E; and (iii) α n is not a minor premise of an application of 3E, ∨E or ∃E.
We will extend the usual definition of maximum segment (see [4, 9] ) by including references to 3E as follows.
Definition 3.3 (Maximum Segment).
Let σ = α 1 , α 2 , ..., α n be a segment. We can classify it, depending on α n , as: (i) α n is a conclusion of an application of an introduction rule, or of an application of ⊥ i , or of an application of 3E, ∨E or ∃E, and it is, at the same time, a major premise of an elimination rule;
(ii) α n is a conclusion of an application of ⊥ c , and it is, at the same time, a major premise of an elimination rule;
(iii) α n is a conclusion of an application of ⊥ c , or of an application of 3E, ∨E or ∃E, and it is, at the same time, a minor premise of ¬E, where the major premise is a top-formula;
For simplicity, since we are not worried about strong normalization here, we will define the notion of normal form of a deduction without eliminating redundant applications of 3E, ∨E or ∃E.
Definition 3.4 (Normal Form of a Deduction).
A deduction in C S5 that do not contain any occurrence of maximum segments is said to be Normal, or to be in Normal Form.
As usual, reductions will be classified as operational, permutative and those related to the absurdity sign. Since operational reductions for →, ∨, ∧, ∃, ∀, ¬, and permutative reductions for ∨, ∃ are as in [10] , we will omit them. Our focus will be on reductions for 3 and 2, and for the absurdity reductions.
Each deduction on the right is an immediate reduction (notation i ) of the one on the left. The reducibility relation, denoted by , is the transitive closure of i . In section 3.1, the correctness of deductions after reductions is discussed.
(i) Operational Reductions (a) Operational Reduction for 3
Remark 3.5 β is the major premise of the elimination rule R. Σ 3 may occur at the left of β.
(iii) Absurdity Reductions (a)
[¬α]
Remark 3.6 α is the major premise of the elimination rule R. Σ 2 may occur at the left of α.
Comments about Correctness after Reductions
Restrictions in remark 2.6 over 3E require the existence of an essentially modal formula occurrence δ in each connection in Π 1 between each occurrence of α u and each formula in Γ as well as β. Suppose that such formula occurrence δ of an application of 3E in a deduction Π is also a maximum segment. In this case, we have to assure that, after applying the reduction that eliminates δ, the resulting deduction Π * is also correct and follows the restriction over 3E.
We present below the correctness of Π * when δ is of one of the forms 2ϕ and 3ϕ for any ϕ 7 .
(i) δ is of the form 2ϕ:
In this case Π 1 is of the following form:
where Γ = Γ 1 ∪Γ 2 and both α 1 u and α 2 u belong to the same assumption class [α] u . It is important to notice that 2ϕ is obtained in Π 1 by an application of 2I. Thus, ϕ is modally independent with any assumption on which ϕ depends.
The resulting deduction Π * 1 ⊆ Π * is of the following form:
Now, we have the following cases depending on the connection C that contains 2ϕ in Π 1 : (a) C occurs between a formula σ in Γ 1 and an assumption of the form α 2 u : In this case, we can notice that the premise ϕ of 2I depends on σ. Thus, each connection in Σ 1 between ϕ and σ contains an essentially modal formula ρ. We can notice that ρ also occurs in Π * 1 and assures the correctness of Π * . (b) C occurs between a formula σ in Γ 2 and an assumption of the form
This case is similar to the last one. (c) C occurs between an assumption of the form α 1 u and the minor premise β of 3E:
This case is similar to the last one. (d) C occurs between a formula σ in Γ 1 and an assumption of the form α 1 u :
In this case, since C contains 2ϕ, it also contains an assumption µ in Σ 1 that is discharged in Σ 2 by an application of →I, ¬I or ⊥ c 8 . Since µ is only discharged in Σ 2 , the premise ϕ of 2I depends on µ. Thus, each connection in Σ 1 between ϕ and µ contains an essentially modal formula ρ. We can notice that ρ also occurs in Π * 1 and assures the correctness of Π * . (e) C occurs between a formula σ in Γ 2 and an assumption of the form α 2 u : This case is similar to the last one. (f) C occurs between an assumption of the form α 2 u and the minor premise β of 3E:
This case is similar to the last one.
(ii) δ is of the form 3ϕ:
In this case, Π 1 is of the following form:
where Γ = Γ 1 ∪ Γ 2 ∪ Γ 3 , and α 1 u , α 2 u and α 3 u belong the same assumption class [α] u . It is important to notice that ϕ v is modally independent with σ, with the assumptions in Γ 2 and with the assumptions of the form α 2 u . The resulting deduction Π * 1 is of the form below. Since the connections that contain 3ϕ also contain ϕ, and ϕ v is modally independent with σ, Γ 2 and α 2 u , we can notice that the correctness of Π * is assured 9 .
4 Weak Normalization and Subformula Property Segments that follow the third pattern in definition 3.3 are non-usual since they do not contribute to the degree of a deduction. Nevertheless, they must be removed to prevent the appearance of maximum segments that follows the first and second patterns, the ones that really disturb the normalization procedure.
Definition 4.4 (Length of a Deduction).
The length of a deduction Π, l(Π), is the number of formula occurrences in Π. Lemma 4.5 Let Π be a deduction in C S5 of α from Γ with d(Π) = n such that each maximum segment σ with degree n that contributes for the degree of Π is a conclusion of an application of an introduction rule, or of an application of intuitionistic absurdity rule (⊥ i ), and it is, at the same time, a major premise of an elimination rule. Then, Π reduces to a deduction Π of α from
Proof. The proof is analogous as the one by [10] .
2 Lemma 4.6 Every deduction Π such that d(Π) = 0 reduces to a normal deduction Π .
Proof. If Π is normal, Π = Π. If Π is not normal, then the result is obtained by induction on K, where K is the sum of the lengths of all maximum segments in Π. Choose a maximum segment σ in Π, such that there is neither other segment above it nor above (or that contains) a formula side-connected to the last formula of σ. Let Π 1 be the reduction of Π that eliminates the maximum segment σ. The induction value of Π 1 is smaller than the value of Π. The result follows immediately. 2 Lemma 4.7 (Critical Deduction). Let Π be a deduction in C S5 of β from Γ such that: (i) β is the conclusion of an elimination rule, in which the major premise is the last formula occurrence of the unique maximum segment σ in Π, and (ii) d(Π) > 0. Then, Π reduces to a deduction Π of β from ∆ (∆ ⊆ Γ), such that d(Π ) < d(Π).
Proof. By induction of l(Π). 2

Theorem 4.8 (Weak Normalization).
Every deduction in C S5 reduces to a normal form in an effective way, by using the reduction steps.
Proof. The proof is by induction on the pair (d, l), as in [4] , such that d is the degree of Π, d(Π), and l is the length of Π, l(Π). All possible cases are listed below:
• If the last inference of Π is an application of an introduction rule or of an absurdity rule, then the result follows from the inductive hypothesis.
• If the last inference of Π is an elimination rule, then Π is of form:
Π ≡ Π 1 α 1 . . . Π n α n β By using the inductive hypothesis, each Π i , (1 ≤ i ≤ n), reduces to a normal deduction Π i . Consider the following deduction Σ: Corollary 4.9 (Subformula Property). Every formula occurrence in a normal deduction in C S5 of α from Γ has the shape of a subformula of α or of some formula of Γ, except for assumptions discharged by applications of the classical absurdity rule and for occurrences of ⊥ that stand immediately below such assumptions.
Proof. The proof is similar to the one presented in [10] . We have to first define the notion of path, and then prove that all normal deductions follows a specific pattern where all elimination rules (E-part) come before introduction rules (I-part) in a path. 2
