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Triadic categories arise as homotopy categories M(Λ-CM) of 2-
termed complexes over a category Λ-CM of representations of
a ﬁnite dimensional algebra, a classical order, or any higher-
dimensional Cohen–Macaulay order Λ. They are close to triangu-
lated categories, with the main difference that triangles are re-
placed by 4-termed complexes (= triads) which are functorial. In
addition, the triadic category M(Λ-CM) is exact, i.e. it has a dis-
tinguished class of short exact sequences with the usual proper-
ties. We give a new characterization of triadic categories which
makes no use of localization. As a consequence, the triadic struc-
ture of M(Λ-CM) can be derived from the exact structure of
M(M(Λ-CM)).
© 2009 Elsevier Inc. All rights reserved.
Introduction
Let R be a regular local ring, and let Λ be a Cohen–Macaulay R-order, that is, an R-algebra which
is ﬁnitely generated and projective as an R-module. A Λ-module E is said to be a (maximal) Cohen–
Macaulay module if E is ﬁnitely generated and projective as an R-module. The category Λ-CM of
Cohen–Macaulay Λ-modules is a full subcategory of Λ-mod, the category of ﬁnitely presented Λ-
modules which is closed under extensions. Therefore, the short exact sequences in Λ-mod make
Λ-CM into an exact category. Furthermore, Λ-CM has enough projectives and enough injectives.
More generally, we deﬁne an Ext-category to be an exact category A with enough projectives
and enough injectives such that every split monomorphism E  F gives rise to a decomposition
F ∼= E ⊕ C . The distinguished short exact sequences in A will be called conﬂations [7]. Thus Aop is
again an Ext-category, and Λ-CM is an Ext-category for any Cohen–Macaulay R-order Λ.
For example, if dim R = 0, then R is a ﬁeld, and thus Λ is just a ﬁnite dimensional R-algebra,
while for dim R = 1, a Cohen–Macaulay R-order Λ is an order over a discrete valuation domain R .
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semisimple. So there is an abundance of Ext-categories in representation theory.
In [12] we show that for any Ext-category A, the homotopy category M(A) of 2-termed complexes
over A is again an Ext-category. The objects of M(A) can be regarded as morphisms a : A1 → A0 in A,
and morphisms ϕ : a → b in M(A) are given by commutative squares
A1
f1
a
B1
b
A0
f0
B0
in A. Such a square is exact (i.e. a pullback and pushout) if and only if ϕ is regular (i.e. monic and
epic) in M(A). So the exact structure of A gives rise to a class Σ ⊂ M(A) of morphisms ϕ whose
mapping cone A1 → A0 ⊕ B1 → B0 is a conﬂation. Let P denote the largest full subcategory of M(A)
such that every ε : a → b in Σ is P-epic, which means that every morphism p → b with p ∈ P factors
through ε. Deﬁne I in a dual way. Then Σ is characterized by the following properties.
(E0) Every ε ∈ Σ is regular.
(E1) If ε ∈M(A) is P-epic and I-monic, then ε ∈ Σ .
(E2) Every object of M(A) admits a P-precover and an I-preenvelope in Σ .
We call such a class Σ an exact class of morphisms. Now the conﬂations in M(A) are the short exact
sequences a
α b
β
 c where α is I-monic, or equivalently, β is P-epic. The full subcategories P and I
are thick in the sense of [13], and their quotient categories [13] are equivalent:
M(A)/P≈M(A)/I.
The ﬁrst application of M(A) with A= Λ-CM was given in [10], where Λ is a representation-ﬁnite
order over a complete discrete valuation ring. In this case, Λ-CM has a ﬁnite Auslander–Reiten quiver
A = A(Λ-CM), and the possible shapes of A were characterized by Iyama [4–6]. Using M(Λ-CM),
we were able to prove [10] that the main condition of Iyama’s criterion [6] can be replaced by the
existence of an additive function on the vertices of A. In [12], we showed that an Ext-category A with
the Krull–Schmidt property has almost split sequences if and only if M(A) admits an adjoint pair of
L-functors [10,11].
Now let A be an arbitrary Ext-category. The fact that M(A) is again an Ext-category came some-
what surprising in view of the observation [12] that M(A) is closely related to a derived category. It
is shown there that every morphism ε ∈ Σ can be completed to a triad, that is, a sequence
Td
α→ b ε→ c γ→ d
of morphisms which determine each other, where α belongs to the localization M(A)/I, while
γ belongs to M(A)/P. Furthermore, the “shift functor” T coincides with the above equivalence
M(A)/P≈M(A)/I. Although α,ε,γ live in different categories, they determine each other in a sim-
ilar way like the morphisms of a triangle in a triangulated category.
In Section 4, we recall the deﬁnition of a triadic category [12], a concept which relates to M(A) in
the same way as triangulated categories are related to derived categories. As mentioned above, the tri-
adic category M(A) is even an Ext-category. Our main result (Theorem 3) provides a characterization
of triadic Ext-categories as additive categories A with an exact class Σ ⊂A such that two additional
axioms (E3) and (E4) hold. This has the nice consequence that the triadic structure of M(A) arises in
a natural way from the exact structure of M2(A) := M(M(A)). In particular, this implies that every
triad Td
α→ b ε→ c γ→ d can be obtained from the canonical sequence ε+ → ε → ε− in M2(A) given
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localization in the construction of a triad.
1. Ext-categories
Throughout this section, let A be an additive category. For a full subcategory C of A, the ideal
generated by the identity morphisms 1C , C ∈ C, will be denoted by [C]. Then we write addC for the
full subcategory of objects C ∈ ObA with 1C ∈ [C]. Thus C belongs to addC if and only if there is a
split monomorphism C →⊕ni=1 Ci with Ci ∈ ObC. By Epi(C) we denote the class of C-epimorphisms,
i.e. morphisms e : A → B such that every f : C → B with C ∈ ObC factors through e. Recall that C is
said to be contravariantly ﬁnite [2] in A if every A ∈ ObA has a C-precover, that is, a C-epimorphism
C → A with C ∈ ObC.
The correspondence C 	→ Epi(C) admits a natural converse. Namely, for any class of morphisms
Σ ⊂ A, we can form the full subcategory PrΣ of Σ-projectives in A, i.e. PrΣ is the largest full sub-
category C of A such that Σ ⊂ Epi(C). This gives a Galois correspondence between full subcategories
C,C′ of A and morphism classes Σ,Σ ′ ⊂A:
C⊂ C′ ⇒ Epi(C) ⊃ Epi(C′); Σ ⊂ Σ ′ ⇒ PrΣ ⊃ PrΣ ′; (1)
Pr Epi(C) ⊃ C; Epi(PrΣ) ⊃ Σ. (2)
We call (C,Σ) a projective structure (cf. [8]) in A if C = PrΣ and Σ = Epi(C), and every object A of
A admits a morphism C → A in Σ with C ∈ ObC. To some extent, the importance of contravariantly
ﬁnite subcategories is due to the following
Proposition 1. A full subcategoryP ofA deﬁnes a projective structure (P,Π) if and only ifP is contravariantly
ﬁnite with addP= P.
Proof. Assume that (P,Π) is a projective structure. Then addP⊂ PrΠ = P. For each A ∈ ObA, there
is a morphism p : P → A in Π with P ∈ ObP. Hence p is a P-precover, which shows that P is
contravariantly ﬁnite. Conversely, let P = addP be contravariantly ﬁnite in A. Then every A ∈ ObA
admits a morphism P → A in Π := Epi(P) with P ∈ ObP. Thus it suﬃces to prove that PrΠ ⊂ P. Now
any P ∈ PrΠ admits a P-precover q : Q → P . Since q ∈ Π , this implies that q is a split epimorphism.
Hence P ∈ addP= P. 
The description of the morphism class of a projective structure is slightly more complicated. Recall
that Σ ⊂ A is said to be right Ore if Σ is a subcategory (i.e. closed with respect to composition and
1A ∈ Σ for all A ∈ ObA) such that for each pair C f→ D r← B of morphisms with r ∈ Σ , there is a
commutative diagram
A
g
s
B
r
C
f
D (3)
in A with s ∈ Σ . We call Σ ⊂ A right divisive if Σ is closed with respect to right division, i.e. if the
implication
rs ∈ Σ ⇒ r ∈ Σ (4)
holds for composable morphisms r, s ∈A. Now we have
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are satisﬁed.
(a) Π is a right Ore class.
(b) Π is right divisive.
(c) For each A ∈ ObA there is a morphism P → A in Π such that every morphism B → P in Π is a split
epimorphism.
Proof. Assume that (P,Π) is a projective structure. Then Π is a subcategory of A, and (b), (c) triv-
ially hold. If C
f→ D r← B are morphisms with r ∈ Π , there is a morphism s : A → C in Π with A ∈ P.
Hence f s factors through r, which yields a commutative diagram (3). Conversely, let (a)–(c) be satis-
ﬁed. Then (a) implies that P ∈ PrΠ if and only if every B → P in Π is a split epimorphism. By (c), it
thus suﬃces to prove that Epi(PrΠ) ⊂ Π . Let f : C → A be a (PrΠ)-epimorphism. Choose p : P → A
according to (c). Then P ∈ PrΠ . Hence p factors through f , and thus (b) implies that f ∈ Π . 
There are obvious duals to the above concepts. For a full subcategory C of A, we deﬁne a C-
monomorphism (C-preenvelope) f ∈ A to be a C-epimorphism (C-precover) in Aop. We write Mon(C)
for the class of C-monomorphisms in A. Similarly, for Σ ⊂A, the full subcategory InΣ of Σ-injectives
has the same objects as PrΣ in Aop. Then a pair (I,Σ) with a full subcategory I of A and Σ ⊂A is
an injective structure in the sense of Maranda [8] if and only if (I,Σ) is a projective structure in Aop.
So the dual of Proposition 1 states that the I occurring in an injective structure (I,Σ) are just the
covariantly ﬁnite [2] full subcategories I= add I of A. There is a natural way to relate covariantly ﬁnite
full subcategories of A to contravariantly ﬁnite ones. Recall that a pair of morphisms
A
a→ B b→ C (5)
in A is said to be a short exact sequence if a = kerb and b = coka.
Deﬁnition 1. We call a contravariantly ﬁnite full subcategory P of A dualizing if P= addP and there
is a covariantly ﬁnite full subcategory I= add I of A together with a bijection Mon(I) ∼= Epi(P) which
relates a ∈Mon(I) to b ∈ Epi(P) by a short exact sequence (5).
Recall that an exact category A is given by a non-empty class Con(A) of short exact sequences (5).
Following Keller [7], we call them conﬂations. We assume that Con(A) is closed under isomorphism.
The morphisms a (resp. b) occurring in a conﬂation (5) are called inﬂations (deﬂations). Let us denote
the corresponding class of morphisms by Inf(A) (resp. Def(A)). Then the deﬁning properties of an
exact category A are the following.
(C) Inf(A) and Def(A) are subcategories of A.
(P) The pullback (pushout) of a deﬂation (an inﬂation) along an arbitrary morphism exists and is a
deﬂation (an inﬂation).
Since Con(A) = ∅, the axioms imply that the split short exact sequences belong Con(A). In the sequel,
we denote inﬂations (deﬂations) by  (resp. ). The objects of Proj(A) := Pr(Def(A)) are said to be
projective, the objects of Inj(A) := In(Inf(A)) injective. If every object A of A admits a deﬂation P  A
with P projective, we say that A has enough projectives. We say that A has enough injectives if Aop
has enough projectives. An exact category A will be called divisive if Def(A) is right divisive. By [11,
Proposition 1], this is equivalent to the self-dual property that every split epimorphism has a kernel
(hence can be extended to a split short exact sequence). Note that this rather weak property does
not even depend on the exact structure. (It seems to us that the concept of “divisive exact category”
is more natural than Quillen’s original notion of an exact category.) A divisive exact category with
enough projectives and enough injectives will be called an Ext-category [11,12].
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subcategories P of an additive category A and a class of covariantly ﬁnite full subcategories I which
we therefore also call dualizing. As a consequence of Propositions 1 and 2, we get
Proposition 3. Let A be an additive category. There is a one-to-one correspondence between pairs (P, I) of
dualizing contravariantly resp. covariantly ﬁnite full subcategories and exact structures Con(A) which make
A into an Ext-category.
Proof. By Proposition 1 and its dual, a dualizing pair (P, I) gives rise to a projective structure
(P,Epi(P)), and an injective structure (I,Mon(I)). Deﬁnition 1 connects Epi(P) and Mon(I) to a
class Con(A) of short exact sequences (5) with Def(A) = Epi(P) and Inf(A) = Mon(I), and (C) is
satisﬁed. For a given pair C
f→ D r← B of morphisms with r ∈ Def(A), the deﬂation r factors through
(r f ) : B⊕C → D . Therefore, (r f ) ∈ Def(A), which shows that a pullback (3) exists, where s ∈ Def(A).
Hence (P) holds, and thus A becomes an Ext-category. Conversely, every Ext-category A deﬁnes a du-
alizing pair (Proj(A), Inj(A)). 
Remark. For an artinian algebra Λ, Auslander and Reiten [1] established another one-to-one corre-
spondence between contravariantly ﬁnite full subcategories P and covariantly ﬁnite full subcategories
I of A := Λ-mod related by a cotorsion theory. Such a pair (P, I) is dualizing if and only if it
corresponds to the natural exact structure of A. Namely, for a given P ∈ P, consider a short ex-
act sequence A
a
 P0
b
 P in A with P0 projective. Then Ext1Λ(P, I) = 0 implies that a is I-monic.
Hence b is P-epic, and thus P is projective. This shows that P coincides with the class of projective
Λ-modules.
2. The homotopy category of morphisms
As above, we assume A to be an additive category. Let Mor(A) denote the category of morphisms,
whose objects are two-termed complexes 0 → A1 a→ A0 → 0 in A. If 0 → B1 b→ B0 → 0 is another
object of Mor(A), a morphism a → b between these complexes is given by a commutative square
A1
f1
a
B1
b
A0
f0
B0 (6)
in A. By M(A) we denote the homotopy category of Mor(A), i.e. the category of two-termed complexes
with homotopy classes of morphisms [11,12].
A commutative square (6) in A is said to be (split) exact if its mapping cone
A1
(−af1)−→ A0 ⊕ B1 ( f0 b)−→ B0 (7)
is a (split) short exact sequence. The following proposition was proved in a remark after Lemma 1
of [9].
Proposition 4. A morphism ϕ ∈M(A), given by a commutative square (6) inA, is invertible if and only if the
square (6) is split exact.
1000 W. Rump / Journal of Algebra 322 (2009) 995–1012Proof. Assume that ϕ has an inverse
B1
g1
b
A1
a
B0
g0
A0. (8)
Then there are homotopies h : B0 → B1 and h′ : A0 → A1 with
1− g0 f0 = ah′, 1− g1 f1 = h′a,
1− f0g0 = bh, 1− f1g1 = hb. (9)
Eqs. (9) remain valid if we replace h′ by c := h′ − g1( f1h′ − hf0). This follows since
g1( f1h
′ − hf0)a = g1 f1h′a− g1hf0a = g1 f1(1− g1 f1) − g1hbf1
= g1(1− f1g1 − hb) f1 = 0,
ag1( f1h
′ − hf0) = ag1 f1h′ − ag1hf0 = a(1− h′a)h′ − g0bhf0
= ah′(1− ah′) − g0(1− f0g0) f0 = 0.
With this substitution, we get
f1c − hf0 = f1h′ − hf0 − f1g1( f1h′ − hf0) = (1− f1g1)( f1h′ − hf0)
= hb( f1h′ − hf0) = hbf1h′ − hbhf0 = hf0ah′ − h(1− f0g0) f0
= hf0(1− g0 f0) − h(1− f0g0) f0 = 0.
Therefore, the existence of an inverse (8) is equivalent to the existence of morphisms
B0
(
g0
h )−→ A0 ⊕ B1 (−c g1)−→ A1
which satisfy the equations
(−c g1)
(−a
f1
)
= 1, ( f0 b)
(
g0
h
)
= 1,
(−a
f1
)
(−c g1) +
(
g0
h
)
( f0 b) =
(
1 0
0 1
)
.
This proves the criterion. 
Deﬁnition 2. For an additive functor F : A → B between additive categories, the image F (A) of F
is deﬁned to be the full subcategory of B consisting of the objects isomorphic to some F (A) with
A ∈ ObA.
The usefulness of M(A) for the study of A (for example, if A is a category Λ-CM of Cohen–
Macaulay modules; see Introduction) was shown in [10]. In Section 4, we will give another applica-
tion. Let us explain ﬁrst how the correspondences of Section 1 can be expressed by means of M(A).
Recall that for a pair (5) of morphisms, a is said to be a weak kernel of b if every morphism
f : D → B with bf = 0 factors through a. The dual concept is a weak cokernel. A sequence (5) in A is
said to be weakly short exact if a is a weak kernel of b, and b is a weak cokernel of a.
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phisms is called a (weak) torsion theory [10] if the following are satisﬁed.
(a) HomA(T,F) = 0.
(b) Any B ∈ ObA admits a (weak) short exact sequence (5) with A ∈ T and C ∈ F.
Let us denote the weak short exact sequence of (b) by
T B
αB−→ B βB−→ F B. (10)
For a weak torsion theory, the isomorphism classes of T B and F B need not be unique. However, we
have
Lemma. Let (T,F) be a weak torsion theory in A. Then A ∈ ObA belongs to addF if and only if
HomA(T, A) = 0.
Proof. If HomA(T, A) = 0, then αA = 0. Hence 1A factors through βA , which yields A ∈ addF. The
converse is trivial. 
For a full subcategory C of A, there are two natural full subcategories C+ and C˜+ of M(A).
Namely, C+ is the image of C under the functor ( )+ : A ↪→ M(A) which maps an object A ∈ ObA
to A+ : 0→ A, while C˜+ consists of the objects A → C with C ∈ C. By Proposition 4, an object
a : A1 → A0 in M(A) belongs to A+ if and only if a is a split monomorphism which admits a cokernel
in A. Similarly, there is a functor ( )− : A ↪→ M(A) which maps A ∈ ObA to A− : A → 0, and the
objects C → A of M(A) deﬁne a full subcategory C˜− . For a class of morphisms Π ⊂A, we can form
the full subcategory Π˜ of M(A), consisting of the objects isomorphic to some A1
a→ A0 with a ∈ Π .
Proposition 5. A full subcategory P of A is contravariantly ﬁnite if and only if there is a weak torsion theory
(P+,F) in M(A). If these equivalent conditions hold, addF = Π˜ with Π = Epi(P).
Proof. Assume that P is contravariantly ﬁnite. Let a : A1 → A0 be an object in M(A). Choose a P-
precover p : P → A0. Then a straightforward veriﬁcation shows that
0 A1
(10)
a
A1 ⊕ P
(a p)
P
p
A0
1
A0 (11)
is a weak short exact sequence in M(A). Since p = (a p)(01) ∈ Π := Epi(P), it follows that (a p) ∈ Π .
Therefore, the end terms of (11) are in P+ and Π˜ , respectively. Since HomM(A)(P+, Π˜) = 0, we infer
that (P+, Π˜) is a weak torsion theory. Conversely, assume that (P+,F) is a weak torsion theory. Thus
for any A ∈ ObA, there is a weak short exact sequence P+ → A+ → c in M(A) with an object P of P
and c ∈ F. Hence P+ → A+ is a P+-precover, which shows that P is contravariantly ﬁnite in A. The
remaining assertion follows by the lemma. 
The correspondence between covariantly ﬁnite and contravariantly ﬁnite full subcategories of A
(Deﬁnition 1) can be expressed in terms of M(A). For a contravariantly ﬁnite full subcategory P,
a P-precover need not be unique, in general. However, if monic P-precovers P → A exist for each
A ∈ ObA, then A 	→ P deﬁnes an additive functor A → P which is right adjoint to the inclusion
P ↪→A, i.e. P is a coreﬂective subcategory. We will show that contravariantly ﬁnite full subcategories
P ↪→A give rise to coreﬂective full subcategories of M(A). Note that a monic P-precover is a P-cover.
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called exact if the following are satisﬁed.
(E0) Every ε ∈ Σ is regular, i.e. monic and epic.
(E1) If ε ∈A is P-epic and I-monic, then ε ∈ Σ .
(E2) Every object of A admits a P-precover and an I-preenvelope in Σ .
Note ﬁrst that P, I, and Σ determine each other. Namely, by [11, Proposition 2],
Σ = {e ∈ Epi(P) ∣∣ e monic}= {e ∈Mon(I) ∣∣ e epic}.
Furthermore, I is a reﬂective, and P a coreﬂective full subcategory of A. In particular, P is contravari-
antly ﬁnite, and I covariantly ﬁnite. Thus Deﬁnition 4 describes a strong type of correspondence
between covariantly and contravariantly ﬁnite subcategories. The relationship to the correspondence
of Deﬁnition 1 is given by the following
Theorem 1. Assume that every split epimorphism in A has a kernel. There are one-to-one correspondences
between the following types of structures.
(a) Dualizing pairs (P, I) according to Deﬁnition 1.
(b) Exact structures onAwith enough projectives and enough injectives, where P= Proj(A) and I= Inj(A).
(c) Exact classes of morphisms Σ ⊂ M(A) with PrΣ = P˜+ and InΣ = I˜− for some full subcategories P =
addP and I= add I of A.
Proof. The correspondence (a) ↔ (b) is established in Proposition 3. The less obvious correspondence
(b) ↔ (c) follows by [11, Theorem 1]. Here the morphisms in Σ are given by squares (6) whose
mapping cone (7) is a conﬂation in A. 
Let Σ ⊂ A be an exact class of morphisms. By (E0) and (E2), the left adjoint of I ↪→ A restricts
to an equivalence P
∼→ I. Furthermore, (E0) and (E2) imply that Σ is a (left and right) Ore class of
regular morphisms. By (E1), it follows that Σ is saturated, i.e. ε ∈ Σ if and only if ε is invertible in
the category of fractions A[Σ−1]. So we get equivalences
P≈ I≈A[Σ−1]. (12)
3. The exact structure of M(A)
In this section, let A be an Ext-category. For a pair of full subcategories C,C′ of A, we denote the
full subcategory with objects in ObC∪ObC′ by C∪C′ . If C and C′ are both contravariantly ﬁnite, then
so is add(C ∪ C′). The dualizing pair (Proj(A), Inj(A)) of Proposition 3 will be abbreviated as (P, I).
Thus by Theorem 1, there is a corresponding exact class of morphisms Σ ⊂ M(A) with PrΣ = P˜+
and InΣ = I˜− . From [12] we infer that P˜+ and I˜− induce a natural exact structure on M(A) which
makes M(A) into an Ext-category. Deﬁne
InfM(A) := {α ∈M(A) ∣∣ α is an I˜−-monic kernel},
DefM(A) := {β ∈M(A) ∣∣ β is a P˜+-epic cokernel}. (13)
We will show that the so deﬁned inﬂations and deﬂations ﬁt together via short exact sequences.
Proposition 6. For an Ext-category A, the following hold in M(A).
(a) Every P˜+-epimorphism has a kernel which is an I˜−-monomorphism.
(b) Every I˜−-monomorphism has a cokernel which is a P˜+-epimorphism.
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kernel, and every I˜−-monomorphism has a cokernel. The proposition now follows by [12, Proposi-
tion 3(b)]. 
In general, a P˜+-epimorphism need not be a cokernel. To get an exact structure on M(A), the
class of projectives P˜+ has to be enlarged. The following theorem can be obtained as a special case
of [12, Proposition 10]. For our present purpose, we provide a more direct proof in accordance with
Proposition 3.
Theorem 2. Let A be an Ext-category. Then (13)makesM(A) into an Ext-category with
Proj
(
M(A)
)= add(P˜+ ∪A+), Inj(M(A))= add( I˜− ∪A−). (14)
Proof. Let ϕ : a b be a deﬂation in M(A), given by a commutative square (6). Since ϕ is a P˜+-
epimorphism, this implies that every morphism P → B0 in A with P projective factors through
(b f0) : B1 ⊕ A0 → B0. Hence (b f0) ∈ Def(A). Therefore, we get a commutative diagram
A1
a
C
c
B1
b
A0 A0
f0
B0
where the right-hand square is exact in A. This yields a factorization ϕ : a π→ c ε→ b with an A+-
epimorphism π and ε ∈ Σ . As ϕ is a cokernel and ε is regular, we infer that ε is invertible. Thus
every deﬂation ϕ ∈ M(A) is an A+-epimorphism. Conversely, [12, Proposition 7] implies that every
A+-epic P˜+-epimorphism is a deﬂation. This proves that DefM(A) = Epi(P˜+ ∪A+). By Proposition 3,
it follows that (13) makes M(A) into an Ext-category. Since P˜+ and A+ are contravariantly ﬁnite in
M(A), the same is true for add(P˜+ ∪A+). By Proposition 1, the proof is complete. 
The preceding proof shows that up to isomorphism, a deﬂation b
β
 c in M(A) looks like the
right-hand square in the commutative diagram
A
a
A
a
b
B
c
B
c
C C . (15)
The symmetry between inﬂations and deﬂations is given by the following
Proposition 7. A sequence a
α→ b β→ c in M(A) given by the commutative diagram (15) is a conﬂation if and
only if β is a deﬂation.
Proof. It is easily checked that (15) gives a weak short exact sequence in M(A). Thus let β be a
deﬂation. Since α is an A−-monomorphism, it suﬃces to prove that α is an I˜−-monomorphism.
Explicitly, this means that for every commutative diagram
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a
i
B
e
c
C
I
y
Y
with I ∈ I there are morphisms r : B → I and s : C → Y with e = yr + sc. Since β is a P˜+-
epimorphism, the dual property holds. In particular, we can choose a deﬂation p : P  C which yields
an exact square (cf = px)
X
x
f
g
P
p
h
A
a
B
c
C . (16)
Hence there are g : X → A and h : P → B with f = ag + hx. As I is injective, the composition ig
factors through
(x
f
)
. So there is a morphism (q r) : P ⊕ B → I with qx+r f = ig . Now ef = e(ag+hx) =
yig + ehx = y(qx + r f ) + ehx, which gives (e − yr) f = (yq + eh)x. So the pushout property yields a
morphism s : C → Y with e − yr = sc. 
Remarks. 1. By Proposition 7, the conﬂations in M(A) correspond to sequences A → B → C in A with
the self-dual property that for any commutative square (16) with P projective, there are morphisms
g,h such that f = ag + hx.
2. The inﬂations and deﬂations in A can be regarded as objects of M(A). By Proposition 4, they
give rise to full subcategories
Def(A) ↪→M(A) ←↩ Inf(A) (17)
which are closed under isomorphism. Moreover, d ∈ ObM(A) belongs to Def(A) if and only if the
P˜+-cover p → d in Σ satisﬁes p ∈A− .
Recall [12] that the category of A-modules (i.e. coherent functors Aop → Ab) is given by
mod(A) :=M(A)/[A−]. (18)
So the deﬂations can also be regarded as modules, forming a full subcategory
def(A) := Def(A)/[A−] (19)
of mod(A). Similarly, we deﬁne
inf(A) := Inf(A)/[A+]. (20)
If Ext(A) denotes the homotopy category of conﬂations A B C in A, regarded as complexes
0→ A → B → C → 0, there is a natural equivalence (see [12, Section 3])
inf(A) ≈ Ext(A) ≈ def(A). (21)
This equivalence can be obtained as a special case of (12), within M2(A) := M(M(A)). Namely, by
Theorem 1, the exact structure of M(A) corresponds to an exact class of morphisms Σ ′ ⊂ M2(A). If
we associate the P˜+-cover ε : p → d in Σ to any d ∈ Def(A), then p ∈ A− ⊂ Inj(M(A)). Thus d 	→ ε
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def(A) ↪→ InΣ ′ ↪→M2(A). (22)
In fact, a morphism d → d′ in def(A) is zero if and only if it factors through the P˜+-cover of d′ in Σ ′ .
Now it is easily checked that (21) is induced via (22) by the equivalence InΣ ′ ≈ PrΣ ′ .
4. The standard form of a triad
For an Ext-category A, the category M(A) is an Ext-category by Theorem 2. Furthermore, M(A) is
triadic [12]. So the passage from A to M(A) can be iterated. In fact, the exact structure of M(A) will
turn out to be signiﬁcant for a triadic structure on A. Our aim in this section will be to characterize
triadic Ext-categories A in terms of an exact class Σ ⊂ A. Thus in dealing with A, we now think of
a category like M(A). To remind the reader of this change of level, we will now use small letters
a,b, c, . . . for the objects, and greek letters α,β,γ , . . . for the morphisms of A.
Let us recall the relevant deﬁnitions from [12]. We call a full subcategory C of an additive category
A thick [13] if the class Σreg of regular morphisms in A/[C] admits a calculus of left and right
fractions [3]. For a thick subcategory C, we call A/C := (A/[C])[Σ−1reg] the localization of A by C [13].
Assume that C ⊂ A is thick. For a morphism α ∈ A we deﬁne a local kernel kerC α to be a kernel
of α in A/C. We call α ∈ A a global kernel of β ∈ A/C (written α = kerC β) if βα = 0 holds in A/C,
and for any α′ ∈ A with βα′ = 0 in A/C there exists a unique γ ∈ A with αγ = α′ . Local and global
cokernels are deﬁned in a dual way.
Deﬁnition 5. Let A be an additive category with a class Σ ⊂A of morphisms. Deﬁne
P := PrΣ; I := InΣ. (23)
We call A triadic [12] if the following are satisﬁed.
(T1) A/P and A/I exist and are abelian, with enough projectives resp. injectives.
(T2) Every morphism in A/P (resp. A/I) has a global (co)kernel.
(T3) Every global kernel is a global cokernel, and vice versa.
A sequence of morphisms
a
α→ b ε→ c γ→ d (24)
with α = kerI ε, γ = cokP ε, and ε = cokI α = kerP γ is called a triad. Up to isomorphism, the mor-
phisms α ∈A/I, ε ∈A, and γ ∈A/P determine each other.
Remark. In [12], the category A/P (resp. A/I) is merely assumed to be left (right) abelian (see [12,
Section 1], for deﬁnition). However, Theorem 1 of [12] shows that there is an equivalence A/P ≈
A/I which maps d to a for any triad (24). Furthermore, [12, Proposition 2], implies that Σ ⊂ A can
be extended to an exact class, namely, the class of morphisms arising as global kernels (= global
cokernels by (T3)). So the above deﬁnition of “triadic” is equivalent to [12, Deﬁnition 1].
Example. Let A be an Ext-category. By [12, Corollary 2 of Theorem 3], the category M(A) is triadic
with P := ˜Proj(A)+ and I := ˜Inj(A)− . The morphisms ε in a triad (24) of M(A) are those which
belong to Σ , i.e. morphisms in M(A) which correspond to the exact squares in A whose mapping
cone is a conﬂation.
Deﬁnition 6. (See [12].) Let A be an additive category with an exact class Σ ⊂ A, and P, I given
by (23). For a short exact sequence a → b → c in A, we call a → b a Σ-inﬂation (written a b) if it
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b c will be called a Σ-conﬂation. We denote the class of Σ-inﬂations (Σ-deﬂations) by InfΣ(A)
(resp. DefΣ(A)). The objects in PrDefΣ(A) (resp. In InfΣ(A)) will be called projective (injective). We
say that A has enough projectives (injectives) if every a ∈ ObA admits a Σ-deﬂation p  a with p
projective (a Σ-inﬂation a i with i injective).
Proposition 8. LetA be an additive category with an exact classΣ ⊂A. For a short exact sequence a α→ b β→ c
in A, the morphism α is a Σ-inﬂation if and only if β is a Σ-deﬂation.
Proof. Assume that α is a Σ-inﬂation. Consider an (InΣ)-envelope ε : a → i in Σ . Then there is a
morphism ϕ : b → i with ε = ϕα. It is easily checked that the commutative square
a
α
ε
b
(ϕβ)
i
(10)
i ⊕ c
is a pushout. Hence
(ϕ
β
)
is epic and (InΣ)-monic. By [11, Proposition 2], this implies that
(ϕ
β
) ∈ Σ .
Consequently, β = (0 1)(ϕ
β
)
is (PrΣ)-epic, hence a Σ-deﬂation. 
Corollary. Let A be an additive category with an exact class Σ ⊂A. The class of Σ-conﬂations makes A into
an Ext-category if and only if the following are satisﬁed.
(a) A has enough projectives and enough injectives.
(b) If g f ∈A is a Σ-inﬂation (Σ-deﬂation), then f (resp. g) is a Σ-inﬂation (Σ-deﬂation).
Proof. The necessity is trivial. Thus let (a) and (b) be satisﬁed. Assume that α : a b and β : b c
are Σ-deﬂations. Let δ : d b be the kernel of β . Then (α δ) : a ⊕ d → b is a Σ-deﬂation since α =
(α δ)
(1
0
)
is a Σ-deﬂation. Therefore, we get a Σ-conﬂation e a⊕d b which yields a commutative
diagram
k e
γ
d
δ
k a
α
βα
b
β
c c
with βα = cokγ and γ = ker(βα). Hence βα is a Σ-deﬂation.
For a Σ-deﬂation δ : c  d and a morphism γ : b → d, the morphism (γ δ) : b ⊕ c → d is a
Σ-deﬂation. Therefore, the pullback
a
α
β
b
γ
c
δ
d
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through δ. So (b) and the pullback property imply that α is a Σ-deﬂation. By duality, this proves
that A is an Ext-category. 
Let A be an additive category with an exact class Σ ⊂A. In addition to Deﬁnition 4, let us consider
the following properties, with P, I given by (23).
(E3) A has enough projectives and enough injectives, and every projective or injective object belongs
to add(P∪ I).
(E4) Every P-epimorphism has a kernel, and every I-monomorphism has a cokernel.
Remark. In [12], we introduced a weaker axiom instead of (E3), namely
(E3′) If ε ∈ Σ is P-monic or I-epic, then ε is invertible.
To show that (E3) implies (E3′), let ε : a → b be in Σ . Then (E3) implies that there is a Σ-conﬂation
a
α e
γ
 c with e ∈ add(P ∪ I). Thus if ε is P-monic, then α = ϕε for some ϕ : b → e. Thus γϕε = 0
yields γϕ = 0. So we get a morphism ψ : b → a with ϕ = αψ . This gives α(1−ψε) = 0. Consequently,
1− ψε = 0. Therefore, ε is an epic split monomorphism, hence invertible.
Deﬁnition 7. We deﬁne a triadic Ext-category to be an additive category A with an exact class Σ
of morphisms such that A is triadic with respect to Σ and an Ext-category with respect to the Σ-
conﬂations.
Now we are ready to prove our main theorem.
Theorem 3. LetA be an additive category with a class Σ of morphisms. ThenA is a triadic Ext-category if and
only if Σ satisﬁes (E0)–(E4).
Proof. We use the abbreviation (23). Assume that A is a triadic Ext-category. Then Σ is exact by
[12, Proposition 2]. Furthermore, (E4) holds by [12, Proposition 4], and A has enough projectives and
enough injectives. Finally, let e ∈ ObA be injective. By (E2), there is a morphism ε : e → i in Σ with
i ∈ I. Consider the triad a → e ε→ i γ→ c. Since ε = kerP γ , we get a pullback
e
π
ε
p
ε′
i
γ
c
with ε′ ∈ Σ and p ∈ P. By [12, Proposition 3], (πε) : e → p ⊕ i is a Σ-inﬂation. Hence (πε) is a split
monomorphism, which proves that e ∈ add(P⊕ I). By duality, this yields (E3).
Conversely, let (E0)–(E4) be satisﬁed. By Proposition 8 and its corollary, and by [12, Proposi-
tion 3], A is an Ext-category. To show the existence of A/P, let ρ : a → b be regular in A/[P]. Then
[12, Proposition 8], yields an exact square
p
ε
q
ε′
a
ρ
b
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can assume that ρ is a Σ-deﬂation with Kerρ ∈ P. Conversely, let p π a ρ b be a Σ-conﬂation with
p ∈ P. We show that ρ is regular in A/[P]. First, let ϕ : x → a be a morphism with ρϕ ∈ [P]. This
gives a commutative diagram
x
σ
ϕ
q
τ
p
π
a
ρ
b
with q ∈ P. Hence there is a morphism α : q → a with τ = ρα. So we get ρ(ϕ −ασ) = 0, i.e. ϕ −ασ
factors through π . Thus ϕ ∈ [P]. Second, let ψ : b → y be a morphism with ψρ ∈ [P]. Then we get a
commutative diagram
p
π
a
ρ
σ
b
ψ
q
ε
y
with q ∈ P. Here we can assume that ε ∈ Σ . Thus εσπ = ψρπ = 0, which gives σπ = 0. So there
exists a morphism τ : b → q with σ = τρ . Hence (ψ −ετ )ρ = 0, which yields ψ −ετ = 0, i.e. ψ ∈ [P].
Now let ρ : a b be a Σ-deﬂation with Kerρ ∈ P. Then every ϕ : c → b yields a pullback
d
σ
c
ϕ
a
ρ
b
with a Σ-deﬂation σ and Kerσ = Kerρ ∈ P. So the regular morphisms in A/[P] satisfy the right Ore
condition.
To obtain the left Ore condition, let p
π a
ρ
 b be a Σ-conﬂation with p ∈ P, and let ϕ : a → x
be an arbitrary morphism. Then we ﬁnd a morphism ε : p′ → x in Σ with p′ ∈ P such that ϕπ
factors through ε, say, ϕπ = εψ . By (E3), there is a Σ-inﬂation (α
β
) : p′ q ⊕ i with q ⊕ i injective
and q ∈ P, i ∈ I. Since β factors through ε, it follows that (αε) : p′  q ⊕ x is a Σ-inﬂation, too.
Furthermore, αψ factors through π since q ⊕ i is injective. So we get a commutative diagram
p
π
ψ
a
ρ
(γϕ)
b
p′
(αε)
q ⊕ x c
which shows that the regular morphisms in A/[P] satisfy the left Ore condition. Therefore, the local-
ization A/P exists.
Next we show that A/P is abelian. To this end, let ϕ : a → b be any morphism in A. By (E2), there
is a morphism ε : p → b in Σ with p ∈ P. In A/[P], we can replace ϕ by (ϕ ε) : a ⊕ p → b which
is P-epic in A. Therefore, an arbitrary morphism in A/[P] can be assumed to be a P-epimorphism
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holds in A/[P]. In fact, if ψ : x → a satisﬁes ϕψ = βα with x α→ p β→ b and p ∈ P, then β = ϕβ ′ for
some β ′ : p → a. Hence ϕ(ψ − β ′α) = 0, which implies that ψ − β ′α factors through κ .
To show that κ is monic in A/[P], let ψ : x → k be a morphism with κψ : x α→ p β→ a and p ∈ P.
Now [12, Proposition 3], implies that κ is an I-monomorphism. By (E2), there is a morphism ε : k → i
in Σ with i ∈ I. Hence ε factors through κ , which yields a commutative diagram
x
ψ
α
k
ε
κ
i
p
β
a
γ
i.
Since ε is P-epic, we ﬁnd a morphism γ ′ : p → k with γ β = εγ ′ . Hence ε(ψ − γ ′α) = 0, which gives
ψ = γ ′α. Thus κ = kerϕ holds in A/[P], hence also in A/P.
By [12, Proposition 3], we get a factorization
ϕ : a δ e ε→ b
in A with δ = cokκ and ε ∈ Σ . Then (E3) implies that there is a Σ-inﬂation (λμ) : e q ⊕ j with
q ⊕ j injective and q ∈ P, j ∈ I. Thus μ : e → j factors through ε, which shows that (λε) : e q ⊕ b is
a Σ-inﬂation in A. So in A/[P], the morphism ϕ can be replaced by (λδϕ ) : a δ e q ⊕ b. Therefore,
in order to prove that A/P is abelian, it remains to verify that for any Σ-conﬂation
a
α
 b
β
 c
in A, we have β = cokα in A/P.
Thus let ψ : b → y satisfy ψα : a → p → y for some p ∈ P. Then we have a pushout
a
PO
α
b
β
ψ ′
c
p b′
β ′
c
where ψ factors through ψ ′ , and β ′ is regular in A/[P]. Hence β is a weak cokernel of α in A/P.
To show that β is epic in A/P, let ψ : c → y be a morphism in A with ψβ ∈ [P]. Then we have a
commutative diagram
a
α
b
β
ψ ′
c
ψ
p
ε
y
with p ∈ P and ε ∈ Σ . Hence εψ ′α = ψβα = 0, and thus ψ ′α = 0. So ψ ′ factors through β , which
implies that ψ ∈ [P]. This completes the proof that A/P is abelian.
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(E3), every a ∈ ObA admits a Σ-deﬂation p ⊕ i a with p ⊕ i projective, and p ∈ P, i ∈ I. Now let
b c be a Σ-deﬂation, and let p ⊕ i ϕ→ d ρ← c be a morphism in A/P, where ρ is regular in A/[P].
By the above, we can assume that ρ is a Σ-deﬂation. Hence p⊕ i is projective in A/P, and thus A/P
has enough projectives. By symmetry, this proves (T1).
To prove (T2), let γ : c → d be a morphism in A. Then there is a morphism ε− : p → d in Σ with
p ∈ P. By [12, Proposition 3], we have a pullback
b
ε
p
ε−
c
γ
d (25)
in A. Hence ε = kerP γ , which yields (T2). In particular, we infer that every global kernel ε : b → c
belongs to Σ . By (E3), there is a Σ-deﬂation (λ μ) : p ⊕ i c with p ∈ P and i ∈ I. As λ factors
through ε, it follows that (ε μ) : b ⊕ i c is a Σ-deﬂation. By [12, Proposition 3], we get an exact
square
a
α
ε′
b
ε
i c
with ε′ ∈ Σ , and the dual of the above argument shows that ε = cokI α. By duality, this proves (T3),
whence A is triadic. 
Remark. The last paragraph of the preceding proof shows how triads in A can be constructed without
localization. For a given γ : c → d, the global kernel ε is obtained by the pullback (25). Conversely,
let ε ∈ Σ be given. Then γ = cokP ε can be constructed in M(A). Namely, by Theorem 1, the exact
structure of A corresponds to an exact class of morphisms Σ ′ ∈ M(A). Therefore, if we regard ε as
an object of M(A), we get a morphism ε → ε− in Σ ′ such that ε− ∈ InΣ ′ . Thus ε− is of the form
ε− : p ⊕ i → d with p ⊕ i injective and p ∈ P, i ∈ I. So we get an exact square
b
(αβ)
ε
p ⊕ i
(π σ )
c d′ (26)
in A, where β factors through ε. Hence σ is a split monomorphism. Consequently, the morphism
(π σ ) : p ⊕ i → d′ splits off the identity 1i , i.e. up to isomorphism, (26) coincides with an exact
square (25). In other words, for a given ε, the triad (24) arises from the morphisms
ε+ → ε → ε− (27)
in Σ ′ with ε+ ∈ PrΣ ′ and ε− ∈ InΣ ′ . Explicitly, (27) gives a commutative diagram
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α
ε+
b
ε
p
ε−
i c
γ
d (28)
with two exact squares such that i ∈ I is projective and p ∈ P injective. This is the standard form of a
triad (24).
In particular, if A is any Ext-category, then M(A) is a triadic Ext-category, and the preceding
discussion applies to M(A) instead of A. Thus (27) belongs to M2(A) and yields a commutative
diagram (28) in M(A), where p ∈ A− and i ∈ A+ (see Theorem 2 and the remark of Section 3).
Therefore, d ∈A is a deﬂation, a ∈A an inﬂation, such that a and d are related via (21).
The representation (28) of a triad (24) also exhibits d as an object of A/P and a as an object of
A/I. Namely, by the following proposition, ε− represents d ∈A/P, and ε+ represents a ∈A/I.
Proposition 9. Let A be a triadic Ext-category with P, I given by (23). Then A/P is equivalent to the full
subcategory E− ⊂M(A) of objects ε : p → d with ε ∈ Σ and p ∈ P∩ Inj(A).
Proof. The map ε 	→ d deﬁnes an additive functor E− →A. We show that the composition E : E− →
A→A/P is an equivalence. Thus let
p
ε
p′
ε′
d
ϕ
d′ (29)
be a morphism Φ : ε → ε′ in E− . Then Φ = 0 if and only if ϕ factors through ε′ . Hence E is faithful.
Conversely, every morphism ϕ : d → d′ comes from a commutative diagram (29), and by [12, Proposi-
tion 8], Φ is regular in A/[P] if and only if (29) is exact. But if (29) is exact, then Φ is invertible by
Proposition 4. Hence E is full. Finally, let d be any object of A. Then we ﬁnd a morphism ε : p → d
in Σ with p ∈ P, and (28) yields an exact square (29) with ε′ ∈ Σ and p′ ∈ P ∩ Inj(A). Hence d ∼= d′
in A/P, and thus E(E−) =A/P, i.e. E is an equivalence. 
Note. As an immediate consequence, Proposition 9 yields a natural equivalence T :A/P ∼→A/I which
maps the end term d of a triad (24) to the end term a.
Acknowledgment
I would like to thank the referee for his careful reading of the manuscript and detecting several
inaccuracies which led to an improvement of its ﬁnal presentation.
References
[1] M. Auslander, I. Reiten, Applications of contravariantly ﬁnite subcategories, Adv. Math. 86 (1991) 111–152.
[2] M. Auslander, S.O. Smalø, Preprojective modules over artin algebras, J. Algebra 66 (1980) 61–122.
[3] P. Gabriel, M. Zisman, Calculus of Fractions and Homotopy Theory, Springer-Verlag, Berlin, Heidelberg, New York, 1967.
[4] O. Iyama, τ -categories I: Radical layers theorem, Algebr. Represent. Theory 8 (2005) 297–321.
[5] O. Iyama, τ -categories II: Nakayama pairs and rejective subcategories, Algebr. Represent. Theory 8 (2005) 449–477.
[6] O. Iyama, τ -categories III: Auslander orders and Auslander–Reiten quivers, Algebr. Represent. Theory 8 (2005) 601–619.
[7] B. Keller, Chain complexes and stable categories, Manuscripta Math. 67 (1990) 379–417.
[8] J. Maranda, Injective structures, Trans. Amer. Math. Soc. 110 (1964) 98–135.
[9] W. Rump, Ladder functors with an application to representation-ﬁnite artinian rings, An. S¸tiint¸. Univ. Ovidius Constant¸a
Ser. Mat. 9 (2001) 107–123.
1012 W. Rump / Journal of Algebra 322 (2009) 995–1012[10] W. Rump, The category of lattices over a lattice-ﬁnite ring, Algebr. Represent. Theory 8 (2005) 323–345.
[11] W. Rump, L-functors and almost split sequences, Comm. Algebra 33 (2005) 73–95.
[12] W. Rump, Triads, J. Algebra 280 (2004) 435–462.
[13] W. Rump, One-sided Grothendieck quotients, Arch. Math. 89 (2007) 131–142.
