The use of hypothesis veri cation is recurrent in the model-based recognition literature. Veri cation consists in measuring how many model features transformed by a pose coincide with some image features. When data involved in the computation of the pose are noisy, the pose is inaccurate and di cult to verify, especially when the objects are partially occluded. To address this problem, the noise in image features is modeled by a Gaussian distribution. A probabilistic framework allows the evaluation of the probability o f a matching, knowing that the pose belongs to a rectangular volume of the pose space. It involves quadratic programming, if the transformation is a ne. This matching probability is used in an algorithm computing the best pose. It consists in a recursive m ultiresolution exploration of the pose space, discarding outliers in the match data while the search is progressing. Numerous experimental results are described. They consist of 2D and 3D recognition experiments using the proposed algorithm.
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INTRODUCTION
Despite recent advances in computer vision the recognition and localization of 3D objects from a 2D image of a cluttered scene is still a key problem. The reason for the di culty to progress mainly lies in the combinatorial aspect of the problem.
This di culty can be bypassed if the location of the objects in the image is known. In that case, the problem is to compare e ciently a region of the image to a viewer-centered object database. (See Fig. 1 for the gures used in our experiments.) Recent proposed solutions are, for example, based on principal component analysis 1, 2], modal matching 3], or template matching 4].
But Grimson 5] emphasized that the hard part of the recognition problem is in separating out subsets of correct data from the spurious data that arise from a single object.
Recent research e s i n t h i s e l d h a ve focused on the various components of the recognition problem: which features are invariant and discriminant 6], how it is possible to group features into salient parts 7], how to index models 8], how t o i d e n tify sets of data feature/model feature pairings consistent w i t h a n object 9], or which similarity measures are relevant 10] .
From this previous research, we can note that most of the proposed strategies can be described in terms of predictionveri cation schemes. In a pre-processing stage, model feature groups having invariant properties are stored in a hash table. Recognition rst consists in grouping image features into salient parts. Index keys obtained from these small groups select objects in the model base, producing sets of pairings from indexed models to data features. The transformation aligning a model with the image is usually referred to as the pose of the object. Poses obtained by this method are treated as hypotheses realizing a few feature-to-feature correspondences. These hypotheses have t o b e v eri ed by transforming the remaining model features and by trying to match them with image features. Transformations are generally assumed to be a ne.
However errors in data usually make the pose incorrect and the veri cation becomes more di cult (see Fig. 2 for an illustration).
In that case, as pointed out by Gandhi and Camps 11 ] the noise in the data will propagate into the pose and will decrease the quality of the correspondences obtained in the veri cation stage.
This noise e ect has been studied assuming bounded error models. Grimson et al. 12 ] gave a precise analysis of a ne point matching under uncertainty. They obtained an expression for the set of a ne-invariant v alues consistent with a set of four points, where each data point lies in a small disk. Alter and Jacobs 13] modeled the error by assuming that a detected feature point i s n o m o r e t h a n pixels from the location of the true point. They proposed an expression for the error in the computed image position of a 4th point (and nth point)when three matching pairs of image and model points are assumed. Gandhi and Camps 11] proposed an algorithm to select the next feature to be matched, after the pose has been computed with a small number of correspondences. Their aim is to nd the subset of n model points so that the e ect of the data uncertainty in the estimation of the pose will be minimized.
Some authors use the Gaussian error model. Sarachik and Grimson 14] analytically derived the probability of false positive and negative as a function of the number of model features, image features, and occlusions, under the assumption of 2D Gaussian noise.
Beveridge and Riseman 15] presented a model-based recognition system using 3D pose recovery during matching. Their algorithm is based on a random local search to nd the globally optimal correspondence between image and model, with a high probability of success. A current set of correspondences is modi ed, using the neighboring sets. The neighborhood is de ned as sets obtained by adding or removing a single pair from the current correspondences set.
In spite of all this research activity, h ypothesis veri cation remains a di cult problem.
OVERVIEW OF THE PROPOSED APPROACH
As explained in the Introduction, object recognition systems frequently hypothesize the model pose from the matching of a small number of model features. A fundamental question is how such h ypotheses can be con rmed when poses are inaccurate and when data are cluttered.
The approaches mentioned before generally start from an initial set of correspondences and try to extend it, feature by feature. The pose is re ned step by step, helping in the selection of the next features. This solution is not optimal since these algorithms address only one point at a time. We h a ve experimentally observed that in many cases it leads to false solutions, especially when objects are occluded or when data are cluttered.
In this article, the opposite approach is adopted. Assuming that the right pose belongs to a known volume of the pose space (including the initial pose) we rst take i n to account all the correspondences compatible with this volume. This set of poses is iteratively reduced until it can be viewed as a single pose. The computed pose, and its related correspondences, are better than when correspondences are added one by o n e , because the in uences of each possible correspondence are taken into account together. The transformation aligning models on images is supposed to be a ne.
The veri cation stage has to be as quick as possible, because in the case of complex scenes and of a large number of possible objects, numerous hypotheses have t o b e v eri ed. It takes too much time to verify each one of these hypotheses. The proposed approach allows hierarchical veri cation. At rst, volumes of possible poses corresponding to possible hypotheses are com- puted. Then the number of correspondences compatible with these sets of poses are determined. This represents the maximal number of correspondences that a unique pose of the volume may v erify. Hypotheses having a low score are rst discarded. The remaining volumes are divided and re ned. For simplicity, w e assume that the subvolumes considered are rectangular volumes of the pose space, called \boxes" of the pose space. In this article we use a Gaussian error model rather than the usual bounded one. It has been demonstrated 14] that the Gaussian error model has better performances than the bounded error one. Each model feature has its own distribution. In this way, the relative stability of features is taken into account for the veri cation.
As we are using a Gaussian error model, the score of a box does not consist in counting the number of correspondences. The score is the probability o f h a ving an object model in the image{knowing its attitude belongs to the initial volume of the pose space.
These di erent steps are summarized as follows:
1. form small groups of features and compute invariant measures. 2. search the knowledge base for compatible objects. 3.2. compute a \box" of the pose space including p. This box should be large enough to compensate for the data errors. 3.3. compute the probability t h a t e a c h remaining model feature has a correspondence in the image, knowing that the pose belongs to the \box" of possible poses. Then deduce the maximal probability for the object to occur in the image.
4. keep the best hypotheses and re ne their corresponding boxes until they can be considered as points of the pose space spurious features are discarded during this stage.
This article mainly focuses on the veri cation stage (points 3.3 and 4). In Section 3, we de ne the Gaussian error model used. Section 4 is devoted to the computation of the probability of feature-to-feature correspondence knowing a pose and Section 5 to the computation of the maximal probability o f c o rrespondence knowing that possible poses belong to a box o f t h e pose space. These individual probabilities are then combined in order to compute the object match probability. Section 7 explains how the the initial box is re ned so the object matching probability can be maximized (Step 4 of our algorithm).
This veri cation algorithm has been tested in two recognition applications (2D and 3D recognition). Experiments and results are given in Sections 9 and 10. By projecting features in the eigenspace, the expression of the normal distribution is quite simple:
denotes the di erence (ft ; fd) expressed into the eigenspace ( = U ). There is one distinct covariance matrix per model feature.
PROBABILITY OF FEATURE-TO-FEATURE
CORRESPONDENCE KNOWING POSE p Denoting = U(ft ; fd) (where fd is the data feature and ft the projection in the image reference of the feature fd), the probability of a correspondence between ft and fd knowing pose p is P(Cjp) = P(Cj ) = P( jC)P(C)
; 1 2 i P(C) P( ) : P( ) is modeled during a training stage. This value depends on the kind of feature used. We assumed P(C) With these notations, we h a ve:
The probability of the correspondence is therefore a function of the weighted sum of squared distances (distances from the pose p to the hyperplanes Hi). This geometric property i s exploited in the next section. Section 9.2 gives, as an illustration, the expression of Hi for a ne planar transformations of line segments.
MAXIMAL PROBABILITY OF CORRESPON-DENCE, KNOWING A BOX OF THE POSE SPACE
The maximal probability of correspondence, knowing that acceptable poses belong to a box (cubic volume) of the pose space, is denoted P(CjBOX).
The computation of this probability requires the maximization of the quadratic objective function (Eq. (2)), subject to linear inequality constraints (the set of hyperplanes of the pose space de ning the box). This is a problem which can be solved in a nite number of steps with quadratic programming techniques.
One common approach u s e s t h e Lagrange multipliers combined with active set methods 16]. But active set methods are highly time consuming. For example, if the transformation is an orthographic scaled projection the dimension of the pose space is 8, and supposing the size of the active set is 8, a 16x16 linear system is to be solved at each iteration.
Accordingly, w e propose a more e cient algorithm allowing the computation an approximation of this maximal value.
It consists of the three following steps (detailed just after the enumeration): Improving p min . As shown in Fig. 3 , if p0 i s n o t i n t h e b o x of possible poses, pmin is rst taken as being the intersection of line (c p0) and the convex hull of the box. This point i s not the minimum of the objective function. That is why w e t r y to improve pmin, k n o wing the minimum belongs to the hull of the box (otherwise p0 would be in the box). We u s e t h e alternating variable strategy in which at iteration k(k 2 1 : : : D]) the variable pk is re ned in an attempt to reduce the objective function. At this iteration other variables are unchanged. The direction where pmin should be moved is given by @f @p k . In our experiments, D iterations were enough to ensure an acceptable approximation (never more than 1% below the optimal value). We observed that this algorithm is more than 100 times faster than the active set method.
Correspondence p r obability. The probability of the match is, nally,
Remark. If the dimensionality of the feature space is higher than the dimensionality of the pose space (v D ) then p0 can be straightly obtained by a least square estimation.
FROM ISOLATED FEATURE CORRESPON-DENCES TO MODEL PROBABILITY
In this section we study how t o d e r i v e the full model probability of correspondence from the individual feature probabilities of correspondence.
Computing P(Mjp)
We assume that the probability of occurrence of the model M in an image subject to the pose p (denoted P P(Mjp )P( jp):
We can simplify this formula, as M and p are conditionally independent given :
The size of ; is so large that P(Mj ) w ould be di cult to learn. We simplify this expression by considering that the most signi cant parameter for computing this probability i s t h e n umber of image features matched.
That is to say, This problem has been treated by several authors such a s Gavrila and Groen 17] or Huttenlocher and Cass 18] for cases of bounded error models. What is needed is a criterion to select candidate solutions that take i n to account that one scene segment can correspond to more than one model segment. The solution proposed is based on the maximum number of distinct segment correspondences between the model and the scene segment. This involves computing all the possible subsets. It is e cient to determine the number of di erent scene points and di erent model points involved in the correspondence and to choose the minimum of them.
Those authors indicated that this criterion gives a higher count than when using the maximum number of distinct correspondences criterion, but they explain that this is compensated by the straightforward computation of this criterion.
This criterion is not exploited within our framework because what we need is not the number of distinct matches, but the probability that a given model segment is matched.
If we note P(m ! j p) the probability that the image feature f is matched with a data feature knowing pose p, a n d P(f ! fdjp) the probability that \model feature f is matched with image feature fd knowing pose p," then we h a ve P(f ! j p) = P( j<N j=1 f ! fd j jp) where N is the number of image features. This probability i s easy to compute if we suppose that individual match e v ents are independent. For example if a model segment can be matched with two image segments with the probabilities 0.7 and 0.8, then the probability that this segment is matched is 0.7+0.8-0.7*0.8=.94.
BEST POSE COMPUTATION, KNOWING A
BOX OF THE POSE SPACE Upper bounds of P(Mjp) k n o wing that p belongs to a box of the pose space (denoted P(MjBOX)) can be obtained by introducing values P(CjBOX) instead of P(Cjp) in Eq. (3).
We h a ve 8p 2 BOX P(Mjp) P(MjBOX) because \a best pose" is computed individually for each model feature with no guarantee that these poses are equal or spatially close. It is possible to nd distinct poses in a box aligning each m o d e l feature to an image feature, while there is no pose aligning correctly every model feature.
The value P(MjBOX) is, however, very informative and permits us to make a rough selection between possible boxes, but the actual best pose is still to be computed. However, we a ssume that when a box becomes small enough, it can be treated as a single pose.
In order to reduce the size of the box around the highest values of P(MjBOX), we use a recursive division of the initial box, as proposed by Breuel 19] . Recursive subdivision consists in recursively splitting the box in two parts, by alternating axes. It is illustrated in Fig. 4 .
This process can be seen as a tree search. The root node corresponds to the initial box. Leaves are the smallest regions taken into account. The maximal number ofboxes explored and consequently the run time cannot be guaranteed. In worst cases the whole space has to be explored.
That is why w e prefer to use a N-search algorithm. N branches are explored at the same time and no backtracking is required. The maximum number of boxes to evaluate is below Nhwhere h denotes the number of levels N is the number of image features.
The probabilistic evaluation of subboxes P(MjBOX) guides the search: only the best N subboxes are kept in the next level of division. During all our experiments N was set to 5.
COMPUTING THE INITIAL BOX
The initial box is supposed to be large enough to compensate for the data errors. If we assume that the error model is Gaussian, the initial box should have an in nite size.
For practical reasons we adopt a more manageable de nition:
the size of the initial box i s s u c h that there is at least p chances it includes the correct pose. The convex volume of the feature space bounded by P(Cj ) = ct leads to a convex volume of the pose space. The initial box is taken as the smallest box including this volume.
In our experiments the initial box has a constant size, centered on the initial pose.
If no prediction of the pose is available because there is no initial correspondence (see the 3D application for an example), the whole pose space is taken as the initial box.
APPLICATION TO 2D RECOGNITION
In this section we consider the following application: the 10 3D objects that are to be recognized (shown Fig. 1 ) are stored in a viewer-centered knowledge base.
As the purpose of this article is pose veri cation, other components of this application are as simple as possible: features are line segments and geometric invariants are relative angles between line segments. The 2D transformation involved is a plane isometry.
The recognition algorithm consists of the following stages: small groups of line segments having junctions are produced from image line segments. Relative orientation of line segments in a group are invariant to 2D isometry. It allows to index the viewer-centered base. Each group-to-group correspondence gives a pose that is to be veri ed by the pose veri cation algorithm.
The Viewer-Centered R epresentation
Viewer-centered description actually provides only an approximation of object shapes. There is a trade-o between the size of a description and its accuracy.
This trade-o can be optimized by using the algorithm proposed by G a vrila and Groen 17] . The set of viewpoints with equal distance to the center of the model is called the \viewing sphere." The di culty is to nd the most appropriate tessellation of this sphere. Observing that the structure of a 2D projection varies in certain areas of the sphere more than in others, it would be irrelevant t o h a ve a uniform tessellation. Areas of the viewing sphere where the structure of the 2D projection varies rapidly should be more nely quantized. We start with a coarse triangulation and try to recognize the view corresponding to the midpoint of a triangle. If this is the case, we proceed with the next triangle. If not, we split the triangle in far smaller triangles and continue the process recursively on each one of the smaller triangles. This approach i s v ery similar to Breuel's 20]. 
Features and Transformation

Use of Coterminations
The geometric invariants used are relative angles between two coterminating segments (see next section for details). This is a translation, scaling, and image plane rotation (2D similarity) invariant measure.
The primary objective for that choice is e ciency: usual indexing schemes (based on 2D a ne invariants) require the computation of n 2 index codes. By considering only pairs of coterminating segments, the number of indexes to be computed is greatly reduced. Furthermore, segment coterminations reect the image topology and increase the possibility of correct matches.
Indexing the Model Base
Two di erent strains of indexing algorithms are present i n t h e literature. The rst (and most popular) one treats all recovered hypotheses with equal weight. In that case, and because the veri cation stage is expensive, a heavy burden is placed on the accumulation stage.
A second approach has been proposed by Beis and Lowe 21] . They use high saliency indices. It has been shown 8] that higher dimensional lookup tables are fast, can reliably handle very large model databases, and can reduce the occurrence of false positives. However, in that case, the storage problem is exacerbated. The feature vector suggested by these authors is ( 1 2 3 l 2=l1) . It implies a 4-segment c hain, where i i2 1::3] denotes successive a n g l e s a n d l2=l1, the length ratio of interior segments. We experimented with this method but poor results were obtained on our images: in many cases, object segmentation does not contain any 4-segment c hains, and in some other cases, objects were detected in clutters.
That is why w e use the 4D vector ( 1 2 3 4) , where i are relative segment o r i e n tations (see Fig. 5 ). As some segments of the grouping can be missing, we construct secondary hash tables with missing segments. Dimensionality of hash tables is reduced from 4 to 2, using eigenspace techniques. 
Experiments
The knowledge base includes about 600 2D views of the 10 objects (from 50 to 80 views per object). A view is a collection of line segments. During these experiments, each image contains one or several di culties: the image is cluttered, objects are occluded, or objects are strongly a ected by the perspective e ect.
We h a ve made no assumption either on the pose or on the object(s) occurring in the image. Recognition times are measured on an HP-700 workstation (see Fig. 6 ).
First results. The rst results (see Fig.7 ) illustrate the method. Polygonal approximation of edges (b) is computed from image (a). Two h undred segments are detected. From these 200 segments, 60 groups of coterminating segments are built, leading to about 800 group-to-group correspondences (image/knowledge base). It means that 800 poses have t o b e veri ed. The best pose (the one giving the highest model correspondence probability i n t h e v eri cation stage) is displayed in (c). Less than 4.4 s were necessary to verify the 800 poses. Paired data features are represented in (d). Image (e) represents the group that has produced the best pose, and the corresponding initial pose is shown in (f). Other results. We h a ve tested our veri cation algorithm on several hundred images similar to those given Figure 7 . 
APPLICATION TO 3D RECOGNITION
As in the 2D recognition application, features are line segments. In this application a model-centered representation is adopted. Objects are supposed to be polyhedral, making their representation easier. There is no general view-invariant feature for any 3 D p o i n ts, given true perspective or orthographic projection. As indexation is not the main purpose of this article, we suppose that models are hypothesized in turn. Initial correspondences are produced using an alignment t e c hnique 22]. Scaled orthographic approximation assumes objects are lying in a plane parallel to the image plane passing through the origin of object frames. This is equivalent to the approximation i = 0. In this framework, perspective projection is rst approximated by othographic scaled projection. Then i is iteratively computed 23], making the approximation more accurate. As in the 2D recognition application, coterminating line segments form salient groups. Each possible correspondence between a group of image segments and a group of model segments allows us to compute a 3D pose and to deduce the initial box. The size of the box has been experimentally set and has remained constant during our experiments.
Features and Transformation
A 3D line segment f is represented by extremities of its coordinates f = ( x1 y 1 x 2 y 2 z 1 z 2) t . A pose is an 8-dimensional vector p = ( P11 P 12 P 13 P 14 P 21 P 22 P 23 P 24) t . With these notations, the a ne transformation T applied to f gives ft = (x1t x 2t y 1t y 2t) t . Equation (4) 
Dynamic Recognition
The proposed veri cation algorithm can also be used in tracking applications. In that case, the previously computed pose is used to initialize the search for the next one. Figure 12 presents some results obtained with a hundred images of the \mouse sequence." In that sequence, a computer mouse moves on the right u n til it is completely hidden behind a b o x, then it crosses the image in the opposite direction. The mouse motion is supposed to be unpredictable.
No motion analysis is performed. The 3D initial box i s c e ntered on the previous pose. The size of the box is modi ed according to the match q u a l i t y measured during the previous veri cation.
The rst image is processed several times (four times in these experiments) in order to compute an approximation of the perspective pose (computation of i). The processing time is about 200 ms per image on a HP-700 workstation (this does not include the line segment extraction).
The pose obtained on the third image of Fig. 12 is not very accurate. This is because the mouse rotates while it is being hidden by t h e b o x. Occlusions make t h i s m o vement di cult to be detected. Furthermore, we do not take i n to account the fact that the motion is planar in this sequence.
RELATED WORK
Pose veri cation has connections with several other related areas such as pose determination, robust estimation, object tracking, error models, MAP matching, or object recognition. Let us see the advantages of our algorithm against recent related algorithms from these other domains.
Hel-Or and Werman 24] proposed a method for fusing 2D (viewed as 3D with in nite uncertainty) and 3D measurements for pose estimation. This method assumes that an initial estimate of the pose is provided, which can be obtained by utilizing a s m a l l n umber of correspondences. Despite its ability to deal with data noise, this method is not suitable for our problem, since it does not tolerate outliers and assumes that the correspondences between points of the model and measured points are known.
There are two major sets of techniques for handling outliers. The rst one consists of detecting outliers and computing robust estimates simultaneously. The technique used by Kumar and Hanson 25] to address the problem of estimating a pose when outliers are present i n t h e m a t c h data is of this kind. They have analyzed the results obtained with Mestimates (maximum likehood type estimate) and L-estimates (linear combination of order statistics). They report that the M-estimate is extremely sensitive to initial estimations. This is due to the presence of multiple local minima in the objective function minimized. L-estimation (median LMS) does not have this drawback but involves combinatorial methods. From our point of view, our method is more e cient, because it can be viewed as a M-estimation operating simultaneously around several multiple local minima of the objective function. Local minima are obtained by a recursive s e a r c h w h i c h a c t s a s a multiresolution search. The proposed algorithm does not guarantee to nd the best solution because it only explores a nite number of branches simultaneously. But our experimental results show that satisfactory solutions are, however, generally obtained, even in severe conditions. The other set of techniques for handling outliers attempts to detect outliers before forming a robust estimate. For example Lowe 26] proposed to use an iterative probabilistic selection. The described iterative matching procedure, based on the treatment of matching and measurement errors, allows the most reliable matches to improve the probability of correctly matching other features. Propagation of noise in the data into the pose has been also studied by Gandhi and Camps 11] . However, we have observed, in agreement with Kumar and Hanson 25] , that techniques attempting to detect outliers before forming the estimate often failed when the noise in the data is severe if there is a great number of outliers.
Instead of trying to minimize an objective function in spite of outliers, Cass 27] proposed to generate all feasible interpretations of the data in a polynomial time. He argued that there is only a nite number of equivalence classes of transformation to consider, assuming that the error model of correspondences is bounded. For the case of 3D planar objects under rotation and translation, there are k 6 M 6 N 6 equivalence classes to evaluate, where M is the number of model features, N is the number of data features, and k is the number of constraints in the pairing. If k = 8 M= 30, and N = 100, the size of the set of arrangements is 8 6 30 6 100 6 , w h i c h i s t o o l a r g e t o b e exhaustively treated. Cass also points out that bounded error methods can also provide a discrete approximation to Gaussian error. A drawback is that it increases k, and, as a consequence, the number of equivalence classes is also increased.
The appropriateness of Gaussian distribution for modeling feature uctuations has been studied by s e v eral authors 14, 26]. Wells 28] was motivated by this evidence and developed a maximum likehood and MAP recognition formulation, which are based on normal feature models. Our formulation is close to the Wells one. However, we formulate the objective function in the pose space and not in the image space. In this way, the objective function becomes a quadratic form which can be easily used in a pose estimation algorithm.
CONCLUSIONS
In this article, we h a ve proposed a robust solution to the pose veri cation problem. It allows the management of recognition applications in which a s m a l l n umber of noisy correspondences is used to hypothesize a pose.
It consists in re ning a set of possible poses. At the end of this process a pose is computed so that the probability that a k n o wn object is aligned with some image features is maximal. This is done by dividing recursively an initial \box" of the pose space, which is obtained by initial correspondences. This performs a multiresolution pose search. We h a ve s h o wn that the search for the best pose involves quadratic programming, supposing that the normal distribution is used to model the data error and supposing that the transformation is a ne. The search s i m ultaneously explores several boxes therefore, it is not stopped by local minima. Furthermore, the implementation of this algorithm is very straightforward.
This algorithm has been integrated in two di erent recognition applications: 2D recognition and 3D recognition with line segments. However, it can be directly used with di erent features and di erent recognition strategies.
We h a ve experimentally proved that it is quick and reliable despite data noise and occlusions. The robustness is due to the probabilistic framework used to describe data-to-model correspondences and also to the way the search is performed.
The performances and the robustness of the described algorithm allow it to be used for tracking applications, as shown in the 3D examples.
