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Abstract—Multipath is one of the paramount error sources
in code tracking. Optimized Multiple Gate Delay structures
have been proposed before for SinBOC(1,1)-modulated signal
and inﬁnite receiver bandwidth, in order to cope better with
multipath. The new modulation, Composite Binary Offset Carrier
(CBOC) modulation, used in Galileo E1 band makes it possible
that either SinBOC(1,1) or CBOC reference code could be
used in receiver design. In this paper, we describe the MGD
optimization steps and optimized parameters for Galileo CBOC
signals processed with SinBOC(1,1) and CBOC reference codes,
respectively, and with limited front-end receiver bandwidth,
that is usually employed in mass-market GNSS receivers. The
performance of the proposed MGD structure is veriﬁed in a
Galileo E1 Open Service (OS) Simulink-based software receiver.
The performance evaluation criteria are based on Multipath
Error Envelope (MEE) and Root Mean Square Error (RMSE)
in multipath channels.
I. INTRODUCTION
As one of the emerging Global Navigation Satellite Systems
(GNSSs), Galileo is going to provide more services, higher
availability and higher accuracy than the only fully operational
GNSS nowadays, Global Positioning System (GPS). In order
to inter-operate with GPS, Galileo E1 band has the same
carrier frequency as GPS L1 band. In order to avoid the
interference from GPS, a new modulation compared to GPS
was proposed to be used. In the latest Galileo Open Service,
Signal In Space Interface Control Document (OS SIS ICD)
[1], Composite Binary Offset Carrier (CBOC) modulation
was assigned for Galileo E1 band. This new modulation
is the sum (or difference) of two weighted Sine-Binary
Offset Carrier (SinBOC) sub-carrier waves. The one used
in E1 band is denoted via CBOC(6,1,1/11), which is the
sum (or difference) of a SinBOC(1,1)-modulated code and
a SinBOC(6,1)-modulated code, which includes 1/11 power
from SinBOC(6,1) component (and 10/11 power from Sin-
BOC(1,1) component). The two variants of CBOC(6,1,1/11)
used in [1] are: CBOC(+), which is formed as the sum of
the two sub-carrier waveforms SinBOC(1,1) and SinBOC(6,1),
and CBOC(-), which is formed as the difference of the two
sub-carrier waveforms. CBOC(+) is assigned for use in E1-
B data channel and CBOC(-) is employed by the E1-C pilot
(or dataless) channel. From the GNSS receiver point of view,
it is realized that the conventional receiver implementation
may be not the optimum solution for this modern signal in
some heavy interference environment because of the ambiguity
problem in the natural autocorrelation function of BOC or
MBOC signal. Moreover, the CBOC modulation combines
two sub-carrier wave component, the tracking can be done
either with CBOC modulated reference codes (i.e., CBOC(+)
for data channel and CBOC(-) for pilot channel), or with
SinBOC(1,1)-modulated reference code for both E1-B and
E1-C channels, since more than 90 percent power is on
SinBOC(1,1) component.
In GNSS receiver, one of the main error sources is the
multipath propagation. Several code delay tracking algorithms
exists nowadays that try to mitigate the multipath problem. For
example, Narrow Correlator (NCORR) proposed a narrower
correlator spacing than the conventional early minus late
code tracking (i.e.,< 1 chip) [2]. Another class of enhanced
algorithms is given by the so-called double-delta correlator.
This class of delay tracking algorithms has gained more and
more attention lately and it consists of an additional correlator
pair, containing a Very Early(VE) correlator and a Very
Late(VL) correlator, with which the tracking performance may
be improved. On example in this class is the High Resolution
Correlator (HRC)[3]. The spacing between VE and VL is
twice the spacing between E (Early) and L (Late) correlators.
Several papers showed that HRC has better performance than
Narrow Correlator with medium and long path delays [5], [7],
[6], and [8]. However, HRC cannot reject the short delay mul-
tipath effects and suffers from severe performance degradation
in noisy environments. HRC is also under patent protection [3].
In [4], a so-called Multiple Gate Delay (MGD) was introduced,
which is conceptually close to HRC, but it has more correlator
pairs and ﬂexible weighting factor. However, the tracking
performance of the MGD proposed in [4] was signiﬁcantly
worse than Narrow Correlator. The main reason for that was
that the weighting factor and correlator spacing were not
optimized. An enhanced MGD structure was introduced in [5]
and [6], where optimization of its parameters (correlator spac-
ings and weighting coefﬁcients) was done for SinBOC(1,1)
modulation signal and for inﬁnite receiver bandwidth only.
The results in [5] and [6] showed that the optimized MGD
for SinBOC(1,1) modulated signal has promising tracking
performance in short delay multipath scenarios. However, the
impact of limited front-end ﬁlter bandwidth and the impact of
CBOC modulation were not analyzed. In this paper, we present
the MGD optimization for CBOC modulated signals with two
types of receivers: one using a reference CBOC waveform, and
the other one, more suited to mass-market applications, using
reference SinBOC(1,1) waveform. The optimization is done
under the realistic assumption of limited front-end bandwidth,
varying between 3 and 24.552 MHz double-sided bandwidth.
This paper is organized as follows: ﬁrst, we present the
MGD structure with adjustable parameters and a method to
optimize these parameters. The performances of optimized
MGD structure in multipath channels is shown in terms
of Multipath Error Envelope (MEE). Finally, we verify the
optimized MGD in a Simulink-based GNSS software receiver,
developed at Tampere University of Technology (TUT) within
the GRAMMAR Eu-FP7 project.
II. MULTIPLE GATE DELAY TRACKING LOOP
A generic block diagram of MGD structure considered in
this paper has several early and late shifted correlator pairs
in the delay tracking loop. A maximum of N=3 early-late
correlator pairs (meaning a total of 7 complex correlators if
in-prompt correlator is considered) is currently employed in
the optimization, but the general structure is valid for any
N >= 1. The discriminator, which is the sum of weighted
correlator pairs is then as the input of delay estimator. The
delay is calculated, simply by searching for the zero crossing
along the discriminator function. The discriminator of MGD
structure is given by:
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where N is the number of correlation pairs; RI (·) and RQ (·)
are the in-phase and quadrature phase of correlation function
between received signal and reference code, respectively; the
spacing between the i-th early and i-th late correlator equal
to Δi; uniform spacing is used, which means Δi = iΔ1. The
factor P determines the type of nonlinearity: P=2 (square of
envelope) and P=1 (envelope). For sake of a uniform model,
we also introduced the notation P=-1, which stands for the sum
of absolute value of real part and imaginary part of correlation
function.
In this paper, we use the delay tracking loop structure
shown in Figure 1. The in-phase (RI ) and quadrature (RQ)
correlations with Early(E) and Late(L) values are generated
and shifted according to the estimated delay from the discrim-
inator. A Numerically Controlled Oscillator (NCO) adjusts the
code phase according to the smoothed error coming from the
discriminator function. The smoothing is done via the loop
ﬁlter, here using a code loop bandwidth of 3 Hz.
Fig. 1. The block diagram of tracking loop used
III. OPTIMIZATION SCHEME
In order to decide the optimum coefﬁcient, we use an
optimization criterion for multipath performance assessment
called Multipath Error Envelopes (MEE), which was also
used in [5] and [7]. MEEs are widely used for illustrating
the multipath performance of code tracking algorithms. The
smaller the enclosed area between upper and lower multipath
error envelope is, the better the performance in multipath
is. The optimum coefﬁcients would be those which offer
the minimum MEE enclosed area for a variety of multipath
proﬁles. The illustration of this enclosed MEE area principle
is shown in Figure 2 for a Narrow Correlator structure and 3
MHz double-sided bandwidth.
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Fig. 2. Illustration of enclosed MEE area for Narrow Correlator case. Δ1 =
ΔEL = 0.34 chips
The optimum coefﬁcients are calculated as follows: ﬁrst, we
deﬁne a vector vi, with a resolution of 0.1 and range of values
between −1 and 1, which contains the search range for the
optimum coefﬁcients. The weighting coefﬁcient a1 is set at
1, without loss of generality. The channel is considered as a
two-path static channel with the ﬁrst path has unit amplitude
and the second path amplitude varies from 0.5 to 0.95, and the
multipath spacing varies between 0 and 1.1 chips with a step
of 0.05 chips. These assumptions on the channel multipath
proﬁles are used in order to evaluate the best MGD structure
for medium-to-strong multipath components, which are most
likely to affect signiﬁcantly the delay tracking accuracy. The
ﬁnal MEE will be obtained as an average of all MEE for each
channel proﬁle. In addition, under front-end limited bandwidth
assumption, the spacing of ﬁrst correlator pair is determined
by the Equation (2), according to [9]:
Δ1 =
fc
BW
(2)
where fc is chip rate, fc = 1.023MHz for E1 signal; BW is
the receiver double-sided front-end bandwidth in MHz. The
successive spacings are given by iΔ1, i = 2, 3. Moreover,
the correlation functions between received signal and refer-
ence code are built in such a way that CBOC(+) signal are
correlated with CBOC(+) or SinBOC(1,1) reference code, and
CBOC(-) signal is correlated with CBOC(-) or SinBOC(1,1)
reference code, according to the used receiver type. Based on
the above conﬁgurations, the optimum coefﬁcient values a2
and a3 were found via s two dimensional searches for the
second and third correlator pairs correspondingly.
IV. TABLES WITH OPTIMIZATION PARAMETERS
Based on simulations, we noticed that the enclosed areas
and optimum coefﬁcients of MGD with P = −1 are exactly
the same as those for P = 1. Therefore, we will not list those
parameters for P=-1 separately.
If we compare the enclosed areas of optimum MGD for
P = 1, P = −1, and P = 2 in Table I and Table II, the
using of envelopes (i.e., P = 1 or P = −1) gives smaller or
equal enclosure area compared to using of squaring envelopes
(P = 2) for all signal types. Therefore using the envelopes or
sum of absolute values in the implementation of code delay
tracking is better than using the squared envelopes. This fact
was also remarked in [7] for SinBOC(1,1).
Two well known reference structures are also shown in
Table III and IV for comparison: the Narrow Correlator
(NCORR) and the High Resolution Correlator (HRC) with
P = 1. In fact, these two structures are particular cases of the
MGD structure used in this paper: NCORR has the weighting
coefﬁcients vector a equal to a = [1 0 0] and HRC has
a = [1 − 0.5 0] and Δ2 = 2Δ1. We found that the optimum
MGD has a smaller enclosed average area than both Narrow
Correlator and HRC. We also remark that, when the BW is
small, or the early-late spacing is high, the HRC has bigger
enclosed area than NCORR. This points out towards the fact
that HRC is not robust enough for narrow receiver front-end
bandwidths.
The optimum MGD weighting parameters a are shown in
Table V and Table VI for CBOC(-) and CBOC(+) modulation,
respectively. We recall that CBOC(-) is used for the pilot E1-C
channel and CBOC(+) is used for the data E1-B channel. In
the both tables, various front-end ﬁlters are shown, as well as
the two receiver options: one with reference CBOC-modulated
code, and another one with reference SinBOC(1,1)-modulated
code.
Figures 3 and 4 show the averaged MEE (over varying
second path amplitude) for the Narrow Correlator (NCORR),
High Resolution Correlator (HRC) and optimum MGD with
BW=3 MHz and CBOC(-) signal with SinBOC(1,1) reference
code and CBOC reference code, respectively. The slight vari-
ations in the MEE curves are explained by the fact that, some
spurious peaks might be obtained under certain second path
amplitudes (e.g., second path very close in amplitude to the
ﬁrst path), and these spurious peaks make the averaged MEE
less smooth than what is usually reported in literature under
ﬁxed second path amplitude.
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Fig. 3. The averaged MEE for NCORR, HRC and MGD with optimum
parameters a=[1 -0.1 -0.2]. P = 1, BW = 3 MHz, CBOC(-) signal with
SinBOC(1,1) reference code.
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Fig. 4. The averaged MEE for NCORR, HRC and MGD with optimum
parameters a=[1 -0.1 -0.1]. P = 1, BW = 3 MHz, CBOC(-) signal with
CBOC(-) reference code.
Figure 5 and Figure 6 show the average MEE for the Narrow
Correlator, High Resolution Correlator and optimum MGD
with BW=24.552 MHz and CBOC(-) signal with SinBOC(1,1)
TABLE I
AVERAGED ENCLOSED MEE AREAS [CHIPS] FOR MGD STRUCTURES WITH OPTIMUM WEIGHTING COEFFICIENTS.
P=1 and P=-1
Tx CBOC(-) CBOC(+)
Rx CBOC(-) SinBOC(1,1) CBOC(+) SinBOC(1,1)
BW = 3MHz 0.0296 0.0298 0.0312 0.0302
BW = 4MHz 0.0261 0.0266 0.0301 0.0288
BW = 20.46MHz 0.0024 0.0033 0.0035 0.0035
BW = 24.552MHz 0.0021 0.0023 0.0029 0.0024
TABLE II
AVERAGED ENCLOSED MEE AREAS [CHIPS] FOR MGD STRUCTURES WITH OPTIMUM WEIGHTING COEFFICIENTS.
P=2
Tx CBOC(-) CBOC(+)
Rx CBOC(-) SinBOC(1,1) CBOC(+) SinBOC(1,1)
BW = 3MHz 0.0297 0.03 0.0317 0.03
BW = 4MHz 0.0287 0.0294 0.0327 0.032
BW = 20.46MHz 0.0025 0.0035 0.0037 0.0038
BW = 24.552MHz 0.0024 0.0027 0.0031 0.0024
TABLE III
AVERAGED ENCLOSED MEE AREA [CHIPS] OF OPTIMUM MGD, HRC AND NCORR FOR CBOC(-) TRANSMITTED SIGNAL
P=1 and P=-1
Tx CBOC(-)
Rx CBOC(-) SinBOC(1,1)
MGD HRC NCORR MGD HRC NCORR
BW = 3MHz 0.0296 0.0307 0.0306 0.0298 0.0308 0.0313
BW = 4MHz 0.0261 0.0357 0.0326 0.0266 0.039 0.0335
BW = 20.46MHz 0.0024 0.0031 0.0047 0.0033 0.0033 0.0096
BW = 24.552MHz 0.0021 0.0024 0.0043 0.0023 0.0025 0.0084
TABLE IV
AVERAGED ENCLOSED MEE AREA [CHIPS] OF OPTIMUM MGD, HRC AND NCORR FOR CBOC(+) TRANSMITTED SIGNAL
P=1 and P=-1
Tx CBOC(+)
Rx CBOC(+) SinBOC(1,1)
MGD HRC NCORR MGD HRC NCORR
BW = 3MHz 0.0312 0.0338 0.0335 0.0302 0.0324 0.0328
BW = 4MHz 0.0301 0.0428 0.0359 0.0288 0.0415 0.0349
BW = 20.46MHz 0.0035 0.004 0.0067 0.0035 0.0038 0.0112
BW = 24.552MHz 0.0029 0.0029 0.0059 0.0024 0.0024 0.0097
TABLE V
OPTIMUM WEIGHTING COEFFICIENT VECTOR a=[1 a2 a3] FOR MGD WHEN P=1 (OR P=-1) NON-LINEARITY
P=1 and P=-1
Tx CBOC(-) CBOC(+)
Rx CBOC(-) SinBOC(1,1) CBOC(+) SinBOC(1,1)
a2 a3 a2 a3 a2 a3 a2 a3
BW = 3MHz −0.1 −0.1 −0.1 −0.2 −0.2 −0.2 0.1 −0.3
BW = 4MHz 0.3 −0.6 1 −1 0.4 −0.6 1 −1
BW = 20.46MHz 0.1 −0.4 −0.2 −0.2 0.1 −0.4 −0.2 −0.2
BW = 24.552MHz 0.3 −0.5 −0.8 0.2 −0.5 0 −0.8 0.2
TABLE VI
OPTIMUM WEIGHTING COEFFICIENT VECTOR a=[1 a2 a3] FOR MGD WHEN P=2 NON-LINEARITY
P=2
Tx CBOC(-) CBOC(+)
Rx CBOC(-) SinBOC(1,1) CBOC(+) SinBOC(1,1)
a2 a3 a2 a3 a2 a3 a2 a3
BW = 3MHz 0.1 −0.2 0.1 −0.2 0.1 −0.4 0.1 −0.3
BW = 4MHz 0.9 −1 0.9 −1 1 −1 1 −1
BW = 20.46MHz 0.2 −0.6 −0.3 −0.2 0.1 −0.5 −0.3 −0.2
BW = 24.552MHz 0.3 −0.6 −0.8 0.2 −0.8 0.2 −0.8 0.2
reference code and CBOC reference code, respectively. We
remark that, for low receiver bandwidth (i.e, 3 or 4 MHz),
typical in mass-market receivers, it makes sense to use a
reference SinBOC(1,1) receiver in order to preserve a low
complexity, while for higher front-end bandwidth (e.g., 24.552
MHz as speciﬁed in Galileo OS SIS ICD), a reference CBOC
receiver will achieve the best performance.
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Fig. 5. The average MEE for NCORR, HRC and MGD with optimum
parameters a=[1 -0.8 0.2]. P=1, BW =24.552MHz, CBOC(-) signal with
SinBOC(1,1) reference code
The results shown in Figures 3 to 6 showed that HRC is
clearly not a good option in terms of MEE performance at
low receiver bandwidths. For low bandwidths, MGD is slightly
better than NCORR, but the gap is not signiﬁcant. For high
bandwidths, HRC and MGD outperforms the NCORR, while
having a very similar performance. It seems that, in terms of
MEE, the only advantage of using MGD versus NCORR at
low bandwidths and HRC at high bandwidths is its higher
ﬂexibility and ability to offer a patent-free solution, adjusted
to the designer needs (e.g., according to desired correlator
spacing and sampling frequency).
V. SIMULINK-BASED IMPLEMENTATION
The results so far were obtained under zero noise (only
the multipath presence was considered, as it is typically done
when computing MEE curves). However, the noise presence
may affect signiﬁcantly the performance of the analyzed
algorithms. The task of this section is to validate the MGD
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Fig. 6. The average MEE for NCORR, HRC and MGD with optimum
parameters a=[1 0.3 -0.5]. P=1, BW =24.552MHz, CBOC(-) signal with
CBOC(-) reference code
algorithms via simulations in the presence of both noise and
multipath, carrier out via a Simulink model for Galileo E1
signals.
A. Model description
Simulation is a powerful method in the analysis and design
communication device. The performance of algorithm can
be assessed before it is implemented on a real model. The
simulator used in this paper for testing the MGD structure is
a Galileo E1 Open Service (OS) simulator, which was created
at Tampere University of Technology (TUT). The simulator
model simulates the whole E1 channel, which consists of
four parts: transmitter, propagation channel, acquisition and
tracking block, as shown in Figure 7. Since the model is
created based on Simulink tool in Matlab, it is easy to modify
the key parameters and functions, such as code tracking
discriminator function and modulation type of reference code.
The transmitter block is implemented with CBOC mod-
ulation, which exactly matches the latest Galileo OS SIS
ICD. The propagation channel model takes the multipath and
Additive White Gaussian Noise (AWGN) into account. The
signal reception consists of acquisition and tracking unit block.
Both SinBOC(1,1) and CBOC modulated code replica can be
generated in tracking unit. The discriminators for E1B and
E1C are implemented separately. Then the reference codes can
Fig. 7. The Simulink-based software receiver at TUT
be generated for E1B and E1C, separately. The MGD parame-
ters used in discriminator can be also set differently, according
to the modulation. In the reported simulation, SinBOC(1,1)
modulated reference codes are used (similar results were ob-
tained with a reference CBOC receiver). Therefore, the MGD
parameters used in E1B channel are chosen for CBOC(+)
transmitted signal with SinBOC(1,1) reference code and in
E1C channel are the one for CBOC(-) with SinBOC(1,1)
reference code. The receiver RF front-end ﬁlter is Chebyshev
type I of ﬁlter and implemented in the channel block.
For optimized MGD structure, three pairs of correlator
are needed: E-L, Very Early(VE)-Very Late(VL), Very Very
Early(VVE)-Very Very Late(VVL). The correlator spacing
between the E-L, VE-VL and VVE-VVL are uniformly in-
creasing, Δ1,2Δ1 and 3Δ1, as presented in the previous
section. The Δ1 was dependent on the front-end bandwidth,
via eq. (2).
In order to deal with the gain variations in the Simulink
model, the discriminator function of 1 has to be normalized
via a sum of early and late correlator. The envelope combining
(P = 1) is used here, since it gives smaller code tracking error,
as shown in Table I. The weighting coefﬁcient vector a is a=[1
0 0] for Narrow Correlator; a=[1 -0.5 0] for High Resolution
Correlator; a for MGD chosen from the Table IV has been
used.
B. Simulation results
In order to test the performance of new structure, Root Mean
Square Error (RMSE) between the estimated delay and the true
Line-Of-sight (LOS) delay is calculated. The channel proﬁle is
set as two-path static channel with [0.08 0.24] chips delay and
[0 -3] dB path gain. The front-end bandwidth are set as 3 MHz
and 24.552 MHz, respectively. The early-late spacing is chosen
as 0.34 chips for 3 MHz front-end bandwidth, according to min
fc/BW rule. Here, fs = 13 is sampling frequency in MHz.
The MGD parameters for 3 MHz bandwidth are given in Table
V, which are a=[1 -0.1 -0.2] for E1B and a=[1 0.1 -0.3] for
E1C.
The early-late spacing for 24.552 MHz front-end bandwidth
was set at 0.1 chips, slightly higher than the fc/BW rule. The
reason why we chose 0.1 chips early-late spacing instead of
fc/BW = 0.04 correlator spacing is due to the fact that a too
small early-late spacing brings the problem of locking to false
points with HRC and MGD, as illustrated in Figure 8. From
this ﬁgure, it can be seen that the code tracking error with
0.04 chips early-late spacing converges to a higher value than
for 0.1 chips early-late spacing , since it locks to a false point
caused by the shape of the CBOC correlation function with
SinBOC(1,1) receiver. The MGD parameters for 24.552 MHz
bandwidth and 0.1 chips early-late are a=[1, -0.8, 0.2] for both
CBOC(+) and CBOC(-) signal with SinBOC(1,1) reference
code.
Figure 9 shows the RMSE versus Carrier-to-Noise Ra-
tio(C/N0) for 3 MHz front-end bandwidth. Both HRC and
optimum MGD have higher RMSE than Narrow Correlator,
and MGD and HRC have almost the same performance. The
fact that NCORR gives better results than MGD in terms of
RMSE (which contradicts the table results where MGD had
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Fig. 8. An example of code tracking error versus simulation time for HRC
with Δ1=0.04 chips and Δ1=0.1chips (false lock problem for low early-late
spacings).
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Fig. 10. The RMSE simulation results in two-path static channel, Sin-
BOC(1,1) reference code, Δ1 = 0.1chips, MGD parameters [1, -0.8, 0.2]
for both E1B and E1C
better envelope) is due to the fact that noise is not taken
into account in the MEE curves and MGD optimization and
noise robustness of NCORR is better than noise robustness of
HRC and MGD. Figure 10 shows the RMSE versus C/N0 for
24.552 MHz front-end bandwidth. The MGD with optimum
coefﬁcient (a=[1 -0.8 0.2] for both CBOC(+) and CBOC(-
) with SinBOC(1,1) reference code), outperforms the HRC
and Narrow Correlator at higher C/N0. At lower C/N0, MGD
and HRC have worse performance than NCORR, since the
additional correlator pairs are more sensitive to the noise. A
combined two-stage solution, using for example NCORR in
the ﬁrst stage, followed by MGD in a second stage could be
further used to improve the performance at low C/N0 and it is
currently under investigation. The RMSE curves from Figures
9 and 10 are almost ﬂat with C/N0 variations because the
mean bias (due to multipath propagation) is more severe than
the code delay tracking error variance.
VI. CONCLUSIONS
In this paper, an analysis of Multiple Gate Delay track-
ing structure for Galileo E1 signal with limited front-end
bandwidth in multipath environment has been done. We pre-
sented the steps of optimization of MGD parameters according
to theoretical multipath Error Envelopes, and we showed
their implementation in Simulink-based software receiver at
Tampere University of Technology. We also compared the
performance of the optimized MGD structures with that of
NCORR and HRC structure. The results in both theory and
simulations showed that the optimum MGD gives signiﬁcantly
better code delay tracking performance than the Narrow Cor-
relator and High Resolution Correlator only with wide front-
end bandwidth and under good C/N0 conditions. We also
found that both MGD and High Resolution Correlator are
not robust enough with narrow front-end bandwidths, and
therefore NCORR structure is to be preferred in mass-market
receivers with 3 or 4 MHz double-sided receiver bandwidth.
Also, joint solutions of NCORR and MGD are possible and
remain to be investigated.
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Abstract—In the global navigation satellite systems (GNSS),
the performance of GNSS is subject to various errors, such
as ionosphere delay, receiver noise and multipath. Among all
these errors, the ionosphere delay error and multipath error
are commonly regarded as the most limiting factors. In theory,
a dual-frequency receiver can eliminate the ionospheric effect.
However, in reality, the tracking error has effects on the
ionospheric delay correction. This effect has not been studied,
especially in realistic channel scenarios. In this paper, the authors
investigate the effect of tracking error, obtained from Galileo
signal Simulink-based simulators with realistic channel models on
the range estimation in dual frequency receivers and compare the
performance of three dual frequency ionosphere delay correction
methods, namely the least square (LS), constrained LS (CLS) and
Bruce Force Constraint (BFC). The results showed that the BFC
performed the best below a fairly high ionosphere delay error.
The LS method was only affected by multipath error, but the
effect was small. CLS performance was better than or equal to
LS at the expense of increased complexity.
I. INTRODUCTION
Among the various error sources present in Global Nav-
igation Satellite Systems (GNSSs), ionosphere accounts for
the biggest part of signal’s total delay [1] which has to be
estimated and removed. Typically, the ionosphere layer is
considered to start at 50 km from the earth surface and to
end at 1000 km. Unlike the lower layers of atmosphere (e.g.
troposphere, stratosphere, etc.), ionosphere contains charged
particles (electrons and ions), the content of which depends
on various spatial and temporal parameters (e.g. altitude,
season, time of the day, etc.), as well as on the occurrence
of natural phenomena (e.g. electromagnetic storms and trav-
eling ionospheric disturbances). The presence of the charged
particles makes ionosphere a dispersive medium, thus, signals
transmitted at different carrier frequencies have different phase
advances and time delays.
When the signal propagates through ionosphere, its velocity
changes due to the interaction with particles present in it. As a
result, the signal’s code is delayed and its phase is advanced.
In particular, the signal is delayed almost by as much as the
carrier phase is advanced, thus, it is sufficient to estimate one
of the two parameters (if higher order and bending effects
are ignored, then the values of code delay and carrier phase
advance are exactly the same [2]).
In order to mitigate the refraction effects, the knowledge
of the involved refractive indices and signal’s frequency is
required. However, because ionosphere is an heterogeneous
medium, meaning that the density of the ionised particles
within it is not uniform (from now on we will consider only
electrons since ions are much heavier [3]), its refractive index
is defined by the electron density. Appleton and Lassen have
derived a formula for computing the ionospheric refractive
index [4], with which the ionospheric delay can be defined
as the sum of first, second, third order and bending effects
[2]. These effects are a function of the Total Electron Content
(TEC), which is a space-time varying parameter to be esti-
mated. It can be shown that for E1 signal, the second and
third order effects contribute to the total ionospheric delay
by a sub-meter and centimeter level, respectively (we remark,
that the contribution of these two effects is similar for the rest
of GNSS signals). Therefore, when mass-market receivers are
considered, it suffices to consider only the first-order effect
which accounts for almost 99% of the total delay [2]. For
this reason, we ignore higher-order terms in our model and
whenever ionospheric effects are mentioned, they shall be
associated only with first-order terms.
Most of the methods for ionospheric delay estimation have
been proposed for single-frequency receivers since this is the
dominant design when mass-market production is regarded.
However, the performance of a single-frequency method can
be useful also for receivers which operate at more than one
frequency. For example, if signals from other frequencies are
lost and the time needed to re-acquire/re-track a lost signal is
more than what can be afforded, the single-frequency method
could be employed as backup option [5]–[8].
As mentioned earlier, the ionospheric delay depends mainly
on two parameters: the total electron density and the carrier
frequency. While the latter is a known constant, the former
needs to be estimated in order to further estimate the iono-
spheric delay. In single-frequency receivers, TEC is found
with the help of an appropriately chosen model which shows
the ionosphere status (i.e. TEC levels) for different locations
and at different time periods. Moreover, such models are
also responsible for making the necessary corrections for the
ionospheric delay to a good degree of accuracy [9].
Unlike single-frequency receivers, no modeling of the iono-
sphere is needed when more than one carrier frequencies are
available. For example, a dual-frequency receiver measures
the pseudorange for each of the two received signals, both
of which are contaminated by the same ionospheric effect.
In theory (i.e., error-free scenario), proper combination of
the available measurements allows the receiver to completely
remove the ionospheric delay caused by first order effects
[10] and this is one of the main advantages of dual-frequency
receivers over single-frequency ones.
Navstar Global Positioning System (GPS) -based dual fre-
quency receivers utilize the L1 and L2 frequencies since
these are the two signals currently transmitted from GPS
satellites; however, with the advent of the new modernized
signals the designers will have the flexibility to choose a
better combination. Considering the future Galileo system,
the research on dual-frequency receivers is in its infancy.
In author’s earlier work, it was shown that the ability of
dual-frequency methods to remove the first-order ionospheric
delay is significantly affected by the presence of multipath
propagation errors [12]. In this paper, we extend our earlier
work by studying the performance of dual-frequency methods
in more realistic channel environment. The multipath errors ex-
isting in the measured pseudorange are obtained from Galileo
signal Simulink simulators in where the Channel Impulse
Response (CIR) is generated within a parameterized artificial
unban canyon scenario. We compare the performance of
range estimation of three dual-frequency ionosphere correction
methods. The novelty of this paper comes from analyzing the
performance of dual-frequency ionospheric delay correction
methods in the presence of realistic urban-canyon channels.
The remainder of this paper is organized as follows: Section
II describes the three ionosphere delay algorithms for estima-
tion of the pseudorange. Section III presents the setup used in
the simulations. Section IV includes the results and discussion.
Finally, Section V concludes the most important findings of
this work.
II. BACKGROUND
In code-based GNSS receivers, we can model the measured
pseudorange in units of length as [7], [11]
ρi = ρ+ E + Ii + εi (1)
where ρ is the true satellite-receiver range, E encompasses all
the error sources which are common to all received signals
(e.g. clock bias, tropospheric delay) and Ii is the ionospheric
delay corresponding to the signal transmitted in fi carrier
frequency and εi is the measurement error. More precisely,
the ionospheric delay via a first-order approximation is as [2]
Ii =
40.3
f2i
TEC (2)
where TEC is the total electron content measured in TEC Units
(TECUs) with 1 TECU=1016 electrons/m2. The measurement
error, εi, is a residue of the processing done in the code
tracking stage and is equal to c(τˆi − τ), where c is the speed
of light, τˆi and τ are the estimated and the true code delay,
respectively, both given in units of time. We notice that the
code tracking error is different for different signals because
it depends on signal-specific characteristics such as type (i.e.
data or pilot), modulation, frequency, etc. and it represents
mostly the effects of noise and multipath propagation.
Starting from Eq. (1), we can form the following system of
linear equations for a dual-frequency receiver if we assume E
is zero (i.e. i = 1, 2)⎧⎪⎨
⎪⎩
ρ1 = ρ+
40.3
f2
1
TEC + ε1
ρ2 = ρ+
40.3
f2
2
TEC + ε2
(3)
With the help of vector notations, we can write the system
given in (3) in a compact form as
[
ρ1
ρ2
]
=
[
1 40.3
f2
1
1 40.3
f2
2
][
ρ
TEC
]
+
[
ε1
ε2
]
r = Ax+ e (4)
where r is the observation vector that contains the pseudo-
range measurements, A is a 2 × 2 matrix, x is the unknown
parameter vector to be estimated and e is the measurement
error vector. Such a model can be extended straightforwardly
to more than 2 frequencies if more are available (e.g., GPS
L1, L2, L5 or Galileo E1, E5a/b, E6).
One of the most popular methods of solving a system of
linear equations is the one that tries to minimize the squared
difference between the observed data and Ax, known as
ordinary linear Least Square (LS) method. In particular, the
LS solution is
xˆLS = (A
T
A)−1AT r (5)
where T denotes the operation of transposition.
The main disadvantage of LS methods is that its solution is
unrestricted and thus highly sensitive to noise. Consequently,
the estimate of the unknown vector x may violate certain
physical limitations, associated with the unknown parameters.
One way to avoid the aforementioned problem is to impose
certain constraints in the solution of the ordinary LS, leading to
what is commonly known as Constrained Least Square method
(CLS). More precisely, the idea is to minimize the squared
difference between the observed data and Ax, subject to the
linear inequality constraint AxˆCLS ≥ b, where b =[0 0]
which means that both range and TEC estimates are forced to
be non-negative. CLS is expected to provide a more accurate
solution than LS at the expense of increased computational
burden.
In order to reduce the computational complexity of CLS
method and retain the advantage of increased accuracy via
constrained solution, the authors have previously designed
TABLE I
SIMULATOR PARAMETERS
Parameters Value
C/N0 [dB-Hz] [22:4:38]
fs [MHz] 26
IF [MHz] E1: 7.9, E5a: 21.795
Tracking algorithm Narrow Correlator
a simple method for estimating the range and the TEC
parameters, called Brute Force Constraint (BFC), a detailed
description of which can be found in [12].
III. SIMULATION SETUP
In our research here, we consider the carrier frequencies E1
(1575.42 MHz) and E5a(1176.45 MHz), assigned to Galileo
Open Service (OS). The simulation setup is as follows: we
generate 4 second of E1 signal measured range data and 1
second of E5a signal measured range data, which means for
both signal, we have 1000 points of the measured range data
(4 ms integration in E1 signal simulator and 1 ms in E5a signal
simulator). This data includes true satellite-receiver rang, mul-
tipath error and ionospheric delay corresponding to the signal
transmitted in E1 and E5a frequencies. More precisely, the
true range is uniformly distributed between 18000 and 25000
km. Ionosphere delay is modeled as in Eq.2 for E1 and E5a
frequencies, respectively. TEC parameter has been chosen in
such a way that typical values encountered in various latitude
are included [13]–[16] and is assumed to be constant within
the data duration. The multipath errors for E1 and E5a signals
are obtained with the help of two Simulink simulators, which
are built at Tampere University of Technology for Galileo E1
and E5a signals, respectively. The detail about the structure
and functionality of these simulators can be found in [17].
The simulators are freely available under open access license
term at [18]. A general diagram of the simulator is shown in
Fig. 1. The multipath error are obtained under two different
channel profiles. One of them is single path static channel,
in which the Channel Impulse Response (CIR) is static during
the simulation. The other channel profile is a dynamic channel,
where the CIR is generated within a parameterized artificial
unban canyon scenario with house fronts, lamppost and so
on. The channel profile takes also the position of satellite and
receiver movement into account. Moreover, we use exact the
same channel profiles for Galileo E1 and E5a signals in order
to simulate that E1 and E5a signals are transmitted from the
same satellite, so that both signals passes through the same
satellite-receiver route. We also assume that the multipath error
for E1 and E5a are uncorrelated. More detailed information
about the dynamic channel generation can be found in [19].
The parameters of this dynamic channel and other simulator
parameters, Carrier to Noise Density ratio C/N0, sampling
frequency fs and Intermediate Frequency (IF) used in the
simulation are summarized in Table II and Table I.
channel
tx rx
Transmitter
Out1
Tracking Unit
tracking_en
Inc sig
Front−end
In1 Out1
Acquisition
In1
Tracking_Ena
NOT
Fig. 1. Generic Simulink block of Galileo simulator at TUT (Open-source).
TABLE II
REALISTIC CHANNEL PROFILES
Scenario I II III
Track type Pedestrian
Max receiver speed [m/s] 1
Road width [m] 9
Max No. of path 5 5 5
Path power [dB] Dynamic
Elevation of satellite [degree] 20 45 80
IV. SIMULATION RESULTS
In this section, we compare the range estimation perfor-
mance of dual frequency receiver methods under different
ionosphere and multipath errors in terms of Root Mean Square
Error (RMSE). Fig. 2 and 3 show the RMS of multipath error
obtained from the simulators under different channel profiles.
These tracking errors are used in the measured range. The
fluctuation in the curves is due to the fairly low C/N0. In
Fig. 4 and 5, we see the RMSE values for the case of single
static channel. We observe that BFC performs the best at low
TECU value. With the higher TECU, the performance of BFC
is not always the best among three methods. On the other
hand, if we compare Fig. 4 and Fig. 5, the LS performs more
stable, it does not vary with the change of TECU value. The
performance of CLS is getting closer to LS with higher TECU.
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Fig. 2. Tracking error of E1 and E5a signals in static single path channel
profile
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Fig. 3. Tracking error of E1 and E5a signals in dynamic channel profile
22 24 26 28 30 32 34 36 38
10
0
10
1
10
2
C/N
0
 [dB−Hz]
R
M
S
E
 [
m
]
One paths, TECU = 20
 
 
BFC
LS
CLS
Fig. 4. RMS of range estimation error with TECU = 20 in static channel
Fig. 6 and Fig. 7 show the comparison between LS, CLS
and BFC under dynamic channel profile with high satellite
elevation. We observe that the LS method has the worst
performance among three methods, but the performance of
LS does not change with the TECU value. CLS method gives
higher error with 70 TECU than that with 20 TECU. The
performance of BFC changes dramatically with the increase
of TECU.
Fig. 8 shows the performance of three methods versus
different TECU values with C/N0 at 38 dB-Hz. We observe
that the RMSE of LS is constant with the same multipath error.
The CLS method has better results than LS at low TECU and
is merging to LS with the increasing of TECU. In all these
three channel conditions, BFC has the best performance when
TECU is under 100. The BFC has minimum RMSE at 40
TECU. This is because at this point, the ionosphere delay
error and multipath error canceled with each other the most in
the BFC method. Therefore, the totally error in the estimated
range is smaller.
V. CONCLUSION
This paper focuses on the performance evaluation of dual
frequency ionosphere delay correction methods in the presence
of multipath error. First, we described three dual frequency
ionosphere delay correction methods, LS, CLS and BFC. Next
we examined the effect of code tracking error with realistic
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Fig. 5. RMS of range estimation error with TECU = 70 in static channel
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Fig. 6. RMS of range estimation error with TECU = 20 in channel III
channel models in the performance of the above mentioned
methods and provided comparative discussion of them.
The simulation results showed that the LS method was only
affected by the tracking error, but not by the TECU. The
performance of LS was constant with different ionosphere
delay error if tracking error is the same. Moreover, the results
showed that CLS method performed better than or equally to
LS at the expense of increased computational complexity. The
BFC methods was shown the best performance with TECU
below 100. However, the performance of BFC deteriorated
significantly with the increase of ionosphere delay error when
the tracking error was low. Based on the observations and the
fact that the measurement error was highly likely in multipath
propagation channels, we would suggest that the BFC method
would be used in dual frequency ionosphere correction. BFC
method offered average the best performance than LS and
CLS.
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Abstract—  The  location  of  the  mobile  station  (MS)  can  be
estimated from the distance measures between MS and several
base stations (BS). However, the distance measure accuracy is
degraded due to the complicated indoor environment,
particularly Non Line-of-Sight (NLOS) propagation. In order to
improve the accuracy of wireless localization, the knowledge of
whether the BS - MS path is Line-of-Sight (LOS) or NLOS may
be of significant importance. Several papers have proposed to use
kurtosis for the NLOS identification in ultra wide band systems.
In this paper, we investigate the kurtosis of different channel
impulse response (CIR) forms and explore the potential of
kurtosis for LOS/NLOS identification with two sets of bandwidth
and number of frequency tap configurations in terms of
simulations. The statistical analysis of kurtosis is also conducted
with an extensive set of Multiple-Input and Multiple-Output
(MIMO) channel measurement data collected at Aalto
University. Both simulation and measurement results indicate
that using decibel of CIR amplitude in kurtosis calculation
provides consistent information about the LOS/NLOS condition
regardless of system parameters. The results also show that
average kurtosis over the MIMO channels, when available, gives
a better indication of the LOS/NLOS conditions.
Index Terms—Identification, kurtosis, LOS, MIMO
measurement, NLOS
I. INTRODUCTION
VER the last few years, localization and navigation
services in wireless mobile networks have gradually
entered into the daily life of the people all over the world, in
most of the cases through applications such as route guidance.
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This trend will continue in the future and more people will
become direct or indirect users of such services. Basically, the
mobile station (MS) location may be determined based on the
distance measures between MS and several base stations (BS).
The distance measures can be estimated based on, for
example, a logarithm-distance path-loss model [1]-[4] as
shown in (1):
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where PL is total path loss measured in decibel (dB); PL0 is
the path loss in dB at the reference distance d0; d is the length
of the path; n is the path loss exponent, Xg is a Gaussian
random variable with zero mean. In this path-loss model, PL
and PL0 are usually obtained by the measurement. Therefore,
the distance d between MS and BS can be estimated if n and
Xg are known. However, the accuracy of n and Xg estimation
depends on the wireless propagation channel. If the path
between MS and BS is in the Line-of-Sight (LOS), accurate n
and Xg estimation yields high quality distance d estimates, and
thus enables MS localization. However, Non Line-of-Sight
(NLOS) conditions in MS-BS path often occur indoors due to
complex building structures, which block the direct radio link.
The precision of path-loss parameters estimation is degraded,
which results in poor estimation of MS location. It is therefore
critical to identify NLOS conditions so that the accuracy of
path-loss model could be improved.
Several papers have proposed different techniques based on
kurtosis for NLOS identification [5] - [7]. However, these
identification techniques are mainly used in Ultra Wide Band
(UWB) system, which has >500MHz absolute bandwidth or a
large relative bandwidth (larger than 20%) [8]. The
distribution of Channel Impulse Response (CIR), hence the
kurtosis in other systems might be very different from those in
UWB systems. The kurtosis-based NLOS identification may
not be valid with different system configurations. This
research investigates the kurtosis of different CIR forms with
two sets of bandwidth and number of frequency tap
configurations in the simulations. With an extensive set of
Multiple-Input and Multiple-Output (MIMO) channel
measurement data, which were collected at Aalto University
[9], the statistical analysis of kurtosis in MIMO channel and
Single-Input and Single-Output (SISO) channel is conducted.
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2The contribution of this paper is two-fold. First, it utilizes a
different form of CIR for kurtosis calculation, in which way
the kurtosis values in both LOS and NLOS conditions are
more consistent regardless of system configurations than the
conventional method. Second, it provides statistical analysis of
kurtosis in both MIMO channel and SISO channel.
The remainder of this paper is organized as follows: Section
II describes the channel measurement environment; Section III
presents the definition of kurtosis; Section IV and V show the
statistical results and discussion in terms of simulations and
measurements, respectively; finally, conclusions are drawn in
Section VI.
II. MEASUREMENT DESCRIPTION
Radio channel measurements were carried out at Aalto
University, Computer Science Building. The building has
typical office or library structure: it is a three-storey building
with a large hall in the middle. The hall occupies the whole
height of the building and is surrounded by the classrooms and
offices. The measurements use a MIMO channel sounder [9]
with 5.3 GHz center frequency, 120 MHz signal bandwidth
and two separate receiver units. Four measurement routes
considered in this article are shown in Fig. 1. The location of
RX1 and RX2 are fixed and the transmitter is moving along
the route in the direction of the arrow. These routes cover both
of LOS and NLOS conditions. Each route has a large number
of snapshots (instantaneous MIMO channel realizations,
spaced 39.32 ms apart). With two receivers, we have CIR of
TX-RX1 and TX-RX2 links with MIMO matrix size of 30 ×
32 and 30 × 30, respectively. More details about the antenna
structure and measurement configurations can be found in [9].
III. PARAMETER DEFINITION AND STATISTICAL ANALYSIS
Kurtosis is defined here as the ratio of the fourth-order
moment of the data to the square of the second-order moment.
It characterizes the peakedness of the data samples. The
kurtosis has also been defined as “a measure of whether the
data is peaked or flat relative to a Gaussian distribution” [10].
For example, the data samples with high kurtosis tend to have
a distinct peak near the mean, while data sets with low
kurtosis  tend  to  have  a  flat  top  near  the  mean  rather  than  a
sharp peak. Thus, the kurtosis metric can be used to identify
LOS channel since the CIR are peakier with respect to flatter
NLOS channels. Mathematically, the kurtosis can be
expressed as in (2),
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where X is the random variable under evaluation, XP  and XV
are the mean and standard deviation of X, respectively. In [5]-
[7], the authors have taken the CIR amplitude, X=|h(t)| as the
data samples for kurtosis calculation in UWB system.
However, the properties of the CIR and hence the kurtosis
might be different depending on the system parameters.
Moreover, the kurtosis calculation by using the |h(t)| may not
be the best option for NLOS identification, since the linear
scale amplitude is positive and thus always different from
Gaussian. In this paper, we evaluate the kurtosis of the CIR
amplitude in logarithmic scale. The kurtosis is the same with
any logarithm with any scale factor in front, but in this article,
we use X=20log10(|h(t)|), which is supported by the often
assumed log-normal of the CIR amplitude fading. We assume
the kurtosis to have a high value for LOS and a low value for
NLOS (ideally 3 for a pure Gaussian random variable). For
this reason, the decision can be taken for NLOS when ț is
smaller than a certain threshold [12]. Moreover, we use
different MIMO channels to average over the kurtosis
estimates computed from each individual CIR.
IV. SIMULATION RESULTS
In  order  to  evaluate  the  kurtosis  of  different  CIR  forms  in
LOS/NLOS conditions and the dependence of kurtosis value
on the bandwidth and the number of frequency tap, the
computer simulations have been carried out using the
Fig. 1: The map of routes.
Fig. 2: Histograms of kurtosis with simulated channel impulse
response. The dB based kurtosis yields reasonable threshold
selection for both system parameter sets, whereas absolute value
based is more sensitive on the system settings.
3calibrated model of the same cylindrical dual-polarized
antenna arrays that was used in the measurements. In the
simulation, the transmitter location is fixed. The receiver is
randomly placed within +/- 25m away from the transmitter
and the scatters are randomly placed +/- 50 meters away from
the transmitter. There are 30 scatters in NLOS condition and
one direct path with five scatters in LOS condition. The
simulation generates CIR vectors for two different system
parameters: 1) 120 MHz bandwidth and 192 frequency taps
(CIR length = 192/120 MHz = 1.6 micro seconds (ȝs)), which
corresponds to the data from the sounder in the measurements,
and 2) 20 MHz bandwidth and 64 frequency taps (CIR length
= 64/20 MHz = 3.2 ȝs), which corresponds to 802.11 Wireless
Local Area Network (WLAN) Orthogonal Frequency Division
Multiplexing (OFDM) standards. For each set of parameters,
we have 100 channel realizations. In each channel realization,
30×32 CIR vectors are generated and the kurtosis is calculated
as the average of all the kurtosis values of each CIR vector.
The variable X is by taken CIR h(t) samples with two different
methods: 1) the amplitude of CIR, X=|h(t)|; 2) logarithm of
CIR amplitude, X=20log10(|h(t)|).
The histograms of kurtosis values in LOS and NLOS
conditions with two sets of system parameters (“Sys.1” and
“Sys.2” in the plot) are shown in Fig. 2. The distribution of
kurtosis by using CIR amplitude (“abs” in the plot) has
significant dependence on the system parameters for both LOS
and NLOS conditions. A general threshold for NLOS
identification is hard to select due to the high variation in
kurtosis between system parameters. On the other hand, by
using dB of CIR amplitude (“dB” in the plot) as variable, the
kurtosis is less sensitive to the system parameters. The
kurtosis values in LOS and NLOS conditions for both systems
have small variance between channel realizations. The
kurtosis value in NLOS conditions is close to 3, which
indicates that the probability density function of variable is
close to Gaussian distribution.  From the NLOS identification
point of view, by using dB of CIR amplitude as variable, the
kurtosis shows good consistence and separation between LOS
and NLOS, regardless the system parameters. Therefore, a
general threshold can be easily selected for NLOS
identification even the system parameters would change.
V. MEASUREMENT RESULTS
The kurtosis was also evaluated with measurement data. In
the measurement, we obtain 30×32 CIR vectors for TX-RX
link and 30×30 CIR vectors for TX-RX2 link at each snapshot.
The kurtosis at each snapshot is calculated as the average of
30×32 kurtosis values for TX-RX1 link and 30×30 kurtosis
values for TX-RX2 link. Figure 3 - Figure 6 show the average
kurtosis of CIR amplitude in the logarithmic scale at different
routes. As can be seen in Fig. 3, 4 and 6, the average kurtosis
curves (solid lines) show a clear separation for LOS and
NLOS conditions for all the routes under consideration. In Fig.
5, the average kurtosis curves are quite similar for TX-RX1
and TX-RX2 links, which are both in NLOS conditions.
Figure 3 - Figure 6 also show the 90% quantiles and 10%
quantiles of kurtosis values (960 kurtosis values for TX-RX1
Fig. 5: Average kurtosis (solid lines) at each snapshot in Route
22. The dashed lines denote the 10% and 90% quantiles.
Fig. 3: Average kurtosis (solid lines) at each snapshot in Route
20. The dashed lines denote the 10% and 90% quantiles.
Fig. 4: Average kurtosis (solid lines) at each snapshot in Route
21. The dashed lines denote the 10% and 90% quantiles.
4Link  and  900  kurtosis  values  for  TX-RX2  link)  at  each
snapshot in the routes. The quantiles show the kurtosis in
best/worst cases of all the Single Input Single Output (SISO)
channels, depending on the antenna orientations. Comparing
with the kurtosis in SISO channels, the average kurtosis over
the MIMO channels, when available, gives a better indication
of the LOS/NLOS conditions.
VI. CONCLUSIONS
This paper has presented the statistical analysis based on the
MIMO channel measurements in an office building at Aalto
University. The kurtosis of CIR in LOS and NLOS channels
has been studied with two sets of system parameters in terms
of both simulation and measurement. Both the simulation
results revealed the kurtosis by using CIR amplitude had
significant dependence on the system parameters.
By using only CIR amplitude as variable, the values of
kurtosis varied over a wide range with the change of system
parameters in both LOS and NLOS conditions. A general
threshold was hard to select for NLOS identification in
different system configurations. On the other hand, by using
CIR amplitude in logarithmic scale as variable, the kurtosis
was less sensitive to the system parameters and was more
consistent and had clearer separation for NLOS and LOS
conditions regardless of system parameters. Therefore, a
general threshold could be selected and it would also work
even if the system parameters would change based on the
simulation results. The measurement results also showed that
if multiple antennas were available, the average kurtosis,
which was averaged over all the kurtosis values and a period
of time, should give better indication of the LOS/NLOS
conditions.
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