Thanks to advances in ancient DNA preparation and sequencing techniques, time serial samples of segregating alleles are becoming more widely available in ancestral populations. Such time series data allow for more accurate inference of population genetic parameters and hypothesis testing on the recent action of natural selection. Here we develop a likelihood-based method for co-estimating the selection coefficient and the allele age from allele frequency time series data.
Introduction
where the drift term a(t, x) = αx(1 − x)((1 − h) − (1 − 2h)x), and the diffusion term
The transition probability density function of the Wright-Fisher diffusion X, defined by 120 p(t, x, t , x ) = lim
for t 0 ≤ t < t , can then be expressed as the solution u(t, x) of the corresponding KBE 
for t 0 ≤ t < t < τ . To get the infinitesimal generator of the conditioned Wright-Fisher diffusion X * , we need to specify the drift term, denoted by a * (t, x), and the diffusion term, denoted by
From Eq.
(2), we can formulate the transition probability density function of the conditioned 140 Wright-Fisher diffusion X * in terms of the transition probability density function of the Fisher diffusion X as
where 143 P τ (t, x) = P (X(τ ) > 0 | X(t) = x)
is the probability that the Wright-Fisher diffusion X, starting from x at time t, survives until 144 at least time τ . The probability of survival, P τ (t, x), for t 0 ≤ t < τ can be expressed as the 
Taylor expansion yields 152 P τ (t , x ) P τ (t, x)
As shown in Durrett (2008), the transition probability density function of the Wright-Fisher
Therefore, the infinitesimal generator of the conditioned Wright-Fisher diffusion X * can be 157 written as
and the diffusion term initial conditions for the Wright-Fisher diffusion X at time t 0 must be specified. Schraiber et al.
177
(2016) took the mutant allele frequency X(t 0 ) to be some small but arbitrary value, which was 178 found to be feasible in their method but is slightly unsatisfying. Malaspinas et al. (2012) took 179 the mutant allele frequency X(t 0 ) to be 1 2N , which corresponds to the case that the positively 180 selected allele arose as a de novo mutation. This can be slightly problematic in that the Wright-
181
Fisher diffusion X may hit frequency 1 2N again after the mutation arises, so the time t when 182 X(t) = 1 2N may not be the same as the allele age. i.e., the conditioned Wright-Fisher diffusion X * will reach the interval (0, 1] starting from the 190 initial mutant allele frequency X * (t 0 ) = 0. Our setup allows us to avoid specifying any arbitrary 191 mutant allele frequency of the underlying population at time t 0 .
192
More specifically, our HMM framework can be fully captured by a bivariate Markov process sampling time point t K , and the observed process C(t) for t ∈ {t 1 , t 2 , . . . , t K } is a sequence 196 of conditionally independent binomial random variables given the unobserved process X * (t) at 197 each sampling time point. The transition probabilities for our HMM between two consecutive 198 sampling time points t k−1 and t k are 
is the formula for the binomial distribution. To calculate the likelihood for the population genetic parameters of interest, defined by
we let T 0 = (−∞, t 1 ) and T k−1 = [t k−1 , t k ) for k = 2, 3, . . . , K, and decompose the likelihood to 208 a sum of terms according to which time interval T k−1 the allele age t 0 falls in,
Note that in the decomposition of Eq. (8), only one term will be nonzero since the allele age t 0 210 can only be in one of the time intervals T k−1 for k = 1, 2, . . . , K. In Eq. (8), if the allele age
are the probabilities for the observations c 1:k−1 and c k:K before and after the time t 0 that the 214 mutant allele arose in the underlying population, respectively. As the conditioned Wright-Fisher
Under our HMM framework, we have
We define
to be the probability of the observations c k:K given initial condition X * (t) = x for t ∈ T k−1 , 219 which can be calculated recursively by
for k = K, K − 1, . . . , 1, given terminal condition
The recursive formula in Eq. (10) implies that the probability β k−1 (t, x | α, h) for t ∈ T k−1 can be expressed as the solution to the KBE in Eq. (7) with terminal condition
Using Eq. (9), we have
for k = 1, 2, . . . , K.
225
We let
Substituting Eq. (12) into Eq. (8), we can formulate the likelihood for the population genetic 227 parameters of interest as
From the calculation leading to Eq. (13) sample, we re-weight the probabilities β K (t K , x K | α, h) according to the emission probabilities 233 b(c K ; n K , x K ) to update the terminal condition β K−1 (t K , x K | α, h) with Eq. (11) and then 234 numerically solve the KBE in Eq. (7) backwards in time until time t K−1 to get the probabilities
and then carry on solving the KBE in Eq. (7) backwards in time until
We carry on 238 this procedure until most of the probability mass has been absorbed at frequency 0.
239
In order to numerically solve the KBE in Eq. (7) X. Then we use the values of the survival probability P τ (t, x) to numerically solve the KBE in Eq. (7). Note that we take the drift term a * (t, 0) = lim x↓0 x ∂ ∂x log P τ (t, x) to be 1, which is 244 justified in Appendix A.
245
For clarity, we write down the procedure we follow to obtain the likelihood l(α, h, t 0 | c 1:K ) 246 for all possible values of the allele age t 0 ∈ (−∞, t K ] with fixed values of the scaled selection 247 coefficient α and the dominance parameter h:
248
Step 1:
and boundary conditions P τ (t, 0) = 0 and P τ (t, 1) = 1 for t ∈ (−∞, t K ).
251
Step 2:
253
Step 3: Set k = K and repeat until k = 0:
254
Step 3a: Update the terminal condition β k−1 (t k , x k | α, h) with Eq. (11).
255
Step 3b:
x ∈ (0, 1] and stop Step 3 otherwise.
259
Step 3d: Set k = k − 1.
260
Step 4: Combine β k−1 (t 0 , 0 | α, h) for k = 1, 2, . . . , k using Eq. (13) to obtain l(α, h, t 0 | c 1:K ).
261
To obtain the maximum of the likelihood for the population genetic quantities of interest,
262
we perform a section search over the scaled selection coefficient and the dominance parame-263 ter. We start with a fixed region for the possible values of the scaled selection coefficient and 264 the dominance parameter. For each pair of the m equally spaced scaled selection coefficients, 265 α 1 , α 2 , . . . , α m , and the n equally spaced dominance parameters, h 1 , h 2 , . . . , h n , within the re-266 gion, we perform the procedure laid out above to obtain the likelihood for all possible values of 267 the allele age. We record the maximum value of the likelihood as well as the allele age where 268 this maximum is attained. We assume the scaled selection coefficient α i and the dominance 269 parameter h j yield the highest likelihood amongst the combinations of the scaled selection co-270 efficient α i for i = 1, 2, . . . m and the dominance parameter h j for j = 1, 2, . . . n. If the highest 271 likelihood is achieved at an interior point, in the next step, we narrow our search region to 
Results

280
In this section, we first evaluate the performance of our method through a number of simu-281 lated datasets with given population genetic parameter values. We then apply our approach to To test the accuracy of our approach, we simulate sets of data with different population ge- Figure S1 ). This 339 illustrates that our method has a strong power to reject neutrality.
340
Comparing boxplot results for different selection schemes, we find that there are many more 341 outliers found in the case of recessive selection (h = 1, Figure 4 ) than in the cases of dominant 342 and genic selection (h = 0 and h = 0.5, Figures 2 and 3) . To understand this effect, we plot 343 the simulated mutant allele frequency trajectories of the underlying population for all of the 344 simulated datasets in Figure 5 . In order to capture information on the selection coefficient and 345 the allele age, the underlying trajectory should ideally grow from a lower frequency around 0 to estimates of the selection coefficient, but fewer sampled chromosome and more sampling times 355 lead to better results for the allele age. This is because increasing sampling times will reduce 356 the time gap between the time that the mutant allele arose in the underlying population and 357 the first sampling time point, which provide more information on the allele age.
358
In conclusion, our method can deliver accurate estimates of the selection coefficient and selection coefficient, but sampling fewer chromosomes at more time points can lead to better 363 results for the allele age. In these empirical studies above, the dominance parameter is treated 364 as known. We also present the results where the dominance parameter is estimated along with 365 the selection coefficient and the allele age (see Supplemental Material, Tables S7 and S8) . The resulting likelihood surface for ASIP is shown in Figure 7a . We find that the likelihood 390 surface attains its maximum at 0.0018 for the selection coefficient and −58706 for the allele 391 age, i.e., 58706 years before present (BP). Our results suggest that the mutant allele at the lasted from approximately 126000 to 11700 years BP (Cohen et al., 2013) . In order to establish 394 the significance of our findings, we compute the corresponding 95% confidence intervals (CI's) 395 with a bootstrap procedure similar to that adopted in Steinrücken et al. (2014) Material, Figure S2 ). The result for our analysis of MC1R is illustrated in Figure 8 . Figure 9 ). This shows that grouping samples 440 can significantly alter the estimates of the selection coefficient and the allele age. solve a high-dimensional partial differential equation.
Finch, V. A., Bennett, I. L., & Holmes, C. R. (1984) . Coat colour in cattle: effect on thermal balance, behaviour and growth, and relationship with coat type. The Journal of Agricultural the population, then the probability of eventual fixation becomes near certain. Thus, the key to 641 determining whether the diffusion process reaches fixation eventually is in the early stages of the 642 selective sweep when X is small. In this parameter regime, we can approximate the evolution 643 of the Wright-Fisher diffusion in Eq. (A.1) by a diffusion process Y 1 in the case of h = 1:
and a diffusion process Y 2 in the case of h = 1:
3)
The probability that X becomes established is very close to Y 1 or Y 2 becoming established.
646
Furthermore, once Y 1 or Y 2 becomes established, since α = O(N ), i.e., the effect of the drift 647 term is much larger than that of the diffusion term in either Eq. (A.2) or (A.3), it is almost 648 certain to go to ∞.
649
The probability of a diffusion process reaching a level c before hitting 0 can be calculated 650 using the speed and scale functions (see e.g., Karlin & Taylor (1981) ). Let T x denote the first 651 hitting time of x and P x denote the probability measure of the diffusion process started at x. As discussed earlier, for t τ and x close 0, P x (T ∞ < T 0 ) is very close to the value of P τ (t, x). 
