Abstract-Human brain is a diverse creature, and unveils rich spatiotemporal dynamics. Among the noninvasive techniques for probing human brain dynamics, electroencephalography (EEG) provides a direct measure of cortical activity with millisecond temporal resolution. Electroencephalogram is a signal produced in the human brain when there is an information flow among several neurons. Human brain contains millions of neurons which are responsible for information flow. We have classified the publically available dataset for testing between normal and epileptic persons. We have achieved accuracy of 99.88% which is highest accuracy on this dataset.
influential contrivance for examining small-scale fluctuations in the brain signals. An improved exploration of the dynamics of the human brain with EEG examination can be attained with auxiliary analysis of such EEG waveforms.
II. LITERATURE SURVEY
Ma et al. [1] proposed a method that employs the particle swarm optimization algorithm to optimize the choice of together the kernel and penalty parameters so as to advance the classification quality of support vector machines. The throughput of the rigid optimized classifier was evaluated with motor imagery EEG waveforms for prediction. Obtained results validate that the optimized machine learning classifier effectively progress the absolute classification intrinsic accuracy of motor imagery EEG signals.
Subasi [2] stated that Mixture of experts (ME) is modular neural network architecture for supervised learning. The discovery of epileptic-form exonerations in the EEG is an imperative constituent in the finding of epilepsy disease. These sub-band frequencies were utilized as an contribution to a ME network with two discrete outcomes: normal and epileptic. For increasing overall accurateness, the outcomes of expert networks were joined as per collection of indigenous weights called the "gating function". The invariant revolutions of the ME probability density mappings comprise of the permutations of the expert labels and the transformations of the factors in the gating functions. The results established that the proposed ME network structure has certain value in noticing epileptic seizures. The ME network structure attained accuracy rates which were greater than that of the standalone neural network model. Wang et al. [3] proposed a system that consists of following three stages: (i) unusual EEG signals exemplification by wavelet packet coefficients and feature extraction using the finest basis-based wavelet packet entropy technique, (ii) cross-validation process poised with k-N Neighbor classifier for internal training stage to hierarchical knowledge base (HKB) building, and (iii) in the testing stage, calculating classification accuracy and rejection rate using the top-ranked discriminative rubrics from the HKB. The data collection consists of a publicly available EEG database which intentions at differentiating healthy subjects and subjects suffering from epilepsy diseases. Investigational outcomes display the efficiency of their proposed system. Guo et al. [4] applied genetic programming (GP) to achieve automatic feature extraction from unique feature database with for improving the biased performance of a classifier and plummet the input feature dimensionality simultaneously. The branch structure of GP obviously characterizes the features, and a new function produced by this experimentation mechanically decides the quantity of the features extracted. Jahankhani et al. [5] described the solicitation of neural network models for classification of electroencephalogram (EEG) waveforms. The enactment of the neural model was assessed for training performance and classification precisions and the results established that the proposed scheme has large potential in classifying the EEG signals. Amin et al. [6] described an intrinsic discrete wavelet transform based temporal feature extraction for the EEG signal classification. Discrete wavelet transform is rational choice on EEG waveforms and the relative wavelet energy is measured in associations of detailed coefficients and the residue approximation coefficients of the last breakdown.
(1) EEG signals were logged throughout the complex cognitive task-Raven's advance progressive metric test and (2) the EEG signals chronicled in eyes open situation. The accuracy was accomplished above 98 % by the support vector machine, multi-layer perceptron and the K-nearest neighbor classifiers with approximation (A4) and detailed coefficients (D4), which represent the frequency range of 0.53-3.06 and 3.06-6.12 Hz, respectively.
III. SYSTEM DESIGN AND OVERVIEW

Discrete Wavelet Transform (DWT)
Wavelet transform is a spectral estimation method that comes with a capacity that any general function can be expressed as an infinite series of wavelets. The straightforward notion for wavelet exploration contains articulating a waveform in linear amalgamation of a specific set of mappings, acquired with shifting and dilating singular function called a mother wavelet. This signifies that most of the energy of the wavelet is restricted to a finite time interval. When compared to STFT, the advantage of time-frequency localization is that wavelet analysis diverge the time-frequency aspect ratio, generating good frequency localization at low frequencies. The discrete wavelet transform (DWT) is a flexible signal processing tool that has many engineering and scientific applications. Each stage of this algorithm contains two digital filters and two down samplers by the factor of 2.
The levels are singular that correlate well with the frequencies necessary for classification of the signal are retained in the wavelet coefficients.
Stationary wavelet transforms (SWT)
The Stationary wavelet transform (SWT) is alike DWT excluding fact that the waveform is never sub-sampled and filters are up sampled at every step of decomposition. Each step's filters are upsampled versions of the previous as shown in Fig.1 . 
IV. PROPOSED SYSTEM
The input signals which are essentially EEG waveforms are very transient and non-stationary in nature. The input EEG waveform is low pas filtered and subjected to 4 level DWT and SWT decomposition using coiflets. PCA Eigen components are also added to the fused feature vector. The feature vector is submitted to classifier for training. During testing the same process is repeated to compute feature vector. The Proposed system is depicted in Fig.2 . We have used standard EEG dataset which is publically available [7] . We perform the classification between normal and epileptic person. The EEG waveform is containing 4096 values. EEG is subdivided into windows of 256 length for training the SVM classifier.
The training to testing dataset ratio is 50%. The results indicating importance of fusion are summarized in table 1 and depicted in Fig.3 . 
V. CONCLUSION
Electroencephalogram is a signal generated in human brain when there is an information flow among several neurons. Human brain contains millions of neurons which are responsible for information flow. We have classified the publically available dataset for testing between normal and epileptic persons. We have achieved accuracy of 99.88% which is one of the highest accuracy on this dataset 
