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アンケートデータに基づく線形モデルの構築法
―基本統計量と一対比較行列を用いて―
程　　　　　鵬
名古屋学院大学商学部
要　　旨
　多変量解析や機械学習の研究分野では，事柄の評価，状況の予測，モノの識別などの問題が
線形モデル：∑nk＝1 wk xk＋w0として定式化され，既知のデータに基づいて線形モデルの係数w1, 
w2, …, wn（以下，重みという）と切片w0を求める解法が研究されている。一方，数理的な意思
決定手法AHPの研究分野において既知のデータからなる一対比較行列に基づいて評価項目の
重要度の重みを求める解法も数多く開発されている。本稿では，アンケートデータの基本統計
量に基づいて一対比較行列を決定するための新しい手法，および，AHPの解法で一対比較行列
によって求めた重みw1, w2, …, wnを使って線形モデルの構築手法を提案する。なお，構築した
線形モデルの使い方，および，その有効性における検証法についても議論する。
キーワード： データマイニング，線形モデル，重み計算，一対比較行列，AHP
Abstract
　 In multivariate analysis or machine learning, one of the well-known problems is how to build a 
linear model ∑
n
k＝1 wkxk＋w0 based on the known data for resolving issues such as prediction, 
identification, and so on.  In this paper, it is considered how to compute the coefficients w1, w2, …, wn 
(called weights) and w0 (called intercept) based on the questionnaire data for evaluating importance 
between pairs of variables.  Specifically, the new methods are respectively proposed for deciding a 
pairwise comparison matrix based on fundamental statistics of questionnaire data, and for building a 
linear model using the weights to be obtained by applying the known technologies of computing 
weights based on the pairwise comparison matrix in Analytic Hierarchy Process (AHP).  Moreover, 
the validity and the practical application in the proposed method are also discussed.
Keywords: Data mining, linear model, computing weights, pairwise comparison matrix, AHP
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1．まえがき
　モノのインターネット（Internet of Things IoT）時代と言われるように社会の情報化がさらに
一段と進んでいる。このような超高度化情報社会では，ビックデータ（Big Data）と呼ばれる様々
な情報がインターネット上で爆発的に発生している。一方，コンピュータの性能向上に伴い，蓄
積されているビッグデータを利用することが可能になるから，もしビッグデータを活かす技術が
あれば状況の判断予測や意思決定などがより的確かつ迅速に実現できると思われる。近年，ビジ
ネス，政治，経済，医療，自然科学など様々な分野ではビッグデータの有効活用への期待が高まっ
ている。今やデータマイニング（Data Mining）という象徴的な言葉のようにデータの学習にお
ける技術の研究開発には大変な注目が集まっている1）。
　これまでに「データマイニング」技術の中核をなす「データ学習」技術の研究開発が盛んに行っ
ている。機械学習（Machine Learning）がその代表的な研究分野の一つである［9，15］。「機械学習」
研究分野では既知データ（すなわち知識）の学習によって数理モデルを構築するための技術開発
が行われている。その中に中心的な役割を果たしている数理モデルの一つは線形モデル：f（x1，
x2，…，xn）＝∑nk＝1 wkxk＋w0である。たとえば事柄の予測とかモノの判別などの問題がこの線形モデ
ルとして定式化できる。線形モデルの構築とは多変量（変数）x1，x2，…，xnの係数w1，w2，…，wn（以
下，重み（weight）という）と切片w0を求めることである。これまでにいろいろなモデル構築
の技法が開発されているが，これらの技法は主に統計学と組合せ最適化理論をベースにして構築
されているものである［9，15，35―37，40，43］。
　一方，ある目的を達成するには幾つかの実現可能な代替案が提示されたとき，「どれを使った
らよいか，または，選ぶべき優先順位は何か」という種類の意思決定（Decision Making）はビ
ジネス実務や政策決定などに要求される。この意思決定問題を解決するためにAHP（Analytic 
Hierarchy Process　階層分析法）は1970年代にピッツバーグ大学のThomas L. Saaty教授に提唱
された［22，23，25，45］。AHPは，評価基準の各項目間の一対比較によってペア間の重要度の重み
を数量化したうえで各項目の重要度における重みを算出する方法である。AHPの基本的な考え
の根幹は，項目間の重要度の評価が推移律を満たす点に着目し，もし求めた重み（すなわち項目
の重要度の評価結果）が妥当性をもてば，その首尾一貫性（すべての項目間の推移律）を満たす
はずという事実を使うところにある。つまり，これにより求めた重みの信頼性の評価が可能にな
る。これまでにAHPに関する研究成果が数多く報告されている。今や様々な意思決定の際にし
てAHPが使われている［25，27，32，39，46］。
　本稿では，既知のデータに基づく線形モデルを構築するための新たな手法を提案する。基本的
な考え方は数多くの人間の知識・感覚（たとえばアンケート調査などによって得る）を活かして
事柄を測るための線形モデルを作るのである。具体的にいうと線形モデルの複数の説明変数にお
1） 日本では，最近，「機械学習」研究分野の解説書「機械学習プロフェッショナルシリーズ」［35―37，40，
41，43］や「ビッグデータ分析の最新技術動向」の解説書［48］などが数多く出版されている。
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いてそれらのペア比較の重要度のデータをアンケート調査などによって集める。そしてアンケー
トデータの基本統計量（すなわち意思決定集団の知識・感覚）に基づく一対比較行列を決める。
さらにこのように決められた一対比較行列を用いてAHPの解法によって各説明項目の重要度の
重みを求める。最終的に求めた各説明項目の重みを使って線形モデルを構築する。また，本提案
手法の使い方や有効性における検証法も論じる。
　本稿の残りは次のように構成される。2．では，「機械学習」研究分野における重み計算問題お
よびその解法の基本的な考え方を解説する。3．では，AHPにおける重み計算問題の解き方を解
説する。とりわけ一対比較行列の基本性質について述べる。4．では，アンケートデータの基本
統計量に基づく一対比較行列の決定法を提案する。5．では，AHPの解法を用いて提案した一対
比較行列によって求めた説明項目の重要度の重みを使って線形モデルの構築法について述べる。
最後に6．では，提案手法の考え方の要点をまとめるとともに今後の研究課題などについて述べる。
2．線形モデルにおける重み計算問題とその解法
　何らかの事柄を評価（または測定）するとき，あらかじめ決められた評価項目（以下，評価基
準とか，説明変数ともいう）に基づいて行うのは一般的である。たとえば，「品揃え」，「立地条
件」，「店舗の広さ」，「サービスの充実度」，「広告の充実度」という5つの評価項目によって実店
舗の売上高の評価分析を行うことが考えられる。このように事柄を評価する問題は，n個の説明
変数x1，…，xnからなる式（1）のような目的関数 f（x1，…，xn）として定式化できる。ここで，w0を切
片といい，x0＝1と固定する。式（1）の数理モデルを線形モデル（linear model）［9，44］と呼ぶ。
 f（x1，…，xn）＝w0 x0＋w1 x1＋…＋wn xn＝
n
∑
k＝0
wk xk （1）　
　この売上高の評価分析例では，「品揃え」，「立地条件」，「店舗の広さ」，「サービスの充実度」，
「広告の充実度」をそれぞれ説明変数x1，x2，x3，x4，x5に対応すると目的関数 f（x1，x2，x3，x4，x5）は売上
高を表す。明らかに説明変数x1，x2，x3，x4，x5の係数w1，w2，w3，w4，w5と切片w0の値が決まれば具体
的な目的関数 f（x1，x2，x3，x4，x5）が決まる。その結果，この目的関数を用いて売上高の要因分析と
か予測を行うことができる。
　本稿では，数値d1，d2，…，dn（以下，1組のデータともいう）をそれぞれ説明変数x1，x2，…，xnに
与えたことを簡単に〈d1，d2，…，dn〉と記す。r組のデータ〈d1（1），d2（1），…，dn（1）〉，…，〈d1（r），d2（r），…，dn（r）〉
を与えたとき，式（1）の説明変数x1，x2，…，xnの係数w1，w2，…，wn（以下，重み（weight）という）
を求める問題を線形モデルにおける重み計算問題（computing weight problem）という。
　この重み計算問題がいろいろな分野に現れる。たとえば，ビジネス分野では上述の売上高の評
価分析を行うには既知のデータにおける多変量解析（たとえば，重回帰分析［9，44，47］）の際に
このような重み計算問題の解決が要求される。とりわけ，顧客セグメント分析，株式取引動向予
測，医療診断，DNA配列の分類，パターン認識など幅広い分野への応用をもつ「機械学習」研
究分野にもこのような重み計算問題が取り扱われている［9，15，35―37，40，43］。
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　一般的には「機械学習」研究分野が重回帰分析を研究対象として含む。以下では，重回帰分析問
題の解き方を用いて「機械学習」研究分野における重み計算問題を解く基本的な考え方を述べる。
重回帰分析の解き方は次の2つの部分からなる。
1）アンケート調査などによって r組のデータからなるデータ群：
 {ƒˆ1，〈d1（1），d2（1），…，dn（1）〉}，{ƒˆ2，〈d1（2），d2（2），…，dn（2）〉}，…，{ƒˆr，〈d1（r），d2（r），…，dn（r）〉}  （2）　
が用意する。ここで，k＝1，2，…，rに対し，ƒˆkは値〈d1（k），d2（k），…，dn（k）〉を説明変数x1，x2，…，xnに与
えたときの目的関数の観測値である。
2）用意したデータ群を使って何らかの基準（すなわち制約条件）を満たすよう，何らかの手法（た
とえば，最適化手法［2］）によって式（1）の重みw1，w2，…，wnと切片w0を求める。代表的な手法の一
つとして最小2乗法（Least Squares Method LSM）が挙げられる［9, 47］。LSMによる重みw1，w2，…，
wnの求め方は次のようである。1組のデータ〈d1（k），d2（k），…，dn（k）〉を説明変数x1，x2，…，xnに与え，式（1）
を用いてその目的関数の値 f（d1（k），d2（k），…，dn（k））は式（3）のように算出される。
 f（d1（k），d2（k），…，dn（k））＝w0＋w1 d1（k）＋w2 d2（k）＋…＋wn dn（k） （3）　
　それぞれの測定値 ƒˆkと目的関数値 f（d1（k），d2（k），…，dn（k））の差の自乗（ƒˆk－f（d1（k），d2（k），…，dn（k）））2の合計が
最小になるよう重みw1，w2，…，wnと切片w0を決定する。つまり，w0，w1，w2，…，wn（変数として考える）
にそれぞれの数値を設定すると差の自乗の合計（式（4）の合計部分）が算出される。このようにい
ろいろな値を変数w0，w1，w2，…，wnに入れ，そのうちその合計が一番小さくなったときのw0，w1，w2，
…，wn（すなわち数値）を解として決定する。よって，LSMが式（4）の最適化問題として定式される。
ここで，Rは実数の集合を表す。
 
min
w0，w1，w2，…，wn∈R
r
∑
k＝1
（ƒˆk－ f（d1（k），d2（k），…，dn（k）））2 （4）　
　LSMに示すように「機械学習」研究分野における重み計算問題は一種の組合せ最適化問題とし
て取り扱われる。これまでに知られている解法が主に統計学［9，41］，組合せ論［2］などの数理的な
手法をベースにして構築されている［9，15］。なお，これらの解き方は基本的に近似的な解法である。
　次節では，意思決定問題を解決する際によく用いられるAHP（階層分析法）におけるもう一つ
の重み計算問題とその解き方を説明する。
3．AHPにおける重み計算問題とその解法
　「ある目標（goal）を達成するためのいくつかの代替案（alternative）（すなわち問題解決案）が
与えられたとき，それらを選択すべき優先順位を決定せよ」というタイプの意思決定問題が実社会
によく現れる。このような意思決定問題を解決するためのAHP手法についてはこれまでにその実
アンケートデータに基づく線形モデルの構築法
― 63 ―
用性や拡張などに関して様々な研究が行われている2）。近年，その有効性が広く認識されつつあ
るため，意志決定や公共事業の合意形成など様々な分野に幅広く利用されている［25，27，32，38，
39，46］。以下では，AHPの基本的な考え方を述べる。
3.1　AHPの基本手順
　AHPの基本手順（基本的な考え方）は，①階層構造の構築，②一対比較行列の決定，③重み
の計算，④総合重みの計算（すなわち，代替案の優先順位の決定）から構成される。
①階層構造の構築　問題を分析して評価基準（criterion）の抽出と階層図を作成する。階層構造
の構築では，意思決定の構成要素を「目標）」，「評価基準」，「代替案」の3階層3）に分ける（図1）。
評価基準とは，代替案を評価する際の基準となるものである。たとえば，売上高を評価するには「品
揃え」，「立地条件」，「店舗の広さ」，「サービスの充実度」，「広告の充実度」という5つの説明項
目が評価基準として挙げられる。
②一対比較行列の決定　一対比較とは，目標の評価において評価基準のペアに対して「どちらの
評価基準が重要か」を決定することである。すべての一対比較4）の結果（以下，比較データという）
から構成される行列は一対比較行（comparison matrix）と呼ばれる。同様に各評価基準において
代替案のすべてのペアに対して「どちらの代替案が重要か」の比較を行うことによりそれぞれの
一対比較行列が得られる。つまり，一対比較行列はデータ集合の表現方式の一つである。
　実際の比較データの決定には，9点法がよく用いられている（図2）。とりわけ，一対比較行列
（すなわち，意思決定用データ）を確定すると最終的な意思決定結果がほぼ決まる。この意味で
AHPにおいては一対比較行列の決定が最も重要な作業のひとつである。本稿では，アンケート
データ（すなわち，集団的な意思決定データ）の基本統計量に基づく一対比較行列の新たな決定
法が節4に提案される。
　このように人間の共通する感覚を数量化し，数理的な手法をその数量化したデータに適用して
2） AHP階層構造をネットワーク構造に拡張したANP（Analytic Network Process）などが提案されている
［27，28，42］。また支配型AHP，記述的（descriptive）-AHPなど数多くの手法が考案されている［39］。
3） 必要なら「評価」階層をさらに詳しく分解して階層化してもよい。
4） r項の評価基準からなるすべてのペア数は r（r－1）/2である。
??　意思決定の階層構造
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最終的な意思決定を行うのはAHPの特徴である。それゆえにAHPは人間の主観的判断と数理的
なアプローチとの両面からミックスした意思決定法といえる。
③重みの計算　一対比較行列を用いて評価基準の重みを求める。この作業は最も重要な作業であ
る。重みの計算法に関する研究結果が数多く報告されている［1，3―8，10―14，16―34］。その代表的な
解法は一対比較行列の最大固有値の固有ベクトルを重みとして求める方法である［23，26］。
　また，求めた重みにおける整合性の検証は，式（5）によって定義された整合度（Consistency 
Index CI）を用いて行える。ここで，nとλmaxは一対比較行列の次元と最大固有値を表す。一般
的には整合度CIの値が0.10以下であればその重みの整合性があると認められる。逆に整合度CI
の値が0.15以上ならばその整合性があるとは思われない。つまり，一対比較行列，すなわち比較
データの間に矛盾が存在していると判断される。この場合，一対比較行列の修正を行う必要があ
る。その修正法に関する研究報告が知られている［20，21，31］。
 CI＝λmax－n
n－1  （5）　
　一方，実際にAHPを利用して意思決定問題を解決するとき，一人の意思決定者のみならず，
意思決定集団による一対比較行列の要素（すなわちデータ）を決定する場合がよくある。この場
??　比較による項目間の重要度を数量化する基準［28］
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合，アンケート調査によって得たデータ（集団的な意思決定データ）がよく用いられる。しかし，
情報不足や価値観の相違などによって異なった判断を下す可能性もある。つまり，あるペア比較
のデータを完全に決定できない場合がある。このようにすべてのペア比較のデータが得られない
一対比較行列を不完全な一対比較行列（incomplete comparison matrix）と呼び，不完全な一対比
較行列における重みの計算法に関する研究が知られている［7，11，18，29，30，33］。このように様々
な状況に対応する解法が開発されたことによりAHPは実践的方法として使えるようなものにな
る。
④総合重みの計算　これまでに求めた各階層の重みを用いて最終的に代替案の重みを算出する［23］。
3.2　一対比較行の基本性質
　この小節では，一対比較行列の意味を解釈したうえ，その基本性質を解説する。事柄の評価に
使うn項の評価基準をC1，C2，…，Cnとする。また，評価基準C1，C2，…，Cnの重要度の重みをそれ
ぞれw1，w2，…，wnとする。そして評価基準ペア〈Ci，Cj〉に対し，「評価基準Ciが評価基準Cjより
どのくらい重要か」を表す比較データ5）をaijと記すと，式（6）によってこの重要度の比較結果を
数量化するのは自然である。また，逆に評価基準ペア〈Cj，Ci〉の比較データajiが
wj
wi
となるのも
合理的である6）。
 aij＝
wi
wj，i＝1，…，n，j＝1，…，n （6）　
　このように評価基準のすべて（すなわち，n（n－1）/2個）の一対比較データからなる式（7）の
行列Aが一対比較行列である。また，この一対比較行列Aはaij×aji＝1（i＝1，…，n，j＝1，…，n）
を満たすため，逆数行列（reciprocal matrix）とも呼ばれる［10，19，23，29，31］。
 A＝（aij）＝（a11 a12 … a1na21 a22 … a2n…  …  …  …an1 an2 … ann），where aij＝ 1aji  and aii＝1 （7）　
　最も知られている基本的性質の一つは，「一対比較行列Aの最大固有値λmaxがnより大きい」
ことである。この性質より整合度CI≥0。この性質の妥当性が次のように示される。まず，重み
ベクトルをw＝（w1，w2，…，wn）Tと記すと行列の固有ベクトルの定義より次の式（8）が成り立つ。
 Aw＝λmax w （8）　
さらに一対比較行列Aの定義によりaij×aji＝1（i＝1，…，n，j＝1，…，n），aii 
wi
wi
＝1，aji 
wi
wj
とaij 
wj
wi
が逆数関係なので「aji 
wi
wj
＋aij 
wj
wi
≥2」を用いると次の式（9）が得られる。式（9）から「λmax≥n」が成
5） 図2に示している数量化の基準値（すなわち，1，3，5，7，9，1/3，1/5，1/7，1/9）が目安基準として設けられ
ている。
6） 具体的に説明すると，たとえば，評価基準Cjより評価基準Ciのほうがかなり重要（すなわち，「7」と数
量化する）であると決定すれば，aij＝7/1＝7となる。明らかに，評価基準Ciより評価基準Cjのほうが
重要ではない（すなわち，「1/7」）と数量化する）といえる。つまり，aji＝1/7となる。
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り立つといえる。
 
n
∑
j＝1
aij wj＝λmax wi　　（i＝1，…，n）　　→　　
n
∑
j＝1
aij 
wj
wi
＝λmax　　→　　nλmax＝
n
∑
i＝1（ n∑j＝1 aij wjwi）
 
n
∑
i＝1（ n∑j＝1 aij wjwi）＝n＋ n∑i＝1 n∑j＝i＋1（aji wiwj＋aij wjwi）≥n＋n（n－1）2 2＝n2 （9）　
　とりわけ，すべての i，j＝1，…，nに対し，aij＝
wi
wj
を満たすとき，式（10）に示すようにλmax＝nとなり，
式（5）よりCI＝0。このとき，一対比較行列Aが完全に整合性（consistency）をもつという。つ
まり，一対比較行列Aに矛盾が存在しないことを意味する。
 nλmax＝n＋
n
∑
i＝1
n
∑
j＝i＋1（aji wiwj＋aij wjwi）＝n2　　→　　λmax＝n （10）　
　しかし，実際に得られた一対比較行列には完全に整合性をもつものが少ない。そこで，できだ
け整合性をもつような（すなわち，CIの値を小さくする）重みの解法に関して様々な研究が行
われている［6，8，13，14，19，31，33，34］。また，明らかに式（10）の項∑ni＝1∑nj＝ i＋1（aji wiwj＋aij wjwi）は
重みの精度に影響を与える本質的な部分であり，AHPの重み計算問題に関する主な研究はこの
部分の最小化に工夫するところにある。
4．アンケートデータの基本統計量に基づく一対比較行列の決定法
　この節では，ある事柄を評価するにはn項の評価項目C1，C2，…，Cnを用いるとする。各ペア〈Ci，
Cj〉について重要度の比較に関する図3のようなアンケート調査をm人に対して実施する。1人
分のアンケートデータから1つの一対比較行列が得られる。m人分のアンケートデータに対応す
るm個の一対比較行列をA（1）＝（a（1）ij ），A（2）＝（a（2）ij ），…，A（m）＝（a（m）ij ）とする。
　以下では，m個の一対比較行列A（1），A（2），…，A（m）に基づいて1つの一対比較行列Aを決定する問
題，すなわち，それぞれの要素a（1）ij ，a（2）ij ，…，a（m）ij（すなわちデータ系列）に基づいて一対比較行列A
の要素aijを求める問題を考える。
　これまでにこのように集団的な意思決定データ（たとえばアンケートデータ）による一対比較
行列の決定法における研究報告が知られている［1，16，17，38］。たとえば，データ系列a（1）ij ，a（2）ij ，…，
a（m）ij の幾何平均値を要素aijの値として決める方法が提案されている。つまり，aij＝∏mk＝1 a（k）ij 。しかし，
このような決め方によって得た一対比較行列の妥当性に関して不安の要素が一般的には排除でき
ない。なぜなら，そもそも信頼性が欠けたデータが既知のデータ集合に含まれる可能性があるか
??　Ciが重要なら右側に，Cjが重要なら右側に○を付けて回答するアンケート方式
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らである。
　そこで本稿では，アンケートデータ，いわば，集団的な意思決定データ（すなわち，データ系
列a（1）ij ，a（2）ij ，…，a（m）ij ）の基本統計量（すなわちデータ分布の情報）を活かして一対比較行列の決定
法を提案する。この決定法は次のStep 1，2から構成される。
Step 1：生データにおける前処理
　まず，各一対比較行列A（k）（k＝1，…，m）に対してその整合度CIA（k）を求める。そして次の条件（11）
を満たさない一対比較行列A（k）（すなわち，アンケートデータ）を不採用とする7）。
 CIA
（k）＜0.15 （11）　
　このステップの目的は，あらかじめ矛盾が潜んでいる生データ（すなわち，アンケートデータ）
を排除することである。つまり，より信頼性をもつようなアンケートデータを使って一対比較行
列Aを決める。
　以下では，この処理によりm個の一対比較行列A（1）＝（a（1）ij ），A（2）＝（a（2）ij ），…，A（m）＝（a（m）ij ）から条
件（11）を満たさないものを削除した後，s個の一対比較行列を残したとする。簡単のためにこの
s個の一対比較行列をA（1）＝（a（1）ij ），A（2）＝（a（2）ij ），…，A（s）＝（a（s）ij ）と記す。
Step 2：一対比較行列Aの決定
　s個の一対比較行列の要素a（1）ij ，a（2）ij ，…，a（s）ij（すなわち，データ系列）の基本統計量に基づいて一
対比較行列Aの要素aijの値を次のように決定する。
　まず，このデータ系列の基本統計量を求める8）。以下では，算術平均値average（a（1）ij ，a（2）ij ，…，a（s）ij ）
をAverageijと，最大値max（a（1）ij ，a（2）ij ，…，a（s）ij ）をMaxijと，最小値min（a（1）ij ，a（2）ij ，…，a（s）ij ）をMinijと，標
準偏差 stdv（a（1）ij ，a（2）ij ，…，a（s）ij ）をstdvijと，中央値median（a（1）ij ，a（2）ij ，…，a（s）ij ）をMedianijと，歪度 skew（a（1）ij ，
a（2）ij ，…，a（s）ij ）をSkewijと記す。
　本稿では意思決定参加者の多数意見にしたがって要素aijの値を決定するという基本的な考え
方が採用される。具体的にいうと参加者らの意思（すなわち，データ系列a（1）ij ，a（2）ij ，…，a（s）ij ）のバラ
ツキ（すなわち，標準偏差 stdvij）に基づいて要素aijの値を決める手法である9）。
　次は，「標準偏差 stdvijが大きいかどうか」の判定基準がどのように設定されたら適切か。これを明
確に決める必要がある。本稿では，その判断基準が最大値Maxijと最小値Minijの差の何割かによっ
て設定される。具体的に一対比較行列Aの要素aijが次の3つのケース（a）?（c）に分けて決まる。
7） 整合度はCIA（k）≥0.15となるとそのアンケートデータに矛盾がある可能性は大きい。そのデータを採用し
ないほうは適切である。なお，最大固有値λmaxが求まれば，式（5）によりCIA（k）が算出できる。よって，
このステップが実現可能である。
8） 表計算ソフトExcelなどのツールを使って基本統計量が簡単に計算できる。
9） なぜなら，意思決定において，標準偏差 stdvijが大きい場合，参加者らの意見が纏まらないと意味する。
つまり，この場合は，要素aijの値が決定できないからである。
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（a）stdvij≤0.1×（Maxij－Minij）を満たす場合10）
　この場合，バラツキが意見の範囲の幅の1割以内であるため，平均値Averageijは要素aijの値と
してもよいと思われる（式（12））。つまり，平均値を使うにはその信頼性があまり損なわないと
考えられる11）。
 aij＝average（a（1）ij ，a（2）ij ，…，a（s）ij ）＝
1
s
s
∑
k＝1
a（k）ij  （12）　
（b）0.1×（Maxij－Minij）＜stdvij≤0.3×（Maxij－Minij）を満たす場合
　この場合，データ系列a（1）ij ，a（2）ij ，…，a（s）ij のバラツキが多少大きい。このため，さらに意見の分布（す
なわち，データの度数分布）を調べてから決める必要がある。本稿では，中央値Medianij12）と歪
度Skewij13）の値を参考にして図4に示している4つのケース（Case 1?4）に分けて要素aijの値を
決定する。
??　平均値，中央値，歪度を用いた要素aijの決定ルール
　Case 1, 2は歪度Skewijが正の場合である。この場合，基本的に左側のデータ（すなわち，数値
の小さいほう）を使って要素aijの値を決定する。
　Case 1は，平均以下のデータが半分以上である。平均以下のデータ集合をS1とし，S1の平均
値averageS1と標準偏差 stdvS1の合計を要素aijの値とする（式（13））。
10） 比較データの範囲は1/9，1/7，…，1/3，1，3，…，7，9である。「0.1」はこの範囲の約一割の幅である。
11） 「どちらかが重要か」を決定するので，データのバラツキが大きくなると意思決定集団のメンバーの意
見が揃わないということになる。このため，平均値を使う意味はあまりないと思われる。
12） この中央値の定義よりこの中央値より小さいデータの個数はデータ全体の半分以上である。
13） 平均値の左右にデータの分布状況を示す指標（たとえば［41］）。
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 S1＝｛a（q）ij     a（q）ij ≤Averageij; q＝1，…，s｝ 
 aij＝averageS1＋stdvS1 （13）　
　Case 2は，平均以下のデータが少ない（半分以下）である。このため，Medianij以下のデータ
の集合をS2とし，S2の平均値averageS2と標準偏差 stdvS2の合計を要素aijの値とする（式（14））。
 S2＝｛a（q）ij     a（q）ij ≤Medianij; q＝1，…，s｝
 aij＝averageS2＋ stdvS2 （14）　
　Case 3，4は歪度Skewijが負の場合である。この場合，右側のデータ（すなわち，数値の大き
いほう）を使って要素aijの値を決定する。
　Case 3は，平均以上のデータが半分以下である。このため，Medianij以上のデータの集合をS3
とし，S3の平均値averageS3と標準偏差 stdvS3の差を要素aijの値とする（式（15））。
 S3＝｛a（q）ij     a（q）ij ≥Medianij; q＝1，…，s｝
 aij＝averageS3－ stdvS3 （15）
　Case 4は，平均以上のデータが半分以上である。平均以上のデータの集合をS4とし，S4の平
均値averageS4と標準偏差 stdvS4の差を要素aijの値とする（式（16）参照）。
 S4＝｛a（q）ij     a（q）ij ≥Averageij; q＝1，…，s｝ 
 aij＝averageS4－ stdvS4 （16）　
　なお，式（12）?（16）の計算は表計算ソフトExcelなど基本統計量の計算ツールで実現できる。
（c）0.3×（Maxij－Minij）＜ stdvijを満たす場合
　この場合，意思決定者らの意見はあまり纏まらないと考え，要素aijの値が決定できないとする。
　以上，固定した i，jに対し，aijの値を決める方法を示した。明らかにこの方法は基本統計量や
データ分布を求める計算ツール（たとえば表計算ソフトExcel）を使って実現可能である。
　同様に同じ方法ですべての i＝1，…，nと j＝1，…，nに対するaijの値が求まるが，実際にある要
素aijの決定に使うデータ系列a（1）ij ，a（2）ij ，…，a（s）ij がケース（c）の条件を満たす可能性がある。つまり，
アンケートデータによっては一対比較行列Aの数多くの要素の値が決まらないと考えられる14）。
なお，この場合の対処法としては，ケース（b）の範囲の幅「0.3」を緩めることにより決まらない
要素の数を減らす方法が考えられる。
　いずれにしろ，Step 1，2によってはアンケートデータに基づいて一対比較行列A（不完全な
一対比較行列になる可能性もある）を決定する。
5．一対比較行列による線形モデルの構築法
　この節では，まず一対比較行列によって評価項目C1，C2，…，Cnの重みw1，w2，…，wnを求めるの
は可能であることを説明する。そして求めた重みw1，w2，…，wnを用いた線形モデル（すなわち目
14） 具体的に一対比較行列の決まらない要素の数はどのくらいまで許すか。この答えは次の小節5.2で使お
うとする不完全な一対比較行列の重みを求める解法によって違う。
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的関数）の構築法と利用法を記述する。最後に提案手法の有効性における検証法について検討する。
5.1　一対比較行列に基づく評価項目の重みの決定法
　節4で得た一対比較行列Aのすべての要素aijの値が決められるとは限らない。つまり，次の2
つの場合を考える必要がある。それぞれの場合の解法があるのでそれを使って評価項目の重み
w1，w2，…，wnを求めることが可能である。
◇一対比較行列Aが不完全な場合
　この場合，文献［7，11，18，30，33］などの解法が知られている。特に［11］の解法は簡単でよく
利用されている。
◇一対比較行列Aが完全な場合
　この場合，文献［4，12―14，19，22―25，34］などの解法が知られている。特に［23］などに示してい
る，べき乗による最大固有値の固有ベクトルを求める解法が簡単でよく利用されている。
　また，上記の解法で求めた重みの整合度CIが0.15以上の場合，その一対比較行列を修正して
再計算する必要がある。その整合度CIが0.10以下になるような重みの解法が開発されている［6，
8，14，33，34］。そのどれかを使って整合性があるような評価項目の重みw1，w2，…，wnを求めるこ
とが可能である
　なお，注意されたいのはこれらの解法によって求めた評価項目C1，C2，…，Cnの重要度の重み
w1，w2，…，wnの合計が1となるのである。つまり，∑nk＝1 wk＝1。
5.2　評価項目の重みによる線形モデルの構成法
　評価項目C1，C2，…，Cnの重みw1，w2，…，wnを用いて式（17）の線形モデルを作る。ここで，
∑nk＝1 wk＝1であるため，各項目Ckがその平均が0，その標準偏差が1のような変数になるのは合
理的である。
 g（C1，C2，…，Cn）＝w1C1＋w2C2＋…＋wnCn＝
n
∑
k＝1
wkCk （17）　
　そこで，式（1）の各説明変数xkを平均が0，標準偏差が1となるように正規化したものを項目Ck
として使う。データの正規化は次の式（18）によって行なえる15）。ここで，d（1）k ，d（2）k ，…，d（s）k は説明変
数（評価項目）xkの既知データ系列であり，average（d（1）k ，d（2）k ，…，d（s）k ）はデータ系列d（1）k ，d（2）k ，…，d（s）k の平
均値を表し，stdv（d（1）k ，d（2）k ，…，d（s）k ）はデータ系列（d（1）k ，d（2）k ，…，d（s）k ）の標準偏差を表す。
 Ck＝ xk－average（d
（1）
k ，d（2）k ，…，d（s）k ）
stdv（d（1）k ，d（2）k ，…，d（s）k ）  （18）　
15） データの正規化は平均値と標準偏差によって行われる。正規化したデータの平均が0，標準偏差が1に
なる。
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　x1，x2，…，xnに入力した値に対し，式（18）によってC1，C2，…，Cnの値が求まる。そして式（17）に
代入してg（C1，C2，…，Cn）の値が求まる。
　よって，次の式（19）によって線形モデルの目的関数h'（x1，x2，…，xn）の値が求められる。ここで，
average（fˆ1，…，fˆp）と stdv（fˆ1，…，fˆp）はそれぞれ観測値 fˆ1，…，fˆp（式（2））の標準偏差と平均値を表す。
 h'（x1，…，xn）＝average（fˆ1，…，fˆp）＋g（C1，C2，…，Cn)×stdv（fˆ1，…，fˆp） （19）　
　k＝1，…，rに対し，h'（d（k）1 ，d（k）2 ，…，d（k）n ）と fˆkの値を用いて式（20）の最適化問題を解くと切片w0が
求められる。
 
min
w0∈R
r
∑
k＝1
（fˆ k－h'（d（k）1 ，d（k）2 ，…，d（k）n ）－w0）2 （20）　
　以上より，最終的な線形モデルh（x1，…，xn）が式（21）のように得られる。
　　h（x1，…，xn）＝w0＋average（fˆ1，…，fˆp）
 ＋stdv（fˆ1，…，fˆp）
n
∑
k＝1
（wkxk－average（d（1）k ，d（2）k ，…，d（s）k ）stdv（d（1）k ，d（2）k ，…，d（s）k ） ） （21）　
5.3　提案手法の有効性における検討
　提案した線形モデル（すなわち式（21））の構築法の有効性を検証する方法を考える。一番望ま
しいのは理論的にその有効性を示すことである。しかし，これは簡単に実現できないため，既知
のデータを使った次の検証法が考えられる。
　この基本的考えは，多変量解析のように線形モデルと既知データとの当てはめの具合を調べ，
統計的な推定を行ってみることである。たとえば，その両者の差，すなわち，線形モデル（式（21））
によって算出したh（d（k）1 ，d（k）2 ，…，d（k）n ）と fˆkの差の自乗の合計を算出してみることである。
　もしこの差の自乗の合計が小さいなら，精度がよいと言える。そうでなければ線形モデルを作
るプロセスの各作業（節4と小節5.1，5.2に示している解法の選択作業など）を再検討してみる。
6．まとめ
　AHPは人間の意思決定の主観的（感覚的）な判断部分を数量化して評価項目の重要度の重み
を求めることによって意思決定を導き出すための数理的な手法である。とりわけ，これまでに応
用上の様々なニーズに応えるために一対比較行列による評価項目の重要度の解法が数多く開発さ
れている。
　本研究では，評価項目間の重要度の比較における推移律16）を満たすという事実を利用しアン
ケートデータ（すなわち意思決定グループの知識と感覚）の基本統計量に基づく一対比較行列（す
なわち項目ペアの重要度の評価データ）を決定するための新しい手法を提案した。また，これま
16） BよりAのほうが重要であり，CよりBのほうが重要であれば，CよりAのほうが重要である。重さ・長さ
などの大小関係を比較するとき，この推移律はよく用いられる。
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でに知られているAHPの解法の援用によって一対比較行列に基づいて求めた評価項目の重要度
の重みを用いて線形モデルを構築する手法を提案した。とりわけ，本提案手法の基本的な考えは
評価項目間の比較にもこのような推移律を満たす事実に注目し，提案した線形モデルの構築法に
合理性をもつように狙うところにある。本提案の線形モデルの構築手法の特徴として次の点が挙
げられる。
　（1）一対比較行列の解法によって求めた評価項目（すなわち説明項目として考える）の重要度
の重みを線形モデルの説明項目の重みとして使う。
　（2）実際に与えられたアンケートデータ（すなわち生データ）に矛盾があるかチェックするこ
とにより収集したデータ集合に含まれている不適切なデータを取り除く（節4のStep 1に参照）。
これは一対比較行列の整合性のチェックによって行える。
　（3）アンケートデータの基本統計量によって見つけ出した意思決定グループの多数意見を採用
して一対比較行列を構成し，その一対比較行列によって説明項目の重みを決定する（節4のStep 
2に参照）。
　（4）応用上の様々なニーズに応じて一対比較行列によって説明項目の重みを求める解法を選ぶ
ことが可能である（小節5.1に参照）。
　（5）一般的には，本提案手法が基本統計量の計算ツールなどで実現できる。
　なお，興味深いと思われる今後の課題として次のことが挙げられる。
　（1）本提案手法の有効性を理論的に検証する。
　（2）本提案手法を実社会問題の解決に利用することによりその有効性を実証する。
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