Abstract
Introduction
As the telecommunications environment is undergoing tremendous changes, and new services are emerging nearly every day, innovative solutions are needed to deploy this service intelligence in the network. This paper proposes a number of architectural approaches in this context, focusing on IP-related services such as Remote Access Services and IP-based Virtual Private Networks. Before looking into these solutions, it is important to have a clear understanding of the context and the typical issues and requirements in this field. Therefore the next section first discusses some important trends and requirements in today's telecommunication environment that have driven the solutions described further on.
Trends & requirements

Migration of functionality to the edge of the network
As an example, consider the context of narrow-band remote access services such as dial-up access to the Internet or to corporate networks. Originally, the Remote Access Nodes (RAN), responsible for terminating the modem connection, allocating the IP address, etc., were located at the premises of the ISP or corporate organization respectively. However, over the last few years, this equipment is gradually moving towards the domain of the access network provider, as represented in figure 1.
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This evolution is driven by two distinct issues. On the one hand, ISPs and corporate organizations do not want to be confronted with installing and maintaining these RANs, as they are becoming increasingly complex due to the introduction of various new modem types and access networks (analog modem, ISDN, ADSL, etc.). On the other hand, network operators are faced with network congestion problems due to the fact that the data traffic is passing through their PSTN network, which was not designed to handle these traffic profiles. Placing the RAN at the edge of the network, closer to the end user, solves both these issues. In addition, it enables a certain degree of statistical multiplexing and sharing of resources (RAN ports, etc.) between different ISPs and corporate networks, thereby further reducing their costs.
A similar argumentation can be applied for broadband access nodes. On the one hand, ISPs and corporate organizations are reluctant to install yet another new type of access ports to handle the broadband access. And on the other hand, the traditional model raises huge network management problems for the network operator. Indeed, current broadband networks are typically based on ATM, and today this implies permanent connections (PVCs). Hence, the network operator is faced with the problem of configuring permanent connections for each pair of (enduser, service provider), an N x M complex problem.
Particularly in an environment with large churn, this soon leads to a disaster in terms of operational costs. Once again, moving the RAN towards the edge of the network, provides a solution.
As a result of this evolution, the access network provider is now playing a significant role in the value chain of remote access services. However, at this point, the service he offers consists essentially in a service towards the ISPs and corporate organizations, i.e. the outsourcing of networking equipment (RANs) to support the actual remote access services. Seen from the end-user's point of view, the access network provider still offers merely transparent bit transport.
Introduction of services in the edge of the network
Access providers are today increasingly looking for ways to offer value added services to their customers. Being situated close to the end-user, they are ideally positioned to take the role of a one-stop-shopping-point to guide the user to services residing deeper in the network. This can be achieved by introducing application servers directly connected to the RAN, offering typically directory services & portals (service selection), subscription services (self registration), etc. These services in their turn pave the way for offering other value added services, as they give the access provider the "power" to lead the user preferentially to services in his own domain rather than to those offered by 3rd party service providers. In addition, due to the close relationship with the user and the knowledge of the user profile, the access provider can customize these services to optimally meet the needs of the end-user, another competitive advantage that may turn out to be crucial in the today's telecom environment.
New requirements
Obviously, the introduction of these services places important new requirements on the network elements involved, particularly the RAN. More specifically, the RAN will not anymore be a stand-alone element in the access provider's domain. Application servers will have to be connected to it, which implies typically new interfaces and new functionality. The next section will describe how this can be achieved with minimal impact on the RANs itself, while nevertheless leveraging the ideal position of the access network provider for offering services to the end-user. The most crucial requirement is probably the need for a mechanism to "catch" the user when he connects to the network. In other words, the access scenario should be such that the user is by default guided to the portal site of the access provider. We refer to this as the "zero-click distance", i.e. the user does not have to "click" to select the portal site of the access provider. Section 3 discusses several approaches for introducing portal services in the access provider's domain, and explains how the "zero click distance" to this portal can be achieved.
Another crucial issue related to service deployment in the edge of the network is the installation of service intelligence on the user terminal. Indeed, while the access network provider controls the entry point to the network, the very first point to catch the user's attention and to point him to certain services in the network, is the user terminal itself. Therefore a service provider ideally wants to get some "control" over the user terminal. However, on the other hand, he wants to avoid the complex issues and high costs involved with installing applications on a user terminal, particularly as the range of user terminals is continuously expanding. Also this issue has been investigated and a solution is discussed in section 3.2.
Introducing application servers in the access provider's domain
As explained before, there is an increasing need to introduce application level intelligence in the access provider's network. Now, various system architectures can be used to realize this. To explain this, consider the example of introducing a portal site next to the RAN. 
RAN
The first approach consists in introducing the portal site as an application on the RAN device itself. Although this may seem to be the most straightforward solution at first, it has a number of important drawbacks. First of all, RAN equipment is typically not designed to support this type of applications: a RAN is primarily a forwarding device, not an application server. Introducing flexible, dynamic, and customizable application level functionality may compromise the performance of the RAN as a forwarding device. Secondly, the access network operator, now becoming a service provider, typically wants to introduce his own application servers and applications in the architecture, and not be restricted to the functionality offered by the RAN. Moreover, it can be expected that the access provider will introduce multiple applications and services and hence there is an important scalability problem. Last but not least, RANs are preferably located close to the edge of the network; a portal server on the other hand, can physically be located deeper in the network, serving users who are connected to several RANs. If the portal would be implemented on the RANs itself, this would introduce substantial complexity to manage the distribution and maintenance of the content and functionality. Note however that the physically centralized location of a portal site compared to the physical location of the RANs close to the edge of the network does not prohibit that the two functions can be logically very strongly coupled.
Approach 2: introducing a dedicated application server
The above arguments clearly indicate that the introduction of a separate, dedicated application server is required to achieve a flexible and scalable solution. Given this new architecture, several possibilities exist to define the relationship and interconnections between the user terminal, the RAN and the application server. Remember that the RAN represents a crucial competitive advantage for the access provider, hence it is only logical that the RAN is explicitly involved in the application scenario.
Architecture 2 in figure 2 presents the approach closest to the previous solution. The application server is literally pulled out of the RAN, but all communication between the user terminal and the application server is still actively processed by the RAN itself. In case the application server is a web-server, the RAN could for instance act as a proxy HTTP server, treating packets up to the level of HTTP and forwarding them to the actual application server. This clearly has the drawback that the RAN is still very much involved in the application, although the content itself (and its maintenance) has already moved to a separate, more centralized, server. The problem with this approach is that, when a new application server has to be introduced, which relies on a different application protocol (instead of HTTP), the RAN needs to be adapted. Note that this architecture does have its value to extract a number of specific functions from the RANs and to move them to more centralized servers. One example where this approach is applied is AAA (Authentication, Authorization and Accounting), whereby the communication between the RAN and the AAA server typically uses the RADIUS protocol, Another example is policy management, whereby longer term policy strategies for QoS, security, etc. are controlled by separate policy servers. However, for applications such as portal sites, which rely typically on application protocols exchanged directly between the user terminal and the application, this architecture is clearly not optimal.
Approach 3: transparent communication through the RAN
In other words, application level communication should essentially be transparent for the RAN. This is represented in the third architecture. This architecture relies essentially on the original functionality of the RAN, i.e. establishing connectivity between a user terminal and a network (VPN) of servers from a 31d party service provider. Actually, the local network of the access provider can be treated in identically the same way as the VPNs of 3rd party service providers. However, the as mentioned before, to leverage the competitive advantage of the RAN as entry point to the network, the RAN should be actively involved in the services offered, or at least in the scenarios offering access to these services and applications. First of all, to realize the "zero-clickdistance" mentioned earlier, the RAN should offer a means to connect users by default to the network of local servers in the access provider's domain. This can be easily achieved since the trigger-point to intercept the connection establishment to another VPN is already inherently present in the RAN. In addition, there is also a second mechanism to involve the RAN in the service scenario: typical services offered on the portal site of the access provider will include features such as service selection, "click-and-connect"-type of applications, etc. In this context, the portal site may be used to set the QoS and security parameters of a given connection, to deliver the requested service to the user. This can be achieved by introducing a new interface between the application server and the RAN, as presented in figure 2c . Such a communication channel may also be used to support a variety of other services and applications, such as for locating and notifying the user in case of an incoming call (e.g. voice over IP or instant messaging). Unfortunately, the introduction of a new type of interface on the RAN has an important impact on its internal architecture and functionality, and hence it may require some time to upgrade all RANs in the field to fit this model.
Approach 4: a simplified architecture for the short term
Although approach 3 offers a very nice solution to the problem, a simplified architecture may be required for the shorter term. The purpose of this simplified architecture is to offer as much as possible of the features supported by approach 3, without the need to introduce a new interface on the RAN. This can be achieved as follows.
Today standard protocols (e.g. PPP) already exist for the communication between the user terminal and the RAN. These protocols allow to establish a session with the RAN, and even include parameters to support (basic) selection of the VPN/service to which the user wishes to connect, e.g. via domain name of the server. Hence, it should be possible to reuse these mechanisms even when a separate application server is introduced in the picture. Returning to the example the portal, the webpages on this server may include applets, scripts, or other small intelligent components which are downloaded to the user terminal, and from there trigger the protocols to send the necessary connection establishment requests to the RAN. This architecture relies entirely on available functionality in the RAN: all the RAN has to do is to establish connectivity to the local service network of the access provider and to the VPNs of 31d party service providers, and this functionality is controlled via the existing interface, between the user terminal and the RAN. Compared to approach 3, this approach is therefore better suited in the short term, whereas approach 3 remains the preferred solution for the longer term.
Deploying service intelligence on the user terminal
The RAN is not the only powerful component that can be used as a basis to catch the user's attention and to guide him to the services of a given service provider. Also the user terminal has an important role to play here. Therefore, service providers want to get access to the functionality of the terminal, but without being confronted with the complexity and variety of terminal implementations. On the other hand, the end-users want to grant only limited control of their terminals to the service providers, actually just enough to let them take care of complex installation and configuration issues. In addition, in order to reduce deployment costs, it should be possible to download and upgrade the service intelligence remotely, hiding the complexity of this procedure to the end-user. This typically requires a number of basic SW modules on the terminal, in order to control this installation and upgrading of additional modules. In other words, there is a bootstrapping issue, as these basic SW modules themselves need to get installed on the terminal somehow. It will be shown further on that by introducing a separate server for software download, according to approach 4 explained in the previous section, the access provider has all the means in hand to solve this bootstrapping problem.
To meet these requirements associated with introducing service functionality on the terminal, we have introduced the concept of the "Soft Terminal". Figure 3 shows a high-level overview of the Soft Terminal's architecture. The core components at the heart of the Soft Terminal application deal with the installation and upgrading of additional modules. They are also responsible for detecting the Soft Terminal's environment, including the characteristics of the user terminal and the network environment. In other words, they are responsible for hiding the details and variety of terminals and customer premises networks towards the service and application level. Note that next to the characteristics of the terminal (operating system, processing power & memory, etc.) also the network environment is an important parameter, since it influences the choice of the access protocols that can be used to establish a connection to the network, and also determines the parameters (e.g. QoS, authentication, etc.) that need to be specified during connection setup. This explains the need for a clear interface towards the protocol layer, as presented in figure  3 . Given the increasing number of network protocols, and their extremely rapid evolution, it is crucial that the Soft Terminal is sufficiently flexible to deal with a variety of protocols and protocol stacks.
Of course the ultimate purpose of the Soft Terminal is to support services and applications, to offer an open platform to the service provider on which he can deploy new service components. This is represented in figure 3 by the application components and the associated API (Application Program Interface).
Last but not least, the Soft Terminal is more than just the set of components that run on the user terminal. At the network side a repository of application components is required which can be downloaded and plugged in as needed. In addition, a solution has to be provided for the bootstrapping phase. This is where the access provider and the RAN enter the picture again. As a starting point, virtually all recent user terminals have some basic functionality for connecting to the network built-in as standard feature (e.g. as part of the operating system). This software typically supports basic connectivity for remote access services, and this is exactly what is needed to support the bootstrapping step. At the network side, the RAN can be used to intercept the very first call from the user terminal, and guide him to the software repository from where the Soft Terminal application can be downloaded. Once installed, the core components of the Soft Terminal will take over further installation and upgrading of additional components, via communication with the software repository in the network and with other application servers (e.g. a subscription server).
Use case: a service select scenario without preinstalled client software
To illustrate the different concepts and architectural approaches explained in this paper, this section describes a real-life service scenario. The user is first connected to a service selection application residing on an application server in the access provider's domain. This server offers a service selection application which allows to connect to services provided by 3rd parties via a simple click-andconnect, web-based user interface.
The network context is depicted in figure 4. A PC (user terminal) is connected via an access network (PSTN, ADSL, etc.) to a RAN. In the local network of the access provider, an application server is introduced on which a service selection application runs. The application offers dynamic, customized web-pages to the user, including a list of the services and VPNs to which the user has subscribed. Furthermore, the RAN offers connectivity to various VPNs of 31d party providers, e.g. ISPs, corporate networks, banks, etc. In terms of protocols, the scenario described here relies basically on DHCP and HTTP, but similar functionality can also be achieved via other protocols such as PPP. This flexibility guarantees that the scenario can be realized in multiple environments, as typically at least one of the required protocol stacks is by default installed on the user terminal. In other words, no explicit dedicated preinstallation is required at the terminal side.
End User Domain
When the user switches on his PC, the DHCP protocol stack is triggered to request an IP address. The RAN, which contains a DHCP server will allocate an IP address, typically from the access provider's IP address pool. DHCP also takes care of the configuration of other essential parameters such as the default gateway and DNS server.
The user can then launch his web-browser, and connect to a web-server on the RAN. Indeed, at this point in the scenario the RAN has merely allocated an IP address, it has not yet established connectivity between the user terminal and the application server. Although this scenario implies that the RAN contains a HTTP server, this HTTP server is only used for a limited set of functions; 90% of the communication between the user terminal and the application server will be transparent for the RAN. In other words, referring to figure 2 the scenario corresponds to approach D rather than to approach B.
The functionality supporting the "zero-click-distance'' resides in the initial page downloaded from the RAN'S web-server. Via a number of scripts in this page, the user terminal knows how to request the RAN to establish a connection to the local network of the access provider, and to download the homepage from the application server. In other words, the entire procedure is transparent for the end-user: he just needs to start his browser, which has been configured to download a given homepage (on the RAN). From then on, the webpages and scripts take care of the connection setup, such that the user is guided automatically to the application server.
Once this connection to the application server is established, further communication between the user terminal and the application server is transparent for the RAN. The webpages on the portal may be customized to match the user profile, and the application may be enhanced with a multitude of advanced SW and application technologies.
At a certain point in time, the user will typically select a service to connect to, e.g. a teleworking service which will connect him to the VPN of his organization, or a telebanking service to connect him to his bank's VPN, etc. As explained before, a short term solution should preferably avoid a dedicated control interface between the application server and the RAN (approach 4 versus approach 3). This can again be accomplished by means of scripts in the pages of the application server. These scripts, once downloaded on the user terminal, send the necessary commands to the RAN to setup the connection to the selected service or VPN.
Via the configuration of a few additional bookmarks in the browser, the user can reconnect to the application server at any time. Similarly he can switch from one VPN to another without the overhead of reconnecting to the service selection application in-between.
Many variants of this scenario can be imagined, depending on the access protocol used to send the commands to the RAN (PPP, DHCP, HTTP, ...), depending on the strategy for IP address allocation (different IP address pools for different VPNs), depending on the authentication strategy (single sign-on or separate authentication for each VPN), etc. However, all these variants have the common characteristics of requiring no dedicated control interface between the application server and the RAN, and no dedicated pre-installed software on the user terminal.
The latter is a huge advantage in terms of service deployment and maintenance costs. However, it also represents some important limitations. For instance, as the above scenario relies on HTTP and DHCP, it is not possible to introduce unsolicited messages from the network to the user terminal, since both protocols are strictly client-server. Hence, this configuration cannot support services such as incoming voice over IP calls, instant messaging, etc. To support these features, a Soft Terminal is required. Nevertheless, the scenario described here is ideal for a "first time connect" situation, in which the user can be guided to a software repository, from which subsequently a Soft Terminal application can be downloaded and installed.
Conclusions and future work
Being positioned at the entry point to the network, access providers have a crucial competitive advantage to make the step from offering plain connectivity and bit transport towards offering value added services. This can be achieved by introducing new intelligence in the access provider's domain, closely linked with the RAN, or complementary, by deploying new service functionality on the user terminal.
Different architectures can be applied to introduce application servers in the access provider's domain. The most flexible and future safe approach consists in introducing separate, dedicated application servers with their own new interface to the RAN. As a short term alternative, a slightly different architecture can be envisaged in which all communication to the RAN relies only on the existing interface between the user terminal and the RAN.
As for the deployment of service intelligence on the user terminal, one of the key issues involved is how to bootstrap the installation. A solution to this problem is offered by the short-term architecture described earlier.
Obviously a lot of work remains to be done to refine the architectures proposed in this paper, specially as the environment is continuously changing. Topics for further study include the refinement and prototyping of the concepts and technologies for the Soft Terminal, the evolution and merging of the different architectural approaches for the service platform at the access provider's side, etc. Another interesting and important topic for the near future is the evolution to a multi-tier architecture in which additional network elements, such as for instance the access network termination in the CPE, become part of the distributed service platform.
