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INVERSE SCATTERING RECONSTRUCTION OF A THREE DIMENSIONAL
SOUND-SOFT AXIS-SYMMETRIC IMPENETRABLE OBJECT
CARLOS BORGES∗ AND JUN LAI†
Abstract. In this work, we consider the problem of reconstructing the shape of a three dimensional impenetrable
sound-soft axis-symmetric obstacle from measurements of the scattered field at multiple frequencies. This problem
has important applications in locating and identifying obstacles with axial symmetry in general, such as, land mines.
We present a two-part framework for recovering the shape of the obstacle. In part 1, we introduce an algorithm to
find the axis of symmetry of the obstacle by making use of the far field pattern. In part 2, we recover the shape
of the obstacle by applying the recursive linearization algorithm (RLA) with multifrequency measurements of the
scattered field. In the RLA, a sequence of inverse scattering problems using increasing single frequency measurements
are solved. Each of those problems is ill-posed and nonlinear. The ill-posedness is treated by using a band-limited
representation for the shape of the obstacle, while the nonlinearity is dealt with by applying the damped Gauss-
Newton method. When using the RLA, a large number of forward scattering problems must be solved. Hence, it is
paramount to have an efficient and accurate forward problem solver. For the forward problem, we apply separation
of variables in the azimuthal coordinate and Fourier decompose the resulting problem, leaving us with a sequence of
decoupled simpler forward scattering problems to solve. Numerical examples for the inverse problem are presented
to show the feasibility of our two-part framework in different scenarios, particularly for objects with non-smooth
boundaries.
1. Introduction. There are a large amount of important applications of inverse scattering,
such as medical imaging [30, 31, 37, 38, 40], nondestructive testing [16, 18, 34], remote sensing [45],
ocean acoustics [15], geophysics [47, 43, 26], sonar and radar [14, 17], and many others. Among those
applications, the recovery of the shape of axis-symmetric or nearly axis-symmetric obstacles and
cavities plays a very important role in practice, as for instance, the identification and classification
of locations and types of different missiles and mines. In this paper, we consider the forward and
inverse scattering problems in three dimensions for an axis-symmetric sound-soft obstacle Ω, as
described in Figure 1.1.
We define the forward scattering operator for this problem as the operator Fk,d : ∂Ω → CM ,
such that
Fk,d(∂Ω) = umeask,d |∂B (1.1)
where ∂Ω is the boundary of the obstacle, and umeask,d |∂B is a vector in CM with coordinates being the
measurements of the scattered field uscatk,d at M receptors located on a surface ∂B. The scattered field
uscatk,d is generated by the incidence of a plane wave u
inc
k,d with incident direction d and wavenumber
k and can be obtained by solving the Helmholtz equation
∆uk,d + k
2uk,d = 0, in R3 \ Ω, (1.2)
uk,d = 0, on ∂Ω,
where uk,d = u
scat
k,d + u
inc
k,d is the total field. The scattered wave u
scat
k,d also satisfies the Sommerfeld
radiation condition
lim
r→∞ r
(
∂uscatk,d
∂ν
− ikuscatk,d
)
= 0, r = |x|,
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(a) Forward scattering problem (b) Inverse scattering problem
Figure 1.1: Scattering from an axis-symmetric sound-soft obstacle. In the forward scattering prob-
lem, the boundary ∂Ω representing the shape of the obstacle Ω is known and we want to evaluate the
scattered field uscat given the incident field uinc, as shown in Figure 1.1a. In the inverse scattering
problem, the shape of the obstacle ∂Ω is unknown and we want to determine it using measurements
of the scattered field umeas at the receivers located on ∂B, as shown in Figure 1.1b.
where ν is the exterior unit normal of Ω. We assume the wavenumber k satisfies <(k) > 0 and
=(k) ≥ 0. To solve the Helmholtz equation, one can apply potential theory to obtain the integral
equation formulation of (1.2) as described in [17]. When the obstacle Ω is arbitrary, the evaluation
of the integral operators defined on a surface in three dimensions requires a very costly treatment
of the quadratures and discretization of the boundary. Moreover, solving the integral equation
requires specific schemes, such as fast multipole method together with a Krylov subspace iterative
method, like GMRES [22, 10].
On the other hand, when the obstacle is axis-symmetric, the forward solver can be greatly
simplified. Since ∂Ω is obtained by rotating a curve γ around the axis of symmetry, in a slight
abuse of notation, we rewrite the forward operator (1.1) as
Fk,d(γ) = umeask,d |∂B, (1.3)
where γ : [0, 1] → R2 is an open simple curve with both end points on the axis of symmetry of
the obstacle. Due to the symmetry, solving the forward problem can be accelerated by applying
separation of variables in the azimuthal angle and Fourier decomposing the resulting integral equa-
tion [20, 27, 29, 36, 46]. The original integral equation turns into a sequence of uncoupled integral
equations, one for each Fourier mode, and the integral operators for these equations are defined
along the curve γ only. In this case, the quadrature scheme for each integral equation on γ is much
easier to implement and the system of equations is much cheaper to solve.
In this paper, we are interested in reconstructing the shape of an axis-symmetric obstacle given
measurements of the scattered field at the receivers from one or more incident waves. We propose
a two-part framework for recovering the shape of the obstacle. In part 1 of the framework, we
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introduce a method that uses the full-aperture data from two incoming incident waves to obtain
the axis of symmetry of the obstacle by looking into the symmetry of the far field along a circle
in a plane. In part 2 of the framework, we apply the recursive linearization algorithm (RLA)
[2, 1, 4, 3, 13, 12, 42, 41, 8, 7] to recover the curve γ. In doing this, a sequence of single frequency
inverse problems of the form
γ˜ = arg min
γ
‖umeask −Fk(γ)‖, (1.4)
is solved, where
umeask =
[
umeask,d1 ; · · · ;umeask,dNd
]
and Fk =
[
Fk,d1 ; · · · ;Fk,dNd
]
.
The RLA works as a continuation method in the wavenumber parameter, where we use the recon-
struction from the previous frequency as the initial guess for the next one. As the single frequency
inverse problem (1.4) is highly nonlinear and ill-posed [17], we propose a damped Gauss-Newton
method combined with a band-limited regularization of the curve γ as in [8] to overcome the diffi-
culties. In the end, since we fully make use of the symmetry, our algorithm is extremely efficient
and can accurately locate and reconstruct the unknown object, even with nonsmooth boundary.
Related work: We refer readers to [20, 27, 29, 36, 46] for the forward acoustic and elec-
tromagnetic scattering problems for axis-symmetric obstacles. The inverse scattering problem for
three dimensional obstacles was studied in [19, 28, 23, 24, 25]. The time domain inverse scat-
tering problem for three dimensional obstacles was studied in [5, 44]. Readers are referred to
[2, 1, 4, 8, 7, 11, 12, 13, 42, 41] for the inverse scattering problem for two and three dimensions us-
ing multiple frequency data. In particular, a complete review on inverse scattering problems based
on multiple frequency data was given in [3]. Recently, authors in [39] proposed an algorithm to
determine the two dimensional radially symmetric potential from single frequency near-field scat-
tering data. However, we are not aware of any previous work on the three dimensional inverse
obstacle problem using multiple frequency data when the obstacle has an axis of symmetry.
Contributions: The contributions of this paper are summarized as follows:
• We obtain a uniqueness result for the inverse scattering of an axis-symmetric object with
single frequency data by plane wave incidence.
• We propose a novel algorithm to determine the orientation and location of the axis of
symmetry of the unknown object based on single frequency data.
• We apply the recursive linearization algorithm with multifrequency data and band-limited
representation to reconstruct the generating curve of the axis-symmetric obstacle.
Notation: We present the most common symbols used in this paper in Table 1.1.
Article Outline: In Section 2, we introduce the fast solver for the forward scattering problem
of a three dimensional axis-symmetric obstacle. In Section 3, we show the uniqueness result for
the inverse axis-symmetric obstacle problem and propose a two-step framework to reconstruct the
shape of the unknown obstacle. In Section 4, numerical examples are presented to illustrate different
characteristics of the method. Concluding remarks are made in Section 5.
2. Forward Scattering Problem. To evaluate the forward scattering operator, we must
solve the problem (1.2) for uscatk,d , given an incident wave u
inc
k,d. As we are considering the forward
problem with a fixed wavenumber k and direction d in this section and the next one, to ease the
notation and when there is no confusion, we will drop the indices for k and d for the fields unless
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Table 1.1: List of main symbols used in this article.
Symbol Description
Ω Closed set representing the sound-soft impenetrable obstacle
∂Ω Boundary of the obstacle Ω
γ Parametrization of the curve used to generate the axis-symmetric obstacle
d Incident direction of plane wave uinck,d (‖d‖ = 1)
k Wavenumber (or frequency) of the incident plane wave
uinck,d Incident plane wave with wavenumber k and incident direction d
uscatk,d Scattered field off of the obstacle ∂Ω generated by u
inc
k,d
umeask,d Vector with coordinates being u
scat
k,d measured at the receivers
u∞k,d Far-field pattern of the scattered field u
scat
k,d
N Number of discretization points at the boundary γ of the obstacle
M Number of receptors
Nd Number of incident waves
Fk,d Forward scattering operator mapping ∂Ω to uscatk,d (for given uinck,d)
Fk Forward scattering operator at wavenumber k for Nd directions (
[
Fk,d1 ; · · · ;Fk,dNd
]
)
∂γFk Freche´t derivative of Fk with respect to γ
S Single layer potential
D Double layer potential
I Identity operator
Gk Free space Green’s function for the three dimensional Helmholtz equation
Gkm Modal Green’s function for the m
th mode
Sm Modal single layer potential for the mth mode
Dm Modal double layer potential for the mth mode
Sm N ×N matrix for the discretization of the mth modal single layer operator
Dm N ×N matrix for the discretization of the mth modal double layer operator
it is otherwise stated. We represent the scattered field using layer potentials. First, we define,
respectively, the single and double layer potentials for x ∈ R3\Ω as
Sµ(x) =
∫
∂Ω
Gk(x,y)µ(y)ds(y), and Dµ(x) =
∫
∂Ω
∂Gk(x,y)
∂ν(y)
µ(y)ds(y),
where ν is the exterior unit normal to the boundary of the obstacle and Gk(x,y) is the free space
Green’s function of Helmholtz equation, i.e.
Gk(x,y) =
eik|x−y|
|x− y| .
To avoid resonances, we chose to represent the scattered field using a combined layer potential
approach and write
uscat(x) = (D + ikS)µ(x). (2.1)
Using (2.1) and the sound-soft boundary condition with the jump properties from Theorem 3.1
in [17], we obtain a uniquely solvable equation for any k with <(k) > 0 and =(k) > 0,(
1
2
I +D + ikS
)
µ(x) = −uinc(x) (2.2)
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for x ∈ ∂Ω.
Next, we make use of the axis-symmetry of ∂Ω and rewrite the density function µ(x) as
µ(r, θ, z) =
∞∑
m=−∞
µm(r, z)e
imθ, (2.3)
and the incident plane wave as
uinc(r, θ, z) =
∞∑
m=−∞
uincm (r, z)e
imθ, (2.4)
where (r, θ, z) are the cylindrical coordinates of x ∈ ∂Ω. Using (2.3) and (2.4) in Equation (2.2),
we obtain a sequence of line integral equations(
1
2
I +Dm + ikSm
)
µm = −uincm , for m ∈ Z (2.5)
with
Smµm =
∫
γ
Gkm(r, z, r
′, z′)µm(r′, z′)r′ds(r′, z′), (2.6)
Dmµm =
∫
γ
∂Gkm(r, z, r
′, z′)
∂ν(r′, z′)
µm(r
′, z′)r′ds(r′, z′), (2.7)
where Gkm(r, z, r
′, z′) are the modal Green’s functions given by
Gkm(r, z, r
′, z′) =
∫ 2pi
0
Gk(r, 0, z, r′, θ′, z′)dθ′ =
∫ 2pi
0
eikρ
ρ
e−imθ
′
dθ′, (2.8)
with ρ =
√
r2 + r′2 + (z − z′)2 − 2rr′ cos θ′ and
∂Gkm(r, z, r
′, z′)
∂ν
=
∫ 2pi
0
(ikρ− 1)(νr′(r cos θ − r′) + νθ′(z − z′))e
ikρ
ρ3
e−imθ
′
dθ′. (2.9)
It is worth mentioning that all the integral equations in (2.5) are decoupled from each other, which
greatly simplifies the computation of the forward problem.
To solve each of the integral equations in (2.5), we must evaluate the line integrals in (2.8) and
(2.9). Unfortunately, the modal Green’s functions are not in closed form and the kernels in these
integral operators have strong singularities. To accelerate the computation, we apply an FFT based
algorithm [32, 33] with recursive formulas to efficiently evaluate the modal Green’s functions. In
order to discretize the singular integral (2.6) and (2.7) to high order, we divide the curve γ into
a set of panels, such that each panel has at least 12 points per wavelength. Next, we discretize
each panel using 16 Gauss-Legendre nodes, and use the 16th-order generalized Gaussian quadrature
from [9] to apply the Nystro¨m method in each of the equations (2.5) to handle the singularity in
the modal Green’s functions. In the end, for each mode, we obtain an N × N system of linear
equations given by
(I+Dm + ikSm)µm = −uincm
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where I is the N × N identity matrix, Dm and Sm are the N × N matrices obtained by the
discretization of the potentials Dm and Sm, µm and −uincm are the CN vectors with coordinates
being the values of the density µm and the function −uincm , respectively, at the discretization points
on γ.
For the computational complexity, if the size of the obstacle is O(1), we have that N = O(k) and
the system is small enough to be efficiently solved using Gaussian Elimination on O(k3) operations.
The number of modes that need to be calculated to resolve the scattered field, which is also the
number of linear systems that need to be solved, is O(k). The total work to calculate the scattered
field for a single incident wave is O(k4). If the scattered field needs to be calculated for Nd incident
waves, the total work becomes O(k4 + Ndk3), where the first term comes from the calculation of
the inverse matrices for all modes and the second refers to the application of those inverse matrices
in the Nd incoming waves. It is much more efficient than a general 3D forward solver which usually
has complexity on the order of O(k6).
3. Inverse Scattering Problem. A large family of scattering objects, in practice, can be
represented by shapes obtained by rotating a curve along an axis. This representation, even though
it has its limitations, covers several important applications, such as nano particles, industrial ma-
chinery parts and missiles. Suppose that γ : [0, 1] → R2 is a parametrization of the curve rotated
along the axis to generate the boundary of the obstacle Ω. Given the forward problem (1.3), we
are interested in the following inverse problem:
Inverse Obstacle Problem (Axis-symmetric case): Given the measurements umeaski,dj of
the scattered field uscatki,dj of an unknown impenetrable axis-symmetric obstacle Ω for some known
collection of incident waves uincki,dj = e
ikix·dj , i = 1, . . . , Nk, j = 1, . . . , Nd, obtain a reconstruction
of the shape of Ω.
For a general three dimensional obstacle, given the scattered field uscat of the obstacle generated
by the scattering of an incident plane wave uinc = eikx·d, one cannot expect to uniquely recover the
shape of the obstacle[17]. However, for the case of an axis-symmetric object, if we assume the axis
of symmetry is fixed, then measurements based on one incident plane wave are enough to determine
the shape of the obstacle, as shown in Theorem 3.1.
Theorem 3.1. Assume Ω1 and Ω2 are two axis-symmetric scatterers with the same axis such
that the scattering fields uscat1 and u
scat
2 on ∂B coincide for one incident plane wave uinc = eikx·d
with d 6= (0, 0,±1). Then Ω1 = Ω2.
Proof. Assume Ω1 6= Ω2. Since the scattered field on ∂B uniquely determines the far field and
the far field uniquely determines the the scattered field outside the region Ω1∪Ω2, we have uscat1 (x) =
uscat2 (x) for x ∈ R3\(Ω1 ∪ Ω2). Without loss of generality, we may assume D = (R3\Ω2) ∩ Ω1 is
nonempty. InsideD, we have u = uscat2 +u
inc well defined and it satisfies the zero boundary condition
on ∂D. Therefore, u is a Dirichlet eigenfunction for the negative Laplacian in the domain D with
eigenvalue k2. Next, we will show that this implies there exists infinitely many eigenfunctions for
the same eigenvalue k2.
Since both scatterers are axis-symmetric and share the same axis, D is also axis-symmetric.
We apply the Fourier decomposition along the azimuthal direction to the incident field uinc. Let
d = (d1, d2, d3) and x = (r cos θ, r sin θ, z). According to the Jacobi-Anger formula [17], the plane
wave has the expansion
uinc(r, θ, z) = eik(d1r cos θ+d2r sin θ+d3z) =
∞∑
m=−∞
imJm(kρ)e
im(θ−φ)eikd3z
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where φ = arctan(d1/d2), ρ = r
√
d21 + d
2
2 and Jm is the Bessel function of order m. In other words,
the m-th mode of uinc is
uincm (r, θ, z) = i
mJm(kρ)e
im(θ−φ)eikd3z.
For each uincm , the corresponding scattered field is given by the Fourier decomposition of u
scat along
the azimuthal direction. We have that um = u
inc
m + u
scat
m satisfies the zero boundary condition on
∂D.
We show that um is not identically zero in D if u
inc
m is nonzero. If this is true, then u
scat
m = −uincm
in D. By analyticity, uscatm = −uincm in R3\(Ω1 ∪ Ω2). This is a contradiction since uscatm satisfies
the Sommerfeld radiation condition while uincm does not. Thus, we obtain infinitely many linearly
independent eigenfunctions in D with eigenvalue k2, which is a contradiction. Therefore, Ω1 = Ω2.
From the conclusion of the previous theorem, we propose a two-part framework to find the
shape of an axis-symmetric obstacle as follows:
• Part 1: find the axis of symmetry of the obstacle;
• Part 2: recover the shape of the generating curve for the obstacle.
In part 1, we propose a procedure that will explore the symmetry of the obstacle to obtain the
axis of symmetry. In particular, by inspecting the far field pattern of the scattered field of some
incident waves with fixed frequency and different direction, we can determine the location of the axis
of symmetry of the obstacle. In part 2, we apply the recursive linearization algorithm with band-
limited representation to solve a sequence of inverse scattering problems using the wavenumber as
a continuation parameter and obtain a high resolution reconstruction of the shape of the obstacle.
3.1. Finding the axis of symmetry (Part 1). To be able to use the uniqueness result from
Theorem 3.1, one must first find the axis of symmetry of the obstacle. Our algorithm to find the
axis of symmetry is based on Theorems 3.2 and 3.3.
Theorem 3.2. If the axis of symmetry of Ω is the z-axis, then for any φ ∈ [0, pi], both the
real and imaginary parts of the far field u∞(θ, φ) of Ω by the incident wave uinc = eikd·x with
d = (d1, d2, d3) 6= (0, 0,±1) are symmetric with respect to θ = θ0 and θ = 2pi−θ0, where θ0 satisfies
cos(θ0) = d1/
√
d21 + d
2
2, and sin(θ0) = d2/
√
d21 + d
2
2. Here θ ∈ [0, 2pi) is the azimuthal angle in the
xy-plane from the positive x-axis and φ ∈ [0, pi] is the altitude angle from the positive z-axis. If
d = (0, 0,±1), then the far field is axis-symmetric with respect to the z-axis.
Proof. For d 6= (0, 0,±1), without loss of generality, we may assume d2 = 0, in which case we
need to show that the far field is symmetric with respect to θ = 0 and θ = pi. In fact, when d2 = 0,
we have uinc = eik(d1r cos θ+d3z) = eik(d1r cos(−θ)+d3z), so uinc is symmetric with respect to θ = 0
and θ = pi for any fixed z. On the other hand, the obstacle Ω is also symmetric with respect to the
plane that is cut by θ = 0 and θ = pi. By the uniqueness theorem of the exterior problem, we have
that the scattered field uscat is also symmetric with respect to the plane where θ = 0 or θ = pi. The
far field pattern can be obtained by using the equation
u∞(θ, φ) =
1
4pi
∫
∂Ω
{
uscat(y)
∂e−ikxˆ·y
∂ν(y)
− ∂u
scat
∂ν
(y)e−ikxˆ·y
}
ds(y), (3.1)
where xˆ = (cos θ sinφ, sin θ sinφ, cosφ). Since all the components on the right hand side of equation
(3.1) are symmetric with respect to θ = 0 or θ = pi, the far field must be symmetric with respect
to θ = 0 or θ = pi, too.
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Similarly, when d = (0, 0,±1), both the incident wave and the obstacle are axis-symmetric with
respect to the z-axis, so is the scattered field and the far field pattern.
Theorem 3.2 implies that the far field pattern is symmetric with respect to the axis of symmetry
when the axis passes through the origin. For an axis-symmetric obstacle that is not centered at the
origin, we have the following translation property for the far field.
Theorem 3.3. Let u∞(θ, φ) be the far field pattern of Ω by the incident field uinc = eikd·x.
For a shifted domain Ωh := {x + h,x ∈ Ω} with a constant vector h ∈ R3, the far field u∞h (θ, φ)
generated by the incident wave uinc becomes
u∞h (θ, φ) = e
ik(d−xˆ)·hu∞(θ, φ)
where xˆ = (cos θ sinφ, sin θ sinφ, cosφ).
Proof. By shifting Ωh back to Ω and making use of the uniqueness theorem of the exterior
scattering problem [17], we see that the scattered field uscath (x) and the normal derivative of the
scattered field ∂uscath (x)/∂ν(x) on ∂Ωh are simply given by{
uscath (x) = u
scat(x− h)eikd·h,
∂uscath (x)
∂ν(x) =
∂uscat(x−h)
∂ν(x−h) e
ikd·h,
x ∈ Ωh.
where uscat(x− h) and ∂uscat(x−h)∂ν(x−h) are respectively the scattered field and its normal derivative on
Ω. The conclusion now follows from equation (3.1) for the far field pattern.
Theorem 3.3 implies that the shifted domain of Ω simply changes the phase of the far field
but not the modulus. Therefore, for a given far field data u∞(θ, φ) of an unknown axis-symmetric
obstacle Ω, |u∞(θ, φ)| is the same as the modulus of the far field of Ω0, where Ω0 denotes a shifted Ω
with its axis centered at the origin. Thus by Theorem 3.2, up to a rotation, |u∞(θ, φ)| is symmetric
with respect to θ = θ0 and θ = 2pi − θ0 for a given θ0 and any φ ∈ [0, pi]. This rotation angle is
exactly the orientation of the axis of symmetry of the unknown obstacle Ω. Once the axis is parallel
to the z-axis, we can make use of the phase information to determine the x and y coordinates of the
axis. In particular, by Theorem 3.3, if we multiply the far field u∞(θ, φ) by an appropriate factor
eikxˆ·h, the real and imaginary parts of the new far field will be symmetric with respect to θ = θ0
and θ = 2pi − θ0 for a given θ0 and any φ ∈ [0, pi].
To summarize, we propose a three-step method to locate the axis of symmetry of the obstacle.
In the first step, we evaluate the far field pattern based on the measured scattered field umeask,d on
the sphere ∂B. Next, we determine the orientation of the axis of symmetry. In the third step, we
find the location of its center. A detailed description of the algorithm follows:
1. Step 1 (Evaluate the far field): For a fixed wavenumber k and d, collect the measured
scattered field umeask,d (x) on ∂B due to the incident plane wave uinc(x). From the measure-
ments of the scattered field on ∂B, one can obtain the scattered field uscat(x) anywhere
on ∂B by using interpolation. To find the corresponding far field u∞(θ, φ), we solve the
boundary integral equation(
1
2
I +D∂B + ikS∂B
)
η(x) = uscatk,d (x), on ∂B.
where D∂B and S∂B are the single and double layer potentials defined on ∂B. Once η(x) is
found, the far field can be evaluated using the formula
u∞(θ, φ) =
1
4pi
∫
∂B
{
∂e−ikxˆ·y
∂ν(y)
+ ike−ikxˆ·y
}
η(y)ds(y).
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2. Step 2 (Determine the orientation): Suppose the far field u∞(θ, φ) is given at 0 =
θ0 < θ1 < · · · < θi < · · · < θn = 2pi for θ and 0 = φ0 < φ1 < · · · < φj < · · · < φm = pi for φ.
Check if |u∞(θ, φ)| is symmetric on the horizontal cross section by taking each (θi, φj) as
the north pole. If that is found within a certain accuracy, we take (θi, φj) as the orientation
of the axis of symmetry.
3. Step 3 (Determine the location): Assume the orientation of the axis of symmetry is
parallel to the z-axis. In order to find the x and y coordinates of the axis, we send two inci-
dent waves uinc1 (x) = e
ikx and uinc2 (x) = e
iky, and evaluate their far field data u∞1 (θ, φ) and
u∞2 (θ, φ) respectively. Suppose the obstacle is located in the area [xmin, xmax]× [ymin, ymax].
By Theorem 3.3, we can determine h1 such that the real and imaginary parts of the shifted
far field u∞2 (θ, φ)e
ik cos θ sinφh1 are symmetric with respect to θ = pi/2 and θ = 3pi/2 for
any φ ∈ [0, pi] by doing an exhaustive search in the interval [xmin, xmax]. Similarly, there
exists h2 ∈ [ymin, ymax] such that the real and imaginary parts of the shifted far field
u∞1 (θ, φ)e
ik sin θ sinφh2 are symmetric with respect to θ = 0 and θ = pi for any φ ∈ [0, pi]. In
the end, we take (h1, h2) as the x and y coordinates of the center of the obstacle.
3.2. Recovering the shape of the obstacle(Part 2). Once the axis of symmetry of the
obstacle is obtained, we can reconstruct the shape of the obstacle. Our goal is to find an approxi-
mation of the simple open curve γ : [0, 1]→ R2 that generates the surface of the obstacle using the
measurements umeaskj for j = 1, . . . , Nk. The idea is to apply the RLA to solve a sequence of single
frequency inverse scattering problems.
3.2.1. Inverse scattering problem for a single frequency data. Using single frequency
data, we can recast the inverse problem as the optimization problem
γ˜ = arg min
γ
‖umeask −Fk(γ)‖, (3.2)
where γ˜ is an approximation of the curve γ.
The problem (3.2) is both nonlinear and ill-posed. To treat the nonlinearity, we apply the
iterative damped Gauss-Newton method. First, an initial guess for the approximation of the curve
γ is chosen, say γ0. Next, in each step of this method, given an approximation γj of the generating
curve at the jth step, we update the curve to obtain γj+1 = γj + αδγ, with α > 0 being a chosen
constant. To obtain δγ, we solve
∂γFk(γj)δγ = umeask −Fk(γj), (3.3)
where ∂γFk(γj) =
[
∂γFk,d1(γj); · · · ; ∂γFk,dNd (γj)
]
and ∂γFk,di(γj), i = 1, . . . , Nd are, respectively,
the Fre´chet derivatives of Fk and Fk,di with respect to γ evaluated at the curve γj . The value of
v(x) = ∂γFk,di(γj)δγ(x) is obtained by solving the Helmholtz equation{
∆v(x) + k2v(x) = 0 for x ∈ R3 \ Ωj ,
v(x) = −k2(δγ(x) · ν(x))
[
∂uk,di
∂ν
]
(x) for x ∈ ∂Ωj ,
v satisfies the Sommerfeld radiation condition, Ωj is the obstacle obtained by rotating the curve γj
around the axis of symmetry, ν(x) is the normal vector to the surface of Ωj at x and
∂uk,di
∂ν is the
normal derivative of the total field that is a solution for the problem (1.2) for the obstacle Ωj with
the incoming plane wave uinck,di = e
ikx·di .
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The iterations are repeated until a stopping criteria is reached. The stopping criteria can be
the total number of iterations Nit, the residual achieving ‖umeask − Fk(γj)‖ ≤ r, with r > 0,
the difference of the curve evaluate in a set of points between consecutive steps is smaller than a
certain value s > 0, or others. A summary of the damped Gauss-Newton method is presented in
Algorithm (1).
As mentioned, Problem (3.2) is highly ill-posed. Various ways were proposed to deal with the
ill-posedness of the inverse scattering problem, including Tykhonov regularization, truncated SVD
[17], the use of a bandlimited representation of the domain [8], etc. In this work, we choose to
search for a bandlimited representation of the generating curve γ. We represent the generating
curve γ and the update δγ as
γ(t) = p(t) (cos (pi (t− 0.5)) , sin (pi (t− 0.5))) (3.4)
and
δγ(t) = h(t) (cos (pi (t− 0.5)) , sin (pi (t− 0.5))) (3.5)
where p(t) and h(t) are given by
p(t) = pc0 +
Np∑
j=1
(
pcj cos (2pij (t− 0.5)) + psj sin (2pij (t− 0.5))
)
(3.6)
and
h(t) = hc0 +
Np∑
j=1
(
hcj cos (2pij (t− 0.5)) + hsj sin (2pij (t− 0.5))
)
(3.7)
with pcj , p
s
j , h
c
j and h
s
j being constant coefficients for the j
th cosine and sine modes, j = 1, . . . , Np.
From Heisenberg’s uncertainty principle for waves, we have that sub-wavelength features of the
scatterer are present in the evanescent modes of the signal and are not detectable in finite precision.
Consequently, the main advantage of this representation is that if we choose the bandlimit parameter
Np = O(k), the system of equations on (3.3) becomes well-conditioned. The second advantage of
choosing this representation comes from the easy and fast evaluation of the polynomials p(t) and
h(t) by using non-uniform FFT [21, 35]. The main disadvantage of choosing this representation
stems from the fact that this representation is ideal for star-shaped figures. If the obstacle that
we are trying to recover is not star-shaped, this representation will probably not work in terms of
providing a high resolution reconstruction. An alternative is to use a bandlimited curve smoother
like the one presented in [8, 6].
3.2.2. Inverse scattering problem using multiple frequency data. On the one hand,
due to Heisenberg’s uncertainty principle, the amount of information about the shape of the scat-
terer that can be stably recovered from measurements of the scattered field at frequency k is propor-
tional to O(k). This means that smaller features of the obstacle that have magnitude proportional
to the sub-wavelength spectrum are extremely difficult to recover using finite precision. On the
other hand, there are also inherent limitations to Newton-type methods for inverse scattering at a
single frequency. When the incident field has larger wavelength, a low-resolution approximation of
the inhomogeneity can be obtained using a simple initial guess. For problems with incident field
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Algorithm 1 Damped Gauss-Newton method
1: Input: Scattered field measurements umeask , initial guess γ0, parameters α, Nit, r, and s.
2: Set j = 0, γ = γ0 and γ−1 = γ0(1 + 2‖γ0‖s).
3: while j < Nit and ‖umeask −Fk(γ)‖ ≤ r and ‖γj − γj−1‖ ≤ s do
4: Calculate Fk(γj) and ∂γFk(γj).
5: Solve ∂γFk(γj)δγ = umeask −Fk(γj).
6: γj+1 ← γj + αδγ
7: j ← j + 1
8: end while
with smaller wavelength, the initial guess for the iterative method must be close to the solution for
the method to converge. This interplay between obtaining a low resolution reconstruction for large
wavelengths using a simple initial guess, and the need to have a very good initial guess when using
small wavelengths, together with the natural limitation on the amount of information that can be
obtained using single frequency data led to the proposal of the RLA [3, 12, 13].
In the RLA, a sequence of increasingly complicated nonlinear optimization problems like (3.2)
at successively higher frequencies is solved using a continuation path in frequency. At a given
frequency k, one uses the damped Gauss-Newton method to solve the inverse problem (3.2) and
obtain an approximate solution γ(k) to the curve γ. This solution is used as the initial guess for
the damped Gauss-Newton method to solve the nonlienar optimization problem with scattered field
data at frequency k + δk, where δk > 0 is sufficiently small. A summary of the RLA is presented
in Algorithm (2).
Algorithm 2 Recursive Linearization Algorithm with Damped Gauss-Newton method
1: Input: Scattered field measurements umeaskj , for j = 1, . . . , Nk and k1 < k2 < . . . < kNk , initial
guess γ0, parameters α, Nit, r, and s.
2: Set γ(0) = γ0.
3: for j = 1, . . . , Nk do
4: Apply the damped Gauss-Newton method with initial γ(j−1), parameters α, Nit, r, and s
to obtain an approximation γ˜ of the curve as a solution.
5: γ(k) ← γ˜.
6: end for
4. Numerical Experiments. To illustrate our framework, we present five numerical exam-
ples. In Example 1, we show the results of part 1 of our framework by recovering the axis of
symmetry of an oblique ellipsoid. In Example 2, we investigate the interplay between the frequency
and the local sets of convexity of the objective functional fk(γ) = ‖umeask − Fk(γ)‖ when the ob-
stacle is a sphere. In Example 3, we recover the shape of an obstacle using different geometric
configurations regarding the direction of the incident plane wave and the position of the receptors.
In Example 4, we recover the shape of the obstacle with different number of modes representing the
domain. Finally, in Example 5, we recover the shape of an obstacle with sharp corners using the
RLA. In this example in particular, we can see the effect of Gibbs phenomenon due to the approx-
imation of the corners by a limited number of modes. To mitigate this effect, we apply a low-pass
Gaussian filter to the update of the domain in each step. In Examples 3, 4 and 5, we consider
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that we have already applied part 1 of our framework and that we have the axis of symmetry and
location of the obstacle with high precision. Hence, we present only the results of part 2 of the
framework in those examples.
A list of the numerical examples with their respective descriptions and results are presented in
Table 4.1.
Table 4.1: List of numerical examples with respective tables and figures.
Example Description Tables Figures
1 Recovering the axis of symmetry X 4.1, 4.2
2 Interplay between frequency and initial guess for a sphere 4.2 4.3
3 Illumination of the obstacles and placement of the receptors X 4.4, 4.5
4 Limiting the number of modes used to recover the obstacle X 4.7
5 Reconstruction of sharp features using multiple frequencies X 4.8, 4.9
4.1. Example 1: Recovering the axis of symmetry. We test part 1 of our framework
by determining the orientation and location of the axis of symmetry of an unknown obstacle. In
particular, we are trying to determine the axis of an oblique ellipsoid generated by rotating and
shifting from a standard one, whose parameterization of generating curve is given by
γ(t) = (x(t), y(t)) = (cos(t− 0.5), 2 sin(t− 0.5)) , t ∈ [0, pi].
The axis of the ellipsoid is oriented at θ = pi4 , φ =
pi
3 with the center located at (2, 2, 0), as shown
in Figure 4.1a. Using the incident wave uinc(x) = eikx·d with k = 3 and d = (cos(pi) sin(pi/8),
sin(pi) sin(pi/8), cos(pi/8)), we measure the scattered field uscat(x) on ∂B with B being radius 5 and
centered at the origin. The far field pattern u∞(xˆ) is found according to step 1 in part 1 of our
algorithm. The modulus of u∞(xˆ) is shown in Figure 4.1b. In particular, the symmetry can not be
seen directly. We therefore test different rotation angles as the north pole as stated in the step 2
of part 1 by choosing m = n = 100. Applying this test, we successfully find the orientation angle
θ = 0.25pi and φ = 0.33pi, which is very close to the exact solution. The far field pattern after
rotation is shown in Figure 4.1c. We also plot the cross section of the far field pattern at φ = pi/4
before and after the rotation in Figure 4.2a. One clearly sees that the symmetry is recovered if the
correct rotation is found.
Once the orientation is found, our next step is to determine the location of the axis on the
xy−plane. We collect the far field data by sending two incident waves, respectively. One is eikx and
the other is eiky. Since the location is not at the center, the far field patterns are not symmetric
anymore. However, by determining the corresponding phase function eiα and eiβ from step 3 of
part 1, where α = kh1 cos θ sinφ, β = kh2 sin θ sinφ, we are able to see the symmetry of the far
field pattern, as shown in Figures 4.2b and 4.2c for a cross section at φ = pi/4. Based on this fact,
we recover the location of the center on the xy−plane as (2, 2).
4.2. Example 2: Interplay between frequency and initial guess for a sphere. In
this example, let the objective functional be fk(γ) = ‖umeask − Fk(γ)‖. We consider the case
where the obstacle is a sphere of radius 1, with generating curve γ : [0, 1] → R2 given by γ(t) =
(cos(pi(t − 0.5), sin(pi(t − 0.5))). Applying the damped Gauss-Newton method one tries to recover
at each step a polynomial p(t) = p0. The shape reconstruction problem of finding p0 turns into the
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(a) An oblique ellipsoid (b) |u∞| before rotation. (c) |u∞| after rotation.
Figure 4.1: (Example 1) We present in (a) an oblique ellipsoid centered at (2, 2, 0) , (b) the
modulus of the far field pattern before rotation, and (c) the modulus of the far field pattern after
rotation with angel given by θ = 0.25pi, φ = 0.33pi.
(a) Comparison of |u∞| before and
after rotation
(b) Comparison of u∞ before and
after shifting
(c) Comparison of u∞ before and
after shifting
Figure 4.2: (Example 1) We have in (a) the comparison of the modulus of the far field pattern at
φ = pi/4 before and after rotation, in (b) the comparison of the real part of the far field pattern at
φ = pi/4 before and after the shifting along the x direction, and in (c) the comparison of the real
part of the far field pattern at φ = pi/4 before and after the shifting along the y direction.
problem of finding the root of a single variable nonlinear equation. To guarantee the convergence
of the damped Gauss-Newton method, the initial guess must be in the same local convexity set of
fk as the solution. This example aims to illustrate the interplay between the wavenumber of the
incident wave and the local set of convexity near the solution.
We use for each experiment one incident plane wave with incident direction d = (cos(pi/9), 0,
sin(pi/9)) and wavenumber km, such that k1 = 1, km = 2.5(m − 1), m = 2, . . . , 13. The scattered
data is measured at receptors xθ,φ = ρ (cos(φj) sin(θl), sin(φj) sin(θl), cos(θl)), with ρ = 10, θl =
lpi/11, φj = 2jpi/10 for l, j = 1, . . . , 10. Since we want to show the relation between the wavenumber
and the local convexity set of fk, we do not add noise to the measurements.
We calculate fkm(γ˜
(j)) at the curves γ˜(j)(t) = p
(j)
0 (cos(t), sin(t)), where p
(j)
0 = 0.01j, for j =
1, . . . , 1000. Using the values of the objective functional, we are able to identify the local set of
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Table 4.2: Table with the values of the boundaries of the local set of convexity [a, b] for different
values of the wavenumber k with the respective wavelength λ = 2pi/k.
k 1.0 2.5 5.0 7.5 10.0 12.5 15.0 17.5 20.0 22.5 25.0 27.5 30.0
λ 6.28 2.51 1.26 0.84 0.63 0.50 0.42 0.36 0.31 0.28 0.25 0.23 0.21
a 0.01 0.08 0.59 0.72 0.79 0.83 0.85 0.88 0.90 0.91 0.92 0.93 0.93
b 10.0 10.0 1.50 1.32 1.23 1.18 1.15 1.13 1.11 1.10 1.09 1.08 1.07
convexity in which p0 = 1 is located. We denote this set to be [a, b], where 0 < a is the largest
point smaller than 1 where fk attains a local maximum, and b is the smallest point larger than 1
where the function attains a local maximum.
In Figure 4.3a, we present the value of fk(γ˜
(j)) for k = 1, 5, 10, 20 and 30. In Figure (4.3b),
we plot three lines: the line for p0 = 1, the line with values of b and the line with values of a. The
values of a and b are also available in Table 4.2 with the wavenumber and its respective wavelength
λ = 2pi/k.
(a) Objective functional ‖umeask −Fk(γ)‖. (b) Local set of convexity [a, b].
Figure 4.3: (Example 2) We present in (a) the plot of the objective functional for different k, and
in (b) the values of a and b, which are the endpoints of the local set of convexity containing the
root p0 = 1.
As expected, with the increasing value of the wavenumber k, the size of the interval [a, b]
decreases. Also, as the wavenumber increases, fk presents multiple local minima, which shows the
nonlinearity of the inverse problem.
4.3. Example 3: Illumination of the obstacle and placement of the receptors. In this
example, we use multifrequency scattered data generated by four different geometric configurations
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(a) Original obstacle (b) Configurations 1 and 3 (c) Configurations 2 and 4
Figure 4.4: (Example 3) We present in (a) the original obstacle in Examples 3 and 4, (b) the
sketch of configurations 1 and 3, and (c) the sketch of configurations 2 and 4.
of incident waves and receptors to recover the shape of an obstacle generated by the rotation around
the z-axis of the curve γ : [0, 1]→ R2, given by γ(t) = p(t) (cos (pi (t− 0.5)) , sin (pi (t− 0.5))), where
p(t) = 1.5 + (0.3 cos(8pi(t− 0.5)/0.5).
A three-dimensional rendering of the obstacle can be seen in Figure 4.4a.
We set up the incident wave directions and the receptors positions in four different geometric
configurations:
1. The incoming direction of the incident waves is d = (−1, 0, 0). The scattered field is
measured at Nr = 100 receptors located at the points xm = 10 (cos(θm), 0, sin(θm)), with
θm = −pi/2 +mpi/(Nr − 1), m = 0, . . . , Nr − 1. See Figure 4.4b.
2. The incoming direction of the incident waves is d = (−1, 0, 0). The scattered field is
measured at Nr = 100 receptors located at the points xm = 10 (cos(θm), 0, sin(θm)), with
θm = −pi/2+ ((Nθ−Nr)/2+m)pi/(Nθ−1), m = 0, . . . , Nr−1, and Nθ = 3100. See Figure
4.4c.
3. The incoming direction of the incident waves is d = (0, 0,−1). The scattered field is
measured at Nr = 100 receptors located at the points xm = 10 (cos(θm), 0, sin(θm)), with
θm = mpi/(Nr − 1), m = 0, . . . , Nr − 1. See Figure 4.4b.
4. The incoming direction of the incident waves is d = (0, 0,−1). The scattered field is
measured at Nr = 100 receptors located at the points xm = 10 (cos(θm), 0, sin(θm)), with
θm = ((Nθ −Nr)/2 +m)pi/(Nθ − 1), m = 0, . . . , Nr − 1 and Nθ = 3100. See Figure 4.4c.
In the configuration 1, the incident wave illuminates the obstacle in the direction perpendicular
to the axis of symmetry and the receptors are located such that is possible to see the entire obstacle
from their positions (taking symmetry into consideration). In configurations 2, 3 and 4, the position
of the receptors provide only limited information about the obstacle.
To obtain measurements, we start by computing the scattered field data uscatk,d at frequencies
kq = 0.5 + (q − 1)0.25, with q = 1, . . . , 25. Next, to avoid inverse crimes, we add 2% noise to the
measured scattered data, using the formula
(umeask,d )m+1 = u
scat(xm) + 0.02

‖‖ |u
scat
k,d (xm)| (4.1)
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where (umeask,d )m+1 is the (m+ 1)
th coordinate of the vector umeask,d , m = 0, . . . , Nr − 1,  = 1 + i2,
and 1 and 2 are chosen from the random normal distribution N (0, 1) with mean zero and variance
one.
We apply the RLA with the damped Gauss-Newton method at each frequency. We set the
stopping criteria of the Gauss-Newton method to be the maximum number of iterations Nit = 10,
the update step size should be no smaller than s = 0.03 and the residual smaller than r = 0.03.
We also include as a stopping criteria any residual increase from one step to another. We set
the damping parameter α = 0.1 for the damped Gauss-Newton method at frequency k = 0.5,
and α = 0.1/‖h‖ for all other frequencies, where ‖h‖ is the 2-norm of the vector of coefficients of
the update. We set the the number of modes in the polynomial representing the update h to be
Np = b2kc.
In Figures 4.5a, 4.5b, 4.5c and 4.5d, we present the reconstructions at frequency k = 6.5 for
the configurations 1, 2, 3 and 4, respectively. In addition, in Figures 4.6a 1, 4.6b 2, 4.6c 3 and 4.6d,
the cross section of the original obstacle and the reconstructions at k = 3.25 and k = 6.5 are shown
for configurations 1, 2, 3 and 4, respectively.
The reconstruction obtained using configuration 1 is more accurate than the reconstructions
obtained using the other configurations. This behavior was expected since the placement of the
receptors in configuration 1 allows for obtaining information from a larger part of the obstacle.
4.4. Example 4: Using limited number of parameters. This example is a continuation of
Example 3. We use the same scattered data with 2% noise that was generated for the configuration
1 in Example 3 to recover the obstacle in Figure 4.4a. In Example 3, at each frequency, the number
of modes used to approximate the boundary of the obstacle and the update obtained by the Gauss-
Newton step is Np = b2kc. Since the frequency varied from k = 0.5 to 6.5, the number of modes
used varied from 1 to 13.
In Example 4, instead of letting the number of modes increase freely with the frequency, we set
it to be Np = min {Nmax, b2kc}, where we choose Nmax = 8, 10 and 13. All the other parameters
for both the RLA and the Gauss-Newton method are the same as in Example 3.
In Figures 4.7a, 4.7b and 4.7c, we present the reconstructions at frequency k = 6.5 using 8,
10 and 13 modes, respectively. Figure 4.7d has the cross section of the original obstacle and the
reconstructions using 8, 10 and 13 modes.
As expected the reconstruction using 8 modes is more precise than the other reconstructions.
As we increase the number of modes used for the reconstruction, the results become increasingly
worse due to the oscillations introduced by the higher order modes. An appropriate filter is required
to damp the oscillation, which will be illustrated in the next example.
4.5. Example 5: Reconstruction of sharp features using multiple frequencies. In
this example, we use multifrequency scattered data to reconstruct an obstacle with the shape of a
land mine, see Figure 4.8. One must use a vary large number of modes Np to recover the sharp
corners of the obstacle using a trigonometric representation.
To generate the simulated scattered data umeaskj ,ds , we used incident plane waves given by u
inc
kj ,ds
(x)
= eikjds·x, where kj = 0.5 + (j − 1)0.25, j = 1, . . . , 78, and
ds = (sin (mpi/6) cos (2npi/5) , sin (mpi/6) sin (2npi/5) , cos (mpi/6)) ,
with s = (m − 1)5 + n, m,n = 1, . . . , 5 and beyond that d26 = (0, 0− 1), and d27 = (0, 0, 1). The
scattered field is measured at Nr = 900 receptors located at the points
xlq = 10 (sin (lpi/31) cos (2qpi/30) , sin (lpi/31) sin (2qpi/30) , cos(pi/31)) ,
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(a) Configuration 1 (b) Configuration 2
(c) Configuration 3 (d) Configuration 4
Figure 4.5: (Example 3) Reconstruction of the shape of the obstacle at wavenumber k = 6.5 for
different configurations.
with l, q = 1, . . . , 30. As in Examples 3 and 4, to avoid inverse crimes, we add 2% noise to the
scattered data using formula 4.1.
We apply the RLA with the damped Gauss-Newton method at each frequency. We used the
same stopping criteria for the Gauss-Newton method as in Examples 3 and 4. We set the damping
parameter α = 0.1 for the damped Gauss-Newton method at the initial frequency k = 0.5, and
α = 0.1/(k‖h‖) for all other frequencies, where ‖h‖ is the 2-norm of the vector of coefficients of the
update. Regarding the number of modes in the polynomial representing the update h, we set it to
be Np = b2kc.
As we apply the RLA and increase the frequency, we note that oscillations are introduced in
the reconstruction. These oscillations are an effect of the Gibbs phenomenon. They occur due to
the limited number of modes used to recover the sharp edges of the obstacle. To mitigate the effect
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(d) Configuration 4
Figure 4.6: (Example 3) Cross section of the original obstacle with the reconstructions at k = 3.25
and 6.5 using different geometric configurations.
of the oscillations, we introduce an extra step in our reconstruction algorithm. After finding the
domain update step h for the damped Gauss-Newton method, we apply a low-pass Gaussian filter
as follows:
h(t) = hc0 +
Np∑
j=1
`j
(
hcj cos (2pij(t− 0.5)) + hsj sin (2pij(t− 0.5))
)
where the filter constants are `j = exp
(−(j/Np)2/σ2), j = 1, . . . , Np and σ2 is a constant to define
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(a) 8 modes (b) 10 modes
(c) 13 modes
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(d) Cross section
Figure 4.7: (Example 4) Reconstructions of the obstacle at wavenumber k = 6.5 using the max-
imum number of modes equal to: (a) 8, (b) 10 and (c) 13. In (d), we present the cross section of
the reconstructions for all modes and the original obstacle.
the damping of the filter. The application of this low-pass Gaussian filter follows a similar logic as
in [8], which uses a curve smoother developed in [6].
In Figures 4.9a, 4.9c, and 4.9e, we present the reconstruction obtained at k = 20 using no filter,
filter with σ2 = 0.5, and filter with σ2 = 0.1, respectively. In Figures 4.9b, 4.9d, and 4.9f we present
the cross section of the original obstacle and of the reconstructions at k = 6, k = 12 and k = 20
using no filter, filter with σ2 = 0.5, and filter with σ2 = 0.1, respectively.
The results clearly show that although the general shape of the obstacle can be recovered
without filtering, it is hard to recover the sharp features of the obstacle with high resolution. On
the other hand, using an appropriate filter produces a sharp reconstruction of the obstacle with
very few oscillations.
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(a) Mine
(b) Cross section of the mine
Figure 4.8: (Example 5) We present in (a) the original 3D obstacle and (b) a cross section of the
obstacle.
5. Conclusions. In this paper, the forward and inverse scattering problems of recovering
the shape of a three-dimensional impenetrable axis-symmetric sound-soft obstacle are studied. To
solve the forward problem, we make use of the symmetry of the obstacle by applying separation
of variables in the azimuthal angle and Fourier decomposing the resulting problem. The original
integral equation becomes a sequence of uncoupled line integral equations, where the new problems
are both simpler and computationally cheaper to solve. For the inverse problem, we introduce a
two-part framework for recovering the shape of the obstacle. In part 1, we find the axis of symmetry
and center of the obstacle using the symmetry of the far field pattern. In part 2, we apply the RLA
to obtain a reconstruction based on multifrequency data.
We present five examples to examine the feasibility of the two-part framework. In Example 1,
part 1 of the framework is tested successfully to obtain the axis of symmetry of an oblique ellipsoid.
In Example 2, we show the interplay between the frequency and the local sets of convexity of
the objective functional when the object is a sphere. In Example 3, we study different geometric
configurations concerning the location of the receptors and the direction of the incident wave. In
Example 4, we show that results are improved when the correct number of modes is used to represent
the solution. Finally, in Example 5, we reconstruct an object with sharp edges using the RLA. A
filter is used in the update of the domain to obtain an oscillation free high resolution reconstruction
of the obstacle.
In the future, we intend to expand the inverse problem techniques to solve the multifrequency
inverse scattering problem for three dimensional obstacles of arbitrary shape.
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(c) Filter with σ2 = 0.5
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(d) Filter with σ2 = 0.5
(e) Filter with σ2 = 0.1
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(f) Filter with σ2 = 0.1
Figure 4.9: (Example 5) Reconstructions of the obstacle at wavenumber k = 20 are presented for
the case when we use: (a) no filter, (c) filter with σ2 = 0.5 and (e) filter with σ2 = 0.1. The cross
section of the original obstacle and the reconstructions at wavenumbers k = 6, 12 and 20 for the
cases when we use (b) no filter, (d) filter with σ2 = 0.5 and (f) filter with σ2 = 0.1.
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