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1 Préambule 
Une partie des recherches menées à l’IFSTTAR porte sur les facteurs humains et notamment 
sur le comportement des usagers de la route et de la rue. Une partie de ces recherches se 
fait, non-pas sur la route mais en laboratoire, sur simulateur de conduite ou plus 
généralement, en réalité virtuelle. 
L’équipe SimTeam du laboratoire LEPSIS conçoit, développe et exploite un ensemble de 
simulateurs immersifs de déplacement utilisés par des chercheurs de quatre, voire cinq 
laboratoires de l’institut (COSYS-LEPSIS, TS2-LESCOT, TS2-LMA, AME-LPC et AME-LTE). 
La conception et l’exploitation de ces simulateurs immersifs font appel à de multiples 
compétences relevant notamment de l’informatique, de l’électronique, de l’automatique, de 
la mécanique et de l’infographie. Le fonctionnement des simulateurs implique également la 
modélisation et la simulation de multiples composantes du monde. Nous pouvons par 
exemple citer le comportement des autres usagers de la route et de la rue, la motorisation 
du véhicule conduit par les participants, la dynamique du véhicule, la diffusion de la lumière 
par temps de brouillard ainsi que les différentes forces et frottements s’appliquant sur les 
cyclistes (dans le cas du simulateur vélo). 
Au-delà des modèles computationnels que nous venons d’évoquer, le fonctionnement des 
simulateurs repose également sur la modélisation de la route, de la rue et plus 
généralement de l’environnement routier et urbain qui se compose de multiples objets 
(bâtiments, mobilier urbain, véhicules, cyclistes, piétons…). La modélisation des objets fait 
appel aux techniques de l’infographiste. 
2 Objet du document 
Deux verrous majeurs sont associés à la création et à la gestion des objets 3D qui composent 
l’environnement simulé : 
- Permettre le rendu graphique en temps réel lorsque la scène se compose de nombreux 
objets, 
- Conserver les propriétés des objets (notamment couleurs et animations) lorsqu’ils sont 
transférés du logiciel de création au moteur de rendu. 
 
Ce document propose des éléments de réponse à la première difficulté, le rendu temps réel. 
Il rassemble ainsi différentes techniques d’optimisation d’objets modélisés en 3D, afin 
d’améliorer les performances lors d’une utilisation sur des simulateurs temps réel. Il est 
susceptible d’être modifié. 
Je ne détaille pas la marche à suivre de ces techniques dans le document, un infographiste 3D 
saura facilement les mettre en place dans le logiciel de son choix. 
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3 Nombre de Polygones pour une utilisation temps réel (Polycount) 
Il est nécessaire de bien comprendre les termes utilisés par la plus grande partie de 
l’industrie de l’infographie 3D en ce qui concerne la dénomination des polygones. 
Pour un polygone à 3 côtés, on utilisera le terme de triangle, ou tri.  
Pour un polygone à 4 côtés, on utilisera le terme de quad. 
Pour un polygone à 5 ou + côtés, on utilisera le terme de Ngon.  
 
Un logiciel 3D est capable de créer une surface à partir du moment où au moins 3 points 
sont mis en place dans l’espace.  
 
Cependant, pour faciliter le travail des modélisateurs 3D, les principaux logiciels de 
modélisation 3D actuels ont fait le choix de permettre de travailler avec des polygones à 4 
côtés, des quads.  
 
Les moteurs temps réel actuels sont restés sur une utilisation de tris pour calculer les 
surfaces des objets 3D. Un moteur temps réel convertit automatiquement toutes les 
surfaces en triangles.  
Lorsqu’on parle de budget de polygones pour un objet 3D  (= nombre de polygones qui 
constitue l’objet) pour une utilisation dans un moteur temps réel, on utilise en général le 
terme « Polycount ». Cependant, le terme exact serait « Tricount », soit le nombre de 
triangles qui constitue l’objet. 
Lors de la phase de modélisation, il est possible de voir cette information.  
 
Il est donc nécessaire d’effectuer sa modélisation en fonction de ce paramètre. 
 
Dans le cadre de simulateurs temps réel, il faut définir à l’avance le budget alloué à chaque 
objet de la scène. Plus un objet possède de polygones, plus il est lourd à charger.  
Une bonne façon de définir ce budget est de constituer 3 types de catégories d’objets :  
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1. les objets principaux, ceux qui seront amenés à être près de l’œil de l’utilisateur, ou qui ont 
une importance capitale dans la scène. Par exemple la voiture qu’il conduit, ou le véhicule 
qui est devant lui.  
2. les objets intermédiaires, ceux qui sont légèrement éloignés de l’utilisateur, ou qui ont une 
importance légère dans la scène. Par exemple des barrières, ou le conducteur d’un 
véhicule. 
3. les objets lointains, ceux qui constituent un décor de fond dans la scène, ou qui ont une 
importance moindre. Par exemple une maison au loin, des arbres.. 
 
Cela permet d’estimer, en fonction du nombre d’objets souhaité, un nombre de polygones 
alloué à chaque catégorie.  
Il faut savoir que les moteurs temps réel actuels (Unity, Unreal Engine ...) gèrent maintenant 
assez bien le nombre de polygones. Les budgets ne sont plus aussi serrés qu’auparavant, 
même si il faut garder ces paramètres en tête. La grosse partie de l’optimisation temps réel 
se joue aujourd’hui au niveau des textures, sur lesquelles nous reviendrons plus loin. 
4 Modèles LowPoly et modèles HighPoly 
Comme vu précédemment, il est nécessaire de ne pas avoir trop de polygones dans une 
scène temps réel pour permettre un affichage fluide. Néanmoins, afin d’avoir un réalisme 
satisfaisant dans les objets 3D, il faut des détails. Et plus de détails est égal à plus de 
polygones. 
Pour contourner ce problème, il faut faire deux versions d’un même objet 3D. Lors de la 
phase de modélisation, on crée un modèle haute résolution, aussi appelé modèle « High 
Poly » et un modèle basse résolution, aussi appelé « Low Poly ». 
Le modèle LowPoly est une version avec un nombre réduit de polygones qui est destiné à 
être importé dans le moteur temps réel. C’est ce modèle que va calculer le moteur donc 
moins il a de polygones, plus l’optimisation sera efficace. Il reprend les formes principales de 
modèle haute résolution (HighPoly) mais ne contient pas de détails importants en tant que 
tel. 
Le modèle HighPoly lui est une version très détaillée de l’objet en question, avec un nombre 
élevé de polygones. Cet objet n’est pas destiné à être importé dans le moteur temps réel. Il 
va servir à transférer tous ses détails visuels dans la texture de l’objet LowPoly. On peut 
donc aller très loin dans le réalisme de ce modèle, en utilisant un nombre de polygones 
élevé. 
 
Il existe deux marches à suivre différentes pour faciliter la création de ces deux objets : 
1. Créer une version LowPoly du modèle. A partir de cette forme simple, on peut par la suite 
dupliquer cet objet et ajouter du détail sur la deuxième version, qui sera notre HighPoly. On 
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peut rajouter des éléments manuellement, ou alors utiliser des modifiers de type « Bevel » 
ou « Subdivision » pour obtenir l’aspect désiré. 
2. Créer une version HighPoly du modèle. A partir de cet objet très détaillé, on pourra soit 
simplifier notre objet en supprimant des parties, soit faire ce que l’on appelle une 
« retopologie » , c’est-à-dire recréer une maillage de polygones par-dessus notre objet 
détaillé, qui reprendra uniquement les formes principales. 
 
Chaque marche à suivre a ses avantages et inconvénients. En général, on utilise surtout la 
première méthode (LowPoly > HighPoly) lorsque le Polycount (budget de polygones alloué à 
l’objet) a une importance capitale. Cette méthode est aussi utilisée pour des objets 
industriels (Hard Surface) : sur ce type d’objet, il est assez simple de rajouter du détail à 
partir d’une version simplifiée. 
La deuxième méthode (HighPoly > LowPoly) est globalement utilisée pour les objets 3D dits 
organiques : humains, animaux, végétation,…  
Mais en fonction des préférences, il est possible d’utiliser n’importe quelle marche à suivre. 
Il est très important que les deux objets soient de même dimensions, et que le LowPoly 
enveloppe notre HighPoly. Lors de l’étape de « baking » expliquée plus loin, le logiciel 
transférera tous les détails du HighPoly sur notre LowPoly. 
 
Deux cubes, un LowPoly et un HighPoly. Les angles arrondis et le creux du HighPoly seront par la suite 
transférés dans la texture du simple cube de gauche. 
Nomenclature 
Il est utile d’utiliser le suffixe _low et _high pour différencier le nom des objets lors de la 
modélisation. Cela permettra en plus de faciliter l’étape de baking plus tard.  
Par exemple, voiture_low et voiture_high . 
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5 Astuces de modélisation pour du temps réel 
Lors de la phase de modélisation, afin de gagner du temps et plus tard de l’optimisation sur 
les textures, il est possible d’utiliser quelques astuces.  
Premièrement, l’utilisation de Ngons : en 3D, celle-ci est normalement fortement 
déconseillée. En effet, le logiciel ne sait pas comment interpréter une surface définie par 
plus de 4 côtés. Cela pose surtout un problème au niveau de l’ombrage d’une surface. Dans 
le cas où une surface est plane et n’est pas destinée à être animée, il n’y aura pas de soucis 
d’ombrage, et donc on peut laisser le logiciel interpréter à sa guise le Ngon. Il vaut mieux 
l’éviter si possible, mais dans le cas d’une zone trop complexe, le gain de temps lors de la 
fabrication justifie de le faire. 
 
Un Ngon avec une surface non plane, et un Ngon avec une surface plane 
Deuxièmement, si un objet est symétrique, on peut utiliser la symétrie afin de diviser le 
travail par 2. Cela sera surtout utile lors de la phase de dépliage UV, afin de gagner de la 
place pour optimiser nos textures. Comme il est nécessaire de rajouter un edge au milieu de 
la modélisation, cela augmente le nombre de triangles. Cependant le gain en termes de 
place pour les textures contrebalance largement cette augmentation du nombre de polys. 
Troisièmement, si un objet a besoin d’avoir une surface intérieure et extérieure, il n’est pas 
nécessaire de lui ajouter de l’épaisseur. On peut simplement dupliquer l’objet en question, 
et inverser ses normals (les normals indiquent la direction dans laquelle pointe la surface). 
Cela permet d’économiser les polygones de « tranche ». 
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6 Symétrie et dépliage UV 
Comme dit précédemment, il est possible de travailler en symétrie pour gagner et en 
efficacité et en temps lors de la modélisation, mais également en optimisation pour les 
textures à venir. 
Le dépliage UV est une étape clé dans la création d’un modèle 3D pour du temps réel. Il 
permet d’assigner à chaque polygone une zone d’une texture 2D. 
 
 
Sur l’exemple ci-dessus, les parties symétriques du personnage, les bras par exemple, ne 
sont pas dépliés au même endroit car ils ont sans doute besoin d’être indépendants pour 
avoir des textures différentes. Si les deux bras étaient identiques, on pourrait superposer 
leur dépliage UV. Superposer le dépliage UV signifie qu’ils vont partager la même 
information de texture placée à cet endroit. Une tache sur le bras droit sera au même 
endroit sur le bras gauche. 
Si l’on travaille sur un objet symétrique, superposer le dépliage des deux côtés permet un 
gain de place important, et donc de pouvoir augmenter la taille de l’UV. Augmenter la 
taille d’une zone d’UV permet de ce fait de gagner en résolution de texture. 
Imaginons que l’on utilise une texture de 1024*1024 : si l’on a deux bras indépendants, 
comme l’image au-dessus, chaque UV de bras a besoin d’occuper sa moitié de la texture, soit 
une résolution de 512*512 par bras. Cependant, si nos deux bras n’ont pas besoin d’une 
texture différente, on peut superposer leur UV, et donc avoir une résolution de 1024*1024 
par bras. 
Il est donc important d’éviter de déplier deux fois des parties d’un objet 3D qui sont 
exactement pareilles. Il vaut mieux les superposer (grâce à la symétrie). 
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Cependant, superposer deux zones UV peut mener à des problèmes lors de l’étape de 
transfert des détails du HighPoly dans notre texture. Il est nécessaire de bien préparer notre 
objet pour éviter des artefacts visuels non souhaités. 
Pour cela il faut comprendre comment marche une zone UV (appelée UV Space en anglais) :  
Une UV Space est définie dans une zone de 0 à 1 sur l’axe X, et de 0 à 1 sur l’axe Y. Les 
moteurs temps réel ne sont pas capables de sortir de cette zone 0-1. Par contre, les logiciels 
de modélisations et de texturing sont en mesure de répéter cette zone 0-1. On peut donc 
avoir la même zone qui se répète aux coordonnées 1-2, 2-3, 3-4 …  
Ce qui veut dire que si une face d’un cube est placée en 0.3, elle aura la même information 
de texture que si elle était placée en 1.3, en 2.3, en 3.3..   
Lors de l’utilisation de la symétrie pour notre dépliage UV, cela est intéressant. Cela veut dire 
qu’il est possible de partager des informations de textures entre deux côtés de la symétrie, 
tout en ne les superposant pas puisqu’ils seront déplacés de +1 dans la zone UV. 
 
Pour faire cela, il est possible, dans l’éditeur UV des logiciels de modélisation 3D, de déplacer 
un UV sur les coordonnées X et Y. Il suffit donc de déplacer l’UV d’une des parties de la 
symétrie de +1 sur l’axe X. 
 
 
Cela permettra d’éviter qu’une information de notre HighPoly ne soit transférée deux fois au 
même endroit de la texture, ce qui cause des problèmes visuels. On se retrouve donc avec 
une moitié de notre objet déplié dans la zone 0-1, et l’autre moitié dépliée exactement 
pareil en zone 1-2. 
On a ici parlé de symétrie gauche / droite. Mais il est également possible de « superposer » 
des UV d’une partie qui se répète à plusieurs endroits : une antenne qui se répète plusieurs 
fois sur l’objet, un bouton qui se répète à différents endroits …  
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7 Baking du HighPoly 
Le baking est ce qui permet de transférer les informations du HighPoly dans la texture qui va 
être appliquée à notre LowPoly. C’est sans doute l’étape la plus importante dans un 
processus d’optimisation pour du temps réel. 
Les principaux logiciels de modélisation 3D permettent d’effectuer cette étape, mais il y a 
également des logiciels plus spécialisés comme Substance Painter, Marmoset Toolbag, 
XNormals… Je ne détaillerais pas ici la marche à suivre pour les logiciels, mais plutôt des 
points importants pour obtenir des textures de bonne qualité. 
 
Pour démarrer cette étape de baking, il est nécessaire d’avoir les objets 3D suivants : 
- Un objet LowPoly avec les UV dépliés 
- Un objet HighPoly 
 
Il est indispensable que les deux versions de l’objet soient de même dimensions, et aux 
mêmes coordonnées 3D, avec le point de pivot au même endroit.  
Le baking du HighPoly sur notre LowPoly va servir à transférer toutes les informations de 
surface, tous les détails, les zones creuses, dans la texture de notre LowPoly. Ce qui fait que 
l’on récupère les détails, tout en ayant le nombre réduit de polygones du LowPoly. 
 
 
Pour faciliter le travail des logiciels de baking, il faut avoir nommé les objets avec le suffixe 
_low et _high. On dit ainsi au logiciel de transférer les détails de voiture_high sur la texture 
de voiture_low.  
Il n’est pas nécessaire d’avoir un seul objet pour le baking. Au contraire, il est même utile 
d’avoir différents objets avec différents noms, pour éviter que le logiciel ne transfère des 
détails au mauvais endroit.  On peut donc avoir un objet voiture, constitué de plusieurs 
parties nommées comme tel :  
pare-brise_low - pare-brise_high / portière_avant_low - portière_avant_high ..  
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On appelle ceci des groupes de baking. Il est possible de le faire après-coup dans certains 
logiciels comme Marmoset Toolbag, mais avoir une bonne nomenclature dès le début 
permet d’automatiser le processus dans tous les logiciels. 
A la fin de cette étape de baking, on récupère différentes maps : 
- La Normal Map, qui est la plus intéressante, permet aux moteurs temps réel de 
simuler l’impact de la lumière sur la texture. Grâce à des coordonnées 3D stockées 
dans la couleur de la Normal Map, le moteur va interpréter celle-ci comme du relief, et 
ainsi proposer un ombrage, des reflets, qui correspondent à une surface détaillée. 
- La Map ID : qui permet de stocker des informations de couleurs du HighPoly. Si l’on 
applique par exemple une couleur rouge à une partie de notre HighPoly, et jaune à une 
autre, ces couleurs seront transférées aux positions correspondantes dans la texture. 
Cela est utile pour sélectionner rapidement des zones lors de la phase de texturing : on 
met par exemple toutes les vitres en bleu, toutes les vis en rouge. Pour appliquer un 
matériau verre, plutôt que de sélectionner toutes nos vitres une à une, on sélectionne 
la couleur bleu. Plutôt que de sélectionner toutes nos vis une à une pour appliquer un 
matériau métal, on sélectionne la couleur rouge.  
- La Map Ambiant Occlusion : Cette map permet de stocker des zones d’ombres qui 
peuvent apparaitre dans les creux d’un objet, ou lorsque deux objets sont proches l’un 
de l’autre. Elle ajoute énormément de réalisme à un asset 3D. 
- La Curvature Map : elle permet de stocker tout ce qui est creux ou relief dans la 
surface. Elle est utile pour le texturing, pour mettre de la rouille dans les creux par 
exemple. 
- La Position Map : Elle permet de stocker la position d’un polygone dans l’espace. C’est 
utile si l’on veut par exemple mettre une surface sale sur tous les polygones qui sont 
orientés en haut, et une surface propre sur tous ceux orientés en bas. 
 
Il existe d’autres maps comme la Thickness Map, dont l’intérêt est limité ici car gourmande 
en performance dans un moteur temps réel. 
8 Gestion des textures  
Le chargement des textures demande une grande quantité de ressources, et peut rapidement 
faire chuter les performances si les textures ne sont pas optimisées. 
On a vu précédemment que pour le nombre de polygones, il fallait définir 3 priorités en 
fonction de l’importance de l’objet. Il en est de même avec les textures. Un objet important 
aura droit à une taille de texture plus importante (2048*2048 par exemple), alors qu’un 
objet d’importance moindre n’aura besoin que d’une texture de 256*256 ou moins.  
Il faut définir à l’avance la taille de texture allouée à chaque priorité. Néanmoins, avec les 
logiciels actuels, on peut réexporter facilement des textures dans des tailles différentes. 
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9 Level Of Details (LOD) 
Le LOD (Level Of Details) est un procédé qui permet de gérer la qualité d’un modèle 3D en 
fonction de la distance d’affichage.  
En effet, il n’est pas utile d’afficher un objet 3D de pleine qualité si celui-ci se situe loin de 
l’œil de l’utilisateur. Pour gagner en performances, on peut ainsi préparer différentes 
qualité de modélisations et de textures pour un même modèle, et choisir d’afficher telle 
ou telle version en fonction de la position de l’utilisateur. 
Par exemple, pour un modèle de voiture : 
- Le LOD 1, celui le plus près de l’utilisateur, aurait 10k polygones et une texture de 
2048*2048 
- Le LOD 2, celui à distance d’affichage intermédiaire, aurait 3k polygones et une texture 
de 512*512 
- Le LOD 3, celui situé très loin, aurait 500 polygones et une texture de 128*128. 
 
Il est possible de générer pratiquement autant de LOD que souhaité, cependant il faut savoir 
que le changement d’un LOD à un autre se fait par une sorte de fondu enchainé, et peut donc 
être visible si répété trop fréquemment.  
Afin de générer ces différents LOD, il suffit de prendre l’objet 3D de base, et de le simplifier, 
soit en faisant une version basique (un cube légèrement modifié pour une voiture pour un 
LOD très lointain par exemple), soit en supprimant des polygones, en faisant une retopology 
… Des utilitaires Unity et Unreal Engine permettent de générer automatiquement différents 
groupes de LOD, ainsi que des plugins pour des logiciels pour Blender, 3DsMax ou Maya.   Il 
n’y a pas vraiment de marche à suivre particulière, l’idée est simplement d’avoir une 
version plus simple d’un objet. 
Pour les textures, la démarche est la même : exporter la texture de base dans une version 
plus compressée et de taille moins importante. On supprime aussi ce qui est Normal Map, 
Roughness, etc, afin de charger moins de textures. Pour remplacer la Normal map et 
l’Ambient Occlusion, on peut mettre leurs informations dans la map de couleur, et pour 
définir la roughness, metallic map, ou autre, on peut rentrer un paramètre directement dans 
le matériau. 
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10 Importation d’un modèle 3D et optimisation du chargement des textures  
Il est possible d’optimiser de façon assez importante les performances d’une simulation en 
gérant correctement l’importation des objets 3D, mais surtout des différentes textures. 
Les moteurs temps réel actuels, type Unity ou Unreal Engine, fonctionnent de la façon 
suivante : on a notre objet 3D, sur lequel on va appliquer un matériau (appelé material en 
anglais). Ce material contient les différentes textures / maps de l’objet. C’est-à-dire qu’il 
rassemble la map de couleur, la normal map, la map d’ambient occlusion… 
On a donc notre objet : voiture_low , notre material appliqué dessus : Material_voiture , et à 
l’intérieur de ce material les différentes textures : voiture_couleur, voiture_normalMap, …  
 
 
Un matériau peut être appliqué à plusieurs objets de la scène.  
Cela permet de charger une seule fois les textures d’un type de voiture, plutôt que de 
recharger une texture autant de fois qu’une telle voiture est présente dans la scène.  
Nomenclature 
Il est très utile de bien nommer ses différentes entités une fois dans le moteur temps réel, 
car il peut vite devenir laborieux de chercher ses différents fichiers.  
Il faut donc mettre en place une nomenclature efficace qui permette de rechercher les 
objets voulus. 
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- Pour les objets 3D, on peut les nommer ainsi : « low_voiture » « high_voiture » 
- Pour les textures, on les nommera ainsi : « TEX_voiture_color », 
« TEX_voiture_normalMap » 
- Pour les matériaux, on les nommera ainsi : « MAT_voiture » 
Stockage de maps dans le RGB 
Pour optimiser encore plus le chargement des textures, il est possible de rajouter une étape, 
un peu laborieuse mais qui permet un gain de performances assez élevé.  En effet, il divise 
par 4 le chargement de textures. 
Chaque texture importée dans un moteur possède quatre types d’information :  
- Sa valeur en couleur rouge, R 
- Sa valeur en couleur verte, G 
- Sa valeur en couleur bleue, B 
- Sa valeur en opacité, c’est-à-dire en transparence, ou en alpha en anglais, A 
Chaque valeur est située entre 0 et 255. 
 
Ce que l’on voit quand on fusionne toutes les valeurs RGB, c’est la couleur finale de la 
texture. Cependant, si on les isole, chaque canal est simplement constitué d’une image en 
noir et blanc. Celle-ci permet de donner sa valeur à chaque pixel du canal en question. Un 
pixel noir sur l’image donnera une valeur de 0, tandis qu’un pixel blanc donnera une valeur 
de 255. Tous les niveaux de gris intermédiaires permettent de naviguer entre ces valeurs. 
Ce qui veut dire que si l’on a une image recouverte de vert avec un rond rouge au centre, le 
canal R sera constitué d’un rond blanc au centre, le reste noir. Le canal G sera constitué 
d’une zone entièrement blanche, avec une rond noir au centre (le négatif du canal R). Le 
canal B sera totalement noir, car il ne possède aucune information de couleur. Le canal 
Alpha, quand à lui, sera entièrement Blanc, car l’opacité de toute l’image est à 1. 
En sachant cela, on peut utiliser ces différents canaux RGBa pour stocker nos différentes 
textures en noir et blanc. Il sera en effet possible dans le moteur temps réel d’isoler ces 
canaux pour récupérer uniquement la texture.  
Les  maps de réflexions (Glossiness ou Roughness), les maps de Metalness, les maps 
d’Ambient Occlusion, sont toutes des textures noir et blanc. Plutôt que d’importer chaque 
map séparément, ce qui serait assez lourd en chargement de texture, on peut en fusionner 4 
dans une même image. Cette image, en tant que tel, n’a pas d’intérêt. C’est chaque canal 
séparé qui nous intéresse. Par exemple, le canal R peut posséder la texture de Roughness, le 
canal G possède la texture de Metalness, le canal B l’Ambient Occlusion, et le canal A la map 
de Curvature. 
En important cette image, puis en créant un matériau dans lequel on sépare chaque canal 
RGBa, on récupère 4 textures à partir d’une seule image. 
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Ici une image avec les canaux RGB réunis, puis chaque canal R, V et B séparés. 
 
Il faut garder à l’esprit que ce procédé supprime toute information de couleur, il ne 
fonctionne donc pas avec les Normal Maps, les Color Maps ou toute autre map qui a besoin 
des canaux RGB pour définir sa couleur. 
 
TEXTURE ATLAS 
Un moteur temps réel préfère charger une grosse texture qu’une multitude de plusieurs 
petites textures. Il est donc courant d’utiliser ce que l’on appelle un Texture Atlas pour 
stocker différentes textures d’objets plus ou moins importants. Si l’on a 4 textures de 
256*256 pour nos objets, on préférera les stocker dans une image de 1024*1024 que dans 4 
fichiers séparés.  
C’est le moteur de jeu qui permet de « sélectionner » quelle zone de l’image on souhaite 
utiliser pour tel ou tel objet. Il n’est donc pas nécessaire d’avoir une texture en puissance de 2 
(1024², 2048²) pour ces Atlas. 
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11 Matériaux et Material Instances 
Cette partie concerne principalement Unreal Engine. Unity ne gère pas de la même façon les 
matériaux, mais il existe peut-être une méthode similaire. 
Lorsque l’on crée un matériau pour un objet, on définit à l’intérieur tout ce qui le compose : 
différentes textures, paramètres,… Au lancement, le moteur temps réel charge ce matériau, 
et l’applique ensuite aux différents objets 3D l’utilisant.  
Pour économiser du chargement, il est possible « d’exposer » des paramètres dans le 
matériau d’origine, et de créer ce que l’on appelle des Material Instances. Ces instances vont 
chercher le matériau de base, qui est déjà chargé, et vont juste modifier un paramètre 
souhaité.  
Par exemple, si dans notre material principal on définit tous les paramètres, mais que l’on 
choisit d’exposer le paramètre couleur, on peut ensuite créer plusieurs Material Instances où 
uniquement la couleur est modifiée. 
Cela nous donne : 
- MAT_voiture  
- MAT_voiture_rouge (material instance qui modifie le paramètre couleur pour attribuer 
la couleur rouge) 
- MAT_voiture_bleu (material instance qui modifie le paramètre couleur pour attribuer 
la couleur bleu) 
- MAT_voiture_violette (material instance qui modifie le paramètre couleur pour 
attribuer la couleur violet) 
- … 
Il est possible d’exposer beaucoup de paramètres via ce procédé. Cela permet d’alléger 
grandement le chargement de matériaux. 
 
