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Abstract
In this thesis I describe investigations of the interaction of strong laser fields with nanoscale
targets, particularly with atomic clusters. I have explored laser-irradiated clusters in a new
regime of interaction where the pulse duration approaches the few-cycle regime and the cluster
ions essentially do not move during the laser pulse.
A key result of this thesis is the observation of a new anisotropy in the ion emission from
the explosion of xenon and argon clusters subjected to ultra-short (∼ 30 fs) near-infrared high
intensity (∼ 1015 Wcm−2) laser pulses. In this regime more energetic ions are emitted in the
direction perpendicular to the laser polarisation axis, which is the reverse of the well-known
anisotropy previously observed in experiments with longer (∼ 100 fs) pulses. I show that
the new anisotropy is a transient phenomenon present for a limited range of pulse durations,
that is specific to the cluster size and atom species. As the pulse duration is increased
the new anisotropy diminishes and a standard anisotropy appears. To explain the observed
anisotropy, I have developed an electrostatic model, showing that the intracluster electric field
can have a maximum in the direction perpendicular to the laser polarisation axis, leading to
anisotropic ion acceleration consistent with experimental observations. These measurements
and modeling give access to the initial dynamics, present early in the interaction of an intense
laser field with a nanoscale dielectric.
In addition to investigations of gas phase clusters I have also studied nanostructures on
surfaces. An experiment to study time-dependent plasmonic fields with attosecond streaking
is being designed and built. Here I present numerical simulations of nanoplasmonic streaking
and address the issues that have to be considered for the ongoing experiment. I show how
the plasmonic field can be retrieved from the simulated streaked spectra.
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Chapter 1
Introduction
1.1 Thesis introduction
The progress in laser technology during the last 25 years has allowed the production of laser
pulses with durations on the femtosecond time scale, with electric fields comparable to or
higher than the electric fields inside atoms and molecules [1]. This technology has opened
new areas of research, such as the generation of high order harmonics [2, 3], production of
single attosecond pulses [4, 5], capturing electron dynamics in atoms on sub-fs time scale [6–8]
and probing of molecular structure and dynamics [9–13].
A strong laser field can interact with a range of targets with sizes from ∼1 A˚ for single
atoms to ∼10s of microns (limited by the focal spot size) for extended solid targets (Fig. 1.1).
Many of the strong-field experiments reported to date have been performed with gases of atoms
or molecules [4–14]. In this interaction the electrons from atoms or molecules are ionised by
the laser electric field and the subsequent processes can be understood by considering the
electron driven by the laser field [15, 16]. When a gas is ionised by a strong laser field with
intensity around 1013 − 1016 Wcm−2 a relatively cold plasma is typically produced. The
electron energies are around 10s of electronvolts and the ion energies produced by Coulomb
exploding molecules are typically less than 100 eV [17, 18]. On the other hand, irradiation
of solid targets with intense sub-picosecond pulses can create a high density plasma and
leads to many new phenomena [19, 20]. The plasma produced is hot, with typical electron
temperatures in the keV range [19] and electron-ion collisions are important in the plasma
dynamics.
In the intermediate regime between gases and solids lie clusters, with typical sizes of few
nanometres [21–23]. Clusters combine both atomic and solid-state properties. The local
density inside the clusters is near that of a solid, therefore, phenomena relevant to strong-
field-solid interaction are also relevant to clusters. These include very efficient absorption
of the laser energy and collisonal phenomena in a confined plasma inside the cluster. On
17
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Figure 1.1: Illustration of different target size scales for laser-matter interaction experiments. Typical
sizes are shown. Clusters form an intermediate state of matter lying between single atoms and solids.
the other hand, the average atomic density of a cluster gas is low, typically on the order
of 1017 − 1019 cm−3. This means that, compared to solids, there is no cold bulk material
dissipating energy from the laser heated clusters. These two properties can lead to a very
energetic laser-cluster interaction.
Atomic clusters can be formed by expansion of a gas through a nozzle into the vacuum [24].
As the gas expands the random thermal motion of the atoms is transferred to the directional
motion and the gas is cooled. The cooling of the gas can result in condensation into clusters.
In the case of rare-gas clusters the individual atoms inside the cluster are bound by van der
Waals forces. These forces are weak and do not typically influence the electronic structure of
individual atoms in the cluster.
Clusters irradiated by strong laser fields are ionised, heated and finally explode. The
typical rare-gas cluster explosion time tE is on the order of 100s femtoseconds [25]. The
majority of the previous investigations on laser-irradiated clusters has been performed with
pulse durations τ comparable to or longer than a typical cluster explosion time (τ > tE)
[21–23, 25–28]. We refer to this regime as the non-impulsive regime. In the non-impulsive
regime the cluster expands considerably during the laser pulse and key early processes of
the interaction are thus masked. In this case there can be a resonance between the laser
and cluster plasma frequency during the cluster expansion that has a critical effect on the
subsequent cluster dynamics [25]. When the pulse duration is significantly shorter than the
cluster explosion time, τ ≪ tE , the cluster ions do not have time to move during the laser
pulse, and we refer to this regime as impulsive.
In this thesis, I present studies of laser-cluster interactions in the impulsive regime with
pulse durations considerably shorter than the cluster explosion time. This is a new regime
of interaction in which the ions remain essentially frozen during the laser pulse and the
subsequent cluster dynamics is determined by the initial ionisation and electron dynamics in
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the cluster. From these experiments more insight into the early stages of the interaction can
be obtained.
The main result of this thesis is the observation and investigation of a new anisotropy in
the cluster explosion in the impulsive regime where more energetic ions are emitted in the
direction perpendicular to the laser polarisation axis [29]. This type of anisotropy is the reverse
of the previously observed anisotropy in the non-impulsive regime where more energetic ions
are emitted in the direction parallel to the laser polarisation axis [26, 28, 30–33]. I present
a detailed investigation of anisotropic ion emission from laser-irradiated clusters with pulse
durations covering both the impulsive and the non-impulsive regime. I show that the measured
type of anisotropy is directly related to the regime of the cluster explosion (impulsive or non-
impulsive). I also present a theoretical model to explain this new anisotropy. My observations
together with modeling provide insight into the initial electron dynamics in laser-irradiated
clusters or a general dielectric that is present in the first few cycles of the interaction.
I finally move from nano-sized clusters in the gas phase to metal nanostructures on surfaces.
The response of nanostructures to optical fields is largely determined by the ultrafast electron
dynamics in a similar way as in the case of clusters before any ion motion. Nanoscale metal
antennas can be used to localise electromagnetic fields on sub-wavelength spatial scale and
enhance the applied fields [34]. I will present numerical analysis of attosecond streaking from
finite enhanced fields of nanoantennas.
1.1.1 Organisation of the thesis
This chapter is an introduction to the thesis and presents a background to the physical
mechanisms and processes that will be considered later. The interaction of strong laser fields
with nano-sized targets includes a wide range of phenomena ranging from atomic physics (e.g.
ionisation) to plasma physics (e.g. collective electron behaviour inside clusters). Therefore,
I introduce the concepts of strong-field physics, plasma physics and nanoplasmonics. I also
present an overview of the interaction of strong laser fields with atomic clusters and summarise
the most important previous experimental observations.
Chapter 2 describes in more detail the theory and background of the interaction of strong
laser fields with atomic clusters. I present the most relevant mechanisms of cluster ionisation,
heating and expansion. I review the nanoplasma model that consistently describes the laser-
cluster interaction and provides insight into the mechanisms involved.
Before describing experimental results I review the technical requirements for laser-cluster
experiments in chapters 3 and 4. Chapter 3 deals with high power laser systems and describes
the Red Dragon laser system that has been used to conduct experiments on laser-irradiated
clusters. Experimental chamber, production of clusters and characterisation of the cluster jet
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are presented in chapter 4.
Chapters 5 and 6 present experimental results on laser-cluster interactions together with
my theoretical analysis. The behaviour of clusters irradiated by few-cycle laser fields is pre-
sented in chapter 5. Chapter 6 presents the central results of this thesis; the observation of a
new anisotropy, a detailed experimental investigations of the new process, a theoretical model
to explain the anisotropy and the connection between the anisotropy and the regime of the
laser-cluster interaction.
Chapter 7 turns to nanoplasmonics. Here I present a theoretical analysis of attosecond
streaking from nanoplasmonic fields.
Finally, chapter 8 concludes the results and suggests future developments.
Note that SI units are used throughout the thesis, unless stated otherwise. For some
quantum mechanical calculations atomic units will be used. The conversion between atomic
units and SI units is summarised in appendix A. I will use abbreviation a. u. for arbitrary
units (not for atomic units).
1.1.2 Author’s contributions and publications
Here I summarise my contributions to the work presented in this thesis along with publications
and conference contributions relevant to the thesis.
Chapter 3: The experiments on laser-cluster interactions have been performed with the
Red Dragon laser system. I operated the Red Dragon system and the hollow fibre on a day
to day basis and I diagnosed the pulse duration with FROG. Amelle Za¨ır provided more help
with the laser system.
Chapter 4: I performed the interferometry and scattering experiments with Rob Carley.
We built the apparatus and took data together. I performed the analysis of the data myself.
For the analysis of Mach-Zehnder fringes and for Abel inversion I used a programme written
by James Lazarus. The experimental apparatus for the laser-cluster interaction experiments
was built together with Yasin El-Taha.
Chapters 5 and 6: The model of cluster ionisation in section 5.1 was written by the
author. In this model I used some functions from the nanoplasma model. I performed all the
experiments on anisotropy in cluster explosions and analysed the data. I ran the nanoplasma
model for some of the analysis and I developed a new model to explain the observed anisotropy.
I then lead authored the resulting publication in Physical Review Letters.
Chapter 7: The calculations of electric fields of antennas were performed by Dangyuan Lei
and Yannick Sonnefraud from the nanoplasmonics group. I wrote the code to calculate the
streaked spectra from the antennas. For the analysis I have used the PCGPA code written
by Tobias Witting.
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1.2 Introduction to strong field physics
In this section I present the theoretical background of strong-field physics which will be needed
for the description of laser-cluster interaction and for nanoplasmonic streaking. I will describe
classically the electron motion in a strong laser field, define the ponderomotive energy and
review the ionisation mechanisms of atoms in laser fields. Because rescattering is a very
important mechanism in strong field physics I will present a calculation of electron scattering
on an extended potential which can be applied to clusters.
I also address high harmonic generation and the production of attosecond pulses. This
will be needed for the studies of localised surface plasmons with single attosecond pulses. We
want to determine the electric field of plasmons with attosecond streaking, therefore, I will
also present a background to attosecond streaking.
1.2.1 From the perturbation to strong field regime
The interaction of matter with light at moderate intensities (. 1013 Wcm−2) can be described
by the perturbation theory [35]. In this case the induced polarisation P of the matter can be
expanded in power series of the incident electric field E:
P = ε0(χ1E + χ2E
2 + χ3E
3 + . . .), (1.1)
where ε0 is the vacuum permittivity and χi is the i-th order susceptibility. For perturbation
theory to be valid the series (1.1) has to be convergent, i.e., the ratio of the successive terms
has to be less than one [35]:
χn+1E
n+1
χnEn
≈ Ed
∆
< 1. (1.2)
Here d stands for a typical atomic dipole transition element and ∆ is an energy detuning
between the laser photon energy and the atomic transition line. For typical values of d ≈
ea ≈ 8.5 × 10−30 Cm (where e is the electron charge and a = 0.53 A˚ is the Bohr radius)
and ∆ ≈ 0.5 eV (for optical and near infrared (NIR) frequencies) one sees that perturbation
theory breaks down for electric fields higher than ∼ 1010 Vm−1 which corresponds to an
intensity & 1013 Wcm−2.
When the laser intensity becomes larger, the interaction enters the non-perturbative
regime, i.e., the laser field cannot be properly treated as a perturbation to the atomic field.
At high intensities the laser electric field starts to be comparable to the electric field inside
the atom. We can estimate the fields classically. The electric field inside the hydrogen atom
is:
Eat =
e
4πε0a2
≈ 5× 1011 Vm−1. (1.3)
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This field corresponds to the intensity:
Iat =
1
2
cε0E
2
at ≈ 3.5× 1016 Wcm−2, (1.4)
which is easily achievable in the focus of a high-power laser. The ionisation processes and
electron dynamics in such a strong field cannot be properly described by perturbation theory.
The perturbation theory breaks down already at intensities 3 orders of magnitude smaller.
Here the strong field approximation becomes more appropriate to describe the interaction.
Once the electron is ionised its dynamics is determined primarily by the laser field and the
ion potential can typically be neglected.
1.2.2 Electron in a strong laser field
I will describe the dynamics of an electron in a strong laser field using classical mechanics. I
assume that the electron is ionised at time t0 and after that its motion is governed only by
the laser field. The one dimensional classical equation of motion of an electron with mass me
and charge e in an electric field with amplitude E0 and angular frequency ω is:
mex¨ = eE0 cosωt. (1.5)
This equation will be solved with initial position x(t0) = 0 and initial velocity v(t0) = 0.
The initial zero velocity is relevant for an electron ionised by tunneling (see section 1.2.3).
Integrating Eq. (1.5) yields the electron velocity:
v(t) =
eE0
meω
(sinωt− sinωt0). (1.6)
The first term in this expression represents the electron oscillation in the laser field and the
second term accounts for the drift of the electron with velocity that depends on the time of
birth t0.
Second integration of Eq. (1.5) yields the electron position:
x(t) = − eE0
meω2
(cosωt+ ωt sinωt0 − cosωt0 − ωt0 sinωt0). (1.7)
The electron drifts and oscillates with amplitude of oscillation x0 = eE0/meω
2. For example,
for an intensity of 1×1015 Wcm−2 and wavelength of 800 nm the electron oscillation amplitude
is x0 = 2.8 nm which is much larger than the size of an atom. Depending on the time of birth
t0 the oscillating and drifting electron can return back to its initial position or it can move
away. When the electron returns back to the parent ion it can recombine and emit a high
energy photon (see section 1.2.5) or it can rescatter and gain energy from the field (section
1.2.3).
The cycle averaged electron kinetic energy, called the ponderomotive energy, is:
Up =
1
2
me〈v2〉 = e
2E20
4meω2
. (1.8)
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Using numerical values:
Up(eV) = 9.33× 10−14I(W cm−2)λ2(µm2). (1.9)
The ponderomotive energy is a useful quantity in the strong field physics. For example, for an
intensity of 1× 1015 Wcm−2 and a wavelength of 800 nm the ponderomotive energy is 60 eV.
This is larger than the binding energy of the outer electron of an atom (which is typically
around 10 eV) and therefore, at high intensities, the laser field has a considerable effect on
the electron motion.
Ponderomotive energy is the average energy of an oscillating electron in the laser field
and it is not directly transferred to a free electron. When the electron is at rest and the
laser pulse is turned on, the electron will start to wiggle with average energy of Up. When
the laser pulse decays the oscillating electron will come to rest and it will not gain energy
from the laser field. However, when the wiggling electron moves out of the focal volume
while the laser is still on it experiences the ponderomotive force, −dUp/dx, and it will gain
the energy Up from the field. In this way the ponderomotive energy can be converted to
the kinetic energy of the electron. The other way for the electron to gain energy from the
field is to perturb the oscillatory motion of the electron. This occurs in collisional absorption
(inverse bremsstrahlung) where the oscillating electron collides with an ion and a fraction of
its oscillatory energy is transformed into randomised thermal motion (see section 2.2.2.1).
1.2.3 Ionisation of atoms
Atoms exposed to laser fields can be ionised by single or multiphoton processes in the per-
turbative regime or by tunnel and over the barrier ionisation in the non-perturbative regime
(Fig. 1.2) [35]. In order to distinguish between the two regimes of the interaction one can use
the Keldysh parameter γ [36], defined as:
γ =
√
Ip
2Up
, (1.10)
where Ip is the ionisation potential of the atom and Up is the ponderomotive potential of the
laser field given by Eq. (1.8). If γ ≫ 1, i.e., the laser field has low intensity and/or high
frequency, the interaction is perturbative and multiphoton ionisation dominates (Fig. 1.2(a)).
In this situation the ionisation rate is given by:
wMPI = σnI
n, (1.11)
where n is the number of photons absorbed, I is the laser intensity and σn is the corresponding
cross-section.
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Figure 1.2: Illustration of different ionisation processes of an atom with ionisation potential Ip. (a)
Multiphoton ionisation in the perturbative regime. (b) Above threshold ionisation. More photons are
absorbed than necessary to overcome the potential barrier. (c) Tunnel ionisation. The laser field lowers
the binding potential and an electron can tunnel through the lowered barrier. (d) Over the barrier
ionisation. The laser electric field is strong enough to suppress the binding potential and electron can
directly leave the atom.
When the intensity is increased an electron can absorb more photons from the field than
necessary to overcome the binding potential and it can be released with additional kinetic
energy (Fig. 1.2(b)). This phenomenon is termed above threshold ionisation (ATI) [37, 38].
Using the perturbation theory the ATI ionisation rate is:
wATI = σn+νI
n+ν , (1.12)
where ν is the number of additional photons absorbed above the threshold. The electron
spectrum then contains multiple peaks separated by the photon energy when “long” picosec-
ond pulses are used. However, the laser field also affects the energy levels inside the atom
and there is an AC Stark shift of the energy levels. While deeply bound energy states are
almost unaffected by the laser field, Rydberg and continuum states are shifted roughly by
Up. Therefore, the ionisation potential is increased by Up and the emitted electron has lower
energy than without the AC Stark shift. If the laser pulse is long enough (∼10 ps or longer),
the electron gains back the energy of Up when it travels through the focal volume on the
way to the detector. When sub-picosecond pulses are used, the laser pulse finishes before
the electron leaves the focal volume and, consequently, the electron does not regain all this
energy. In this case, the photoelectron spectrum is shifted to lower energies.
ATI cannot be fully described by perturbation theory. As the intensity is increased the
power law (1.12) is no longer valid and low energy ATI peaks can disappear [38]. Therefore,
a non-perturbative approach is needed. The ATI spectrum can be interpreted classically as a
spectrum of electrons that are driven by the laser field after they are liberated from the atom
[39]. The electron trajectory is determined by the phase of the laser field at the electron’s
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time of birth. Some electrons are directly accelerated from their parent atom to the detector
and gain energy up to 2Up. There are also electrons that are driven back by the laser field to
their parent ion and are rescattered. These can gain a maximum energy of 10Up in the case
of backscattering.
When the laser intensity is further increased (> 1013 Wcm−3) the interaction enters the
non-perturbative regime. Now the laser field is strong enough to significantly modify the
potential barrier of the electron (Fig. 1.2(c)). For γ < 1 tunneling ionisation occurs. In this
mechanism the electron can tunnel through the potential barrier lowered by the laser electric
field. Tunneling ionisation can be described by the theory of Ammosov, Delone and Krainov
(ADK) [40]. Within this theory the ionisation rate is (in atomic units):
wt =
(
2e
n∗
)2n∗ 1
2πn∗
(2l + 1)(l + |m|)!
2|m||m|!(l − |m|)!Ip
(
3E
π(2Ip)3/2
)1/2(2(2Ip)3/2
E
)2n∗−|m|−1
× exp
(
−2(2Ip)
3/2
3E
)
, (1.13)
where Ip is the ionisation potential for a given charge state Z, E is the laser electric field,
n∗ = Z(2Ip[eV])
−1/2 is the effective principal quantum number of the initial state, and l and
m are the angular and magnetic quantum numbers of the initial state. Because of the strong
exponential dependence of the tunneling rate on the laser field E the ionisation rate peaks at
times in the laser cycle when the field has a maximum.
When the laser field is further increased (typically I & 1014 Wcm−2) the potential barrier
for the electron is further lowered and the electron can be liberated directly by the so-called
over the barrier ionisation (OTBI) [38], Fig. 1.2(d). The critical laser intensity IOTBI , above
which the OTBI sets in, can be obtained by equating the maximum of the potential barrier
with the binding energy. Its value is:
IOTBI =
π2cε30I
4
p
2Z2e6
, (1.14)
where c is the speed of light, ε0 is the vacuum permittivity, e the electron charge and Z is the
final charge state of the ion. For example, for argon with Ip = 15.8 eV the critical intensity
for single ionisation by OTBI is 2.5× 1014 Wcm−2. In this simple approximation the OTBI
intensity does not depend on the wavelength.
1.2.4 Electron scattering on an extended potential
Rescattering is a very important mechanism in strong field physics. Electrons that are ionised
and driven back by the laser field to their parent ion can gain additional energy up to 10Up
when they backscatter on the parent ion. Now we consider rescattering of electrons on an
extended potential not just on a single ion [41]. Scattering on the extended potential can play
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Figure 1.3: Illustration of an electron scattering on extended potential V . Electron momentum p(t)
oscillates in the laser field and jumps when the potential boundaries are crossed, p0 is the electron
drift momentum.
a significant role in laser-cluster interactions when the electron rescatters on the whole cluster
potential.
To model scattering on an extended potential we consider a 1-dimensional square well
−V < 0 with a finite spatial width L (Fig. 1.3). It is assumed that an electron crosses the
potential’s boundaries in a time much shorter than the laser period. The electron momentum
in the laser field is:
p(t) = p0 + eA0 cosωt, (1.15)
where p0 is the electron drift momentum and A0 cosωt is the vector potential of the laser field
(E(t) = −∂A(t)/∂t). When the electron crosses the boundary of the potential its momentum
jumps in order to conserve energy. Therefore, after the electron crosses the potential, i.e.,
crosses its two boundaries, its momentum is altered and it can gain energy from the laser
field.
The energy gain depends on the phase of the field when the boundaries are crossed and
the parameters of the potential (V and L). It can be shown analytically that for a given laser
field an optimal width Lopt of the potential exists that maximises the energy absorption [41].
The maximum absorption occurs when the electron crosses the potential boundaries at phases
ωt = −π/2 and π/2 and the width of the potential is:
Lopt =
√
2eV
me
π
ω
. (1.16)
This width corresponds to the distance an electron with momentum
√
2eV me travels in one
laser half-cycle π/ω. Eq. (1.16) is valid in the case of a deep potential, where
√
2eV me ≫ p0
and
√
2eV me ≫ eA0. Under these optimised conditions the maximum energy gain of the
electron is:
E = 4√Up2eV . (1.17)
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The absorbed energy depends both on the laser and potential parameters, unlike the case of
rescattering on a single atom (in ATI) where the absorbed energy is determined only by the
laser field. For an extended potential, an electron has to be scattered forward at the maximum
of the electric field to maximise the energy absorption. In this way the absorbed energy can
considerably exceed the ponderomotive energy of the laser field.
1.2.5 High harmonic generation
High harmonic generation (HHG) is the production of high order harmonic frequencies of the
fundamental frequency in the interaction of strong laser field with matter. High harmonics
can be produced from atomic gases [2, 3], molecular gases [42, 43], fullerenes [44], clusters
[45–47] and solids [48, 49].
Figure 1.4: Schematic of the high harmonic spectrum. The harmonic signal decreases sharply for
the first few orders, then there is a plateau with approximately constant harmonic signal, followed by
a sharp cut-off. From Ref. [50].
In the following section we will consider generation of high harmonics in the interaction
of a linearly polarised laser field with an atomic gas. In this case only odd harmonics are
generated because of the central symmetry of the atomic gas. The high harmonic spectrum
typically has a distinctive structure. There is a rapid decrease in the harmonic intensity for
low harmonic orders, followed by a plateau where the intensity is approximately constant,
and then a sharp cut-off (Fig. 1.4).
The measured harmonic spectrum arises from two effects; the nonlinear response of in-
dividual atoms exposed to the laser field, and macroscopic effects that include the build-up
of the total signal and propagation in the gas. We firstly address the single atom response.
The HHG interaction is non-perturbative and the response of a single atom can be described
semi-classically by the three-step model developed by Corkum [15], see Fig. 1.5. The three
steps are:
1. Ionisation. The electron is tunnel ionised from its parent atom. The ionisation prob-
ability depends exponentially on the laser field, therefore, the ionisation rate peaks around
the maxima of the laser field. The initial velocity of the electron is zero and the moment of
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(a) Field free (b) Ionisation (c) Acceleration (d) Recombination
Figure 1.5: Schematic of the three-step model. (a) Initial situation without an applied electric field.
The electron is bound in the atomic potential. (b) Electron is tunnel-ionised from its parent atom.
(c) Electron is accelerated in the laser electric field. (c) Electron recombines and emits a high energy
photon.
ionisation t0 determines the subsequent electron dynamics.
2. Motion in the laser field. The electron is driven by the laser field, it follows a specific
trajectory in the continuum. The electron is first accelerated away from the ion and, after
the field direction changes, it is driven back and can return to its parent ion. During the
motion in the laser field the electron gains energy from the field. In the quantum mechanical
treatment the electron wave function acquires a phase during propagation in the continuum
[16].
3. Recombination. The electron that has returned back to its parent ion can recombine
and emit radiation. The energy of emitted radiation is equal to the sum of the kinetic energy
of the electron and the ionisation potential of the atom.
The energy of the emitted photon depends on the energy acquired by the electron from
the laser field in step 2. The energy acquired is different for different electron trajectories that
are determined by the time of ionisation t0. Electrons ionised before the peak of the laser
field will drift away and not return to the origin [39]. Electrons ionised after the peak of the
laser field will be driven back to the origin and can generate high harmonics. The moment of
recombination is determined by the instant of ionisation. The maximum energy is acquired
by an electron that is born at ωt0 = 17
◦ after the peak of the laser pulse and recombines
about 2/3T later (T is the laser period) [15]. This electron emits a photon with maximum
energy, the so-called cut-off energy [15, 51]:
Ec = Ip + 3.17Up. (1.18)
The maximum energy can be in the XUV or soft x-ray spectral range. For example, for an
intensity of 4 × 1014 Wcm−2 (Up = 24 eV) and Ip = 21.6 eV (for neon) Eq. (1.18) predicts
the cut-off energy to be 97 eV (wavelength 13 nm). This corresponds to the 61st harmonic of
30 CHAPTER 1. INTRODUCTION
time0
long trajectories
short trajectories
ionisation recombination
e
le
c
tr
o
n
 p
o
s
it
io
n
laser field
cut off trajectory
Figure 1.6: Schematic of electron trajectories in the laser field. The blue trajectory corresponds
to an electron that gains maximum energy. Electrons born earlier follow long trajectories (orange)
and electrons born later follow short trajectories (green) resulting in different net energy gains and so
different harmonic orders on recombination.
800 nm light.
Harmonic emission with lower energies is produced by recombination of electrons that are
ionised at other times. Fig. 1.6 shows that there are two sets of electron trajectories that
contribute to the harmonic emission. Electrons ionised between the peak of the laser pulse
and ωt0 = 17
◦ follow so-called long trajectories, electrons ionised later follow short trajectories.
Electrons following long trajectories spend a longer time in the continuum than the electron
with maximum energy. The energy acquired by the electrons on long trajectories decreases
with the time of recombination and the chirp of the emitted burst of radiation is negative.
Electrons following short trajectories spend a shorter time in the continuum than the electron
with maximum energy end their energy increases with the time of recombination. The emitted
harmonic burst is positively chirped.
We now address the macroscopic propagation of the harmonic signal in the gas. The
observed harmonic signal is a sum of harmonic signals emitted by a large number of individual
atoms. In order for the harmonic signal to grow, the contributions of individual atoms have
to add in phase, i.e., they have to be phase-matched. For simplicity here, we consider only on-
axis phase matching. To describe the phase matching we consider the wave vector mismatch
between the harmonic field of the q-th order and the fundamental field:
∆k = kq − qk0, (1.19)
where kq is the wave vector of the q-th harmonic and k0 is the wave vector of the fundamental
field [52]. If ∆k = 0 contributions from all emitters will add in phase and the signal will
grow until the fundamental beam is depleted. The coherence length, defined as Lcoh = π/∆k,
would be infinite in this case. When ∆k 6= 0 the signal will grow only over a finite coherence
length and after that point the energy will be transferred back to the fundamental field.
The phase mismatch in HHG arises from a number of factors. They include material dis-
persion of neutral and ionised gas, geometrical effects (Gouy phase) and intensity dependent
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dipole phase. Material dispersion means that waves with different frequencies travel with
different velocities. Therefore, the fundamental and harmonic fields will travel with different
velocities and move out of phase as they propagate. When the gas is partially ionised, disper-
sion of the free electrons has to be taken into account. The dispersion of free electrons is neg-
ative (refractive index η < 1) which is opposite to the neutral gas and can considerably affect
phase matching. The geometrical effects arise from the change of phase of a focused Gaussian
beam when going through the focus. The on-axis Gouy phase is φ(z) = − arctan (2z/b) (b
is the confocal parameter) and causes a π phase shift when going through the focus. The
Gouy phase is anti-symmetric around the laser focus in z direction. The dipole phase comes
from the propagation of the electron in the continuum in step 2 and depends on the electron
trajectory [16]. The dipole phase depends linearly on the laser intensity, therefore it depends
on the position along the beam axis and is symmetric around the laser focus in the z direction
(for a Gaussian beam that is symmetric in z around the focus). The dipole phase of long
trajectories varies with intensity more rapidly than the dipole phase of short trajectories.
Because the dipole phase and the geometric phase have a different symmetry around the
laser focus the phase matching depends on the relative position of the laser focus and the
generating gas [53]. When the laser pulse is focused slightly before the generating gas the
contributions from geometric dispersion and dipole phase have opposite signs and the total
variation of the phase can be small. Therefore, this is best for on-axis phase matching. In
this case the contribution from short trajectories is enhanced because they have slower dipole
phase variation than the long trajectories [54]. On the other side of the focus the dipole and
geometric phase add and the total phase varies rapidly, which prevents efficient on-axis phase
matching. In this situation long trajectories can be phase matched in the off-axis direction
[55].
High harmonics can be coherent and produce ultrashort pulses in time. High harmonic
emission can be used to produce trains of attosecond pulses [54, 56] or isolated attosecond
pulses [4, 5, 57]. When a multicycle driving field is used then electron recollisions each half-
cycle lead to production of a train of attosecond pulses. Theoretically, there are two harmonic
pulses during each laser half-cycle, one arising from short and one from long trajectories [54].
When the laser is focused before the generating gas, short trajectories are selected and a
train of phase-locked harmonics will be produced. In the time domain they form a train
of attosecond pulses separated by half the laser period [54]. The duration of an individual
attosecond pulse in the pulse train decreases with an increasing number of harmonics that
form the train.
A single attosecond pulse can be produced when the electron recollision is confined to a
single event [57]. In the spectral domain this corresponds to a continuum around the cut-
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off. Production of single attosecond pulses can be achieved when a few-cycle laser pulse is
used, short trajectories are selected and the spectrum is subsequently filtered around the cut-
off. When a few-cycle pulse is used the harmonics with highest energies are produced only
during one recollision and their spectrum forms a continuum at high harmonic energies. This
continuum can be spectrally selected to produce a single pulse with attosecond duration.
1.2.6 Attosecond streaking
Streaking is an important technique in attosecond physics that can be used to characterise
XUV pulses [4, 58], to directly measure the laser electric field [59] and, very recently, to
measure the delay between two photoemission channels [60, 61].
In an attosecond streaking experiment an electron is first ionised from an atom by XUV
pulse produced by HHG and then exposed to the driving laser field. The XUV pulse and the
laser pulse are synchronised in time. When the duration of the XUV pulse is considerably
shorter than the period of the laser pulse the electron wavepacket formed, which is the time
replica of the XUV pulse, is shorter than the laser field period. In this case the energy of the
electron is modulated on a sub-cycle time scale as it propagates in the laser field.
Firstly, we describe streaking classically. A classical description is valid if Up ≫ ~ω and
~ΩX ≫ Ip [62, 63], where ΩX is the angular frequency of the XUV pulse, ω is the angular
frequency of the laser pulse, Up is the ponderomotive energy of the laser field and Ip is the
ionisation potential of the atom. The second inequality also implies that the influence of the
Coulomb potential on the electron motion after ionisation can be neglected. The initial energy
of the electron ionised by a single photon process is E0 = mev20/2 = ~ΩX − Ip. We denote
the time of ionisation as t0. After the ionisation the electron moves in the laser field. The
equation of motion of the electron in a linearly polarised field is:
mev˙(t) = eE0(t) cosωt. (1.20)
Integrating this equation we get the velocity of the electron:
v(t) = v0 +
e
me
A(t0)− e
me
A(t), (1.21)
where A(t) is the vector potential of the laser field (E = −∂A/∂t). The electron is detected
after the pulse finishes, i.e., when A(t) = 0. Therefore, the final electron velocity v(t) is
shifted from the initial velocity v0 by a value ∆v = eA(t0)/me which depends on the vector
potential at the time of electron’s birth.
The streaking process is schematically shown in Fig. 1.7. The dashed circle shows the initial
electron velocity distribution. Without the laser field the velocity of the electron is distributed
uniformly around this circle (which is true for ionisation from s shell, for ionisation from other
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Figure 1.7: Illustration of streaking. The initial electron velocity distribution (dashed circle) is
shifted by ∆v when a linearly polarised laser field is applied. The amount of shift depends on the
phase of the laser field at the instant of electron ionisation.
states the initial electron angular distribution can be different). When a laser field polarised
in the x direction is applied the velocity distribution is shifted by ∆v and the final electron
velocity is v = v0 +∆v. The velocity shift ∆v depends on the value of the vector potential
at the instant of electron ionisation. As the delay between the XUV and the laser pulse is
varied the electron distribution sweeps along the field direction.
Using the slowly varying envelope approximation, the final electron kinetic energy is [63]:
E = E0 + 2Up cos 2θ sin2 ωt0 + α
√
8E0Up cos θ sinωt0, (1.22)
where θ is the angle between the final velocity and the laser polarisation direction and a
parameter α =
√
1− (2Up/E0) sin2 θ sin2 ωt0. Eq. (1.22) is valid for Up < E0/2 where there
are no electrons deflected in the reverse direction to v0. In a typical experiment, the initial
electron energy is E0 > 50 eV and the ponderomotive energy is Up < 10 eV (for example,
Up = 6 eV for an intensity of 10
14 Wcm−2), therefore, the inequality Up ≪ E0 is valid.
The measured photoelectron spectrum depends on the direction of observation. When the
electrons are detected in the parallel direction to the laser polarisation (θ = 0, α = 1) the
final electron energy oscillates below and above E0 with a period equal to the laser period.
The amplitude of the energy modulation depends both on the ponderomotive potential and
on the electron initial energy. When the electrons are observed in the perpendicular direction
(θ = π/2) the last term in Eq. (1.22) vanishes and the final electron energy sweeps below E0
twice during each laser period. The energy modulation is smaller than in the parallel case.
Streaking can be viewed as a FROG 1 measurement in which the laser field acts as a phase
gate that modifies the photoelectron spectrum. In order to explain the phase modulation we
1FROG stands for frequency resolved optical gating and will be described in more detail in section 3.5.2.
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will describe streaking quantum mechanically [62]. For this description we use atomic units.
Firstly, the electron is ionised by a single photon of the XUV pulse. To describe the photoion-
isation we use first order perturbation theory and the single active electron approximation.
Without the laser field the transition amplitude from the electron ground state to the final
continuum state after the XUV pulse is finished is:
a(v) = −i
∫ +∞
−∞
dtdvEX(t)e
i(E+Ip)t, (1.23)
where v is the final electron momentum in the continuum, E = v2/2 is the final electron
energy, EX(t) is the electric field of the XUV pulse and dv is the dipole transition matrix
element from the ground state to the continuum state with momentum v. We assume that dv
is constant over the bandwidth of the XUV pulse. Thus, the electron wavepacket is a replica
of the XUV pulse and by measuring the electron wavepacket one can characterise the XUV
pulse.
The transition amplitude to the final continuum state is modified when the laser field is
applied. To include the laser field we use the strong field approximation, i.e., we neglect the
Coulomb potential after the electron is ionised [16]. This approximation is satisfied when
Ωx ≫ Ip. The modified transition amplitude in the presence of the laser field is [62]:
a(v,∆t) = −i
∫ +∞
−∞
dtdp(t)EX(t−∆t) exp
[
i
(
Ipt−
∫ +∞
t
dt′
p2(t′)
2
)]
, (1.24)
where p(t) = v + A(t) is the instantaneous momentum of the electron in the laser field
and ∆t is the delay between the two pulses. Eq. (1.24) describes photoionisation at time t
with subsequent evolution in the laser field. The dipole transition matrix element dp(t) now
corresponds to the transition from the ground state to a continuum state with momentum
p(t) just after ionisation. The exponential factor in (1.24) accounts for the phase accumulated
by the electron. The first term, Ipt, is the phase acquired in the ground state until time t,
and the integral accounts for the phase acquired by the electron in the continuum.
In order to understand streaking in terms of phase modulation the transition amplitude
(1.24) can be rewritten as [62, 64]:
a(v,∆t) = −i
∫ +∞
−∞
dteiφ(t)dp(t)EX(t−∆t)ei(E+Ip)t, (1.25)
φ(t) = −
∫ +∞
t
dt′(v.A(t′) +A2(t′)/2), (1.26)
where E is the final electron energy and v is the final electron velocity. From Eq. (1.25) one
can see that the laser field acts as a phase modulator on the electron wavepacket with phase
modulation determined by Eq. (1.26). A linear phase modulation means that the electron
spectrum is shifted by ∆E = −∂φ/∂t. Therefore, the phase modulation in the quantum
mechanical model and the energy streaking in the classical description are related and describe
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the same process. These models are equivalent if the XUV pulse is short enough (much shorter
than the laser period). From Eqs. (1.25) and (1.26) the fields of both the XUV and the laser
pulse can be reconstructed by a blind FROG algorithm [64, 65]. These techniques will be
addressed in sections 3.5.2 and 7.4.
1.3 Introduction to plasma physics
As mentioned above atomic clusters combine properties of both isolated atoms and solids (and
therefore plasmas because solids are inevitably ionised in a strong field). When the laser field
ionises some electrons in the cluster a plasma can be formed inside the cluster and phenomena
relevant to plasma physics can be important. Here I introduce key concepts of plasma physics,
the shielding of applied fields by electrons in the plasma and I describe plasma waves and
electromagnetic wave propagation through the plasma.
1.3.1 Debye shielding
A plasma is a quasi-neutral system of positive and negative charges which are coupled together
via their electric and magnetic fields. One of the important properties of the plasma is its
ability to shield applied fields.
When an external positive potential ϕ0 is applied to the plasma, an electron cloud will
form around this potential and act to shield it. The electric field will vanish far away from the
point where the field is applied. In an idealised 1-dimensional case the potential will decay
as ϕ(x) = ϕ0 exp (−|x|/λD) [66]. Here we have defined the Debye length λD which is the
characteristic distance beyond which electrons in a plasma shield applied electric fields. Its
value is given by [20]:
λD =
√
ε0kBTe
nee2
, (1.27)
where kB is the Boltzmann constant, Te is the electron temperature and ne is the electron
density.
In a collisionless plasma the electric field can be usefully decomposed into two components
acting on different spatial scales. The field acting on a scale smaller than the Debye length
presents rapid fluctuations due to particle collisions. When there are many electrons inside
the Debye sphere these fluctuations can be neglected. The second component of the field
varies on a scale longer than the Debye length and gives rise to collective effects. It is caused
by deviations from charge neutrality on a longer spatial scale.
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Figure 1.8: Schematic of a plasma slab. When the electrons are momentarily displaced by a distance
x, a surface charge density is created and electrons will then oscillate at the plasma frequency.
1.3.2 Plasma waves
Waves in plasma are collective charge density fluctuations. Without strong magnetic fields
a plasma can support two types of waves: high frequency electron plasma waves and low
frequency ion acoustic waves.
When electrons in a plasma are displaced from a uniform ionic background they will be
pulled back by ions and start to collectively oscillate due to their inertia. The characteristic
frequency of the collective electron oscillation in the plasma is the plasma frequency ωp. To
derive the expression for the plasma frequency we consider a slab of collisionless plasma with
massive immobile ions with charge Z forming a positively charged background with density
ni (Fig. 1.8). Electrons with density ne = Zni can collectively oscillate. When the slab of
electrons is displaced by a distance x a surface charge density σ(x) = ±neex is built up at
the slab boundaries [34]. The electric field between the two surfaces is σ(x)/ε0. Electrons are
driven by this electric field and their equation of motion is:
nemex¨ = −neeσ(x)/ε0. (1.28)
This can be rewritten as:
x¨+ ωpx = 0, (1.29)
where we have defined the plasma frequency as:
ωp =
√
e2ne
ε0me
. (1.30)
This is the characteristic frequency of collective electron oscillation in the plasma. For a
near solid density plasma with electron density ne = 10
22 cm−3 the plasma frequency is
5.6× 1015 s−1.
When considering propagation of electromagnetic waves through the plasma it is important
to compare the wave frequency ω and the plasma frequency ωp. Assuming a plane wave with
the electric field:
E(x, t) = E0e
i(kx−ωt) (1.31)
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propagating through the plasma, the dispersion relation is [20]:
ω2 = ω2p + k
2c2, (1.32)
where c is the speed of light in vacuum. One can directly see that only light with a frequency
ω > ωp can propagate through the plasma. This is because the characteristic response time
of electrons is 1/ωp and, therefore, they can shield lower frequency fields.
When ω < ωp the wave vector becomes imaginary, k = i
√
ω2p − ω2/c, and the optical
wave is exponentially attenuated in the plasma. The characteristic depth into which the wave
penetrates is the so-called skin depth [66]:
δ =
1
|k| =
c√
ω2p − ω2
. (1.33)
The electron density at which ω = ωp is termed the critical density :
nc =
ε0meω
2
e2
. (1.34)
A plasma with a density ne > nc is said to be overdense and the electromagnetic wave does
not propagate in the plasma. In the case of ne < nc the plasma is underdense.
The second type of waves a plasma can support are acoustic waves. These are low fre-
quency oscillations of massive ions. The characteristic velocity of the ion motion is the plasma
sound speed [20]:
vs =
√
ZkBTe
mi
(1.35)
where Z is the ion charge and mi is the ion mass. In this type of motion the ions oscillate,
electrons follow them and the fluctuations of the electron pressure provide a restoring force.
The electron pressure is transmitted to the ions by the electric field. Therefore, the plasma
sound speed depends on the electron temperature, which provides the restoring force, and ion
mass, that provides the inertia for the oscillation.
1.4 Introduction to nanoplasmonics
Nanoplasmonics is the study of collective electron dynamics at metal surfaces and fabricated
nanostructures, where the electromagnetic fields can be confined on a sub-wavelength spatial
scale [34]. The modes of collective electron oscillation in nanoparticles are called plasmons.
Enhanced localised nanoplasmonic fields can be used for guiding of light [67, 68], for spec-
troscopy and biological sensing [69, 70] and recently even for the generation of high harmonics
using the direct output of a short pulse laser oscillator [71].
In order to understand the phenomena related to surface plasmons, the temporal profile of
the enhanced nanoplasmonic field has to be known. The temporal profile of the nanoplasmonic
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field will be different from the temporal profile of the exciting laser pulse because electrons
can collectively oscillate after the pulse is over. The surface plasmons undergo dynamics on
ultrafast time scale, their decay time can be as short as sub-femtosecond [72]. Therefore, we
need to study the time-dependent nanoplasomonic fields with sub-femtosecond resolution in
order to resolve the key physical processes. This will be done theoretically in chapter 7 which
will address nanoplasmonic streaking.
Here we introduce the field of nanoplasmonics. We firstly describe propagating surface
plasmon polaritons that can be excited at metal-dielectric interfaces. After that we turn to
localised surface plasmons and field enhancement on sub-wavelength scales.
1.4.1 Propagating surface plasmon polaritons
Surface plasmon polaritons (SPPs) are electromagnetic excitations that can be created on a
metal-dielectric interface by coupling of the electromagnetic field to the oscillations of the
electrons in the metal. SPPs propagate along the interface and evanescently decay in the
direction perpendicular to the interface.
Mathematically, the electric and magnetic fields of surface plasmon polaritons can be found
by solving Maxwell’s equations at the metal-dielectric interface with appropriate boundary
conditions. SPPs are the solutions of Maxwell’s equations that propagate along the interface
and decay in the perpendicular direction. We define the geometry and the coordinate system
in Fig. 1.9(a); the SPP propagates along the x axis and the z axis is perpendicular to the
interface. It can be shown that the SPP solution exists only for the TM (p) polarisation for
which the only non-zero components of the SPP field are Ex, Ez and Hy. The SPP propagates
along the x axis with propagation constant β: E(x, y, z) = E(z)eiβx. The dispersion relation
of the SPP is [34]:
β = k0
√
εmεd
εm + εd
, (1.36)
where k0 = ω/c is the wave vector in vacuum, εm is the dielectric constant of the metal
(Re(εm) < 0) and εd is the dielectric constant of the dielectric (εd > 0).
The dispersion relation (1.36) together with dispersion of a photon (ω = ck0) are shown
in Fig. 1.9(b). For small β the SPP dispersion curve is close to the photon line. For large
propagation constants β the frequency of SPPs approaches the surface plasmon frequency :
ωsp =
ωp√
1 + εd
, (1.37)
where ωp is the plasma frequency of electrons in the metal (Eq. (1.30)). For large β and
negligible damping the group velocity of the SPP becomes zero. The mode now forms a
surface plasmon that oscillates at frequency ωsp.
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Figure 1.9: (a) Geometry of the surface plasmon polariton. The SPP propagates in the x direction.
(b) Dispersion of the SPP (solid line) and of a photon (dashed line). The dispersion curve for SPP
was calculated using a Drude model for εm.
Because the dielectric function of metals is complex (there is free-electron and interband
damping) the propagation constant β in Eq. (1.36) is also complex and the SPPs are damped
as they propagate. The propagation length of the SPP, defined as L = (2Im(β))−1, is typically
10− 100 µm when excited with visible light [34]. However, for longer propagation lengths the
modes are less confined in the transverse direction. A typical decay length of the SPP into
the dielectric is 100s of nanometres for visible light, while the decay length into the metal is
typically around 20 nm [34].
In order to excite propagating surface plasmon polaritons on a flat metal-dielectric interface
with a light beam, momentum and energy have to be conserved. When light with a wave vector
k is incident on a metal surface at angle θ from the surface normal, the projection of the wave
vector along the surface is k sin θ. In order to conserve momentum one needs to fulfill the
phase matching condition: β = k sin θ. Because the dispersion curve of SPPs lies below the
photon curve (Fig. 1.9(b)), the inequality k < β (and therefore k sin θ < β) is always valid.
Because of this inequality between the momentum of the photon and of the SPP, SPPs cannot
be excited directly by light. Therefore, phase matching techniques have to be employed in
order to create them.
The two most common methods used to excite SPPs are prism coupling and grating
coupling. Prism coupling is usually implemented in the Kretschmann geometry [73] where a
thin metal film is deposited on a glass prism with large dielectric constant εd. The light beam
is totally reflected at the prism-metal interface. The parallel momentum of the reflected wave
is k
√
εd sin θ which is large enough to excite SPPs at the other metal interface (this is usually
a metal-air interface). SPPs excited by this technique decay by radiation into the prism.
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The second technique to excite SPPs uses grating coupling. In this method a grating with
line separation a is ruled onto the metal surface. The grating provides additional momentum
components and, therefore, the phase-matching condition, β = k sin θ, is replaced by a new
condition:
β = k sin θ + n
2π
a
, n = 1, 2, 3, . . . (1.38)
In this way SPPs can be excited on the metal surface by light. The grooves in the metal have
to be small (less than ∼10 nm) so they are only a smooth perturbation of the surface and do
not affect much the dispersion.
SPPs can also be excited on surfaces with random roughness, where features on the sur-
face can provide the additional momentum components needed to satisfy the phase-matching
condition. We note that the reverse process is also possible, the SPPs propagating along a
surface can be coupled to radiation by roughness features, causing SPPs to lose energy.
1.4.2 Localised surface plasmons
Localised surface plasmons are excitations of electrons within metallic nanostructures coupled
to electromagnetic waves. They do not propagate and can be excited directly by light.
To describe surface plasmons we firstly consider a metallic sphere with diameter a much
smaller than the laser wavelength (a ≪ λ). In this quasi-static approximation the spatial
phase of the wave is constant across the particle. The dielectric constant of the metallic
sphere is εm(ω) and the sphere is surrounded by a dielectric medium with dielectric constant
εd. The applied field E0 induces a dipole p of the particle. The polarisability α of the particle,
defined via p = ε0εdαE0, is [34]:
α = 4πa3
εm − εd
εm + 2εd
. (1.39)
The polarisability is resonantly enhanced when |εm+2εd| has a minimum. When the resonance
in α occurs both the internal and external fields of the nanoparticle are enhanced. At resonance
the particle scatters and absorbs light very efficiently. For slowly-varying Im(εm) the resonant
condition simplifies to:
Re(εm(ω)) = −2εd. (1.40)
This condition is the same as that for resonant field enhancement inside clusters (see section
2.2.2.1) in which case εd = 1 and εm is described by the Drude model (Eq. (2.13)).
The resonant condition (1.40) is called the Fro¨hlich condition and the oscillating mode
associated with this resonance is the dipole surface plasmon of the nanoparticle. The resonance
frequency defined by Eq. (1.40) depends strongly on the environment and does not depend,
in the quasi-static approximation, on the particle size (if εm does not depend on size). The
resonant properties also depend on the shape of the particle. For example, for spheroids, there
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are two resonances that correspond to electron oscillations along the major and minor axes
of the spheroid.
The quasi-static approximation breaks down for both larger particles and very small par-
ticles. Small particles (. 20 nm) cannot be properly described by a macroscopic value of
εm. For very small particles the mean free path of electrons is larger than the particle and
electrons scatter on the particle surface [74]. Thus, oscillating electrons lose coherence and
the plasmon is damped. The resonance is broadened because the plasmon life time is shorter
due to this damping.
For larger particles (& 100 nm for visible and NIR light) one has to take into account that
the phase of the light is not constant across the particle volume. The scattering properties of
larger spheres are fully described by Mie theory [75, 76]. In Mie theory Maxwell’s equations
are solved with boundary conditions for a sphere with dielectric constant εm(ω). The fields
of the incident wave, scattered wave and the field inside the sphere are expanded into partial
waves (into dipole oscillation, quadrupole oscillation, etc.) and solved in spherical coordinates.
This theory will not be addressed here.
When we consider larger spheres, the first order correction for the polarisability is [34]:
α =
1− 110(εm + εd)x2(
1
3 +
εd
εm−εd
)
− 130(εm + 10εd)x2 − i43π2ε
3/2
d
V
λ3
V, (1.41)
where x = πa/λ is the size parameter and V is volume of the sphere. The additional terms
in Eq. (1.41) compared to Eq. (1.39) result in the shift of the resonance and damping of
electron oscillation. The terms quadratic in x in Eq. (1.41) shift the spectral position of the
resonance. For noble metals the resonance is shifted to lower energies with increasing particle
size [74]. Also the plasmon bandwidth increases with particle size. The imaginary term in the
denominator in Eq. (1.41) accounts for the radiation damping, the decay of collective electron
oscillation into electromagnetic radiation. The other sources of damping are included in the
imaginary part of εm.
Generally, the plasmon resonance is damped by the radiative decay into photons and non-
radiative decay by absorption (creating electron-hole pairs). The dephasing of the coherent
electron oscillation can occur due to damping of the energy or due to elastic scattering that
does not change electron energy but randomises electron motion. Therefore, the total plasmon
dephasing time T2 can be expressed as [74]:
1
T2
=
1
2T1
+
1
T ∗2
, (1.42)
where T1 is the energy decay time and T
∗
2 is the pure dephasing time. The energy decay
(with time T1) is the decay of the plasmon population and contains contributions both from
radiative and non-radiative processes [77]. The pure dephasing time accounts only for elastic
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scattering. The total plasmon dephasing time is typically around 5 – 10 fs [77]. The pure
dephasing time T ∗2 is usually much larger than the decay time T1.
In an array of nanoparticles the particles interact with each other via their electric fields.
The electric field can be localised on a sub-wavelength scale in gaps between the particles be-
cause scattering into the far-field is suppressed [78]. Large field enhancement can be achieved
in gaps between the nanoparticles. The interaction between the neighbouring particles shifts
the spectral position of the resonance. In a linear array of nanoparicles the position of the
resonance is shifted to shorter wavelength for excitation with polarisation perpendicular to the
array and to longer wavelengths for longitudinal excitation [34]. The local field enhancement
in the gap between nanoparticles can be large enough (up to 100-times) to generate high order
harmonics using the direct output of the laser oscillator [71].
1.5 Overview of clusters in strong laser fields
Atomic clusters form an intermediate state of matter between single atoms/molecules and
solids. Clusters can be made from a variety of materials, but in this work we will investigate
rare-gas clusters (typically argon and xenon clusters) with typical sizes of 100s to 10000 atoms
per cluster. This corresponds to cluster radii in the range of 1 – 5 nm. Rare-gas clusters can
be produced by gas expansion into vacuum and atoms within the cluster are bound by van
der Waals forces.
The interaction of strong laser fields with atomic clusters is a complicated process that
includes a wide range of phenomena. In order to simplify the description of the interaction and
to gain insight into it we can divide the laser-cluster interaction into three phases (Fig. 1.10).
In the first phase, some of the electrons inside the cluster are ionised. Secondly, the laser energy
is deposited into the cluster, i.e., the electrons are heated, and finally, the cluster expands. In
fact these phases are not fully separated in time and they take place simultaneously, but it
is useful to address them separately. The most important mechanisms of cluster ionisation,
heating and expansion will be summarised in section 2.2 in chapter 2.
When considering ionisation of clusters it is very useful to introduce the concept of inner
and outer ionisation [79]. Inner ionisation (Fig. 1.11) refers to removal of an electron from its
parent atom or ion. This electron becomes quasi-free, i.e., it is still bound to the cluster as a
whole but it is not bound to any particular ion. Inner ionised electrons can form a nanoplasma
inside the cluster. Outer ionisation means extraction of electrons from the cluster as a whole.
Outer ionised electrons are not bound to the cluster anymore.
Electrons trapped inside the cluster can be efficiently heated by the laser field. A free
electron oscillating in the laser field does not gain energy from the field. In order to transfer
energy into the electron its motion has to be somehow perturbed, e.g., by collision with ion
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Figure 1.10: Simplified illustration of a cluster irradiated with a strong laser field. At the beginning
of the laser pulse some electrons are ionised. They then absorb energy from the laser field, transfer
this to cluster ions and the cluster expands. Electrons are cooled during the expansion, therefore, the
electron temperature firstly increases due to heating and then decreases. Heating can be very efficient
when there is a resonance during cluster expansion.
(in inverse bremsstrahlung heating) or with the cluster boundary (in vacuum heating). The
heating mechanisms will be reviewed in section 2.2.2. Because there is no bulk cold material
that would dissipate energy, as in the case of solids, heating of clusters can be very efficient,
and a large fraction of the laser energy can be deposited into clusters. Clusters can absorb
more than 90% of the laser energy [80] which is considerably higher than absorption of a
gas with the same average number density (which is typically 1018 cm−3). The very efficient
deposition of the laser energy into the cluster results in the production of highly-energetic
electrons, ions and x-rays.
Laser-irradiated clusters expand because the heated electron nanoplasma expands and
because a charge is built up on the cluster. At the end of the interaction the cluster is
disassembled into ions, electrons and neutrals. After the cluster explosion one potentially
has access to the ions and electrons produced. The measured energy spectra of emitted ions,
electrons and photons provide valuable information about the interaction.
There is no step-by-step theory of the laser-cluster interaction, so I will review the main
experiments on the production of energetic ions, electrons and x-rays from clusters. The
physics of laser-cluster interaction will be addressed in more detail in chapter 2.
In the interaction of clusters with few-cycle laser fields the ions do not move during the
interaction. This is similar to laser-induced dielectric damage on the ultrashort time scale
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Figure 1.11: Schematic of the cluster inner and outer ionisation. Inner ionised electrons are no
longer bound to individual atoms but are bound to the cluster as a whole. Outer ionised electrons are
promoted above the vacuum level and leave the cluster.
where the atoms in dielectric do not move. Therefore, I will also address the studies of
laser-induced modification of dielectrics.
1.5.1 Ion and electron emission
During the explosion of laser-irradiated clusters, highly-energetic ions and electrons can be
produced. Ditmire et al. [81] observed ions with energies up to 1 MeV and charge states
up to 40+ after explosion of laser-irradiated 2500-atom xenon clusters (Fig. 1.12(a)) and
highly energetic ions from cluster explosions have also been observed by many other groups
[26, 27, 30, 31, 33, 82–84]. These experiments have been performed in the non-impulsive
regime where the cluster expansion during the laser pulse plays an important role in the
interaction.
The maximum ion energies from clusters are around four orders of magnitude larger than
those produced by Coulomb explosion of small molecules (which is ∼ 10 − 100 eV). The
observation of hot ions from clusters indicates a very different mechanism for their production
compared to molecules, highlighting the interesting new physics occurring within clusters.
In the explosion of large xenon clusters a nanoplasma is formed inside the cluster and the
explosion is hydrodynamic, rather than Coulombic, as is the case of small molecules. A
resonance between the laser frequency and plasma frequency inside the cluster during the
cluster expansion is responsible for efficient energy deposition into the cluster. High ion
charge states are produced in clusters by collisional ionisation during the interaction.
Additionally to ions, electrons ejected from the exploding clusters can also be very en-
ergetic. Electrons with energies in the keV range have been reported from individual xenon
clusters irradiated by laser pulses with intensities ∼ 1016 Wcm−2 [86, 87]. The high elec-
tron energies are produced at the resonance during the cluster expansion. Larger electron
energies in the 100 keV range have been reported by Chen et al. [88]. In their experiment,
electrons with energies up to 500 keV were produced from a dense cluster gas irradiated with
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Figure 1.12: (a) Measured ion energy spectrum of Xe2500 clusters irradiated with a peak intensity
of 2× 1016 Wcm−2. From Ditmire et al. [81]. (b) Measured electron energy spectrum from a plasma
containing large argon clusters. Red and blue points: measured data with two different settings
on the magnetic spectrometer. Solid line: detection threshold. Dashed lines: Maxwellian fits with
temperatures of 2.8 MeV and 18.8 MeV. From Fukuda et al. [85].
an intensity of 1017 Wcm−2.
Going to the relativistic regime, Fukuda et al. [85] generated collimated beam of relativistic
electrons with energy of 58 MeV from large argon clusters (with diameter of 1.5 µm) irradiated
with relativistic laser intensities in the 1019 Wcm−2 range (Fig. 1.12(b)). The highly energetic
electrons are produced in two steps. Firstly they are expelled by the laser from clusters with
MeV energy and then they are accelerated directly by the laser pulse in the underdense plasma.
This opens a possibility of using clusters for relativistic particle acceleration.
1.5.2 X-ray emission
Besides energetic ions and electrons, x-rays are also emitted from laser-irradiated clusters. The
x-ray emission from clusters, firstly observed by McPherson et al. [89], has two components.
Firstly, there is a spectrally broad bremsstrahlung emission originating from the electrons
heated by the laser beam. The second component contains discrete emission lines arising
from the recombination of core-hole ions created by the electron impact ionisation. Their
energy is typically in the keV range [25, 89–92].
Concerning the temporal profile of the x-rays emitted from clusters, their temporal width
can be short, potentially down to the femtosecond time scale. Dorchies et al. [91] reported
sub-picosecond x-ray bursts with keV energies from their x-ray streak camera measurements
on large argon clusters with millions of atoms. They reported a total flux of 3× 108 photons
per laser shot into 4π solid angle at energies corresponding to the K shell emission from argon
(with an energy of 3 keV). They found that the x-ray duration increases linearly with the
laser pulse duration and they explain the short duration of x-ray burst by the very efficient
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Figure 1.13: AFM images of laser-modified fused silica etched for 4 minutes in 1%HF. Planes of
modified properties are perpendicular to the laser polarisation E. From Bhardwaj et al. [95].
absorption and fast expansion of the spherical nanoplasma. The expansion of spherical clusters
is faster than of plane solid targets, therefore the cooling is faster, resulting in shortening of
the x-ray emission compared to solids.
Recently, Chen et al. [93] improved the total x-ray flux from the argon K shell line by
using a 28 fs ultra-high contrast (109) laser with an intensity of 1018 Wcm−2. They reported
monochromatic x-ray burst with total flux of 1.4 × 1011 photons per laser shot into 4π solid
angle. In their experiment with short laser pulse it is the nonlinear resonant heating that
is responsible for the efficient energy coupling into the cluster. Because the high-energy
electrons that produce vacancies in argon ions are driven only by few cycles of the field it is
likely that the duration of the x-ray burst can be as short as 10 fs, a suggestion supported
by their simulations. This opens up the possibility for time-resolved x-ray imaging using high
brightness laser-cluster sources.
1.5.3 Laser-irradiated dielectrics
The interaction of intense lasers with dielectrics is of great interest and needs to be investi-
gated in order to understand the processes responsible for dielectric damage and permanent
modifications. On ultrashort time scales (∼10 fs) there is not enough time to produce a hot
electron plasma inside a dielectric that could initiate avalanche ionisation, as seen in long (pi-
cosecond) pulse experiments. New mechanisms of dielectric ionisation, such as hole assisted
ionisation, are expected to be important on ultrashort time scales [94]. In this case the ioni-
sation mechanisms in dielectrics are similar to the mechanisms in clusters, namely enhanced
ionisation and ionisation ignition (see section 2.2.1). The laser-induced ultrafast modification
of dielectrics is a result of the energy transfer from the laser-created plasma to the lattice.
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Bhardwaj et al. [95] studied laser induced modifications of fused silica with femtosecond
pulses. They found that the modifications are inhomogeneous and can be localised on a
sub-wavelength spatial scale. Fig. 1.13 shows permanently modified fused silica on a sub-
wavelength scale with femtosecond laser pulses. The nanoplanes of modified material produced
are less than 10 nm thick and spaced by ∼ λ/2 (where λ is the laser wavelength). Their
formation starts by creating small nanoplasmas by laser field ionisation. The nanoplasmas are
preferentially created at inhomogeneities in the material and then they grow into self-organised
structures. Shot-to-shot memory of the material enhances the localisation of the planes. The
growth of the underdense nanoplasmas is determined by the local fields. Because of the
field enhancement in the perpendicular direction to the laser polarisation for the underdense
plasma, they grow into planes, as can be seen in Fig. 1.13. One can see that organised
nanostructures can be created. These planes of modified material properties can be used for
example as Bragg gratings.
Chapter 2
Background to the laser-cluster
interaction
This chapter deals with descriptions of the interaction of strong laser fields with atomic clus-
ters. There is no unified theory of the laser-cluster interaction, therefore we review different
approaches and describe different processes introduced by different authors.
First of all, we review different theoretical approaches to describe the laser-cluster inter-
action. These include quantum mechanical treatment for smaller clusters [96, 97], molecular
dynamics codes [79, 98–101], particle-in-cell simulations [102–104] and fluid models [25, 105].
Secondly, we address the details of the laser-cluster interaction itself. As introduced in
section 1.5 the interaction can be divided into three key phases: ionisation, heating and
expansion. Here we review the most relevant mechanisms present in clusters in each of these
phases. We will also describe the nanoplasma model [25], which, despite its assumptions
and simplifications, can successfully explain many experimental observables and provides a
consistent and intuitive picture of the laser-cluster interaction.
Finally, we move from clusters to extended dielectrics and nanostructures. Fabricated
nanoscale structures on surfaces form the basis of an extended field of study, so-called nanoplas-
monics, which will be discussed in chapter 7.
2.1 Theoretical approaches for describing laser-cluster inter-
actions
The complexity of many-body processes in clusters makes their theoretical description very
challenging and no definitive theory of the laser-cluster interaction is available at the moment.
Full quantum mechanical calculations are computationally very intensive and can be applied
only to very small systems [21, 22]. Therefore, approximations have to be made in order to
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treat many-body cluster dynamics. Most of the theoretical approaches to the laser-cluster
interaction are either fully classical or include only the quantum mechanical description of
the ionisation process. In a typical calculation, nuclei, that are considerably heavier than
electrons, are described as classical particles, and electrons can be treated either quantum
mechanically or classically. For a typical strong field laser-cluster interaction the classical
description of cluster electrons is usually sufficient to capture the key underlying processes.
In order for the classical description of electrons to be valid the spreading of the electron
wave-packet must be negligible, i.e., the electron de Broglie wavelength,
λDB =
h√
2meE
, (2.1)
must be smaller than the average separation between the electrons [106]. In Eq. (2.1), me
is the electron mass, h is Planck’s constant and E is the electron energy. For electrons with
an energy of 100 eV the de Broglie wavelength is 1.2 A˚, for E = 1 keV, λDB = 0.4 A˚. The
interelectron distance re ≈ n−1/3e is ∼ 5 A˚ for a typical electron density ne = 1 × 1022 cm−3
(for a singly ionised rare-gas cluster). Therefore, the condition for a classical description of
electrons is satisfied at least for more energetic electrons.
The interaction of clusters with the laser field is normally treated in the dipole approxi-
mation. This is valid because cluster sizes are typically in the range of 1 – 10 nm, which is
considerably smaller than the laser wavelength at optical and near infrared frequencies.
2.1.1 Quantum mechanical cluster models
A fully quantum mechanical treatment, i.e., solving the time-dependent Schro¨dinger equation
(TDSE) for a many-body problem, can be applied only to very small systems. So far, the full
dimensional TDSE has been numerically solved for a helium atom with infinite nuclear mass
and two electrons in a linearly polarised laser field [107].
TDSE is computationally too demanding to be applied to clusters and the time-dependent
density functional theory (TDDFT) is usually employed instead. The key theorem of the
density functional theory states that the ground state of an interacting many-electron system
can be fully described by the electron density [108]. In cluster TDDFT calculations ions are
treated classically and electrons are described quantum mechanically by their time-dependent
density:
̺(r, t) =
Ne∑
k=1
|ψk(r, t)|2, (2.2)
where ψk(r, t) are single electron wavefunctions and Ne is the number of electrons in the
system. The wavefunctions ψk(r, t) are solutions of Ne Kohn-Sham equations (in atomic
50 CHAPTER 2. BACKGROUND TO THE LASER-CLUSTER INTERACTION
units) [109]:
i
∂
∂t
ψk(r, t) =
(
−1
2
∂2
∂r2
+
∑
i
Vi(r, ri) + Ve[̺](r, t) + Vxc[̺](r, t) +E(t) · r
)
ψk(r, t), (2.3)
where Vi(r, ri) is the potential of ions (ri denotes ion positions), Ve[̺](r, t) is the Hartree term
that accounts for the electron-electron interaction and Vxc[̺](r, t) is the exchange-correlation
potential which includes all other effects. Interaction with the laser field E(t) is treated in the
dipole approximation. The description of electrons by a 3-dimensional density rather than by a
3Ne-dimensional wavefunction significantly simplifies the problem. However, approximations
are needed to obtain the exchange-correlation potential. The choice of Vxc is a compromise
between accuracy and computational effort, and even high computational effort does not
guarantee high accuracy.
TDDFT has been used mainly for metal clusters where the initially delocalised electrons
can be described by a jellium model with a homogeneous ionic background [97]. 3-dimensional
TDDFT simulations are limited to cluster sizes of < 40 atoms, 2-dimensional simulations can
handle metal clusters with 100s of atoms. However, calculations of rare-gas clusters are
limited to very small sizes due to the initial localisation of electrons in the ground state.
1-dimensional TDDFT simulations of xenon clusters with 17 atoms have been performed by
Bauer and Macchi [96]. They have shown that quantum mechanics can be important in the
early ionisation dynamics of the cluster. They predict the formation of an electron wavepacket
oscillating across a cluster, even for laser intensities at which excursion of electron is smaller
than the cluster radius.
Finally, we note that TDDFT is a single-excitation theory, therefore, it cannot capture
electron-electron collisions that are very important in clusters. Moreover, it is very hard to
calculate excited states and even harder to calculate highly excited states created by the laser
field. TDDFT cannot describe large fluctuations and highly nonlinear processes in laser-driven
clusters. It can describe metal clusters and fullerens with low excitations quite well but it is
not the best choice for highly excited rare-gas clusters [22].
2.1.2 Classical molecular dynamics simulations
Clusters interacting with strong laser fields can be well described by classical molecular dy-
namics (MD) simulations [99–101, 106, 110–113]. The use of MD simulations can be justified
by their agreement with experiments. For example, calculations of explosion of D2 clusters
performed by Last and Jortner [100, 106] agree reasonably well with the experiments of Madi-
son et al. [114], MD simulations of xenon clusters performed by Saalmann and Rost [99] agree
with the experiments of Zweiback et al. [115].
In the MD calculations the classical trajectories of all particles (ionised electrons and ions)
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are tracked in time by solving their equations of motion. In a typical MD calculation bound
electrons are not treated explicitly. Ionisation is usually described by ionisation rates w(t)
(e.g., tunneling or collisional ionisation rate). The ionisation probability pi(t) = w(t)dt at
each time step is compared to a random number x. If pi(t) > x an electron is born and is
then propagated classically. All the particles move in the laser field and their mutual electric
fields. In order to avoid the singularity of the Coulomb potential the interaction between
two charged particles with charges q1 and q2 is commonly modeled with a soft-core potential,
Vs(r) = q1q2/
√
r2 + a2q , where aq is chosen to get the right binding energy [111]. Because
MD calculations follow all the particles they account for electron-ion collisions which can be
important at high densities inside clusters.
MD simulations require large amounts of computational power. For a system with N
particles the computational time scales as ∼ N2 because the interaction between all pairs of
particles must be calculated. Therefore, MD simulations are limited to smaller or medium
clusters. However, hierarchical tree codes used by Saalmann and Rost [99, 110] do not cal-
culate forces between all the particle pairs, but they treat particles at a large distance as a
single particle. Their computational time scales as N logN . This scaling enables numerical
simulation of larger clusters with 1000s of atoms that are more relevant to many experiments.
2.1.3 Particle-in-cell simulations
The dynamics of large clusters on long time scales can be treated by particle-in-cell (PIC)
simulations. PIC simulations, widely used in plasma physics [20], solve self-consistently the
motion of charged particles and their electric and magnetic fields (Fig. 2.1). For the cal-
culation of the fields, charged particles are represented by cells containing a number of real
particles. From positions and velocities of particles (r,v), charge and current densities (̺,J)
are calculated on a stationary spatial grid. Using these charges and currents, Maxwell’s equa-
tions are solved on the grid to obtain the electric and magnetic fields (E,B). Particles are
then moved in these fields and new charges and currents are calculated again. PIC simulations
can treat larger systems than MD simulations because they do not follow all the individual
particles. However, microscopic inhomogeneous fields, and therefore collisions, are normally
not included in PIC calculations. Consequently, PIC simulations may not describe correctly
the collisional phenomena that can be important in clusters.
PIC simulations can handle large clusters. The dynamics of laser-irradiated clusters with
up to 1.6× 106 atoms have been calculated with a PIC code by Fukuda et al. [103] and with
up to 25000 atoms by Jungreuthmayer et al. [102]. It is hard to compare PIC simulations
with MD codes because different groups usually specialise in one or another method and they
do not calculate the cluster dynamics under similar conditions.
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Figure 2.1: Schematic of a particle-in-cell code. Particle positions and velocities (r,v), charge and
current densities (̺,J) and electric and magnetic fields (E,B) are calculated in a cycle on a spatial
grid.
2.1.4 Hydrodynamic models
Hydrodynamic models are the numerically simplest approach to investigating laser-cluster
interactions. They make use of only macroscopic quantities, such as electron and ion densities,
temperatures and the cluster radius. The time evolution of these quantities is governed by a
set of rate equations that are solved numerically. Probably the most successful hydrodynamic
model is the nanoplasma model first developed by Ditmire et al. [25]. It will be addressed
in more detail in section 2.3. Briefly, the nanoplasma model assumes the cluster to be a
homogeneous sphere with a spherical nanoplasma formed inside. The nanoplasma is efficiently
heated during the expansion of the cluster when a resonant condition between the plasma
frequency and driving laser frequency is met.
Compared to MD and PIC simulations the nanoplasma model is computationally fast and
it can easily calculate the dynamics of very large clusters with ∼ 104 − 106 atoms. It can
be run on a single processor in minutes and, consequently, one can perform simulations on
an ensemble of clusters and take into account the broad cluster size distribution that most
experiments include. This cannot be readily achieved with computationally more intensive
codes that need days or weeks to calculate the dynamics of a single cluster. Moreover, the
nanoplasma model provides an intuitive insight into the physics underlying the interaction
and it has been remarkably successful in the interpretation of many experiments (see section
2.3). On the other hand, because of the simplifying assumptions, the nanoplasma model
clearly cannot be expected to fully capture all the physical processes involved. Due to the
fact that it assumes a Maxwellian electron energy distribution at all times, it cannot account
for non-equilibrium processes that may be important early in the interaction. Because it
assumes an isotropic cluster explosion, it fails to explain the measured angular distributions
of emitted ions and electrons.
The assumption of a homogeneous cluster density has been relaxed in work by Milchberg
et al. [105]. In their model they assume radial dependence of the density in the cluster
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but still average the field over the angular distribution. Therefore, the cluster expansion is
isotropic but not homogeneous. In this model, there is a spherical layer in the cluster, not a
sphere, which has a resonant electron density. This layer moves inside the cluster during the
interaction with the laser pulse and the resonance condition is maintained for a longer time
than in the nanoplasma model, though involves a smaller number of particles in resonance at
any given time.
2.2 Key processes in clusters in strong NIR fields
To simplify the description of the laser-cluster interaction we divide the cluster dynamics into
three phases: ionisation, heating and expansion. Although these phases are not separated in
time we address them separately for clarity. In this section we review the main mechanisms
of cluster ionisation, heating and expansion.
2.2.1 Ionisation mechanisms of clusters
Firstly we recall that, when considering cluster ionisation, we distinguish between inner and
outer ionisation (see section 1.5). Inner ionisation means the removal of an electron from its
parent atom, with the electron remaining bound to the cluster. Outer ionisation refers to
electron that leaves the cluster as a whole.
In a typical strong field laser-cluster experiment, some of the cluster atoms are ionised
at the beginning of the laser pulse. The ionisation of atoms exposed to strong laser fields is
described in section 1.2.3. Once some electrons are inner ionised, other phenomena specific
to the cluster environment set in. In this section we address different ionisation mechanisms
of clusters subjected to strong laser fields.
2.2.1.1 Above threshold ionisation in fullerens
Above threshold ionisation in atoms, described in section 1.2.3, is experimentally manifested
by observation of electron energies higher than the threshold for ionisation and a peak struc-
ture in the photoelectron spectra. Above threshold ionisation has been observed not only in
atoms but also in more complex systems such as the C60 molecule [116].
In the experiment of Campbell et al. [116] C60 molecules were subjected to pulses with
durations in the range of 25 fs – 5 ps. When irradiated with short 25 fs pulses of moderate
intensity of 8 × 1013 Wcm−2 the photoelectron spectra from C60 exhibit a peak structure
which is direct evidence of the multiphoton process (Fig. 2.2(a)). The peaks are separated by
the photon energy. At these short pulse durations the ion motion does not occur during the
laser pulse and the peak structure in the photoelectron spectra manifests direct emission of
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Figure 2.2: Experimental photoelectron spectra from C60 irradiated with 790 nm pulses with peak
intensity of 8× 1013 Wcm−2 (a-d) and 5× 1012 Wcm−2 (e). Laser pulse duration is indicated in each
panel. As the pulse duration is increased the peak structure in the spectra disappears. Figure from
Campbell et al. [116].
electrons from the C60 molecule. In this process no collisions occur before the electron leaves
the molecule. The peak structure is still present when the pulse duration is increased to 70 fs
(Fig. 2.2(b)). When the pulse duration is increased to 100s of femtoseconds (Fig. 2.2(c,d))
the peaks are smeared out and the photoelectron energy spectra can be fitted with a thermal
distribution. This originates from the redistribution of the energy between the electrons, and
shows the onset of electron thermalisation in C60. On even longer (picosecond) time scale the
energy is transferred from electrons to the vibrational degrees of freedom of the C60 cage and
the electron energy distribution is still thermal (Fig. 2.2(e)).
2.2.1.2 Enhanced ionisation
Charge-resonance enhanced ionisation is a well known effect for diatomic molecules [117]
and has also been theoretically considered for small clusters with tens of atoms [112, 118].
The ionisation rate of diatomic molecules aligned along the laser polarisation axis is strongly
enhanced when the internuclear separation has its optimal value larger than the equilibrium
distance. When the internuclear distance is very small (Fig. 2.3(a)) the internal molecular
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Figure 2.3: Electronic potential of a diatomic molecule in a laser field at three different nuclear
separations. Dashed curves indicate the upper energy level of the molecule. (a) For a very small
distance between the nuclei, the situation resembles a single atom. (b) Optimal distance between the
nuclei, electron can tunnel through the internal barrier directly out of the molecule. (c) Two nuclei
far away from each other behave like two independent atoms.
barrier is low and the ionisation from a molecule is similar to atomic ionisation. On the
other hand, for very large internuclear distances, the molecular potential starts to resemble
two independent atomic potentials (Fig. 2.3(c)). However, for an intermediate internuclear
separations the situation is different from the atomic case (Fig. 2.3(b)). An electron localised
at the higher potential well can tunnel directly to the continuum through the internal barrier.
It has been shown that in diatomic molecules this mechanism can increase the ionisation rate
by three orders of magnitude [117].
A similar mechanism of enhanced ionisation (ENIO) has been proposed for small clusters
[112, 118]. In contrast to diatomic molecules there is no preferential direction in small spherical
clusters and ENIO becomes independent of the polarisation direction. It is expected to be
present also for the case of circular polarisation. This is because in a spherically symmetric
cluster it is very likely to find a pair of atoms in line with the polarisation vector. Similarly
to molecules the ionisation rate is enhanced for an optimal cluster radius R∗ larger than the
equilibrium one. At this radius the average distance between neighbour ions is such that
a bound electron can directly tunnel to the continuum, i.e., can be outer ionised. Because
R∗ is larger than the initial cluster radius the cluster expansion plays a critical role in the
ionisation process. When the optimal cluster radius is reached at the peak of the laser pulse,
the ionisation is enhanced. Therefore, for a given cluster, an optimal pulse duration should
optimise the ionisation yield.
When going to larger clusters (about 100 atoms and more) the relative importance of ENIO
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is expected to diminish and a nanoplasma will start to form inside the cluster. Moreover, in
large clusters, a larger potential barrier for outer ionisation is created, and ENIO will not be
important. In the case of larger clusters, the nanoplasma will be critical in determining the
cluster dynamics. In small clusters of some tens of atoms the nanoplasma formation is not
expected because the number of inner ionised electrons that stay trapped inside the cluster
is low. Therefore, collective resonant mechanisms for medium and large clusters, that will be
discussed later (sections 2.2.2.2, 2.3), are not present in very small clusters. The enhanced
ionisation mechanism can be distinguished from the resonant mechanisms because of the fact
that it does not depend on the laser frequency.
2.2.1.3 Ionisation ignition
Ionisation ignition model has been proposed by Rose-Petruck et al. [98] to explain high ionic
charge states produced from laser-irradiated clusters. The model assumes that, once some
electrons are outer ionised, the total electric field of all charged particles inside the cluster can
enhance further ionisation. In the ionisation ignition model some of the electrons are firstly
inner ionised by over the barrier ionisation. The initial atomic density inside the cluster is
nearly that of a solid, therefore, the ionic electric field can be large enough to substantially
modify the binding potential of bound electrons. For example, when each atom in a cluster
with radius of R0 = 1 nm and ion number density of ni = 10
22 cm−3 is singly ionised, the
electric field at the cluster surface is E = eR0ni/3ε0 = 6×1010 Vm−1 which corresponds to an
intensity of 5× 1014 Wcm−2. The local field of charged particles inside the cluster combined
with the time-dependent laser field lowers the potential barrier for electrons and enhances
the ionisation rate. When the laser intensity becomes larger than the threshold intensity for
single ionisation, the total ionisation rate is rapidly enhanced by this process, thus the name
“ionisation ignition”.
In the model of Rose-Petruck et al. [98], neon and argon clusters with up to 55 atoms
exposed to fields with intensities of 5×1015−5×1017 Wcm−2 were studied numerically. The
ionisation mechanism considered was OTBI and a classical trajectory Monte Carlo model was
implemented to classically treat the ionisation process. In OTBI ionisation the total field
of the laser and ionised cluster atoms is considered. In this model the initial position and
momentum of a bound electron is taken from a microcanonical ensemble with the total energy
determined by the ionisation potential. Bound electrons do not interact with each other and
ionisation only from the outermost orbital is considered. Electrons that are inner ionised are
efficiently heated by collisional absorption (section 2.2.2.1) and can create inner-shell vacancies
in ions by impact ionisation (section 2.2.1.5). Decay of these vacancies results in hard (keV)
x-ray emission from clusters that has been observed experimentally [89].
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The ionisation ignition model has been supported by other groups [112, 119–122]. However,
the details of the ionisation ignition dynamics and the build up of the fields remain to be
investigated. A dynamic version of ignition has been proposed by Bauer and Macchi [96].
They have performed time-dependent DFT calculations of linear clusters with up to 17 atoms
and did not find enhanced ionisation due to the ionic field. They suggested that it is the time-
dependent field of the oscillating electron cloud, rather than the static field of ions, that adds
to the laser field and enhances further ionisation. Moreover, in addition to the electric field
build up, inner ionised electrons can shield the ionic charge inside the cluster and suppress
the field ionisation rate. This mechanism is discussed in the next section.
2.2.1.4 Electron shielding
When the number of electrons trapped inside the cluster is large enough the laser field inside
the cluster can be shielded, reducing the inner ionisation rate [22, 25, 45, 121, 123, 124].
The relative importance of shielding and ionisation ignition depends on the balance of inner
and outer ionisation. When the inner ionisation rate is substantially larger than the outer
ionisation rate a large number of electrons remain bound to the cluster and shielding plays
an important role. On the other hand, when a considerable fraction of electrons leaves the
cluster the inner cluster field driving the ionisation ignition will be dominant. A combination
of shielding and ignition can result in lower charge states in the centre of the cluster and
larger charge states at the cluster surface because shielding is expected to be maximal in the
inner part of the cluster [121]. According to calculations by Heidenreich et al. [123], shielding
is important for clusters larger than 10 atoms in the intensity range 1015 − 1016 Wcm−2.
Experiments on high harmonic generation from clusters performed by Donnelly et al. [45]
have shown that the harmonic signal from clusters appears at higher intensity than in the
case of atoms. This has been attributed to the shielding of the laser field inside the cluster.
2.2.1.5 Collisional ionisation
The last inner ionisation mechanism considered here is collisional (or electron impact) ioni-
sation. Once some electrons are inner ionised and trapped inside the cluster they can collide
inelastically with cluster ions or neutrals and ionise further electrons. The collisional ionisation
cross-section σc can be calculated using the empirical formula of Lotz [125]:
σc = aiqi
ln(Ek/Ip)
EkIp , (2.4)
where ai = 4.5× 10−14 cm2 eV2 is an empirical constant, qi is the number of electrons in the
outer shell of the ion, Ek is the kinetic energy of the electron in eV and Ip is the ionisation
potential of the outer shell in eV. Formula (2.4) is valid for large electron kinetic energies
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Ek ≫ Ip and is derived for an isolated atom. The collisional ionisation rate wc is:
wc = neσcve, (2.5)
where ve is the electron velocity and ne is the electron density.
The electron velocity inside the cluster has two components; thermal velocity associated
with the randomised thermal motion of the electron plasma with temperature Te, and a veloc-
ity of the oscillatory motion in the laser electric field. It is useful to separate the contributions
of these two velocity components to the collisional ionisation rate. The thermal ionisation
rate can be calculated assuming a Maxwellian electron energy distribution inside the cluster.
Because the characteristic time for electrons in a near solid density plasma to develop a ther-
mal distribution is . 10 fs [126], the assumption of a Maxwellian distribution should be valid
for long enough pulse durations. The thermal ionisation rate averaged over the Maxwellian
distribution is [25]:
wkT =
neaiqi
Ip
√
kBTe
∫ ∞
Ip/kBTe
e−x
x
dx, (2.6)
where ai is the constant as in Eq. (2.4) and qi is the number of electrons in the outer shell.
The laser-driven collisional ionisation rate is:
wL = neσc
eE0
meω
| sinωt|, (2.7)
where the collisional cross-section σc is given by the formula of Lotz (2.4), E0 is the amplitude
of the laser electric field and ω is the laser angular frequency. Rates (2.6) and (2.7) are used
in the nanoplasma model (section 2.3). The thermal and laser driven ionisation rates are
comparable when the electron temperature is comparable to the ponderomotive energy. For
example, for a plasma with an electron density of 1023 cm−3, both collisional ionisation rates
(thermal and laser driven) for Ar8+ ions are on the order of 0.1 fs−1 for kBTe ≈ Up ≈ Ip [25].
Despite the seemingly simple ionisation rate (2.5) different authors do not agree on the
importance of collisional ionisation in the laser-cluster interaction. Ishikawa and Blenski [122]
have found in their classical Monte Carlo simulation that electron impact ionisation does
not play an important role in the ionisation of small clusters with up to 147 atoms and
intensities of ∼ 1014 − 1016 Wcm−2. Last and Jortner [121] have found that the relative
importance of the collisional ionisation is less than 13% for xenon clusters with up to 1047
atoms irradiated with an intensity of 1× 1016 Wcm−2. Heidenreich et al. [123] performed an
extensive numerical study on the importance of electron impact ionisation. According to their
MD simulations with experimentally determined collisional ionisation cross-sections, electron
impact ionisation is not important for small clusters with tens of atoms. However, for xenon
clusters larger than 55 atoms (irradiated by intensities of ∼ 1015 − 1016 Wcm−2) the relative
importance of the collisional ionisation is rather substantial. The relative contribution of the
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collisional ionisation compared to the field ionisation increases with cluster size and decreases
with laser intensity. Besides, the significance of the electron impact ionisation increases with
increasing the laser pulse duration. Calculations of Xe2171 clusters subjected to laser pulses
with intensity of 1015 Wcm−2 and pulse durations in the range of 10 – 100 fs have shown that
under 10 fs irradiation collisional ionisation plays a minor role and electrons are predominantly
field ionised by the combined laser and cluster field. On the other hand, for a 100 fs pulse
duration collisional ionisation is the dominant ionisation mechanism. They also predict that
electron impact ionisation can continue after the pulse is over.
Contrary to the aforementioned findings, PIC simulations by Jungreuthmayer et al. [102]
predict only minor importance of collisional ionisation even for large argon clusters with 10000
atoms and an intensity of 8×1015 Wcm−2. Consequently, the question of the exact importance
of individual ionisation mechanisms remains open. But generally, collisional ionisation is more
important for heavy elements with many electrons such as xenon for which the corresponding
cross-sections are large. It is also more important for longer pulses.
2.2.1.6 Outer ionisation of clusters
As mentioned above, outer ionisation is the removal of the electrons from the cluster as a
whole. Some electrons driven by the laser field can leave the cluster early in the interaction
before a sufficient cluster charge is built up that binds the electrons inside the cluster. Further
electrons can be outer ionised later when they are sufficiently heated to overcome the cluster
binding potential. Here we give a simple estimate of cluster outer ionisation via barrier
suppression by the laser electric field (Fig. 2.4). This estimate will be used in the analysis in
section 5.2 and the model of section 6.5.
The electrostatic potential V (r) of a homogeneously charged spherical cluster is [127]:
V (r) =


−Q(3R20 − r2)/(8πε0R30) r ≤ R0,
−Q/(4πε0r) r > R0,
(2.8)
where Q is the total cluster charge, r is the distance from the cluster centre and R0 is the
cluster radius. This potential is lowered by the laser electric field potential −E0r, hence, some
electrons can leave the cluster. The total charge Q of the cluster can be determined by the
condition that at r = R0 the combined electric field of the cluster and the laser is zero. Or,
in other words, the derivative of the combined potential of the cluster and the laser field is
zero at R0:
dV (r)
dr
∣∣∣∣
R0
− E0 = 0. (2.9)
Solving this equation yields the total cluster charge:
Q = 4πε0E0R
2
0 (2.10)
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Figure 2.4: Schematic of outer ionisation of clusters by barrier suppression by the laser electric field.
Solid line: cluster potential without the field. Dashed line: Combined potential of the cluster and laser
electric fields. The laser field is not strong enough to remove electrons from the cluster. Dotted line:
Combined potential of the cluster and the laser fields. The electrons can escape the cluster.
and the number of outer ionised electrons is then Q/e. Numerical simulations by Saalmann
and Rost [127] have shown that this scaling of Q should be valid when the cluster does not
expand significantly during the laser pulse. Note that the total cluster charge scales with
cluster and laser parameters as ∼ E0R20. This scaling is consistent with the scaling of the
model of Breizman et al. [128].
2.2.2 Heating of clusters
Once some electrons are inner ionised they can absorb energy from the laser field. Due to the
fact that there is no heat conduction into a cold bulk material electrons can be heated to high
temperatures up to the keV range [27, 86]. The energy absorption mechanisms inside clusters
can be either single electron processes or of collective nature. We will review the main energy
absorption mechanisms relevant to clusters below.
2.2.2.1 Inverse bremsstrahlung
Inverse bremsstrahlung (or collisional heating) is an energy absorption mechanism from laser
to plasma via inelastic electron collisions with ions. Electron-ion collisions perturb the electron
oscillatory motion in the laser field and can transfer a fraction of the electron oscillatory energy
to randomised thermal energy. Inverse bremsstrahlung is an important energy absorption
mechanism in large clusters in which a significant number of inner ionised electrons are trapped
inside the cluster to form a nanoplasma. In the following analysis we consider a spherical
cluster with a nanoplasma inside. The conditions for plasma creation will be addressed in
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section 2.3.
The rate at which the energy is transferred from the laser field to the randomised electron
motion of plasma electrons is [25]:
∂E
∂t
= Ec · ∂D
∂t
, (2.11)
where Ec is the electric field inside the cluster, D = ε0εEc is the electric displacement field and
ε is the (generally complex) dielectric constant of the nanoplasma. Considering the field in
the form Ec = x(Ece
iωt+E∗c e
−iωt)/2 (x is a unit vector in the direction of laser polarisation)
and averaging the rate (2.11) over one laser cycle yields the cycle-averaged rate:
∂E
∂t
=
1
2
ε0ωIm(ε)|Ec|2. (2.12)
The dielectric constant of the plasma can be well approximated by the Drude model of free
electron gas:
ε = 1− ω
2
p/ω
2
1 + iνei/ω
, (2.13)
where νei is the electron-ion collision frequency and the plasma frequency ωp is given by
Eq. (1.30).
Considering the cluster to be a uniform dielectric sphere with dielectric constant ε the
electric field Ec inside the cluster is related to the external laser field E by:
Ec =
3E
|ε+ 2| . (2.14)
Substituting Ec (Eq. (2.14)) and ε (Eq. (2.13)) into Eq. (2.12) yields the final expression for
the collisional heating rate in the cluster nanoplasma:
∂E
∂t
=
9ε0ω
2ω2pνei|E|2
2[9ω2(ω2 + ν2ei) + ω
2
p(ω
2
p − 6ω2)]
. (2.15)
In order to determine this heating rate the electron-ion collision rate νei has to be known.
It was calculated by Silin [129]. The collision rate can be analytically expressed in the two
limiting cases where the electron oscillatory velocity vosc is considerably larger or considerably
smaller than the electron thermal velocity vkT . The collision rate is (in CGS units):
νei =


4
9
(
2pi
3
)1/2
Z2e4nim
−1/2
e (kBTe)
−3/2 lnΛ, vosc ≪ vkT ,
16Z2enimeω
3E−30 (ln (vosc/2vkT ) + 1) lnΛ, vosc ≫ vkT .
(2.16)
where Z is the ionic charge, ω is the laser frequency, E0 is the amplitude of the electric
field, Te is the electron temperature and lnΛ = ln (rmax/rmin) is the standard Coulomb
logarithm, defined as the logarithm of the ratio of the maximum and minimum electron
impact parameters [20]. The maximum impact parameter rmax is equal to the Debye length
λD because the ion electric field is shielded beyond this distance. The minimum electron
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impact parameter rmin is either the classical distance of minimum approach or the electron
de Broglie wavelength, whichever is smaller. The Coulomb logarithm typically has values of
5 – 15. As can be seen from Eq. (2.16) inverse bremsstrahlung is important for high density
and low temperature plasmas. The collision rate νei decreases with laser intensity as I
−3/2.
The inverse bremsstrahlung rate can be significantly increased when the electric field inside
the cluster is resonantly enhanced. When the denominator in Eq. (2.14), |ε+2|, goes through
zero, the cluster field Ec can have a significantly larger value than the laser field. This happens
when ne = 3nc, where the critical density nc is defined by Eq. (1.34). At this point the field
inside the cluster is enhanced with respect to the external field and deposition of energy from
laser to the electrons can be very efficient.
2.2.2.2 Collective resonant absorption
Clusters can efficiently absorb energy by collective electron oscillation [99, 110]. Unlike inverse
bremsstrahlung that leaves the centre of mass of electrons at rest, in the case of collective
absorption the electron cloud inside the cluster oscillates and absorbs energy depending on
its phase shift with respect to the laser field. The collective behaviour can be important in
medium to large clusters (with 1000 and more atoms).
Saalmann and Rost [99] performed molecular dynamics simulations of a Xe923 cluster
exposed to a pulse with a duration of 200 fs and intensity of 9 × 1014 Wcm−2 (Fig. 2.5).
They found that, at the beginning of the pulse, some electrons are inner ionised by the field
ionisation, and then they are held inside the cluster by the space charge. Fig. 2.5(a) and
(b) show the calculated average charge per ion and the radii of cluster shells (i.e., concentric
layers of the spherical cluster) as a function of time. Electrons trapped inside the cluster
can move collectively along the laser polarisation direction as a driven and damped harmonic
oscillator. This is evident from Fig. 2.5(c) which shows the centre of mass of the electron
cloud. The electrons are driven by the laser electric field and damped by various processes,
such as collisions with ions and electrons. In the case of a linear response the equation of
motion of the centre of mass of the electron cloud is:
z¨e(t) + 2Γz˙e(t) + ω
2
Cze(t) = −
eE0
me
sinωt, (2.17)
where ze is the position of the electrons centre of mass, Γ is the damping rate and ωC is the
eigenfrequency of the electron sphere inside the cluster, given by:
ωC =
√
e
4πε0me
√
Q
R3
, (2.18)
where Q is the total cluster charge and R is the cluster radius that changes slowly in time.
For a typical cluster with R = 3 nm and Q = 1000e, the eigenfrequency is 3× 1015 s−1.
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Figure 2.5: Dynamics of a Xe923 cluster in a strong laser pulse with peak intensity of 9×1014 Wcm−2
and pulse duration of 200 fs calculated by MD code. (a) Average charge per atom. (b) Radii of cluster
shells normalised to initial cluster radius R0. (c) Velocity of the centre of mass of the electronic cloud.
(d) Phase of the electron oscillation with respect to the laser field. Figure from Saalmann and Rost
[99].
The solution of Eq. (2.17) is straightforward; the electron sphere oscillates harmonically
with frequency ω:
ze(t) = ze0 sin (ωt− ϕe), (2.19)
where the amplitude ze0 and the phase ϕe of the electron sphere are given by:
ze0 =
eE0
me
√
(ω2C − ω2)2 + (2Γω)2
, (2.20)
ϕe = arctan
(
2Γω
ω2C − ω2
)
. (2.21)
The electron cloud loses energy due to the damping and gains energy from the laser field
depending on its phase shift (2.21) with respect to the field. The cycle-averaged rate of the
energy gain from the laser field is:
∂E
∂t
=
1
T
∫ T
0
z˙e(t)E(t)dt =
1
2
E0ze0ω sinϕe. (2.22)
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As the cluster expands its eigenfrequency decreases and a resonance occurs when ωC = ω. At
this point the phase shift is ϕe = π/2 and the rate of energy absorption (2.22) is maximised
(Fig. 2.5(d)). The simple picture of collective electron motion is in agreement with molecular
dynamics simulations of Saalmann and Rost [99], shown in Fig. 2.5.
The relative importance of the collective resonant absorption and the inverse bremsstrahlung
depends on the relation between the laser frequency and the cluster eigenfrequency [22], i.e., it
depends on the cluster size and charge density. When laser frequency is larger than the cluster
eigenfrequency inverse bremsstrahlung heating dominates. In the opposite case the collective
behaviour of electrons has to be considered. Both mechanisms lead to a very efficient energy
deposition into the cluster at the resonance.
When the pulse duration is short (typically < 50 fs) the cluster does not expand enough
during the laser pulse for the linear resonance to occur. In this case a nonlinear resonant
absorption, predicted by PIC simulations of Kundu and Bauer [120, 130], can be the dominant
energy absorption mechanism. In general, the motion of the electron cloud is nonlinear and
the equation of motion (2.17) of the centre of mass of the electron cloud contains higher order
terms proportional to z2e and z
4
e . This nonlinear motion can be viewed as having an effective
eigenfrequency that depends on the amplitude of the oscillation. The resonant condition is met
when the time-dependent effective frequency matches the laser frequency. There is a threshold
intensity, above which the laser field is strong enough to drive the nonlinear oscillations, and
strong absorption occurs. Below the threshold intensity (that depends on the cluster type)
the nonlinear resonance is of minor importance. This nonlinear resonance is closely related
to the outer ionisation as the electrons which gain energy via nonlinear resonance leave the
cluster.
2.2.2.3 Vacuum heating
Vacuum heating, also called Brunel heating or not-so-resonant absorption, is an energy ab-
sorption mechanism well known from solid target laser-plasma physics [131, 132]. It can be
important for clusters when the electron density inside the cluster is much larger than the
critical density and inverse bremsstrahlung is suppressed [22]. In the vacuum heating mech-
anism the electrons are pulled out of the overdense plasma by the laser field and then sent
back into the plasma, gaining energy from the field.
The model of vacuum heating developed by Brunel [131] assumes an intense laser field
obliquely incident on a sharp vacuum-plasma boundary. The plasma density has to be con-
siderably higher than the critical density and the density gradient scale length has to be much
smaller than the laser wavelength. The electrons are first pulled away from the plasma by
the laser electric field. The motion of the electrons is then treated classically by solving the
2.2. KEY PROCESSES IN CLUSTERS IN STRONG NIR FIELDS 65
equation of motion and numerically calculating the velocity of electrons coming back and
hitting the plasma surface. The absorbed energy per laser cycle is:
E = 1
2
Nemev
2
osc, (2.23)
where Ne is the maximum number of electrons pulled to the vacuum and vosc = eE/meω is
the velocity of the oscillatory motion of the electrons in the laser electric field.
Vacuum heating can play a role in laser-irradiated clusters as the electrons are driven
across the cluster boundary [32, 104, 128]. Taguchi et al. [104] performed PIC simulations
on large argon clusters with diameters in the range of 20 – 53 nm subjected to 100 fs pulses
with intensities in the range of 1014 − 1016 Wcm−2. Their calculations show that electrons
are firstly driven away from the cluster and then accelerated back by the combined laser and
space charge fields. Then the electrons cross the cluster and appear on the other side. When
the electron transition time across the cluster matches the laser period a strong absorption
occurs.
2.2.2.4 Single electron rescattering
Besides collective phenomena in clusters, energy can be also absorbed by single particle pro-
cesses [41, 124]. Deiss et al. [124] have proposed that large angle single electron rescattering
at cluster ions can be an important absorption mechanism for large clusters where the elec-
tron mean free path is comparable to the cluster diameter. This is a classical version of the
inverse bremsstrahlung. When electrons are elastically scattered at cluster ions their velocity
can be reversed and so they can be further accelerated by the laser field in the next half
cycle. Contrary to the free electrons, elastically scattered electrons will gain energy from the
laser field. This mechanism should be present at short times within the first few cycles of
the laser field. Not all electrons, rather just a sub-ensemble of electrons, that experience the
large angle scattering, are heated. Calculations of this process based on a mean-field approach
[124] have shown a good agreement with the experimental x-ray yields from argon clusters
[92], demonstrating that this type of electron heating can be important.
Single electrons can also be rescattered on the extended potential of the whole cluster
[41]. This mechanism, described in section 1.2.4, can lead to efficient energy transfer from the
laser field to the cluster electrons. To maximise the energy absorption the electron has to be
scattered forward at the cluster boundary at the maximum of the electric field. The absorbed
energy can then be much larger than the ponderomotive energy.
2.2.3 Expansion of clusters
Once clusters are ionised they start to expand driven by hydrodynamic and Coulomb forces
(Fig. 2.6). The hydrodynamic pressure originates from coupling between electrons and ions in
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(a) Hydrodynamic expansion (b) Coulomb expansion
Figure 2.6: Schematic of cluster expansion. (a) Hydrodynamic expansion. Electrons (blue) are
trapped inside the cluster. As the hot electron nanoplasma expands ions are dragged outwards. (b)
Coulomb expansion. Electrons are outer ionised early in the interaction and after that positively
charged ions Coulomb explode.
the nanoplasma. The expanding hot electron nanoplasma drags the ions outwards [25, 27, 105].
The second mechanism of cluster expansion is Coulomb explosion, first observed in laser-
irradiated molecules [17, 133]. After ionisation of the molecule the charged ions repel each
other and the molecule disassembles. This idea was then extended to clusters [100, 134]. In
the Coulomb explosion of clusters a large number of electrons are outer ionised, a net positive
charge is built up on the cluster and the cluster then explodes driven by Coulomb forces
between ions.
Generally, both Coulomb and hydrodynamic pressure play a role in the cluster expan-
sion [25, 135] and the relative importance of these forces depends on the laser and cluster
parameters. In the case of large, high-Z clusters most of the electrons are trapped inside the
cluster and the expansion is driven predominantly by hydrodynamic forces (Fig. 2.6(a)). In
another limiting case, valid for small low-Z clusters in very intense laser fields, most of the
electrons leave the cluster very rapidly before any significant ionic motion sets in. After that
the positively charged cluster expands due to the Coulomb repulsion (Fig. 2.6(b)).
When we suppose the cluster is a uniform expanding sphere with density decreasing in
time, we can derive the equation for the time-dependent cluster radius R, assuming the
expansion is driven by a combination of hydrodynamic pressure Pe and Coulomb pressure
PC . In order to conserve energy, the rate at which work is done by the plasma must be equal
to the rate of change of the cluster kinetic energy [136]:
(Pe + PC)4πR
2∂R
∂t
=
∂Ek
∂t
, (2.24)
where the kinetic energy Ek of the expanding cluster is
Ek = 1
2
(
4
3
πR3
)
nimi
(
∂R
∂t
)2
. (2.25)
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Combining Eqs. (2.24) and (2.25) yields the formula for the time-dependent cluster radius:
∂2R
∂t2
=
3(Pe + PC)
nimiR
. (2.26)
We will now address the two expansion mechanisms, hydrodynamic and Coulomb expansion.
2.2.3.1 Hydrodynamic expansion
Hydrodynamic pressure results from the coupling of the hot electrons inside the cluster and
the ions. The hot electron nanoplasma expands and electrons drag ions with them. The
hydrodynamic pressure Pe of electrons with temperature Te is:
Pe = nekBTe, (2.27)
where ne is the electron density. The hydrodynamic pressure scales with cluster radius as
∼ R−3 because ne ∼ R−3. The characteristic speed of this expansion is the ion plasma sound
speed, defined by Eq. (1.35). The time tE it takes for a cluster to double its initial radius R0
is:
tE = R0
√
mi
ZkBTe
. (2.28)
This explosion time depends both on the ion and electron parameters and on the initial cluster
radius. It typically has values on the order of 100s femtoseconds for rare-gas clusters with
1000s of atoms.
2.2.3.2 Coulomb expansion
In order to describe the dynamics of pure Coulomb expansion of clusters we consider a limiting
case where all the electrons are outer ionised very early in the interaction and after that a
charged cluster expands due to Coulomb forces [100]. This type of interaction is likely to be
present for H2 and D2 clusters irradiated by very intense laser fields [137, 138].
Firstly, we consider two Coulomb exploding ions with charges Ze and masses mi. The
time needed to increase their relative distance from R0 to R is [134]:
tE(R) =
∫ R
R0
1
v
dr =
∫ R
R0
√
mi
2Ek(R)dr, (2.29)
where Ek(R) is the kinetic energy of the ion pair, which is equal to the change in their
electrostatic potential energy:
Ek(R) = Z
2e2
4πε0
(
1
R0
− 1
R
)
. (2.30)
Inserting Eq. (2.30) into Eq. (2.29) and performing the integration yields:
tE(R) =
√
2πε0miR30
Ze
f(R0/R), (2.31)
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where
f(R0/R) =
√
1−R0/R
R0/R
+
1
2
ln
(
1 +
√
1−R0/R
1−√1−R0/R
)
. (2.32)
In order to double the initial distance (R0/R = 0.5) one gets f(0.5) = 2.296.
When considering a uniformly expanding spherical cluster one has to replace the charges of
individual ions by the charge of the ion Ze and the charge of the uniform sphere 4πR30niZe/3.
Then the time for a cluster to double its radius is [137]:
tE(R = 2R0) ≈ 0.8
√
4πε0mi
niZ2e2
. (2.33)
The Coulomb explosion time of a cluster (2.33) depends on the charge of cluster ions as ∼ Z−1
and on the ion mass as ∼ m1/2i . However, it does not depend on the initial cluster radius. For
example, for fully ionised D2 clusters (initial ion density 3 × 1022 cm−3) the time to double
the radius is ∼20 fs regardless of the cluster size.
We will now derive the expression for the ion energy distribution from a Coulomb exploded
cluster. The final kinetic energy E(r) of ions that are initially at distance r from the cluster
centre is equal to their initial electrostatic energy:
E(r) = Z
2e2nir
2
3ε0
. (2.34)
The maximum energy is acquired by ions that are initially at the cluster surface (r = R0):
Emax = Z
2e2niR
2
0
3ε0
. (2.35)
One can see that the energy of an individual ion depends on its initial distance from the
cluster centre as ∼ r2. In order to obtain the ion energy distribution we have to consider the
number dN of ions that are initially at the distance r from the cluster centre:
dN(r) = 4πr2nidr. (2.36)
Combining Eqs. (2.34) and (2.36) yields the ion energy distribution:
dN(E) = 3
2
N
√
E
E3max
dE , for E ≤ Emax. (2.37)
Here, N is the total number of ions inside the cluster. One can see that the number of ions
with energy E scales as ∼ √E . The average ion energy corresponding to this distribution is:
Eav =
∫ Emax
0 EN(E)dE∫ Emax
0 N(E)dE
=
3
5
Emax. (2.38)
A theoretical ion energy distribution from a Coulomb exploded deuterium cluster with initial
radius of 3 nm (containing 3400 atoms) is shown in Fig. 2.7. More realistically, this distribution
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Figure 2.7: Calculated ion energy distribution of a Coulomb exploded deuterium cluster with 3400
atoms (initial radius 3 nm). Maximum ion energy is 1.6 keV.
will be modified by the cluster size distribution from the gas jet in an experiment (section
4.3.3) making the measured energy spectrum smoother [139].
When the cluster is partially outer ionised the role of the Coulomb explosion can be
included through the Coulomb pressure. Assuming the cluster charge Q is on its surface, the
electrostatic energy stored in the cluster is:
EC = 1
4πε0
Q2
2R
. (2.39)
Then the Coulomb pressure PC , i.e., the force per unit area, is:
PC =
Q2
32π2ε0R4
. (2.40)
The Coulomb pressure scales with the cluster radius as ∼ R−4, therefore, it decreases more
rapidly during the cluster expansion than the hydrodynamic pressure which scales as ∼ R−3.
Coulomb pressure is thus more important for smaller clusters.
2.3 The nanoplasma model
In this section we review the nanoplasma model developed by Ditmire et al. [25]. This model
treats the cluster as a uniform sphere and describes the processes of electron ionisation, heating
and cluster expansion in terms of rate equations for the corresponding quantities.
Here, we firstly summarise the main advantages of the model and then its assumptions
and limitations. We will then present the concepts of the model together with an example
of a typical numerical calculation. Finally, we highlight the importance of resonance in the
laser-cluster interaction predicted by the nanoplasma model.
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2.3.1 Main advantages
The nanoplasma model:
• provides a qualitative and quantitative physical picture of the processes involved in the
laser-cluster interaction.
• has been successful in the interpretation of many experiments, see for example Refs. [26–
28, 84, 86, 87, 115].
• can be easily used to calculate the dynamics of large clusters (with more than 10000
atoms).
• predicts the resonance during the cluster expansion at which the laser energy is very
efficiently absorbed by the electrons. This resonance is critical in determining the cluster
dynamics and has been observed in many experiments [26, 28, 84, 90, 115, 140].
• works well for large clusters (with more than ∼1000 atoms) interacting with laser pulses
with durations ∼ 100− 1000 fs [26, 115].
• is fast and can be run for a realistic cluster size distribution and different experimental
conditions.
• can be easily modified to simulate a particular experiment, e.g. irradiation with two
pulses, asymmetrical pulse, different excitation wavelength.
2.3.2 Assumptions and limitations
As with any other simulation, the nanoplasma model has its assumptions and limitations.
Therefore, it has to be used with care, and is not necessary applicable in all circumstances,
e.g., for very small ∼10 atom clusters. The assumptions of the nanoplasma model are:
• The cluster is described as a homogeneous isotropic sphere with uniform density.
• The electrons trapped inside the cluster are assumed to form a nanoplasma that is
collisional enough to maintain a Maxwellian energy distribution at all times. The
nanoplasma is spatially uniform, no temperature gradients are assumed.
• In order for the plasma description to be valid, most of the inner ionised electrons have
to be confined inside the cluster and the cluster size has to be considerably larger than
the Debye length (Eq. (1.27)). For a typical cluster with electron density of 1023 cm−3
and temperature of 1 keV the Debye length is 0.7 nm. This is smaller than the radius of
medium and large clusters (3 – 10 nm). Therefore, the nanoplasma description is valid
for large high-Z clusters that retain a considerable fraction of inner ionised electrons.
• The cluster interacts with a spatially uniform laser field. This assumption is valid
because the typical cluster size (< 10 nm) is much smaller than the laser wavelength
(∼ 800 nm) and the plasma skin depth (∼ 20 nm).
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• The expansion of the cluster is assumed to be self similar, i.e., the cluster expands as a
uniform sphere, its density is homogeneous and decreases in time.
The main disadvantages and limitations of the nanoplasma model are:
• The cluster is described as a homogeneous isotropic sphere. Therefore, the nanoplasma
model cannot predict the electron and ion angular distributions observed in experiments.
• The assumption of a Maxwellian electron energy distribution cannot be perfectly valid
because electrons with the largest energies can escape from the cluster, thus depleting
the high energy tail of the electron distribution.
• When interacting with ultrashort laser pulses or in the first few cycles of the interaction,
the electron energy distribution will not be thermalised (it will be non-Maxwellian). This
fact can have a significant effect on the cluster dynamics. The non-equilibrium dynamics
cannot be captured by the nanoplasma model.
• For small clusters, there will not be enough electrons trapped inside the cluster to form
a nanoplasma and the condition for plasma formation will not be satisfied. In the
limiting case, when the laser intensity is high enough to outer ionise all the electrons,
the nanoplasma will not be formed and the cluster will Coulomb explode.
2.3.3 Nanoplasma model overview
The nanoplasma model calculates self-consistently the dynamics of a cluster by numerically
integrating the rate equations for ionisation, electron and ion temperatures, cluster radius and
the total cluster charge. The cluster is treated as a uniform dielectric sphere with dielectric
constant ε given by Eq. (2.13). In each time step the cluster dynamics is calculated in the
following way:
• Determine the ionisation rate for each ion charge state. Tunnel ionisation (Eq. (1.13))
and collisional ionisation (Eqs. (2.6) and (2.7)) are included in the calculation. The
electric field that enters these equations is the intracluster field Ec (Eq. (2.14)).
• Calculate the number of ions NZ for each charge state Z using the rate equation:
dNZ
dt
= wZ−1NZ−1 − wZNZ , (2.41)
where wZ is the total ionisation rate from charge state Z. Then determine the new
electron density inside the cluster.
• Find the total charge Q of the cluster assuming electrons free-streaming from the cluster
into vacuum. An electron can be outer ionised if its position is within the mean free path
λe from the cluster surface and its energy is larger than the Coulomb binding energy
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EC . Averaging over a Maxwellian distribution yields the free streaming rate from the
cluster [25]:
wfs ∝ ne(EC + kBTe)√
kBTe
exp
(
− EC
kBTe
)

λe(12R
2 − λ2e)/4R λe < 2R,
4R2 λe ≥ 2R.
(2.42)
• Find the cluster expansion velocity dR/dt using Eq. (2.26) and determine the new cluster
radius R. The pressure entering Eq. (2.26) has two components, hydrodynamic (2.27)
and Coulombic (2.40).
• Calculate the new ion and electron number densities using the new radius R and charge
Q.
• Calculate electron and ion temperatures. The electron temperature increases due to in-
verse bremsstrahlung heating (rate given by Eq. (2.15)) and decreases due to the cluster
expansion and electron-ion equilibration. The rate of electron temperature change is:
dTe
dt
=
2
3kB
∂E
∂t
− 2Te
R
∂R
∂t
− Te − Ti
τeq
. (2.43)
Here, the first term accounts for the heating (energy and temperature are related via
E = 3kBTe/2), the second term describes electron cooling due to the expansion and the
last term describes cooling of the electrons due to collisions with ions. The electron-ion
equilibration time τeq is typically on the order of 10 ps [25, 126], therefore, it does not
have a significant effect on the electron temperature.
• Calculate the distribution of electrons that have left the cluster.
This procedure is repeated with small enough time steps to calculate the cluster dynamics.
2.3.4 Calculated cluster dynamics
Numerical results of a typical run of the nanoplasma model are plotted in Fig. 2.8. In this
calculation, a xenon cluster with 10000 atoms (initial radius 5.3 nm) was exposed to a 200 fs
pulse with peak intensity of 1 × 1016 Wcm−2. The laser wavelength was 800 nm which
corresponds to a critical density of 1.74 × 1021 cm−3. The initial ion density of the xenon
cluster is 1.63× 1022 cm−3 which is considerably larger than the critical density.
Firstly, at the leading edge of the laser pulse, as soon as the intensity is high enough for tun-
nel ionisation (∼ 5×1013 Wcm−2 for xenon), some electrons are inner ionised and the electron
density inside the cluster increases rapidly (Fig. 2.8(b)). A plasma with a density ne > 3nc
is formed inside the cluster and starts to shield the intracluster electric field (Fig. 2.8(a)),
suppressing the rate of field ionisation. Now collisional ionisation becomes the dominant ioni-
sation process. The nanoplasma starts to expand, driven by the hydrodynamic and Coulomb
pressures (Fig. 2.8(c)) and electrons are heated by inverse bremsstrahlung (Fig. 2.8(d)). The
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Figure 2.8: Calculated dynamics of a Xe10000 cluster irradiated by a 200 fs laser pulse with peak
intensity of 1×1016 Wcm−2. (a) Laser and cluster electric fields, (b) electron density inside the cluster,
dashed line indicates the resonant condition ne = 3nc, (c) Coulomb and hydrodynamic pressure, (d)
electron temperature inside the cluster, (e) cluster radius, (f) final ion charge state distribution.
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electron density starts to drop due to the expansion of the cluster, and when it passes through
the point ne = 3nc, the field inside the cluster is resonantly enhanced and the heating rate
increases rapidly. Therefore, there is a sharp peak in the calculated cluster field, pressures
and electron temperature at this point. The heated electrons can now free-stream from the
cluster with high energies. After passing the resonance the cluster expands more rapidly due
to increased Coulomb and hydrodynamic pressures (Fig. 2.8(c, e)), the electron density and
electron temperature decrease and ions are accelerated during the expansion. Finally, high
ion charge states up to Xe17+ are created during the interaction (Fig. 2.8(f)) by collisional
ionisation. The laser field alone is not strong enough to create such high charge states. For
example, to create Xe16+ ion by over the barrier ionisation, one would need a laser intensity
of 3× 1017 Wcm−2.
2.3.5 Resonance during the cluster expansion
The resonance during the cluster expansion is very important for efficient energy deposition
into the cluster and the subsequent dynamics. The presence of the resonance has been exper-
imentally observed in two-pulse experiments [90, 115, 140] and experiments with varied pulse
duration and cluster size [26, 28, 84]. Zweiback et al. [115] performed experiments with fixed
cluster size and a variable pulse length. They found that when the duration of the pulse was
varied while the energy in the pulse was kept constant, an optimum pulse duration existed
that maximised the absorption efficiency. This is because the maximal absorption occurs
when the resonant point ne = 3nc coincides with the peak of the laser pulse. The maximum
absorption was observed for pulses with duration of a few hundred femtoseconds for xenon
clusters with radii 8.5 − 20.5 nm. The observation of the optimum pulse duration provides
support for the nanoplasma model.
Similar observations were made by Springate et al. [26] who have shown that there is an
optimal cluster size that maximises the emitted ion energies for a given pulse duration. Again,
the maximum ion energy is observed when the size of the cluster is such that the resonant
condition ne = 3nc is fulfilled at the peak of the laser pulse. An optimum cluster size Nopt
that maximises the energy coupling into the cluster has been determined by Moore et al. [141]
by running a series of nanoplasma simulations on argon, krypton and xenon clusters. They
have determined the optimal cluster size to be given by a scaling law:
Nopt = 1.8× 10−13Z−1I0.75τ3, (2.44)
where I < 1×1017 Wcm−2 is the peak laser intensity in Wcm−2 and τ < 400 fs is the FWHM
laser pulse duration in femtoseconds. This empirical formula is in good agreement with the
nanoplasma simulations and experiments on argon and xenon clusters irradiated with pulse
durations on the order of 100s of femtoseconds [25, 26, 142].
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2.4 From clusters to dielectrics and nanoplasmonics
The interaction of strong laser fields with atomic clusters can serve as a model for the laser
interaction with a general dielectric. Compared to a solid dielectric, an interaction with
nano-clusters has the advantage that one potentially has access to the ions and electrons
emitted after the interaction. However, in contrast to clustered gases, pulse propagation
effects in solids can play a very significant role. In this section we address the key features
of laser-dielectric interactions on ultrashort time scales. The physical mechanisms involved
are similar to the laser-cluster interaction and are important for understanding laser induced
modification of dielectrics, which has potential applications in the fabrication of waveguides,
micromachining and patterning of organised nanostructures [143].
2.4.1 Ionisation of transparent dielectrics
As noted above, there are some differences between laser interactions with clusters and solid
dielectrics. Firstly, pulse propagation effects, such as absorption, depletion and self-focusing,
can be present in solids. Because there are more atoms in the solid to be ionised than
photons available in the pulse, depletion limits the energy deposition into the solid material
and, consequently, the electron density in the focus. The saturation of absorption limits the
energy deposited into the bulk material. Here, we will not deal with pulse propagation effects
because permanent modifications of the refractive index of the dielectric occur even for lower
intensities, before self-focusing and permanent damage set in.
The traditional laser induced breakdown (with long, picosecond, pulses) of transparent di-
electrics is believed to proceed in the following way [94, 144]. Firstly, some electrons are ionised
by multiphoton processes. These seed electrons are then heated via inverse bremsstrahlung
by the laser field. When the energy of electrons exceeds the band gap energy they can colli-
sionally ionise further electrons into the conduction band. In this way, for sufficiently large
electron densities, an avalanche ionisation will take place. The damage of the material is
then attributed to the energy transfer from the electron plasma to the lattice. This transfer
typically occurs on a time scale of 10s of picoseconds and the whole irradiated volume is dam-
aged [94]. For short pulse durations (tens of femtoseconds) this mechanism is not expected
to be important because there is not sufficient time to heat the electrons. For example, in
the case of fused silica (SiO2, band gap 9 eV) irradiated with a pulse with peak intensity
of ∼ 1013 Wcm−2 and wavelength of 800 nm, it takes 15 – 25 fs to absorb energy of 10 –
20 eV [94]. This time is longer than the pulse duration, therefore, all this energy will not be
absorbed from the pulse.
New mechanisms have been proposed to be responsible for dielectric modification on ultra-
short time scales [144]. They are similar to the initial ionisation mechanisms of unexpanded
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clusters (because ions in a dielectric do not move during the interaction), particularly to en-
hanced ionisation (section 2.2.1.2) and ionisation ignition (section 2.2.1.3). When an electron
in a dielectric is ionised a positively charged hole is left behind. The presence of a hole en-
hances the ionisation rate of further electrons nearby. In the tunneling regime the ionisation
rate wt depends exponentially on the electric field:
wt ∝ exp
(
−2(2Ip)
3/2
3|E|
)
, (2.45)
where Ip is the ionisation potential and E is the electric field. Without the hole, E in Eq. (2.45)
is just the laser field E0 sin(ωt). In the presence of a hole with electric field Eh, this field is
modified to become E0 sin(ωt) +Eh. Therefore, the ionisation probability is enhanced at the
lattice sites adjacent to the hole. Numerical calculations performed by Gaier et al. [94] have
shown that, when this effect is included, the 2D cluster is fully ionised ∼100-times faster than
in the case without hole-assisted enhancement.
Besides the hole-assisted enhanced ionisation, the laser field can also assist collisional ion-
isation [145, 146]. The experiments of Rajeev et al. [145] have shown that an avalanche
ionisation can be present even in the few-cycle regime. In their experiment they used 800 nm
pulses focused into fused silica and measured the absorption as a function of the pulse dura-
tion. For each pulse duration there is a threshold intensity above which a strong nonlinear
absorption sets in. The threshold intensity decreases with increasing pulse duration. If only
multiphoton ionisation was present then the threshold intensity would not depend on the
pulse duration. The dependence of the threshold intensity in this way indicates the pres-
ence of avalanche ionisation. They found higher avalanche rate for shorter pulses which they
explain by field assisted collisional ionisation.
Lastly, the time scale of the ionisation of a dielectric can be shorter than one laser cycle.
It has been recently shown experimentally by Gertsvolf et al. [147] that sub-cycle ionisation is
present not only in isolated atoms but also in large band gap transparent solids, such as SiO2.
In their experiment they measured changes in the ellipticity of the laser beam after passing
through the SiO2 sample. When short pulses with durations of 43 fs are used the ellipse of
polarisation rotates and the value of ellipticity changes. The rotation of the ellipse is a χ3
nonlinear effect, dependent only on the pulse envelope. However, changes in the value of the
ellipticity are attributed to the sub-cycle ionisation that is present only when the intensity
is higher than a certain threshold. For longer pulses (115 fs) the change of the value of the
ellipticity is not observed because the sub-cycle ionisation is masked by collisional processes
and the onset of avalanche ionisation. Their experiment demonstrated sub-cycle ionisation in
fused silica.
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2.4.2 Nanoplasmas in dielectrics
Laser-induced dielectric breakdown on an ultrashort time scale is expected to proceed in the
following way. Firstly, some electrons inside the dielectric are randomly ionised by the laser
field. Ionisation can be inhomogeneous due to defects in the material (such as colour centres)
that can be more easily ionised. After that, further ionisation occurs preferentially at the
adjacent sites to the holes created and nano-sized plasmas are formed. The ionisation of
the material is inhomogeneous and localised on a sub-wavelength scale. Moreover, there is
a shot-to-shot memory in the material that reduces the ionisation threshold [143]. This can
further enhance the localisation of ionised regions because previously ionised regions have a
lower ionisation threshold and, consequently, are more likely to be ionised by the subsequent
shots.
The hole-enhanced ionisation at the boundary of the nanoplasma causes a growth of the
nanoplasma. Due to the high local electron density, the electric field of the ions inside the
nanoplasma is shielded. The nanoplasmas then expand like “forest fires”, where neutral
atoms are “trees”, holes are “burning trees” and the laser field acts as the “lightning” [94].
Recombination does not have to be considered because it occurs on much longer time scales
(around 100 fs). The spatial evolution of the nanoplasmas is strongly affected by the local
fields [143, 148]. Because ionisation is a highly nonlinear process, even a small enhancement in
the electric field leads to a large effect on the ionisation rate. Collective plasmonic oscillations
excited in the nanoplasmas influence both the internal and the external fields. In metal
nanostructures (overdense nanoplasma with electron density higher than the critical density)
the oscillating dipoles are in phase with the laser field and the field in the direction of the laser
polarisation is enhanced. In this case, the shape of the nanoparticle has a large influence on the
enhancement. Shape-dependent field enhancement is the basis of the field of nanoplasmonics
which deals with the localisation and control of the fields on interfaces and prepared metal
nanostructures [34], see chapter 7. In an underdense nanoplasma (with electron density below
the critical density) the plasmonic oscillations are out of phase with the driving laser field
because their eigenfrequency is lower than the laser frequency. In this case the shape does
not play a significant role for the enhancement because it is always out of the resonance. The
electric fields at the surface of a spherical nanoplasma with dielectric constant ε are [148]:
E(0◦) =
3εE
|ε+ 2| , (2.46)
E(90◦) =
3E
|ε+ 2| , (2.47)
where E(0◦) is the field in the parallel direction and E(90◦) in the perpendicular direction
to the laser polarisation and E is the laser field. One can see that for a uniform underdense
plasma with 0 < ε < 1 created inside a dielectric the field is enhanced at 90◦ compared to
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0◦. Therefore, the nanoplasma grows preferentially in the direction perpendicular to the laser
polarisation. Planes of modified properties perpendicular to the laser polarisation can be
permanently generated.
To summarise, the interaction of ultrashort laser pulses with dielectrics is inhomogeneous,
damaged areas may have smaller sizes than the diffraction limit (typically from sub-nm to
10s of nm). In this way organised nanostructures can be created. This interaction is similar
to the field of nanoplasmonics where the laser interacts with the prepared nanostructured
target (see section 1.4 and chapter 7). Excitation of surface plasmons can locally enhance the
electric fields having a considerable effect on the interaction.
Chapter 3
High power laser systems
We wish to study the interaction of ultrashort ultraintense laser pulses with atomic clusters
and nanoscale targets, which requires suitable laser sources. In this chapter I describe the
production of these pulses and issues connected with their propagation. The key concept for
the production of high intensities is chirped pulse amplification (CPA) [149]. This technique
will be described together with the Red Dragon CPA laser system at the Laser Consortium
at Imperial College London that has been used to conduct the experiments on atomic clusters
described in this thesis. In order to achieve pulse durations down to the few-cycle regime a
hollow fibre and chirped mirrors compression system will also be described. Finally, techniques
to diagnose the pulse duration on a femtosecond time scale will be presented.
3.1 Ultrashort laser pulses
Ultrashort pulses provide a very efficient experimental tool to study ultrafast phenomena in
matter [1, 14]. In this section we briefly describe the properties of ultrashort laser pulses and
issues that have to be considered when working with them. In particular, because ultrashort
pulses must have a broad spectrum, material dispersion and pulse propagation effects have to
be carefully considered.
3.1.1 Description
The electric field of a linearly polarised laser pulse propagating in the z direction can be
written as:
E(z, t) = Re
[
E0(z, t)e
i(ωt−kz)
]
, (3.1)
where E0(z, t) is the laser pulse envelope and φ(z, t) = ωt − kz is the phase. Here, ω is the
carrier frequency and k = ω/c is the wave number.
Besides describing the laser field in the time domain as in Eq. (3.1) it is also useful
to describe the pulse in the frequency domain. The time-dependent field E(z, t) and the
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frequency-dependent field E(z, ω) are connected via the Fourier transform:
E(z, ω) =
∫ +∞
−∞
E(z, t)eiωtdt, (3.2)
E(z, t) =
1
2π
∫ +∞
−∞
E(z, ω)e−iωtdt. (3.3)
From the properties of the Fourier transform, one can see that when the pulse is shorter in
the time domain it must have a broader spectrum in the frequency domain. The full width
at half maximum (FWHM) of the intensity of the pulse ∆τ and the FWHM of the spectral
intensity ∆ν have to obey the relation:
∆τ∆ν ≥ K, (3.4)
where the constant K depends on the shape of the pulse. For a Gaussian pulse, K = 0.441.
When equality in Eq. (3.4) is achieved, the pulse is said to be transform-limited. For example,
a 10 fs transform-limited Gaussian pulse at a central wavelength of 800 nm has a bandwidth
of 94 nm which covers a large part of the visible spectrum.
When dealing with broadband pulses we can define the instantaneous frequency ω as:
ω(t) =
∂φ(t)
∂t
. (3.5)
This is generally different from the central frequency ω0. For example, when we add a
quadratic term to the phase, φ(t) = ω0t−at2, the instantaneous frequency varies linearly with
time and the pulse is said to be chirped. When a pulse propagates through a material, its
different spectral components accumulate different phases because of the frequency-dependent
refractive index. This dispersion has an effect on the instantaneous frequency and can dra-
matically alter the pulse temporal profile. It will be addressed in more detail in the next
section.
3.1.2 Dispersion and pulse propagation
In this section we address the propagation of a laser pulse through a dispersive medium.
Let us consider a Gaussian pulse propagating through a medium with frequency-dependent
refractive index η(ω). We choose a Gaussian shape because the pulse propagation can be
solved analytically. After propagating a distance z the spectrum of the pulse is [150]:
E(z, ω) = exp
(
−(ω − ω0)
2
4Γ0
)
exp (−ik(ω)z), (3.6)
where Γ0 determines the spectral width of the pulse and the wave number depends on fre-
quency as k(ω) = η(ω)ω/c. The wave number can be expanded in Taylor series as:
k(ω) = k(ω0) +
dk
dω
∣∣∣∣
ω0
(ω − ω0) + 1
2
d2k
dω2
∣∣∣∣
ω0
(ω − ω0)2 + . . . . (3.7)
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Substituting this Taylor expansion into Eq. (3.6) and performing the inverse Fourier transform
(3.3) one obtains the time-dependent electric field E(z, t) of the laser pulse after propagating
distance z:
E(z, t) =
√
Γ(z)
π
exp
[
iω0
(
t− z
vφ(ω0)
)]
exp
[
−Γ(z)
(
t− z
vg(ω0)
)2]
, (3.8)
where
1
Γ(z)
=
1
Γ0
+ 2iz
d2k
dω2
∣∣∣∣
ω0
. (3.9)
Here we have defined the phase velocity, vφ = ω0/k(ω0), and the group velocity:
vg =
dω
dk
∣∣∣∣
ω0
. (3.10)
From Eq. (3.8) one can see that the phase of the central frequency ω0 propagates with the
phase velocity vφ and the envelope (determined by Γ(z)) propagates with the group velocity
vg. Moreover, the pulse envelope remains Gaussian but it is broadened in time. Because
Γ(z) contains an imaginary term, the phase of the pulse now contains a quadratic term and,
consequently, the pulse becomes linearly chirped. The chirping of the pulse when it propagates
through a material is a general effect and it can considerably distort the temporal profile of a
few-cycle pulse.
Let us now turn to a general description of dispersion for a general pulse shape. In order
to quantify the dispersion we expand the group delay, dφ/dω, around the central frequency
ω0 [1]:
dφ
dω
=
dφ
dω
∣∣∣∣
ω0
+
d2φ
dω2
∣∣∣∣
ω0
(ω − ω0) + 1
2
d3φ
dω3
∣∣∣∣
ω0
(ω − ω0)2 + . . . . (3.11)
Here, (dφ/dω)ω0 is the time it takes the peak of the pulse to travel through the medium and it
does not have an effect on the pulse temporal profile. Higher order terms influence the pulse
temporal shape. The second term, (d2φ/dω2)ω0 , is the group delay dispersion (GDD), and
usually dominates the phase distortion. The third order dispersion, (d3φ/dω3)ω0 , and higher
order terms in the expansion (3.11) typically have decreasing importance. A positive GDD
((d2φ/dω2)ω0 > 0) means that the instantaneous frequency increases in time and the pulse
is said to be positively chirped, i.e., it has lower frequencies at the leading edge and higher
frequencies at the trailing edge. A negative GDD results in a negatively chirped pulse with
higher frequencies advancing the lower frequencies.
Material dispersion is always present as the pulse propagates, unless it travels through
vacuum. It becomes critical for ultrashort pulses that have a broad spectrum and, therefore,
experience large amounts of dispersion. In common materials (glass, air) and frequencies above
the resonance of the refractive index (typically optical and NIR frequencies) the group delay
dispersion is positive (GDD > 0) and the pulse becomes positively chirped as it propagates. To
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illustrate the importance of dispersion, we note that a Gaussian transform-limited pulse with
temporal FWHM width of 10 fs will be broadened to 14 fs after propagation through 1 mm
of fused silica or ∼1.5 m of air [50]. Therefore, when working with ultrashort laser pulses, one
has to take care to account for the dispersion. The pulse duration in the interaction region can
be significantly different from the pulse duration at the laser output due to the propagation
through windows, lenses and air path. Consequently, the distance and amount of material
from the laser output to the interaction region and from the laser output to the pulse duration
diagnostics (such as autocorrelator of FROG, see section 3.5) have to be equivalent for a well
optimised experiment.
Optical components with negative GDD are needed in short pulse laser systems either to
compensate for the positive material dispersion (e.g. in the crystal of the oscillator) or to
compress a positively chirped pulse (e.g. in a CPA system (section 3.3), or after the hollow
fibre (section 3.4)). Negative GDD can be achieved in a system in which longer wavelengths
propagate longer distance than shorter wavelengths, therefore are temporally retarded and
a negative chirp is introduced. This can be implemented using a pair of diffraction gratings
(section 3.3.4 [151]), a sequence of prisms [152–154] or multilayer chirped mirrors (section
3.4.3 [155, 156]). However, with only prisms or only gratings higher order dispersion cannot
easily be fully compensated. Custom designed chirped mirrors can introduce almost arbitrary
higher order dispersion over a broad bandwidth.
3.2 Pulsed lasers
In this section we review the fundamentals of pulsed lasers, particularly the production of
ultrashort pulses with mode-locked oscillators. We also address the optical Kerr effect, i.e.,
the dependence of the refractive index on the laser intensity. At high laser intensities, this
has an important influence on the pulse temporal and spatial profile.
3.2.1 Laser basics
The term laser is an acronym for “Light Amplification by Stimulated Emission of Radiation”.
A laser consists of a gain medium, in which stimulated emission occurs, placed inside an optical
cavity to provide positive feedback. In order to achieve amplification by stimulated emission
in the medium a population inversion has to be created in the material, i.e., there have to be
more electrons in the excited state than in the ground state. This is achieved by pumping
of the medium optically, electrically or by other techniques. For optical pumping, another
laser, flash lamps or high power diodes with output spectrum overlapping the absorption
spectrum of the gain material can be used. The lasing action starts from fluorescence in the
gain material that is amplified by stimulated emission after propagating many-times through
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the gain material in the cavity. One end mirror of the cavity typically has less than 100%
reflectivity and allows some fraction of the beam to propagate out.
There are many materials that can be used for lasing, ranging from gases (e.g. HeNe,
CO2), liquids (typically dyes), semiconductors (e.g. GaAs) and solids (e.g. ruby, Nd:YAG,
Ti:sapphire). The first laser, developed by Maiman in 1960 [157], used ruby (Cr:Al2O3) as an
active medium.
As mentioned above, production of ultrashort pulses requires very broad spectral band-
width. For this reason, the most common gain material for production of ultrashort pulses
is currently Ti:sapphire (Ti:Al2O3). In Ti:sapphire some of the Al
3+ ions are substituted
by Ti3+ ions [150]. The ionic radius of Ti3+ is ∼1.3-times larger than the radius of Al3+.
This results in strong local electric fields that split the ground and excited electronic states
of the titanium ion. The coupling of the electronic states of Ti3+ with vibrational states of
the Al2O3 matrix results in homogeneous broadening of the absorption and emission lines.
The gain spectrum of Ti:sapphire covers a range of about 600− 1100 nm [158]. This is broad
enough to support pulses down to the few-cycle limit. Moreover, the absorption band of
Ti:sapphire is centred around 500 nm, so it can be pumped by green argon lasers or by the
second harmonic of solid state lasers doped with neodymium ions. Another useful property
of the synthetic sapphire is its high thermal conductivity which allows it to be used in high
average power laser systems.
3.2.2 The optical Kerr effect
The optical Kerr effect means the dependence of the refractive index on the instantaneous
intensity. It is present in any material and it spatially and temporally modifies high power
pulses propagating through a medium. The refractive index η of a material depends on the
intensity as follows:
η(r, t) = η0 + η2I(r, t), (3.12)
where η0 is the linear refractive index, η2 is the nonlinear index and I(r, t) is the laser intensity.
To describe the Kerr effect and relate η2 with the nonlinear susceptibility of the material, we
consider the nonlinear polarisation P induced in the medium when the electric field E is
applied. It can be expanded as [159]:
P = ε0(χ1E + χ2E
2 + χ3E
3) + . . . , (3.13)
where χi is the i-th order susceptibility and ε0 is the vacuum permittivity. The first term
in Eq. (3.13) accounts for the linear response of the material. The second term, ε0χ2E
2, is
responsible for second harmonic generation and the Pockels effect, which causes changes of
the refractive index when a strong DC electric field is applied. However, in centrosymmetric
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materials (e.g. gases) the second order susceptibility χ2 must be zero due to the symmetry of
the material, and these χ2 effects are not present.
The third term, P (3) = ε0χ3E
3, is present in all materials and, considering a time varying
field E = E0 cosωt, it can be rewritten in the form:
P (3) = ε0χ3E
3
0 cos
3 ωt =
1
4
ε0χ3E
3
0 cos (3ωt) +
3
4
ε0χ3E
2
0(E0 cosωt). (3.14)
The first term in this expression accounts for the third harmonic generation (generating a
new field at frequency 3ω) and the second term represents the optical Kerr effect, i.e., the
intensity-dependent refractive index. Using the linear term in (3.13) and the second term in
(3.14) we can generally define the refractive index η as [159]:
η =
√
1 + χ1 + 3χ3E20/4. (3.15)
Combining Eqs. (3.12) and (3.15), using the relation for laser intensity, I = cε0η0E
2
0/2, and
assuming that the nonlinear term is much smaller than the linear one (χ3E
2
0 ≪ 1 + χ1) we
get the expression for the linear refractive index:
η0 =
√
1 + χ1 (3.16)
and for the nonlinear refractive index:
η2 =
3χ3
4ε0η20c
. (3.17)
In common materials, far from the refractive index resonance, the nonlinear index η2 is posi-
tive. Its absolute value is usually small, therefore, the optical Kerr effect is important when
the laser intensity is sufficiently high. For example, η2 for fused silica is 3.2× 10−16 cm2 W−1
[159].
The intensity-dependent refractive index modifies the laser pulse in both space and time.
A spatial consequence of the intensity-dependent refractive index is self-focusing. When a
Gaussian laser beam propagates through a medium, the central part of the beam with larger
intensity experiences a higher refractive index than the outer part with lower intensity. This
results in a self generated lensing effect and the beam is focused in the material. This focusing
can result in catastrophic damage inside the material.
The temporal effect of the intensity-dependent refractive index is self-phase modulation.
The phase of the pulse φ = ωt− k(η)z now depends on the intensity via k(η). Therefore, the
instantaneous frequency ∂φ/∂t varies in time across the pulse and the pulse becomes chirped
as it propagates. Self-phase modulation will be discussed in more detail in section 3.4.1.
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Figure 3.1: Schematic of mode locking. (a) In the frequency domain, modes with constant frequency
spacing oscillate in the cavity under the gain spectrum. (b) Fourier transform of (a) yields a train of
pulses spaced by one round-trip time of the cavity. (c) Schematic of Kerr lens mode locking. The gain
medium with intensity-dependent refractive index modulates the spatial profile of the beam. High-
intensity time slices of the beam are focused more tightly and pass through the aperture. Low intensity
parts are not efficiently transmitted.
3.2.3 Mode locking
The most common method to produce ultrashort pulses is mode locking, first introduced by
Hargrove et al. [160] with a HeNe laser. In this section we discuss the principle of mode
locking and the operation of Kerr lens mode-locked lasers.
A laser cavity can typically support a number of longitudinal modes separated by frequency
ωL = 2π/TR, where TR = 2L/c is the round-trip time of the beam in the cavity, L is the length
of the cavity and c is the speed of light. When these modes oscillate with random phases the
laser output does not have any regular time structure. Note that an ideal continuous wave
laser operates in a single mode. When the phases between the modes are fixed the modes can
constructively interfere only during short periods of time and give rise to a pulsed output.
Let us consider N modes in the cavity with fixed phases spaced in frequency by ωL
(Fig. 3.1(a)). The total electric field of N modes is [161]:
E =
N−1∑
n=0
ei(ω0+nωL)t =
eiNωLt − 1
eiωLt − 1 e
iω0t. (3.18)
The intensity of the superposition of these modes is:
|E|2 = 1− cosNωLt
1− cosωLt =
sin2 (NωLt/2)
sin2 (ωLt/2)
. (3.19)
One can see that the temporal structure consists of short spikes with time-width ∼ TR/N
spaced in time by the cavity round-trip time TR (Fig. 3.1(b)). The peak power of each pulse
is NPav, where Pav is the average power [1]. Looking at this situation in the temporal domain,
the interference of the modes results in an intense short spike circulating in the cavity. The
larger the number N of the modes that are locked, the shorter the pulse duration with higher
peak power can be produced. Therefore, to produce ultrashort pulses, a medium with a
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broad gain bandwidth is needed to support a large number of modes. Ti:sapphire with the
gain bandwidth of 600 − 1100 nm is commonly used as the active medium in short pulse
oscillators.
There are various experimental techniques to implement mode locking. Early mode-locked
lasers used active modulation of losses, gain or phase in the cavity. In these systems, an exter-
nal modulator creates side-bands of one mode into other modes, making them oscillate with
a given phase [162]. Alternatively, in the time domain, the modulation of losses at frequency
corresponding to the round-trip time supports only the high intensity pulse oscillating in the
cavity. For the modulation, acousto-optic or electro-optic elements can be used, but they
usually work in the picosecond range. Another option is to implement passive mode locking
with a saturable absorber [163], an element with higher transmission for higher intensities.
Introducing a saturable absorber into the cavity means that a short pulse can develop from
the initial random intensity fluctuations after many passes through the absorber. The pulse
duration is typically limited by the response time of the absorber. With a saturable absorber
sub-100 fs pulse durations can be achieved.
The most common mechanism to produce ultrashort pulses is currently Kerr lens mode
locking [1]. It was firstly demonstrated by Spence et al. [164] in a Ti:sapphire laser. They
produced pulses with a duration of 60 fs directly from the cavity. Kerr lens mode locking
exploits the nonlinear Kerr effect in the gain medium (section 3.2.2). Due to this effect the
beam experiences moderate self-focusing in the gain medium. High-intensity temporal parts
of the beam are focused more strongly than the lower-intensity temporal parts (Fig. 3.1(c)).
When an aperture is introduced into the cavity, it then acts as an ultrafast saturable absorber.
Temporal slices of the beam with higher intensity are focused more strongly, therefore, they
are transmitted through the aperture. Parts with lower intensity have lower transmission.
Once mode locking is initiated (typically by a small perturbation of the cavity) an ultrashort
pulse is formed and sustained in the cavity.
The Kerr effect causes not only self-focusing but also self-phase modulation in the gain
medium. Self-phase modulation introduces positive chirp to the pulse (see section 3.4.1).
Therefore, to produce the shortest possible pulses, an element with negative GDD has to
be introduced into the cavity to compensate for the positive dispersion in the gain medium.
This can be done with a pair of prisms or with chirped mirrors. Typically, the third order
dispersion in prisms limits the pulse duration for very short pulses.
3.3 Chirped pulse amplification
High peak powers can be obtained by amplifying the low energy output of an oscillator by
stimulated emission in an amplifier. However, the nonlinear refractive index of the amplifier
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Figure 3.2: Illustration of the chirped pulse amplification technique. A short, low energy pulse
from the oscillator is temporally stretched to produce a long chirped pulse with low intensity. It is
then amplified to produce a long, high-energy pulse. Finally, it is compressed in time into a short
high-intensity pulse.
gain medium limits the peak power that can be achieved. Due to the intensity-depended
refractive index the beam can be distorted and self-focused before the gain saturation, causing
catastrophic damage.
In the present generation of high power laser systems, this problem is overcome by em-
ploying chirped pulse amplification (CPA) [149]. The principle of this technique is illustrated
in Fig. 3.2. The output pulse of an oscillator (short in time with low energy) is stretched in
time in the stretcher, which typically consists of gratings that introduce positive chirp to the
pulse, see section 3.3.2. This reduces the peak intensity, preventing destructive nonlinearities
in the gain medium of the amplifier, and the pulse can be safely amplified. The amplification
produces a chirped pulse with high energy and long duration. After this, the pulse is com-
pressed in time in the compressor (section 3.3.4) which introduces (roughly) the same amount
of dispersion as the stretcher but with the opposite sign. In this way a short high-energy pulse
can be produced.
In this section we review the Red Dragon CPA system (KML Inc.) at Blackett Laboratory
at Imperial College London. This is a Ti:sapphire system delivering sub-30 fs pulses with
maximum energy of 6 mJ at a 1 kHz repetition rate. The layout of the system and typical
pulse parameters are shown in Fig. 3.3. In the Red Dragon system the output of the oscillator
is stretched and sent to the amplifiers. A Pockels cell before the first amplifier is used to reduce
the repetition rate from 89 MHz to 1 kHz. A second Pockels cell after the first amplifier is
used to clean up the pulse temporal profile, i.e., to remove amplified pre- or post- pulses.
After that the pulse is further amplified in the second amplifier and then compressed in the
compressor. We will now describe in more detail the individual parts of this system.
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Figure 3.3: Schematic of the Red Dragon system. Typical values of pulse duration and energy are
listed and may vary in day to day operation. PC = Pockels cell.
3.3.1 Oscillator
The ultrashort pulses are produced in the oscillator. In the Red Dragon system this is a
commercial Kerr lens mode-locked Ti:sapphire oscillator. The layout of the cavity is shown
in Fig. 3.4. The oscillator is pumped by the second harmonic (532 nm) of a diode-pumped
Nd:YVO4 cw laser (Verdi V6, Coherent) with an average power of 5.2 W. Kerr lens mode
locking is achieved by tightly focusing the pump beam into the Ti:sapphire crystal, therefore,
effectively creating an aperture. A pair of prisms is used in the cavity to introduce negative
GDD to compensate for positive dispersion from other components of the cavity.
output
coupler
Pump: cw, 532 nm, 5.2 W
Verdi V6
Ti:sapphire
crystal
back cavity mirrorfocusing lens
beam block
prism 1
prism 2
concave mirrors
Figure 3.4: Layout of the Red Dragon oscillator. The pump laser is tightly focused into the
Ti:sapphire crystal. Two prisms in the cavity provide negative dispersion.
In order to initialise mode locking, the cavity has to be perturbed. This is normally done
by slightly moving one prism mounted on a motorised stage. When mode-locked, the oscillator
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Figure 3.5: Schematic of a simple stretcher [165]. The beam is dispersed by grating G1, then travels
to G2 and is retro-reflected and passes back through the system. When the distance between the
gratings is less than 4f the pulse becomes positively chirped.
produces ∼20 fs pulses with an average output power of around 450 mW. The spectrum is
centred around 800 nm and has a bandwidth of about 60− 80 nm. The position and width of
the spectrum can be finely tuned by translating the prisms. One has to make sure that the
spectral bandwidth is larger than 50 nm in order to achieve sufficient temporal broadening in
the stretcher. If the pulse is not sufficiently stretched it can result in damage in the amplifier.
3.3.2 Stretcher
In order to amplify the pulse without damage and unwanted nonlinearities in the amplifier it
has to be stretched in time. A stretcher uses dispersive elements to introduce positive chirp
into the pulse.
To illustrate the principle of the stretcher we describe a simple version in Fig. 3.5. This
configuration, first introduced by Martinez [165], consists of two gratings and a telescope
formed by two lenses (L1 and L2) with focal length f separated by a distance of 2f . The
beam is incident on the first grating G1 and is spatially dispersed. It then travels through
the telescope onto the grating G2. When the distance between the gratings is just 4f then
one grating is imaged onto the other and no temporal chirp is introduced because all the
wavelengths travel the same path length. When the gratings are closer to each other then the
telescope produces effectively a negative separation between the gratings. This is the opposite
case compared to a compressor with two gratings separated by a positive distance (see section
3.3.4). Therefore, the system shown in Fig. 3.5 introduces positive chirp (which is opposite
to the negative chirp of the compressor). After diffraction from the second grating the beam
is retro-reflected back along the same path again in order to remove the spatial chirp.
The stretcher in our system exploits the principle described above but the actual geometry
is modified to use less space and only one grating and one focusing optic (Fig. 3.6). The
focusing optic is a concave cylindrical mirror. A mirror is used instead of a lens in order to
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Figure 3.6: Layout of the stretcher of the Red Dragon system. The beam follows the path
G→M1→M2 (solid lines), M2→M1→G→M3 (dashed lines). After reflection from the retro-reflecting
mirror M3 the beam travels the same path back.
eliminate material dispersion. In this setup both the grating and the focusing mirror are used
4-times which makes it effectively the same type of a stretcher as the one in Fig. 3.5. The
beam is dispersed by the grating G, then focused with the curved mirror M1, reflected from
M2 back to M1 and then back to the grating G. After that the retro-reflecting mirror M3
sends the beam back along the same path. The beam height on the way back is slightly lower
than the input beam so the beams can be spatially separated. With this setup the pulse is
stretched to the duration of about 150− 200 ps and can be amplified.
3.3.3 Amplifier stages
Before the stretched beam is amplified its repetition rate has to be reduced to match the
1 kHz repetition rate of the pump lasers. One has to make sure that only one pulse is selected
from the pulse train that will temporally overlap with the pump pulse in the amplifier.
polariser 1
Pockels cell
polariser 2
incoming
pulse train
89 MHz
transmitted 
pulse, 1 kHz
rejected 
pulses
Figure 3.7: Schematic of the Pockels cell switch, top view. The Pockels cell rotates the polarisation
of the incoming pulses from horizontal to vertical at a 1 kHz rate. Polariser 2 transmits vertically
polarised pulses.
In order to select a pulse to be amplified, two Pockels cells, one before and one after
the first amplifier, are used. Pockels cells exploit the electro-optic effect, i.e., the change of
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Figure 3.8: Schematic of the first amplifier of the Red Dragon system. The beam travels 14-times
along the path: M1→M2→M3→M4→M5→M6→M7, with subsequent passes slightly shifted with
respect to each other. Only one pass is shown for clarity. After the 14th pass the beam is steered out
of the ring.
the refractive index when a strong DC electric field is applied (section 3.2.2). The Pockels
cell consists of a birefringent crystal in which the polarisation of the beam is rotated when
high voltage is applied. In our system a horizontally polarised beam passes through the first
Pockels cell (Fig. 3.7). There is a polariser transmitting the horizontal polarisation before the
Pockels cell to make sure the polarisation state is pure and to prevent any vertically polarised
amplified pulses from coming back to the oscillator. When a high voltage is applied to the
Pockels cell (at 1 kHz rate) it rotates the polarisation of the beam to vertical. After the
Pockels cell there is another polariser transmitting the vertical polarisation. Therefore, the
pulses pass through the second polariser only when the voltage is applied and the repetition
rate is reduced to 1 kHz. After the first Pockels cell the pulses enter the first amplifier stage.
The first amplifier of the Red Dragon system is a Ti:sapphire 14-pass ring system (Fig. 3.8).
The Ti:sapphire crystal is kept at cryogenic temperatures below 100 K to minimise thermal
lensing and kept under vacuum to avoid contamination, e.g., from water vapour. The seed
beam passes 14-times through the crystal. All passes are focused at the same point in the
crystal and the beam is recollimated at each pass and focused again. The pump laser is a
commercial 1 kHz diode-pumped Nd:YLF laser (Photonics Industries). It is frequency doubled
to produce 527 nm pulses with a duration of ∼150 ns and energy up to 30 mJ. After the 14
passes the seed beam is amplified to the energy of 3 mJ per pulse.
There is a second Pockels cell after the first amplifier to clean the amplified pulse. This is
needed because any pre- or post-pulses passing through the first Pockels cell could be amplified
in the first amplifier. The timing of the second Pockels cell has to be carefully adjusted to
pick the same pulse as the one selected by the first Pockels cell.
To further increase the pulse energy the beam is sent to the second amplifier. In this two-
pass Ti:sapphire amplifier the energy per pulse is increased to 10 mJ. As in the first amplifier
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Figure 3.9: (a) Schematic of the compressor. The incident beam is dispersed by grating G1 and
then recollimated by grating G2. After retro-reflection from the mirror it travels the same path back
through the two gratings. (b) Measured pulse duration as a function of the position of grating G1.
The error bars are standard deviation from multiple runs of the FROG retrieval algorithm.
the crystal is kept under the vacuum at cryogenic temperatures. The pump laser is the same
type as in the first amplifier. After amplification the beam is sent to the compressor.
3.3.4 Compressor
After leaving the second amplifier the energy per pulse is relatively large (10 mJ) and the
pulse is positively chirped. A compressor is used to introduce negative chirp to the pulse
to compress it in time. It compensates for the positive chirp from the stretcher and other
positive material dispersion acquired in various parts of the whole system (lenses, crystals).
Our compressor consists of two parallel gratings (Fig. 3.9(a)). This is a design introduced
by Treacy [151]. The beam is diffracted from grating G1 and hits grating G2 that produces a
collimated temporally and spatially chirped beam. The group delay of the wave after passing
the two gratings is [151]:
∂φ(ω)
∂ω
=
L
c
1 + cos θ(ω)
cos (θG − θ(ω)) , (3.20)
where L is the separation of the gratings, θ(ω) is the frequency-dependent diffraction angle
and θG is the angle between the incident beam and the grating normal. The group delay of
lower frequencies (with smaller θ(ω)) is larger than of the higher frequencies, therefore, the
GDD introduced to the pulse is negative. After passing the gratings the beam is retro-reflected
and travels back along the same path to cancel the spatial chirp. Care has to be taken to
make sure that the gratings are perfectly parallel so the spatial chirp is fully canceled.
The amount of negative dispersion introduced by the compressor increases with increasing
grating separation L. In our system grating G1 is mounted on a translation stage to control
the amount of dispersion imparted to the beam. There is an optimal grating separation that
compensates for the positive chirp of the stretcher and material in the amplifiers and produces
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Figure 3.10: (a) Black line: square root of the measured spectrum of the Red Dragon system. Red
and blue lines: applied phase for the inverse Fourier transform, red: positive chirp, blue: negative
chirp. (b) Calculated time profile of the pulse by inverse Fourier transforming the spectrum in (a)
with no chirp (black), positive chirp (red) and negative chirp (blue). The asymmetry in measured
spectrum is mapped onto the temporal profile.
a near transform-limited pulse. When the gratings are closer to each other there is less negative
dispersion imposed by the compressor and the outgoing pulse is positively chirped. Similarly,
when the gratings are further away the output pulse will be negatively chirped. Fig. 3.9(b)
shows the measured pulse duration by FROG (see section 3.5.2) as a function of the position
of grating G1 (this position is a relative number read from the translation stage). The shortest
pulse duration measured is 28 fs at a grating position 12.65 mm. The grating separation L was
varied for controlling the pulse duration and chirp for the critical part of our investigations
of the anisotropic cluster explosions (see section 6.3).
Detuning the compressor from its optimal position can also modify the pulse temporal
profile [84]. When the spectrum of the laser pulse is not symmetric then changing the grating
separation maps the spectral asymmetry onto the pulse temporal profile. In our system, the
laser spectrum is slightly steeper on the shorter wavelength side, see Fig. 3.10(a). In order to
estimate the effect of the introduced chirp on the pulse temporal profile I have numerically
calculated the inverse Fourier transform of the measured spectrum with introduced linear
chirp (quadratic phase). Results of the calculation are shown in Fig. 3.10(b). The transform-
limited pulse duration of the measured spectrum is 25 fs. When a positive linear chirp is
applied, i.e., the measured spectrum is multiplied by a phase term exp i[a(ω − ω0)2 + π] (with
a = 120 fs2), red curve in Fig. 3.10(a), the inverse Fourier transform of the spectrum is
broadened to 34 fs with a steeper falling edge (Fig. 3.10(b)). When the same amount of
chirp but with negative sign is applied the time profile of the pulse is reversed compared to
the positively chirped pulse, i.e., it has a steeper rising edge. It is important to consider the
temporal asymmetry in the pulse because the dynamics of the laser-irradiated clusters is very
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sensitive to the temporal shape of the pulse [84] (see section 6.3).
3.4 Hollow fibre and chirped mirror compression
The Red Dragon CPA system produces pulses with durations down to ∼28 fs, which is still
too long for experiments that require a few-cycle pulse. One way to produce high-intensity
pulses with sub-10 fs durations is to use extracavity compression. In our system the output
pulse of the Red Dragon is first spectrally broadened by self-phase modulation in a gas-filled
hollow-core fibre. This concept was firstly introduced by Nisoli et al. [166]. The spectrally
broadened pulse is then compressed in time using a set of chirped mirrors to produce pulses
with sub-10 fs duration. Here we describe the principle of self-phase modulation, the beam
propagation through the hollow fibre and the chirped mirror compression system.
3.4.1 Self-phase modulation
Self-phase modulation (SPM) is a consequence of the optical Kerr effect. For a laser pulse
with an intensity envelope I(t) the intensity-dependent refractive index varies in time and,
consequently, the instantaneous frequency ω(t) is time-dependent. Considering phase φ(t) =
ω0t− kz with k = ω0η(t)/c the instantaneous frequency is:
ω(t) =
∂φ(t)
∂t
= ω0 − ω0z
c
∂η(t)
∂t
= ω0 − ω0η2z
c
∂I(t)
∂t
. (3.21)
One can see that the frequency varies in time as the intensity changes in time. At the leading
edge of the pulse (∂I/∂t > 0), new low frequency components ω < ω0 are generated, and at
the trailing edge higher frequencies are created (Fig. 3.11(a, b)). After propagation through a
medium the pulse becomes positively chirped. The instantaneous frequency is approximately
linear around the centre of the pulse, which means that the pulse can be compressed by
applying linear negative chirp.
Fig. 3.11(c) shows the original Gaussian spectrum of the laser pulse (solid line) and a
spectrum created by self-phase modulation (dashed line). The modulated spectrum was ob-
tained by Fourier-transforming the original spectrum to the time domain, applying intensity-
dependent phase, and then transforming back to the spectral domain. The applied phase
corresponds to the instantaneous frequency shown in Fig. 3.11(b). One can see that a self-
phase-modulated spectrum contains modulations that arise due to the interference between
frequencies generated at different times. A given frequency ω is generated at two different
times t1 and t2, see Fig. 3.11(b). When the delay between these times is an odd multiple of
π/ω, destructive interference occurs at this frequency and a dip is created in the spectrum.
When the delay between t1 and t2 is an even multiple of π/ω, constructive interference results
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Figure 3.11: Illustration of self-phase modulation. (a) Intensity profile of the pulse in the time
domain. (b) Change of the instantaneous frequency due to self-phase modulation as a function of
time. One particular frequency is generated at two times t1 and t2. (c) Solid line: spectrum of the
pulse in (a). Dashed line: spectrum after self-phase modulation. A phase corresponding to frequency
in (b) was applied to the pulse and transformed to the frequency domain.
in a peak in the self-phase-modulated spectrum. The modulation of the spectrum by SPM
results in wings around the pulse in the time domain.
3.4.2 Propagation through a hollow fibre
When the beam propagates freely in a medium, SPM creates a larger bandwidth in the centre
of the beam, where the intensity is higher, than in the outer part of the beam. This effect is
undesirable as it creates a spatially-dependent bandwidth and phase. However, when the beam
is guided in fibre and, therefore, it has a uniform spatial profile, the broadening is also spatially
uniform and the additional bandwidth created by SPM can be used to produce ultrashort
pulses down to the few-cycle regime. As can be seen from Fig. 3.11(b) the chirp created by
SPM is approximately linear around the centre of the pulse. Therefore, the broadened pulse
can be compressed in a system with linear negative GDD.
Low energy (nanojoule) ultrashort pulses have been produced by spectral broadening in
single-mode glass fibres and subsequent compression. Fork et al. [153] produced 6 fs pulses
using a single-mode quartz fibre with a core diameter of 4 µm and length of 0.9 cm. The
spectrally broadened pulses were subsequently compressed with a combination of gratings and
prisms to compensate for quadratic and cubic dispersion. Baltuska et al. [167] demonstrated
production of 5 fs pulses at a 1 MHz repetition rate by employing a single-mode fibre together
with a prism-grating or a prism-chirped-mirror compressor. However, solid single-mode fibres
are limited to nanojoule energies due to the damage of the fibre core.
In order to produce ultrashort pulses with millijoule energies, multimode gas-filled hollow-
core fibres are commonly used [156, 166, 168, 169]. Compared to single-mode fibres gas-
filled fibres can be used for higher powers because of the higher damage threshold of gases.
Moreover, the amount of nonlinearity can be controlled by changing the gas pressure and gas
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type in the fibre, and guiding of the beam over a long distance (around 1 m) provides a long
interaction length. Typically, rare gases, such as neon and argon are used in the fibre. Neon
has a higher ionisation potential than argon, therefore it can by employed for higher power
applications. However, the nonlinear index η2 of argon is higher than for neon, hence more
broadening can be achieved in argon. The choice of the gas depends on the application.
We now address the beam propagation through the hollow-core fibre. There are a number
of modes that can propagate through the fibre. A linearly polarised input beam can excite
only EH1m modes in the fibre and the fibre preserves polarisation. The fundamental mode
EH11 has the lowest losses. The intensity profile of the fundamental mode is [168]:
I(r) = I0J
2
0
(
2.405r
a
)
, (3.22)
where I0 is the peak intensity, J0 is the zero-th order Bessel function, a is the fibre inner radius
and r is the radial distance from the fibre axis. In order to achieve efficient transmission and
uniform beam profile the incident beam has to be coupled to the fundamental mode. The
coupling efficiency depends on the ratio of the input Gaussian beam radius w (1/e2) and
the fibre radius a. It can be shown that the optimum value to couple to the EH11 mode is
w/a = 0.65 [168] and the coupling efficiency (the ratio of the power of the guided mode and
the incident power) is ξ = 0.98. When the spot size is smaller than the optimal one, the
coupling to the fundamental mode is less efficient and higher order modes are also excited.
This introduces higher losses.
As the pulse propagates through the fibre it experiences self-phase modulation. The
electric field of the mode can be written as [168]:
E(r, ω) = F (x, y)A(z, ω)eiβ(ω)z, (3.23)
where F (x, y) is the mode transverse profile, A(z, ω) is the amplitude of the mode and β(ω) is
the propagation constant of the given mode. A small change of the refractive index ∆η = η2I
does not change the mode profile F (x, y) but it modifies the propagation constant of the
mode. The change ∆β depends only on the spatially averaged mode profile, hence it produces
a spatially uniform broadening of the spectrum. The maximum spectral broadening is [169]:
∆ωmax =
0.86ω0η2P0ξ
τ0cAeff
∫ L
0
p(z)e−αzdz, (3.24)
where P0 is the incident peak power, ξ is the coupling efficiency, τ0 is the 1/e temporal half-
width of the pulse, Aeff ≈ 1.5a2 is the mode effective area, L is the length of the fibre, p(z) is
the gas pressure along the fibre and α is the attenuation constant of the mode. The amount of
broadening increases linearly with increasing gas pressure and input power and decreases with
increasing input pulse duration. The maximum power is limited by the onset of self-focusing
and ionisation in the fibre.
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Figure 3.12: (a) Measured spectrum of the Red Dragon output beam before the hollow fibre.
(b) Measured spectra after the differentially-pumped hollow fibre filled with neon. Black line: neon
pressure 1 bar, red line: neon pressure 2.6 bar. This spectrum can support pulses with ∼5 fs duration.
A hollow-core fibre can be filled with gas at a constant pressure or it can be differentially
pumped [169]. In the latter case the gas is introduced at one end of the fibre and the front
of the fibre, where the laser enters, is kept evacuated. The gas pressure gradually increases
along the fibre as p(z) = p(L)
√
z/L. The advantage of this setup is that the coupling into
the fibre mode is more efficient and does not depend on the gas pressure. In a static-filled
fibre the input beam can ionise the gas at the fibre entrance which leads to lowering of the
coupling efficiency by ionisation defocusing. Moreover, in the differentially pumped fibre the
pulse duration can be easily varied by adjusting the gas pressure at the end of the fibre and
thus controlling the amount of self-phase modulation, see section 3.4.3, Fig. 3.14.
The fibre used in this work is a fused silica hollow-core fiber with inner diameter of 250 µm
and length of 80 cm. The end of the fibre is filled with neon and the entrance is pumped by
an oil free scroll pump. A laser pulse with energy of 1 mJ and duration ∼30 fs is focused
into the fibre with a 80 cm focal length lens, and the transmission achieved is up to 60%.
Measured spectra from the fibre with different pressures of neon are shown in Fig. 3.12(b).
One can see that as the pressure is increased the spectrum becomes broader. The spectrum
obtained with 2.6 bar of neon (red line) corresponds to a transform-limited pulse duration of
5 fs. The pulses after the fibre are positively chirped and need to be compressed. This is done
in our system by a set of chirped mirrors.
3.4.3 Chirped mirrors
Chirped mirrors, first introduced by Szipo¨cs et al. [155], are multilayer mirrors for which
the penetration depth depends on the wavelength. The principle of operation is shown in
Fig. 3.13(a). The mirror is made of alternating layers of two materials (e.g. SiO2 and TiO2)
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Figure 3.13: (a) Schematic of a chirped mirror. Longer wavelengths are reflected deeper inside the
structure than shorter wavelengths. This introduces negative chirp to the pulse. (b) Layout of the
chirped mirrors in our experiment. The beam after the hollow fibre is recollimated with a mirror and
sent into the set of chirped mirrors. Two thin wedges can be inserted into the beam to finely control
the dispersion.
whos thickness varies as a function of depth. A given laser wavelength is reflected when the
thickness of the layer corresponds to the constructive interference condition for the reflected
wave. Therefore, when a pulse is incident on a chirped mirror, different wavelengths are
reflected at different depths. A negative GDD can be achieved with chirped mirrors when the
thickness of the layers increases with depth and, consequently, the longer wavelength travels
the longest path. A constant negative GDD can be achieved for a broad bandwidth and also
higher order dispersion can be controlled by custom designed chirped mirrors.
In our setup chirped mirrors are used to compress the output of the hollow fibre. The
layout is sketched in Fig. 3.13(b). The beam after the fibre is collimated by a concave mirror
(1 m focal length) and sent to the set of normal incidence chirped mirrors. The GDD of one
bounce of the mirror is (−40 ± 20) fs2 over the bandwidth of 570 − 1040 nm. The number
of bounces of chirped mirrors can be adjusted to account for material dispersion in the whole
system (e.g. the beampath to the interaction chamber, waveplate in the beam). Typically, 8
bounces of chirped mirrors were used in the experiments. For fine dispersion control a pair
of thin wedges that introduce a small amount of material positive dispersion can be inserted
into the beam.
Fig. 3.14 shows the measured pulse duration after the hollow fibre and 8 bounces of chirped
mirrors as a function of neon pressure in the fibre. The pulse duration was varied by adjusting
the neon pressure at the end of the differentially pumped fibre. The number of bounces from
chirped mirrors was optimised to best compress the pulse with the largest neon pressure
(and therefore with the shortest duration of ∼8 fs). When the neon pressure is reduced the
amount of self-phase modulation decreases and the pulse duration increases. To compress the
pulses the number of bounces of chirped mirrors is kept the same for all the pressures. This
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Figure 3.14: Solid symbols: measured pulse duration after the hollow fibre and chirped mirrors as a
function of neon pressure. The fibre was differentially pumped and 8 bounces of chirped mirrors were
used. Open symbols: calculated transform-limited pulse duration from the measured spectra. For the
two longest pulse durations the calculated and measured pulse durations are approximately the same.
works because the accumulated phase after the propagation through the fibre comes mainly
from the material dispersion rather than from the self-phase modulation [169]. Therefore,
near transform-limited pulses of variable duration are produced. Moreover, the alignment
and beam profile are preserved for different pressures. The transmission of the fibre in this
measurement was around 50% and the transmission of the whole system, going from the fibre
entrance through the fibre, the chirped mirrors and other optics to the interaction region, was
35%.
3.5 Pulse diagnostics
It is very important to measure the pulse duration reliably, as the pulse duration plays a
critical role in many experiments. When measuring femtosecond pulses it is the pulse itself
that is normally used as a reference for the pulse duration diagnostic. Here we describe two
techniques to measure the duration of femtosecond pulses: autocorrelation, that yields only
the intensity information, and frequency resolved optical gating (FROG) that can retrieve
both the intensity and the phase of the pulse.
3.5.1 Autocorrelation
Autocorrelation is a relatively simple and widely used technique to characterise ultrashort
pulses [170]. In an intensity autocorrelator the pulse to be measured is split into two identical
replicas. One pulse is delayed by a known amount ∆t and then the pulses are recombined
using some nonlinear process to produce the autocorrelation signal. The most common type
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Figure 3.15: Schematic of a single-shot non-collinear autocorrelation. The two pulses overlap in
the SHG crystal at angle θ. The autocorrelation signal is generated in the area where the two pulses
overlap (blue area). The spatial width ∆x of the signal depends on the duration τ of the pulses (i.e.
on the width cτ of the rectangles in the figure).
of nonlinearity used to recombine the pulses is second harmonic generation (SHG) in a crystal
such as BBO or KDP. The SHG autocorrelation signal is measured as a function of the time
delay ∆t and it has the form:
ISHG(∆t) ∝
∫ ∞
−∞
I(t)I(t−∆t)dt. (3.25)
From the width of the autocorrelation signal the pulse duration can be inferred, however,
the temporal shape of the pulse has to be assumed. For example, for a Gaussian pulse, the
temporal width of the autocorrelation signal has to be divided by a factor of 1.41 to obtain
the pulse duration.
A simple and practical implementation of autocorrelation is a single-shot non-collinear
SHG autocorrelator [171, 172]. In this autocorrelator the pulses are combined at an angle θ
in the SHG crystal to produce signal (Fig. 3.15). The autocorrelation signal is generated in
the direction perpendicular to the crystal when the two pulses overlap in space and time. The
duration of the pulse τ is directly mapped onto the lateral width ∆x of the SHG signal in
space which can be then detected with a slow detector, e.g., a camera or linear CCD. From
geometrical considerations the relation between the pulse duration τ and spatial width of the
signal ∆x is:
∆x =
cτ
sin θ/2
. (3.26)
Using this mapping of the pulse duration onto ∆x the autocorrelation signal can be acquired
in a single shot. Introducing a delay is needed only for the initial calibration of the instrument.
The autocorrelation is relatively easy to implement but it has its drawbacks. The assump-
tion of the temporal pulse shape introduces uncertainty into the deduction of the actual pulse
duration. More importantly, autocorrelation measures only the intensity of the pulse and does
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not give any information about the phase. When working with ultrashort pulses the phase
information can be very important, therefore, other techniques are needed.
3.5.2 FROG
Frequency resolved optical gating (FROG), introduced by Kane and Trebino [173], is a tech-
nique that can measure both the intensity and the phase of femtosecond pulses. The principle
of FROG lies in spectrally resolving the autocorrelation signal. Here we describe the principle
of this technique and our setup and measurements.
3.5.2.1 Principle and algorithm
FROG measurements are performed by spectrally resolving the autocorrelation signal. The
measured FROG 2D trace is:
IFROG(ω,∆t) =
∣∣∣ ∫ ∞
−∞
E(t)G(t−∆t)e−iωtdt
∣∣∣2, (3.27)
where E(t) is the electric field of the pulse and G(t−∆t) is a time-delayed pulse-dependent
gate. For further analysis it is convenient to define the signal field, Esig(t,∆t) = E(t)G(t−∆t).
The form of Esig depends on the type of nonlinearity used to produce the FROG trace. As
examples of nonlinearities we mention:
• self-diffraction in glass: Esig = E2(t)E∗(t−∆t) [173],
• third harmonic generation: Esig = E2(t)E(t−∆t) [174],
• polarisation gating: Esig = E(t)|E(t−∆t)|2 [175],
• second harmonic generation: Esig = E(t)E(t−∆t) [176].
The measured FROG trace (3.27) is real, hence it does not directly yield the phase infor-
mation. We wish to retrieve the phase of the pulse, i.e., to find:
√
IFROG(ω,∆t)φ(ω,∆t) =
∫ ∞
−∞
E(t)G(t−∆t)e−iωtdt, (3.28)
where φ is a complex function with a magnitude of one. In order to achieve this, the FROG
trace has to be inverted by an iterative algorithm. The problem of a 2D phase retrieval is
known to have a solution [177] (which is not the case of 1D phase retrieval) and there are a
number of algorithms available to retrieve the complex value of E(t) [65, 177].
All FROG algorithms iterate between two constraints. The first constraint is the relation
between Esig(t,∆t) and E(t) which depends on the type of nonlinearity used. This constraint
is named the physical constraint, or the mathematical form constraint. For example, for SHG
FROG, the physical constraint is:
Esig(t,∆t) = E(t)E(t−∆t). (3.29)
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Figure 3.16: (a) Diagram of the FROG retrieval algorithm. The algorithm starts by guessing the
field E(t) and then iterates in a loop, applying physical and intensity constraint. (b) Visualisation of
the generalised projections algorithm. The two sets of functions that satisfy the physical and intensity
constraint are indicated. The algorithm starts with an initial guess of E(t) that is then projected onto
the sets in each step minimising the distance from the solution.
Secondly, Esig(t,∆t) must satisfy the so-called intensity constraint expressed by Eq. (3.27),
which is the measured magnitude squared of the Fourier transform of Esig(t,∆t).
A general FROG retrieval algorithm works in this way (Fig. 3.16(a)). The algorithm
starts with a guess of E(t). It can be anything, e.g., a Gaussian pulse with random phase, or
a constant. Then a signal field Ecalcsig (t,∆t) is calculated according to the physical constraint.
This is the time-domain FROG trace. In the next step, the time-domain FROG trace is
Fourier transformed into the frequency domain, yielding a calculated value Ecalcsig (ω,∆t) =√
Icalcsig φcalc(ω,∆t). Now the intensity constraint is applied and the calculated magnitude√
Icalcsig is replaced by the measured magnitude
√
IFROG. After that,
√
IFROGφcalc(ω,∆t) is
transformed back to the time domain and a new guess of E(t) is generated from it. The
algorithm continues in a loop until the rms error between the measured and calculated FROG
traces is small enough.
Different FROG algorithms use different methods to obtain the next guess of E(t). A very
common and fast algorithm is the generalised projections algorithm [177]. This algorithm can
be viewed as making iterations in the space of complex functions of two variables, t and ∆t,
see Fig. 3.16(b). This is the space of potential signal functions Esig(t,∆t). There is a set of
functions that satisfy the physical constraint and a set of functions that satisfy the intensity
constraint (shaded areas in Fig. 3.16(b)). The aim is to find a point where these two sets
intersect. The algorithm starts with a random guess of E(t) that generally does not satisfy
any of the constraints. Iterations are then made by making projections onto the two sets.
A generalised projection to the intensity constraint set is done by replacing the magnitude
of the calculated Ecalcsig (ω,∆t) by measured
√
IFROG. Generalised projection to the physical
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constraint set is performed by minimising the distance between the current field Ecalcsig (t,∆t)
and a new field that has the right mathematical form for a given type of nonlinearity. The
minimisation is done by finding the steepest gradient of the distance between the two signal
fields and is rather time-consuming. The iterations are made until the algorithm converges
to the intersection point.
Another version of the generalised projections algorithm is the principal components gen-
eralised projections algorithm (PCGPA) [65] that does not require the minimisation step to
find a new guess of E(t) and is therefore faster. Briefly, the algorithm exploits the fact that
there is a one-to-one mapping between the time-domain FROG trace and a so-called outer
product. The outer product is a matrix of rank one, i.e., it is constructed from two vectors,
E(t) and G(t − ∆t), and has only one nonzero eigenvalue. Performing a new guess of the
field is then simplified to finding the largest eigenvalue (the principal component) of the outer
product made from the calculated field in each step. PCGPA is fast and works well for inde-
pendent pulse and gate, i.e., for a blind FROG. It can be used to retrieve attosecond pulses
in streaking experiments [64] where the pulse to be measured is the attosecond pulse and the
NIR laser pulse acts as a phase gate. This will be addressed in chapter 7.
Concerning the convergence of the FROG algorithm, it is pretty robust. The FROG trace
contains N × N time and frequency points, but only 2N points are retrieved (N phase and
N intensity points). Therefore, there are more degrees of freedom in the measured trace than
in the pulse. Consequently, when the algorithm converges, it is very likely that it converges
to the right pulse, unless there is a systematic error in the measured trace. The presence of
noise (not a systematic error) in the measured trace is normally not a problem, the algorithm
still converges to the right solution. Furthermore, to check if the retrieval is successful, one
can compare the retrieved spectrum with an independently measured spectrum of the pulse.
3.5.2.2 FROG measurements
We now describe the SHG FROG which has been used in our experiments. The experimental
setup is shown in Fig. 3.17. The input beam is split at the beamsplitter into two arms. A fused
silica plate is placed in the reflected arm to compensate for dispersion in the beamsplitter.
The two mirrors in the reflected arm are mounted on a translation stage. Introducing a delay
is needed firstly to find the FROG signal and then for the temporal calibration of the system.
The two pulse replicas are focused onto the SHG crystal with a cylindrical concave mirror.
Focusing is generally not needed but the FROG we used was designed for low intensities. The
crystal used to produce the FROG signal is a 10 µm thick BBO crystal. The small thickness
of the crystal is important to ensure that phase-matching condition for second harmonic
generation is satisfied across the broad spectrum of the few-cycle pulses to be measured. The
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Figure 3.17: Experimental setup of the FROG. The beam is split into two replicas that are re-
combined in the SHG crystal. The autocorrelation signal is spectrally resolved and detected with a
camera.
crystal is imaged and magnified with lens L1 onto the entrance slit of the spectrometer. Beam
blocks are used to stop the signal in directions parallel to the incoming beams. After entering
the slit of the spectrometer the SHG signal is collimated with lens L2 onto the transmission
grating. The spectrally resolved trace is detected with a CCD array.
The measured traces of three pulses with durations of 10 fs, 28 fs and 45 fs are shown in
Fig. 3.18. The top row shows the measured traces and the bottom row the retrieved traces.
There is a good agreement between the measured and retrieved traces. The SHG traces are
symmetrical with respect to the delay axis and one cannot determine the direction of time.
Pulses E(t) and E(−t) produce the same traces. Some information about the pulses can be
inferred directly from the traces. The trace of a nearly transform-limited pulse (Fig. 3.18(b))
is roughly circular. When a chirp is introduced to the pulse (Fig. 3.18(c)) the trace becomes
broader in the time axis. The trace of the ultrashort pulse produced by the hollow fibre and
chirped mirrors (Fig. 3.18(a)) is wide in the frequency axis and narrow in the time axis.
The retrieved fields of pulses from traces in Fig. 3.18 are shown in Fig. 3.19. The top panel
shows the retrieved spectral intensity (solid lines) and phase (dashed lines). The retrieved
spectrum of the 10 fs pulse is in good agreement with independently measured spectrum of
the pulse (blue line). Bottom panel in Fig. 3.19 shows the retrieved electric field in time. The
phase profiles indicate that pulses in (a) and (b) are nearly transform limited and the pulse
in (c) is chirped. Note that the time-profile of the 45 fs pulse is asymmetric, however, the
direction of time cannot be determined from this measurement.
3.5. PULSE DIAGNOSTICS 105
Wavelength (nm)
D
el
ay
 (fs
)
400 450 500
−40
−20
0
20
40
Wavelength (nm)
D
el
ay
 (fs
)
400 450 500
−40
20
0
20
40
Wavelength (nm)
D
el
ay
 (fs
)
 
 
400 420 440 460
−60
−30
0
30
60
Wavelength (nm)
D
el
ay
 (fs
)
 
 
400 420 440 460
−60
−30
0
30
60
Wavelength (nm)
D
el
ay
 (fs
)
380 400 420 440
−100
0
100
−50
50
Wavelength (nm)
D
el
ay
 (fs
)
380 400 420 440
−100
0
100
−50
50
(a) Hollow fibre, 10 fs (b) Red Dragon output, 28 fs (c) Chirped pulse, 45 fs
M
e
a
s
u
re
d
R
e
c
o
n
s
tr
u
c
te
d
Figure 3.18: Top panel: measured FROG traces, bottom panel: reconstructed FROG traces. (a)
10 fs pulse produced by hollow fibre with 2.6 bar of neon and chirped mirrors. (b) Direct output of the
Red Dragon system with optimised compressor, the pulse is nearly transform-limited with a duration
of 28 fs. (c) Output of Red Dragon with slightly misaligned compressor. The pulse is positively chirped
with a duration of 45 fs.
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Figure 3.19: Top panel: reconstructed spectra from traces in Fig. 3.18. Solid lines: intensity, dashed
lines: phase of the pulse. Blue line in top (a) panel shows independently measured spectrum of the
pulse, which is in good agreement with the retrieved spectrum. Bottom panel: reconstructed temporal
profiles.
Chapter 4
Instrumentation for laser-cluster
experiments
The majority of the experimental investigations presented in this thesis were performed with
the Red Dragon laser system (see chapter 3) using an apparatus for studying atomic clusters.
In this chapter I describe the experimental chamber for laser-cluster interaction, laser focusing,
production of clusters and the detection of ions and electrons after cluster explosions.
In particular, I focus on the condensation of gas into clusters and present experimental
results of gas jet characterisation. I also report on interferometric measurements of atomic
density in the jet and scattering measurements from clusters. I present the detection system
for ions and electrons produced after cluster explosions and describe methods used in data
analysis. Finally, I summarise typical parameters of the experiment.
4.1 Overview of the cluster experimental apparatus
The experiments on laser-cluster interactions were conducted in the experimental chamber
shown in Fig. 4.1. Clusters were produced by expansion of gas (argon or xenon) through a
solenoid-driven valve (Parker, Series 99). Production of clusters will be described in detail in
section 4.2 and characterisation of the cluster beam (mean cluster size and density) will be
presented in sections 4.3 and 4.4. A skimmer with a diameter of 1 mm was placed ∼10 cm
below the nozzle in order to produce a low density collimated cluster beam. Reducing the
density of the cluster beam is essential in order to study explosions of individual clusters
not affected by collisions with other clusters. The skimmer also serves as an aperture for
differential pumping of the chamber, creating a difference in the pressure between the top and
the bottom part of the system to allow high vacuum operation of a channel plate detector.
The upper section of the chamber is pumped by two turbo pumps (Varian, Navigator 551),
each with pumping speed 550 l/s for N2. They are backed by a 500 l/min scroll pump (Leybold
106
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Figure 4.1: Schematic of the experimental chamber used to conduct the experiments on laser-cluster
interactions. Clusters are produced by gas expansion in the upper part of the chamber. The laser is
focused into the low-density cluster beam under the skimmer. Ions or electrons released by cluster
explosions are detected with a time-of-flight spectrometer.
Scrollvac SC30D). High pumping speed is needed in the top part of the chamber because there
is a large gas load when the gas jet is operated. The bottom section of the chamber is pumped
with one 550 l/s turbo pump (Varian, Navigator 551), backed by a 110 l/min scroll pump
(Varian). The bottom section of the chamber is the interaction part. The cluster beam is
irradiated by the laser beam and ions or electrons produced after the interaction are detected
with a time-of-flight spectrometer, described in section 4.5.
Our laser system is described in chapter 3. To focus the beam into the chamber we have
to use reflective optics because we do not want to introduce additional material dispersion to
the beam. We use an off-axis parabolic mirror with effective focal length of 203.2 mm placed
before the entrance window to the chamber. We measured the focal spot with a CCD camera
(WincamD-UCD12, pixel size 4.65 µm) after two reflections from glass wedges to reduce the
intensity on the camera. The measured focal spot radius in horizontal and vertical directions
as a function of the distance from the focusing mirror is shown in Fig. 4.2(a). One can see that
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Figure 4.2: (a) Measured radius (1/e2) of the focal spot in the horizontal (circles) and vertical
(squares) directions as a function of the distance from the focusing mirror, z on the horizontal axis
is the number on the translation stage, not the real distance from the mirror. Lines are fits for a
Gaussian beam. (b) Schematic of the beam path to the chamber and to FROG.
there is a slight astigmatism in the beam coming both from the laser and from the parabolic
mirror. The measured data are fitted with Gaussian beam functions. From the fit we get
the beam radii 21 µm and 20 µm in the horizontal and vertical directions, respectively. The
measured confocal parameter is 3.5 mm.
Because we use ultrashort laser pulses we have to carefully consider the pulse propagation
and material dispersion. To measure the pulse duration we used a flip mirror on a beampath
to the chamber to direct the beam to a FROG (see Fig. 4.2(b)). In all measurements it
was ensured that the material dispersion of the beam traveling from the flip mirror to the
interaction chamber and from the flip mirror to the crystal in FROG were the same within
less than 10%, so that the pulse duration measured by the FROG was the same as in the
interaction region. On the way to the chamber the beam traveled through ∼1.4 m air, a
0.5 mm fused silica entrance window and a half-wave plate (Femtolasers, GDD = 50 fs2). On
the way from the flip mirror to the FROG the beam traveled through ∼2.65 m of air and
1.4 mm of fused silica. The GDD for both beam paths is around 100 fs2 ensuring that the
measured pulse duration corresponds to the pulse duration in the interaction region.
The laser intensity in the interaction region was determined from the measurement of
the focal spot, laser energy before the chamber and pulse duration given by the FROG. The
estimated error of the laser intensity is about a factor of two.
4.2 Production of clusters
Clusters of noble gases can be produced by expansion of a gas into the vacuum [24, 178]. As
the gas expands the thermal energy of random atomic motion is converted into directional
4.2. PRODUCTION OF CLUSTERS 109
kinetic energy and the gas is cooled. Cooling can lead to the formation of a liquid phase and
clusters can be produced in the gas beam. Atoms in rare-gas clusters are bound by van der
Waals forces. These forces are rather weak and practically do not influence the electronic
structure of individual atoms bound in clusters.
In this section we address the gas expansion in a free jet and condensation of supercooled
gas into clusters. We also describe the operation of the pulsed valve that was used in our
experiments.
4.2.1 Gas expansion in a free jet
Before we address the production of clusters we will firstly describe the gas expansion into
vacuum without cluster formation and we will derive expressions for density, temperature and
velocity that characterise the gas beam.
We consider a steady free expansion of a gas through a nozzle [179] and assume a continuum
flow of a perfect gas. We neglect the gas viscosity and heat conduction. The gas flow from
the nozzle is assumed to be isentropic, i.e., adiabatic and reversible (entropy is conserved).
Formation of shock waves is not included, which is a valid approximation in a good vacuum
system with low background pressure.
The initial gas conditions; backing pressure, temperature and number density are denoted
by P0, T0 and n0, respectively. The isentropic perfect gas flow obeys the following relations:
P = nkBT, PT
γ/(1−γ) = P0T
γ/(1−γ)
0 , (4.1)
Avn = const.,
∫
dP/n+m0v
2/2 = const., (4.2)
where P , T , n are the gas pressure, temperature and number density along a stream line, A
is the cross-sectional area of the jet, v is the expansion velocity, m0 is the atomic mass and
γ is the ratio of specific heats. For a monatomic gas γ = 5/3. The first equation in (4.1) is
the equation of state of a perfect gas, the second one is the isentropic law. Equations (4.2)
express the conservation of mass and the generalised Bernoulli equation [180]. We assume
that the backing pressure P0 is considerably larger than the background pressure in the
vacuum chamber (which is typically more than 7 orders of magnitude lower) and, therefore,
the properties of the gas jet do not depend on the background pressure and shock waves are
not formed.
At the exit of the nozzle the gas velocity vout is equal to the local sound speed cout:
vout = cout =
(
γkBTout
m0
)1/2
=
(
2
γ + 1
)1/2
c0, (4.3)
where c0 is the sound speed corresponding to the initial temperature T0. From Eqs. (4.1),
(4.2) and (4.3) one can obtain the number density and the gas temperature as a function of
110 CHAPTER 4. INSTRUMENTATION FOR LASER-CLUSTER EXPERIMENTS
the distance z from the nozzle [179]:
n = n0
(
1 +
γ − 1
2
M2
)−1/(γ−1)
, (4.4)
T = T0
(
1 +
γ − 1
2
M2
)−1
, (4.5)
where M = v/c is the Mach number which depends on the distance z and remains to be
determined. For large distances from the nozzle, z/dn ≫ 1, where dn is the nozzle diameter,
the on-axis Mach number can be numerically calculated. It can be shown that for a monatomic
gas with γ = 5/3 the Mach number at large distance from the nozzle is M = 3.232(z/dn)
2/3
[179]. Using this expression the on-axis gas density and temperature can be expressed as
[181]:
n(z) = 0.15n0 (z/dn)
−2 , (4.6)
T (z) = 0.29T0 (z/dn)
−4/3 . (4.7)
In our experimental setup, the interaction region is at a distance z ≈ 250 mm from the nozzle
and the nozzle diameter is dn = 0.5 mm. The initial gas density for 1 bar of backing pressure
is n0 = P0/kBT0 = 2.47×1019 cm−3 for T0 = 293 K. Using Eq. (4.6) we get the atomic density
in the interaction region to be n = 1.5 × 1013 cm−3 for 1 bar of backing pressure. This will
be compared with measured density in section 4.4.3.
As the gas expands it is cooled and its velocity increases. When the gas is cooled sufficiently
(T ≪ T0) it reaches the final velocity [179]:
v∞ =
√
γ
γ − 1
2kBT0
m0
. (4.8)
For example, the final velocity in an argon jet at room temperature (T0 = 293 K) is 550 m s
−1.
When the distance from the nozzle is increased the velocity quickly approaches v∞ and tem-
perature, density and collision frequency decrease. At some point, there will be a smooth
transition from the continuum flow dominated by collisions to collisonless free-molecular flow.
For both types of flows the density drops with distance as z−2 [179].
As the gas is cooled by expansion the temperature can very quickly drop below the con-
densation temperature. For example, using Eq. (4.7) with initial temperature T0 = 293 K
the gas temperature at a distance of one nozzle diameter (z = dn) is 85 K. This is below
the boiling point of argon (which is 87.3 K [182]). The temperature decrease results in the
formation of a supercooled gas and the onset of condensation into clusters. This process will
be described in the next section.
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4.2.2 Gas condensation
When the temperature of the expanding gas drops below the condensation point the gas
becomes supercooled and after that condensation into clusters can set in. Because there are
no condensation centres in the gas, the condensation is spontaneous, i.e., it starts only from
density fluctuations.
Here we briefly present the theory of Skobelev et al. [183] to describe the formation of
clusters in a gas jet. Clustering is described thermodynamically as the formation of small
droplets (clusters) of liquid phase in a supercooled gas. At the beginning of the process a
small cluster can be created by collisions in the gas. Due to the surface tension of the spherical
cluster there is a pressure σ/2R associated with the curved cluster surface. Here, σ is the
surface tension coefficient and R is the cluster radius. The surface pressure decreases the
work needed to remove an atom from the cluster and, consequently, atoms can be removed
and small clusters can evaporate. There is a critical cluster radius Rc at which the cluster is
in equilibrium with the supercooled vapour. This equilibrium is not steady because clusters
smaller than Rc will evaporate and larger clusters will grow. The critical radius can be
determined by detailed analysis of the number of atoms leaving and adding to the cluster. Its
value is [184]:
Rc =
2σ
nlkBT ln (P/PS)
, (4.9)
where nl is the liquid number density inside the cluster, T is the gas temperature, P is the
gas pressure and PS is the saturation pressure at temperature T . The critical radius of argon
clusters as a function of pressure normalised to the saturation pressure is shown in Fig. 4.3(a).
In the calculation, I started at a point T = 84 K, P = 5.2 bar and followed temperature and
pressure on an isentrope defined by the second expression in Eq. (4.1). I used tabulated
values of liquid argon density and saturation pressure as a function of temperature [182] and
calculated values of the surface tension coefficient [185]. When the gas pressure is close to
the saturation pressure, the critical radius has large values and in the limit of P → PS , the
critical radius goes to infinity. For pressures above the saturation pressure the critical radius
quickly drops below 1 nm. The value of the critical radius changes for different isentropes but
generally has values below ∼1 nm.
In order to initiate the production of clusters in the gas jet a fluctuation must be present
that produces clusters with radii larger than Rc. The frequency of fluctuations per unit volume
producing clusters with radius Rc is [184]:
wf =
NA
µnl
√
2σµ
πNA
(
P
kBT
)2
exp
(
−4πσR
2
c
3kBT
)
, (4.10)
where µ is the molar mass of the gas and NA is Avogadro’s number. One can see that
this frequency decreases exponentially with R2c . Therefore, it is assumed that all clusters
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Figure 4.3: (a) Calculated critical radius Rc of argon clusters as a function of gas pressure normalised
to the saturation pressure. In the calculation, I have started from the point P = 5.2 bar, T = 84 K and
followed an isentrope. (b) Calculated frequency of fluctuations per unit volume that produce argon
clusters with radius Rc.
are initially produced with radius Rc because production rate of larger clusters decreases
exponentially and smaller clusters evaporate. Hence, the frequency (4.10) can be viewed as
the rate of production of condensation nuclei from which clusters start to grow. The rate for
argon is shown in Fig. 4.3(b) for the same isentrope as the calculation in Fig. 4.3(a). The
rate of production of nuclei has values on the order of 1024 s−1 cm−3 for pressures above the
saturation pressure.
To describe the production of clusters by the process described above one has to solve the
system of equations describing a two-phase fluid consisting of atoms in gas and cluster phases
[183, 184]. In the calculation of Skobelev et al. [183] clusters are described by a distribution
function f(R,x, t), i.e., the number of clusters with radius R at position x at time t. In the
model, moments of the distribution function are used, where the n-th moment is defined as∫∞
0 f(R,x, t)R
ndR. The equations for the two-phase fluid and the moments have to be solved
numerically with appropriate initial and boundary conditions. Because only the moments of
the distribution function f(R,x, t) are calculated, the model does not predict the cluster size
distribution. Only the average cluster radius R(x, t) and the standard deviation δR(x, t) of
the cluster size distribution can be calculated. The model yields information about the spatial
and temporal distribution of the average cluster size.
This model has shown a good agreement with experimental investigations of Dorchies et
al. [180] and Boldarev et al. [184]. However, the model has some assumptions that are not
exactly valid. The droplet temperature during the growth is assumed to be equal to the
saturation temperature and the velocity of clusters is expected to be the same as the velocity
of the gas. The latter assumption is important because the nucleation theory works well for a
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steady state situation, so it should be used for slow expansions [186]. More importantly, in the
present model the clusters are described by macroscopic quantities, such as the temperature,
pressure and surface tension. This description cannot be valid for very small clusters (with
less than ∼100 atoms) which have different properties than a macroscopic liquid. Together
with the fact that the numerical calculation of nucleation is complicated and cannot be easily
generalised to any given jet, it is useful to turn to empirical laws (see section 4.3.1).
So far we have assumed that clusters are formed in the liquid phase. Nevertheless, larger
clusters can freeze, i.e., form a crystal structure inside the cluster. The atomic structure of
clusters has been investigated by electron diffraction experiments by Farges et al. [187, 188]
and Kim et al. [189]. The cluster atomic structure can be determined by comparing the
calculated electron diffraction patterns from different cluster structures with the measured
patterns. If the cluster structure is crystalline then the lattice constant can be determined
from diameters of the diffraction rings.
Farges et al. [187, 188] performed electron diffraction experiments on argon clusters.
They have found that very small clusters are not crystalline. Clusters with 20 − 50 atoms
exhibit a polyicosahedral structure that is very stable. Clusters with 100s of atoms have
multilayer icosahedral structure. For larger clusters (more than 750 atoms) crystalline face
cubic centred structure starts to be present. Similar results were obtained by Kim et al.
[189] who studied argon, krypton and xenon clusters produced by a Laval nozzle. In addition
to the icosahedral structure for small clusters they have also reported the presence of small
cuboctahedral clusters. The number density inside the clusters is near solid density. The
solid density of argon and xenon together with their useful properties are listed in table 4.1
in section 4.3.1.
4.2.3 Pulsed gas valve
For production of clusters we used a solenoid driven pulsed valve (Parker, series 99) with a
0.5 mm diameter sonic nozzle (with gas leaving the nozzle throat at the local sound speed)
with an expansion half-angle of 45◦. A schematic of the valve is shown in Fig. 4.4. When a
voltage is applied to the solenoid the poppet is retracted upwards and the gas expands through
the nozzle. The solenoid is driven by a General Valve controller. The opening time of the
nozzle was 0.5 ms for high power laser-cluster interactions. Because of the large demand on
the pumping speed the repetition rate of the valve has to be kept relatively low to maintain low
background pressure in the chamber, which limits the rate of data acquisition in experiments.
Our experiments were conducted at repetition rate of 10 Hz. The typical background
pressure achieved in the top part of the chamber is ∼ 5× 10−8 mbar without the presence of
the gas jet, and increases up to ∼ 5×10−4 mbar when the jet fires. The pressure in the bottom
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Figure 4.4: Schematic of the pulsed valve for production of clusters. When voltage is applied to the
solenoid the poppet is retracted upwards and gas expands through the nozzle.
part is typically ∼ 5× 10−8 mbar when the gas jet is off and increases up to ∼ 1× 10−6 mbar
when the jet is on. The bottom interaction part of the chamber has to be kept at sufficiently
low pressure to safely operate the microchannel plate detector.
4.3 Determination of cluster sizes
The physics of laser-cluster interaction depends on the cluster size and it is essential to know
(or at least estimate) the mean size of clusters in the gas jet. Expansion of gas through
a nozzle produces cluster beam with relatively broad size distribution. There are various
experimental techniques to measure the mean cluster size in the gas jet and sometimes even
the distribution of sizes.
Mass spectrometry of cluster ions can be used to determine the mean cluster size and the
size distribution [178, 190, 191]. In this technique the cluster beam is weakly ionised with an
electron beam and the cluster ions are detected with a mass spectrometer. The spectrometer
measures the charge to mass ratio of the produced cluster ions. It is assumed that the charge
state of cluster ions is one and the size distribution of cluster ions is the same as of neutral
clusters. This may not exactly be true because weakly bound van der Waals clusters can
undergo fragmentation after electron impact ionisation. Karnbach et al. [191] accounted
for the fragmentation using a model that estimates the number of atoms desorbed from the
cluster after ionisation. They found that fragmentation is important for small clusters (with
less than 50 atoms). For clusters with more than 100 atoms fragmentation can be neglected.
They measured argon clusters with sizes 100− 10000 atoms.
Another method to measure cluster sizes uses deflection of clusters according to their mass.
In the experiment of Lewerenz et al. [192] helium clusters were deflected with a secondary
crossed beam of SF6 molecules. The probability of collisions between SF6 molecules and
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clusters was relatively low (around 10%) in their experiment, therefore, only one collision
took place to deflect each cluster. They claim that complete momentum was transferred from
the secondary beam onto clusters. The momentum transfer maps the cluster size onto the
angle of deflection. The deflected beam was then detected with a mass spectrometer equipped
with an electron gun. With this technique they determined cluster sizes of 1000−10000 atoms.
Buck and Krohne [193] used the diffraction of helium atoms by argon clusters to determine
the cluster sizes. In their experiment the cluster beam was crossed by a helium beam and
the angular distribution of scattered helium atoms was measured. The measured diffraction
pattern contains information about the cluster size. When the cluster size is increased the
number of rings in the diffraction pattern increases and the spacing between them decreases.
In order to quantitatively determine the cluster sizes they calculated the diffraction cross-
sections for clusters with different sizes and compared them with measured patterns. In this
measurement the angular resolution of the apparatus restricts the cluster sizes to be measured.
They investigated rather small argon clusters with less than 90 atoms.
Farges et al. [187, 188] and Kim et al. [189] elucidated cluster sizes from electron diffrac-
tion experiments. They measured electron diffraction patterns from clusters and determined
cluster sizes from the widths of the diffraction peaks. This method works for rather small
clusters with 100s of atoms.
Very recently, scattering from single clusters has been performed with free electron laser
FLASH in Hamburg [194]. Bostedt et al. [194] measured scattering patterns from single
xenon clusters with radii of 20 − 300 nm with few clusters in the focal volume. They used
free electron laser pulses with a wavelength of 13 nm and high enough intensity to acquire the
diffraction pattern in a single shot. Measured diffraction patterns carry structural information
about the clusters and can be understood in the framework of Mie scattering. They recorded
scattering only from large clusters because for small clusters the scattered intensity is too low.
The aforementioned methods are not easy to implement in a laser-cluster experimental
apparatus because they require an additional beam (either electron or molecular beam) and
another detection device, such as a mass spectrometer. It is therefore useful to use simpler
techniques that give an estimate of the cluster size and can be more easily realised. We will
present the Hagena’s empirical description of cluster formation and estimation of cluster sizes,
and the Rayleigh scattering technique to experimentally determine the mean cluster size.
4.3.1 Hagena scaling laws
Formation and growth of clusters in expanding gas has been extensively studied by Hagena
[178, 181, 186]. They used a model of corresponding jets [178] that states that the cluster sizes
in two flows can be the same when the gas temperature and pressure are adjusted accordingly.
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The same cluster sizes can also be obtained with different gases.
If there are two phases present in the jet (cluster and gas phase) then, according to
the Gibbs phase rule, the number of degrees of freedom is reduced by one compared to the
one-phase system [191]. Therefore, we do not need two parameters, normally pressure and
temperature, to describe clustering in the flow. One parameter, the Hagena parameter Γ∗
[186], is sufficient to describe the extent of clustering in the beam. The Hagena parameter
can be expressed as:
Γ∗ = k
(dn/ tanα)
0.85P0
T 2.290
, (4.11)
where P0 is the backing pressure in mbar, T0 is the gas temperature before expansion in
Kelvin, dn is the nozzle diameter in µm, α is the expansion half-angle and k is a dimensionless
parameter that depends on the type of gas species. The condensation parameters k of argon
and xenon are shown in table 4.1. The definition given in Eq. (4.11) is valid for monatomic
gases [186, 191]. Flows with the same value of Γ∗ are expected to have the same fraction of
atoms in the cluster phase and the same cluster size.
Table 4.1: Atomic mass mi (in atomic mass units), ionisation potential Ip, solid number density ni
and condensation parameter k of argon and xenon.
mi Ip (eV) ni (cm
−3) k
Argon 39.948 15.8 2.497× 1022 1650
Xenon 131.3 12.13 1.633× 1022 5500
Experimental studies have shown that the formation of clusters starts when Γ∗ & 200. For
Γ∗ = 200− 1000 small clusters start to appear. For Γ∗ > 1000 a massive condensation begins
(clusters with more than 100 atoms are created) and the number N of atoms per cluster scales
with Hagena parameter by the empirical law [181]:
N = 33
(
Γ∗
1000
)2.35
. (4.12)
This is a rough scaling derived empirically and other authors have reported similar scalings
with exponents in the range of 1.37− 2.60 for sonic nozzles for Γ∗ ≈ 103− 104 [191, 193, 195–
197]. A detailed review of different scaling factors for different values of Γ∗ can be found in
Ref. [198]. For larger clusters (with more than ∼ 104 atoms) the Hagena scaling law seems
to overestimate the cluster size. Kim et al. [199] found a scaling N ∝ (Γ∗)1.61 for Γ∗ > 20000
and Dorchies et al. [180] reported N ∝ (Γ∗)1.8 for argon clusters with Hagena parameter
Γ∗ ≈ 104 − 106.
For estimates of cluster sizes in this thesis we use the following scaling [200]:
N = 25
(
Γ∗
1000
)2.40
. (4.13)
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It was determined by Rayleigh scattering measurements with the same type of nozzle as used
in our experiments. The mean cluster size in our experiments is controlled by changing the
backing pressure. The estimated sizes of argon and xenon clusters produced as a function of
backing pressure are summarised in table 4.2.
Table 4.2: Estimated mean sizes of argon and xenon clusters as a function of the backing pressure
used in interaction experiments. N – number of atoms per cluster, R – cluster radius.
Argon Xenon
P0 (bar) N R (nm) N R (nm)
2 50 0.8 1000 2.4
3 140 1.1 2600 3.4
4 300 1.4 5300 4.2
5 500 1.7 9000 5.1
6 800 1.9 14000 5.9
7 1100 2.2 20000 6.7
8 1500 2.4 28000 7.4
10 2600 2.9 – –
12 4000 3.4 – –
14 5800 3.8 – –
16 7900 4.2 – –
18 10500 4.6 – –
20 14000 5.1 – –
4.3.2 Rayleigh scattering
Rayleigh scattering is a technique that can be used to determine the mean cluster size and
is relatively easy to implement experimentally [195, 197, 198]. Because the typical cluster
diameter (. 10 nm) is much smaller than the laser wavelength, clusters irradiated by a visible
laser beam linearly scatter the incoming light by Rayleigh scattering.
The cross-section for Rayleigh scattering is:
σR ∝ R
6
λ4
(
η2 − 1
η2 + 2
)2
, (4.14)
where η is the refractive index of the cluster, R is the cluster radius and λ is the wavelength of
the incident radiation. It is assumed that the refractive index of the cluster does not depend on
its size. The strong dependence of the scattering cross-section on the cluster radius (σR ∝ R6)
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is used to determine the cluster size. The intensity of Rayleigh scattered light is:
IR ∝ ncV σRI0, (4.15)
where nc is the cluster number density in the interaction volume V and I0 is the intensity of
the incident beam.
It is difficult to determine the absolute value of the scattered intensity because it depends
on the geometry of the experiment, the collection efficiency of the detection system, trans-
mission through optical elements (lenses, vacuum chamber windows) and the efficiency of the
detector. Various methods have been used for absolute calibration by other research groups.
They include measuring scattering signal from a monomer gas with the same density as clus-
tered gas [180], reflecting the beam with a mirror to determine the transmission efficiency
[199] and comparing Rayleigh scattering results with predictions based on Coulomb explosion
of hydrogen clusters [198]. However, these methods are not easy to implement and often have
assumptions that may not be exactly valid.
A simple way to obtain the mean cluster size from Rayleigh scattering measurements is
to measure the scattered signal as a function of backing pressure and assume that the signal
rises above the noise level when the cluster size is around 100 atoms [24]. From Eqs. (4.15)
and (4.14) and the fact that the number N of atoms per cluster scales as ∼ R3 we get for
the scattered intensity: IR ∝ ncN2. According to the Hagena scaling law (4.12) the number
of atoms per cluster scales with backing pressure as N ∝ P 2.350 . Assuming all the atoms are
condensed in clusters of a single size, the cluster number density nc is related to the monomer
density n0 as nc = n0/N . Using the fact that n0 ∝ P0 we get the expected scaling of the
Rayleigh scattered intensity as a function of the backing pressure:
IR ∝ P 3.350 . (4.16)
From the measured scattered signal as a function of the backing pressure and the assumption
that the onset of scattering is for N = 100 one can determine the mean cluster size in the
experiment. Scalings of scattered intensity with backing pressure close to (4.16) have been
confirmed by many authors [24, 195, 198, 200, 201]. For determination of cluster sizes in our
experiments we use the scaling (4.13) obtained from measurements by E. Springate [200].
We have performed Rayleigh scattering measurements to verify the presence of clusters in
the gas jet. The experimental setup is shown in Fig. 4.5(a). A vertically polarised frequency
doubled cw Nd:YAG laser beam (wavelength 532 nm) is focused with a 32 cm focal length
lens into the gas jet ∼1 mm under the nozzle. The gas jet is placed in a vacuum chamber with
background pressure ∼ 5 × 10−6 mbar (without the presence of the jet). This is a different
chamber than the main experimental chamber shown in Fig. 4.1, and provides direct access to
the cluster beam under the nozzle. Scattered signal is measured in the direction perpendicular
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Figure 4.5: (a) Experimental setup of the scattering measurement from clusters. The gas jet stream
is illuminated with a frequency doubled cw Nd:YAG laser and scattered signal at 90◦ to the beam is
imaged onto a camera. An example of a camera screen shot is shown on the left. (b) Measured total
scattered signal as a function of backing pressure for argon clusters.
to the laser and the cluster beams. The signal is imaged with two lenses onto a camera (Sumix
SMX-M72).
The total measured scattered signal rapidly increases with the jet backing pressure. The fit
to measured data yields IR ∼ P 3.970 which is slightly faster scaling than predicted by Hagena
(Eq. (4.16)). We note that the detection efficiency in our setup is rather poor and the aim of
this experiment was to confirm the presence of clusters in the jet, not to perform a detailed
cluster size investigation.
4.3.3 Cluster size distribution
Clusters produced by adiabatic expansion of a pressurised gas into the vacuum do not have a
single size, rather they exhibit a broad distribution of sizes. It has been shown both theoret-
ically and experimentally that the distribution of the cluster sizes has an important effect on
the observables from the laser-cluster interaction [139, 142, 202]. Consequently, it is desirable
to at least roughly know the distribution of cluster sizes in the experiment. However, it is
experimentally not easy to measure and control the cluster size distribution.
The distribution of cluster sizes can be determined by mass spectrometry on cluster ions.
Karnbach et al. [191] used a time-of-flight mass spectrometer to measure size distribution of
argon clusters. They have reported a Gaussian distribution centred at N atoms per cluster
with FWHM width equal to N for clusters larger than 100 atoms. In their analysis they
corrected for cluster fragmentation after electron impact ionisation. Barborini et al. [190]
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Figure 4.6: (a) Log-normal distribution of cluster sizes with N0 = 3400, N¯ = 4350 and w = 0.4087.
(b) Calculated ion energy spectra of Coulomb exploded D2 clusters with 3400 atoms. Dashed line:
spectrum of a single cluster, solid line: single cluster spectrum convolved with a size distribution with
modal cluster size N0 = 3400.
used a mass spectrometer and determined a log-normal size distribution of carbon clusters
produced by an ablation source. Lewerenz et al. [192] measured cluster size distribution
of large helium liquid clusters by deflection with a secondary molecular beam. They also
obtained a log-normal distribution. Additionally, theory by Soderlund et al. [203] of cluster
growth from vapour without coagulation predicts a log-normal distribution.
Based on these previous investigations we assume that the cluster size distribution in our
experiments is log-normal [142]:
fln(N) ∝ exp
(
− ln
2 (N/N0)
2w2
)
, (4.17)
where N0 is the modal cluster size and w determines the width of the distribution. The modal
size N0 separates the small size tail from the large size tail of the distribution and is different
from the average cluster size N¯ . We assume that the FWHM width of the distribution is equal
to the modal size N0. In this case w = 0.4087 and the average cluster size is N¯ = 1.28N0. An
example of a log-normal distribution is shown in Fig. 4.6(a). This distribution is asymmetric
with a longer tail for larger clusters.
To illustrate the importance of the cluster size distribution on the measured ion spectra we
show in Fig. 4.6(b) calculated ion spectra of Coulomb exploded D2 clusters. The dashed line is
calculated for a single cluster size of 3400 atoms (see section 2.2.3.2). It has a sharp maximum
energy of 1.6 keV. The solid line is calculated by convolving the ion energy distribution
(Eq. (2.37)) with the cluster size distribution (Eq. (4.17)) with N0 = 3400 [32, 114]. The ion
energy distribution of Coulomb exploding clusters with distribution of sizes given by fln(N)
is:
F (E)dE ∝
(∫ ∞
NE
fln(N)dN
)√
EdE , (4.18)
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where NE is the number of atoms per cluster for which the maximum ion energy is E . The
integral through the size distribution expresses the fact that only clusters larger than NE
contribute to the ion energies larger than E . One can see that the size distribution has a
considerable effect on the observed energy spectrum. Including the size distribution makes
the spectrum smoother and extends the maximum ion energy to ∼ 3.5 keV because larger
clusters contribute to the highly energetic ion emission.
4.4 Interferometric measurements of gas density
Gas density under the nozzle, which is an important experimental parameter, can be measured
by interferometric techniques [180, 199, 204–206]. They exploit the fact that the refractive
index of the gas depends linearly on the gas density. Therefore, a gas present in one arm of an
interferometer modifies the phase accumulated by the beam passing through the gas. Hence,
the gas density can be elucidated from the measured interference pattern. The refractive
index of a gas that contains both clusters and single atoms is a macroscopic observable that
emerges from all the atoms, both in cluster and gas phase. Therefore, the interferometric
techniques measure the total number density of all atoms in the gas.
In the interferometric measurement the spatial distribution of the 3D density profile of the
jet is projected on a 2D screen, i.e., integrated in the direction of beam propagation. Because
the jet is cylindrically symmetric, Abel inversion can then be used to obtain the full spatial
profile of the density in the jet from the 2D projection [207].
In this section we present measurements of the density in the gas jet using two interferom-
eters; a differential interferometer and a standard Mach-Zehnder interferometer. With these
techniques we measured the gas density a few millimetres below the nozzle. The density in
the interaction region below the skimmer is estimated from the gas flow laws (section 4.2.1)
and from fits to the measured density profiles.
4.4.1 Differential interferometer
A differential (or shearing) interferometer measures the interference pattern between two
waves that pass through a test object and are spatially slightly separated [204, 208]. This
interferometer is sensitive to the gradient of the phase accumulated in the object, hence the
name differential.
The experimental setup of the shearing interferometer that we used to measure the gas
density below the nozzle is shown in Fig. 4.7. The laser used is a frequency doubled 10 Hz
Nd:YAG (wavelength 532 nm) with pulse duration around 7 ns and linear polarisation in the
horizontal direction. The beam is collimated and has a diameter around 1 cm. The first cube
polariser ensures the polarisation purity of the incoming beam. The polarisation of the beam
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Figure 4.7: Experimental setup of the differential interferometer, top view. A collimated frequency
doubled Nd:YAG beam polarised at 45◦ to vertical axis z passes through the gas jet in the vacuum
chamber. The birefringent crystal produces two beams displaced in the x direction. Waveplate 2 and
polariser 2 select the common polarisation component of the beams to observe interference on the
camera. An example of an interference pattern recorded on the camera is shown in bottom right. The
nozzle is in the top centre of the screenshot. This shot was obtained with 35 bar of argon and a 2 cm
calcite crystal tilted at 45◦.
is then rotated by 45◦ with the half-waveplate 1. The beam then passes through the gas jet
directly under the nozzle. The gas jet is placed in a vacuum chamber that was also used for
Rayleigh scattering measurements. The windows on the vacuum chamber are antireflection
coated to limit scattered light background. A birefringent calcite crystal tilted at an angle θ
with respect to the x axis is placed after the chamber (axes are defined in Fig. 4.7). The crystal
displaces the horizontally and vertically polarised components of the beam by a distance ∆x.
Thus, it superimposes two beams that traveled through the gas jet at two different x positions
separated by ∆x. The crystal used in our setup is a calcite crystal with thickness of 1 cm.
It is mounted on a high-precision rotation stage to control the tilt angle with a resolution of
0.5’. Waveplate 2 rotates the polarisation 45◦ back and then the second polariser selects the
common polarisation component (horizontal) to observe interference between the two beams.
A 20 cm focal length lens images the jet onto a camera (Sumix SMX-M72 Color, pixel size
4.2 µm) with measured magnification of 1.04. From the measured interference pattern the
phase accumulated by the beam (integrated in the y direction) can be obtained.
The measured intensity profile at a given height z as a function of lateral direction x on
the camera is given by [204]:
I(x) = I0(x) sin
2
(
1
2
[δφθ + δφe(x) + δφsig(x)]
)
, (4.19)
where I0(x) is the intensity of the incident beam, δφθ is the phase difference between the
beams due to the tilt of the crystal, δφe(x) is the phase difference between the beams due to
the phase distortion at the crystal surface and δφsig(x) is the differential phase from the gas
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Figure 4.8: (a) Measured intensities at a distance ∼0.25 mm below the nozzle backed with 30 bar of
argon. Red line: signal intensity Isig(x) in the presence of the gas jet. Black line: reference intensity
Iref (x) without the gas jet. Blue line: incident intensity I0(x) = Iref (x) + I90(x), where I90(x) is
the same as Iref (x) but with the input polarisation rotated by 90
◦. (b) Differential phase δφsig(x)
calculated from intensities in (a). (c) Integrated phase φsig(x) obtained by numerical integration of
the phase in (b).
jet. In order to determine the differential phase δφsig(x) and remove the phase error due to
the wavefront distortion we measure three intensities. Firstly, we measure the signal intensity
Isig(x) given by Eq. (4.19) in the presence of the gas jet. After that we measure the reference
intensity Iref (x) with no gas present, i.e., with δφsig(x) = 0. Lastly, we measure the intensity
I90(x) with no gas jet and the input polarisation rotated by 90
◦. This is to determine the
incident intensity I0(x) = Iref (x) + I90(x). Each intensity measurement is performed in a
single shot.
Examples of measured intensities Isig(x), Iref (x) and I0(x) at a distance ∼0.25 mm below
the nozzle are shown in Fig. 4.8(a). In this measurement argon gas with backing pressure
of 30 bar was used, the nozzle opening time was 1.5 ms and the calcite crystal was tilted
by θ = 20◦. All the measurements were performed with a 2D spatially resolving camera,
therefore, information for a range of z values was obtained in one shot.
Using Eq. (4.19) and the definition of the intensities given previously, the differential phase
is:
δφsig(x) = 2 sin
−1
(√
Isig(x)
I0(x)
)
− 2 sin−1
(√
Iref (x)
I0(x)
)
. (4.20)
This has to be integrated in x to obtain the phase φsig(x) accumulated by the beam when
passing through the jet. In order to perform this integration one needs to know the displace-
ment ∆x of the beams in the calcite crystal. From geometrical considerations a beam incident
at an angle θ on a crystal with thickness L and refractive index η is displaced by a horizontal
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Figure 4.9: (a) Differential phase profile δφsig(x, z) of the gas jet obtained with 30 bar of argon and
calcite crystal tilted by 20◦. Nozzle is located at position x = 0, z = 0. (b) Integrated phase φsig(x, z)
corresponding to (a).
distance:
x(η) = L sin θ
(
1− cos θ√
η2 − sin2 θ
)
. (4.21)
In a birefringent crystal the horizontal and vertical beams experience the ordinary and the
extraordinary refractive index and, therefore, are mutually displaced by ∆x = x(ηo)− x(ηe).
For our calcite crystal (ηo = 1.6628, ηe = 1.4884 for 532 nm at 23
◦C [209]) tilted at an angle
θ = 20◦ the calculated displacement is ∆x = (0.2435 ± 0.0006) mm. The error is estimated
from the error in the angle θ and the uncertainty in the refractive indices. Fig. 4.8(b, c) shows
the differential and integrated phases calculated from the intensities in Fig. 4.8(a). The 2D
profiles in the xz plane of the differential and the integrated phases are presented in Fig. 4.9.
The experimental conditions were the same as in Fig. 4.8.
The integrated phase φsig(x, z) is related to the gas number density n(x, y, z) integrated
in the y direction. The conversion of the phase to a density profile and Abel inversion will be
presented in section 4.4.3, where results obtained with the differential interferometer will be
compared with results from a Mach-Zehnder interferometer.
The differential interferometer has a number of advantages. It is very stable because both
the beams travel roughly the same path and are not physically separated by a long distance as
is the case of many other interferometers. Moreover, the differential interferometer is tunable
and its dynamic range can be easily adjusted by slightly changing the lateral separation of the
beams. This allows one to study different objects with different optical densities in one setup
and, therefore, this interferometer is suitable to study gas flows. Controlling the tilt of the
crystal can be also used to perform the measurement in a ‘single-fringe’ mode where the phase
variation across the gas jet does not exceed 2π (see Fig. 4.9(a), there is only one positive and
one negative fringe). In this case, there is no numerical noise connected with unwrapping the
phase, which is needed when the measured phase values exceed 2π (see multiple fringes in the
screenshot in Fig. 4.7). To optimise the performance of the interferometer, it is best to tilt
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the crystal so the measured phase is just below 2π. This maximises the phase sensitivity and
simplifies the numerical analysis.
As for any experimental technique, there are sources of errors in the differential interferom-
eter. They originate both from the measurement itself and from the numerical analysis. The
measurement errors include the uncertainties in the magnification and the beam displacement
∆x. In our setup the error in the crystal angle is 0.5’, yielding the error in the beam dis-
placement of ∼ 0.6 µm for θ = 20◦. The finite camera pixel size of 4.2 µm is sufficiently small
that it does not influence the precision of the measurement. There is a shot-to-shot variation
both in the laser intensity and in the gas jet density, which influence the measurement results.
Furthermore, because the gas jet profile varies in the z direction, there is a vertical gradient
of the phase φsig that affects the beam deflection in the birefringent crystal. We assume that
the beam separation comes primarily from the horizontal tilt of the crystal and any vertical
displacement is neglected. Lastly, care has to be taken to keep the laser beam profile clean,
i.e., to remove any additional sources of fringes, such as clipping on the optics, dust on filters
on the camera and multiple reflections. These all deteriorate the quality of the measurement.
The numerical analysis is also a source of errors. There is numerical noise associated with
the Abel inversion, which can produce a larger error near the axis [180], where there is a
singularity as radius r approaches x.
In order to estimate errors in our measurement we have performed a series of measurements
with argon at 35 bar and with crystal tilt angles in the range of 10◦ − 45◦, corresponding to
∆x = 0.1228− 0.4953 mm. All these measurements should yield the same density profile but
realistically there are some discrepancies due to the aforementioned sources of errors. From
this investigation our estimate for the error of the gas density measured below the nozzle
using the differential interferometer is about 20 %.
4.4.2 Mach-Zehnder interferometer
We have performed further measurements of the gas density with a standard Mach-Zehnder
interferometer. This type of interferometer has been widely used for gas density measurements
by other authors [180, 199, 206, 210].
A Mach-Zehnder interferometer was built around the vacuum chamber in which the shear-
ing interferometry and the Rayleigh scattering measurements were performed. In our Mach-
Zehnder setup, the frequency doubled pulsed Nd:YAG beam is split by a 50:50 beamsplitter
before the vacuum chamber. One beam travels through air outside the vacuum chamber and
the second beam travels through vacuum, gas jet and two windows. The beams are then
recombined by another 50:50 beamsplitter and imaged with a 20 cm focal length lens onto a
camera (identical to that used for the differential interferometer). The measured magnification
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Figure 4.10: (a) Measured interference pattern with Mach-Zehnder interferometer. The nozzle was
backed with 55 bar of argon. (b) Reconstructed phase profile φsig(x, z) of the jet from fringes in (a)
using a program written by James Lazarus. The nozzle is at position x = 0, z = 0.
of the jet is 0.48.
In all measurements we have taken two shots, one in the presence of the gas jet and one
without the gas jet, and subtracted them to obtain the phase information imprinted on the
beam after passing through the gas. An example of a measured interference pattern with
55 bar of argon is shown in Fig. 4.10(a). Each bright fringe corresponds to the phase change
by 2π.
Phase information about the object can be obtained from the interference pattern through
Fourier transform analysis [211]. The measured fringe pattern on the camera can be written
as (coordinates as for the differential interferometer):
I(x, z) = a(x, z) + b(x, z) cos (k0z + φsig(x, z)), (4.22)
where a(x, z) and b(x, z) are the intensities in the two beams, 2π/k0 is the period of fringes
unaffected by the gas jet and φsig(x, z) is the phase accumulated in the gas. Phase φsig(x, z)
changes slowly compared to the fringe period. In order to retrieve the phase we firstly rewrite
Eq. (4.22) in the form:
I(x, z) = a(x, z) + c(x, z)eik0z + c∗(x, z)e−ik0z, (4.23)
where the factor c(x, z) = 12b(x, z) exp (iφsig(x, z)) contains the information of the object
phase φsig(x, z). Fourier transforming Eq. (4.23) in z direction yields:
F(I(x, z)) = A(x, kz) + C(x, kz − k0) + C∗(x, kz + k0), (4.24)
where capital letters denote the Fourier transforms of the corresponding quantities and kz
is the spatial frequency in the z direction. Because the fringe spatial frequency k0 is large
compared to variations in a, b and φsig the quantities C(x, kz − k0) and C∗(x, kz + k0) are
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well separated from A(x, kz) in the spatial frequency space. Consequently, the sideband
C(x, kz − k0) can be selected, shifted to the origin and inverse Fourier transformed to obtain
c(x, z). Calculating the logarithm of c(x, z) yields:
ln (c(x, z)) = ln (b(x, z)/2) + iφsig(x, z), (4.25)
which contains the phase information in its imaginary part. By this procedure the phase is
separated from b(x, z) (which is in the real part of ln (c(x, z)) and the unwanted instrument
distortions in a(x, z) and b(x, z) are removed.
The phase determined from Eq. (4.25) lies between values −π and π and has to be un-
wrapped, i.e., converted into continuous values without jumps at ±π [212]. The simplest way
to unwrap the phase is to calculate the difference between the two neighbouring phases at
pixels k and k − 1, ∆φsig(k) = φsig(k) − φsig(k − 1), and add ±2π when |∆φsig(k)| is larger
than a chosen threshold value, e.g. 0.9× 2π. This procedure is easy to implement, however,
it is prone to noise propagation errors because the noise adds up.
The phase φsig(x, z) reconstructed from measured interference pattern in Fig. 4.10(a) is
shown in Fig. 4.10(b). The code used to reconstruct this phase profile was written by James
Lazarus [212]. This phase will be converted to the density in section 4.4.3.
There are several sources of error in the Mach-Zehnder measurement. The Mach-Zehnder
interferometer is less stable than the differential interferometer because the beams are spatially
separated by a large distance (around 1 m). This interferometer is not as easily tunable and
its sensitivity may not be sufficient for lower gas densities (below ∼10 bar of backing pressure).
As in the case of the differential interferometer, there are shot-to-shot variations in the laser
intensity and the gas jet density. The numerical analysis is more complicated than for the
differential interferometer. In this case we have to perform two Fourier transforms and unwrap
the phase which can be prone to noise propagation errors. The Abel inversion is calculated
in the same way as in the case of the differential interferometer. We estimate the error in the
measured density profiles by Mach-Zehnder interferometer to be around 20%, coming both
from the measurement and the numerical analysis.
4.4.3 Determination of the average gas density
The phase profile measured by interferometric techniques can be converted to a density profile
of the gas jet. For a given position z the phase φsig(x) accumulated in the gas jet is related
to the refractive index η(x, y) and the number density n(x, y) as:
φsig(x) =
2π
λ
∫ y2
y1
(η(x, y)− 1)dy = 2π
λ
β
2
∫ y2
y1
n(x, y)dy, (4.26)
where λ = 532 nm is the wavelength of the probe beam in vacuum, the limits of the integration
are y1 = −
√
R2J − x2 and y2 = +
√
R2J − x2 and RJ is the jet radius (see Fig. 4.11). The
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constant β relates the refractive index and the gas density, for argon β = 2.10×10−23 cm3 [180].
β can be obtained by comparing the refractive index and density of the gas at atmospheric
pressure and room temperature. Here we measure the total number density n emerging from
all the atoms both in the cluster and the gas phase.
y
x
x
r
(x,y)
y
1
y
2
RJ
to detector
gas jet
Figure 4.11: Geometry of the cylindrically symmetric gas jet for Abel inversion, top view. The beam
passing through the jet accumulates a phase between points y1 and y2. The cylindrical symmetry of
the jet allows for spatial density reconstruction.
Exploiting the cylindrical symmetry of the gas jet the integration in y coordinate can be
transformed to the integration in r (see Fig. 4.11 for geometry):
φsig(x) =
2πβ
λ
∫ RJ
x
n(r)r√
r2 − x2dr. (4.27)
This equation represents the Abel transform of n(r) [207]. In order to invert this equation we
apply the inverse Abel transform [207, 210] and obtain the radial number density:
n(r) = − λ
π2β
∫ RJ
r
dφsig(x)
dx
dx√
x2 − r2 . (4.28)
The numerical code used to perform the inverse Abel transform was written by James Lazarus
[212].
The measured density profile of the gas jet backed with 30 bar of argon is shown Fig. 4.12.
This density was obtained by analysing the phase profile shown in Fig. 4.9(b) for the differen-
tial interferometer and phase in Fig. 4.10(b) for the Mach-Zehnder interferometer. Both the
interferometric techniques yield a maximum atomic gas density around ∼ 8× 1019 cm−3 and
the measured spatial profiles agree reasonably well. The density obtained with Mach-Zehnder
interferometer is about a factor 1.7 larger than the density from the differential interferometer
in the region under the nozzle. When we consider errors associated with both measurements
(see sections 4.4.1 and 4.4.2) the measured densities agree within the experimental error.
The 1-dimensional lines of the gas density profile are shown in Fig. 4.13. The on-axis
density as a function of the distance z from the nozzle (Fig. 4.13(a)) can be fitted with a
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Figure 4.12: Measured density profile of the gas jet. The nozzle was backed with 30 bar of argon.
The nozzle is at z = 0, r = 0, r is the radial distance from the axis of the jet. Profiles were obtained
with (a) differential interferometer and (b) Mach-Zehnder interferometer.
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2. (b) Radial density profiles of the gas density 0.25 mm below the nozzle. Gaussian fits
are shown.
function:
n(z) =
nout
(1 + C1z)2
, (4.29)
where nout is the number density at the nozzle output (z = 0). Eq. (4.29) follows from the
conservation of the gas flow [181, 204, 205]. Compared to Eq. (4.6) which was obtained from
ideal gas flow, there is a factor 1 in the denominator of (4.29) that accounts for the behaviour
near the nozzle (there is a singularity in (4.6) at z = 0) and a possible offset in z. Fitting
constants are summarised in table 4.3.
The radial density profile of the gas jet (Fig. 4.13(b)) is well fitted with a Gaussian function.
This is consistent with observations of Altucci et al. [204] and Behjat et al. [210].
Finally, we investigate the scaling of the number density with backing pressure P0. Fig. 4.14
shows the measured density 0.25 mm below the nozzle as a function of the backing pressure.
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Table 4.3: Fitting parameters for the density measurements of the argon jet with differential and
Mach-Zehnder interferometers.
nout (cm
−3) C1 (mm
−1) C2 (cm
−3 bar−1)
Differential 9.0× 1019 2.9 9.6× 1017
Mach-Zehnder 1.1× 1020 1.8 1.7× 1018
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Figure 4.14: Measured on-axis gas density 0.25 mm below the nozzle as a function of the backing
pressure. Solid symbols: Mach-Zehnder interferometer, open symbols: differential interferometer.
Lines are linear fits n = C2P0.
As expected, the dependence is linear and the measured data can be well fitted with function
n = C2P0. The slopes C2 obtained from the fit are summarised in table 4.3. This measure-
ment confirms the linear dependence of the density on the backing pressure that can be used
to estimate the density for lower backing pressures.
The interaction region for cluster explosions experiments is located at a distance ≈250 mm
below the nozzle, where the low gas density, and hence a small phase shift, make a direct
density measurement impossible. Therefore, in order to estimate the number density in the
interaction region, we use the fitting function (4.29) with constants shown in table 4.3 to
obtain the density at the distance z ≈ 250 mm. In this way we obtained the density of
5.8 × 1012 cm−3 with the differential interferometer and 1.9 × 1013 cm−3 with the Mach-
Zehnder interferometer for 1 bar of backing pressure. These values agree reasonably well with
the theoretical value of n = 1.5× 1013 cm−3 estimated in section 4.2.1.
Most of the strong field laser-cluster experiments presented in this thesis were performed
with backing pressures of 3 − 7 bar for xenon and 5 − 20 bar for argon. Thus, for typical
experimental conditions with P0 ≈ 10 bar the average atomic density in the interaction region
is on the order of 1014 cm−3. The average number of atoms per argon cluster at the backing
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Figure 4.15: (a) Sketch of the MCP and wiring. (b) Measured dark count with −2 kV on the front
plate, 0 V on the back plate and +300 V on the anode. The time width of the signal is ∼ 1 ns.
pressure of 10 bar is ∼2600 (see section 4.3). Assuming all the atoms are condensed into
clusters the average distance between clusters at this density is ∼ 3 µm. This is about 1000-
times larger than the cluster radius, therefore, we can assume that the explosion of individual
clusters is not affected by the presence of other clusters in the focal volume. From the geometry
of the cluster beam, considering a cone defined by the nozzle and the skimmer, the diameter of
the cluster beam at the interaction region is roughly 2 mm. The measured confocal parameter
of the laser beam is around 3.5 mm. Consequently, the length of the interaction region is not
limited by the confocal parameter of the laser beam but by the diameter of the cluster beam.
Assuming the interaction region is a cylinder with diameter equal to the diameter of the focal
spot (48 µm) and a length of 2 mm, the number of clusters in the interaction volume is ∼ 105.
4.5 Time-of-flight spectrometer
Ions and electrons produced after the expansion of laser-irradiated clusters were detected
with a time-of-flight spectrometer in the direction perpendicular to both the laser and the
cluster beam, see Fig. 4.1. From geometry the acceptance half-angle of the spectrometer is 1.5◦
(corresponding to a solid angle of 0.002 sr) and the spectrometer can see the whole interaction
region. Ions were detected in the field free regime and their energies were determined directly
from their time of flight. For detection of electrons a triple grid structure is mounted in the
flight tube to create a potential barrier. The grids are made from a copper mesh with 70 wires
per inch (manufactured by Buckbee Mears). The analysis of the measured ion and electron
time-of-flight traces will be described later (sections 4.5.1 and 4.5.2).
The detector used is a two-stage microchannel plate (MCP, Hamamatsu F4655-12). The
MCP plates consist of an array of 12 µm diameter glass channels, each acting as an electron
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multiplier. Upon arrival of a charged particle or an energetic photon, electrons are produced
inside the channels and amplified. The total signal is collected with a plate anode. The
schematic of the electronics of the MCP is shown in Fig. 4.15(a). For detection of ions
typically a voltage of −1950 V is applied to the front plate, the back plate is grounded and
+300 V is applied to the anode. With these voltages the plates draw a leakage current of
∼ 20 µA. For electron detection, 0 V, +1900 V and +2000 V are applied to the MCP front
plate, back plate and the anode, respectively. The signal from the anode is measured with a
fast oscilloscope (Tektronix, TDS6804B, 8 GHz).
A single hit on the MCP measured with the oscilloscope is shown in Fig. 4.15(b). This is
a dark count obtained without the cluster beam present in the chamber. The measured time
width of the single count is 1 ns which is sufficiently fast for the time-of-flight measurements
of ions. The measured voltage returns back to zero after the single hit without ringing. This
shows that the impedance of the MCP, cable and the oscilloscope are well matched (50 Ω).
Timing of the detection system is controlled with a digital delay generator (SRS, DG535).
The TTL signal from the Red Dragon system triggers the delay generator. The delay generator
reduces the repetition rate from 1 kHz to 10 Hz and produces a signal to trigger the gas jet
driver and a delayed signal to trigger the oscilloscope. The delay is optimised to yield the
largest ion signal from clusters and varies between different gases because they expand from
the nozzle to the interaction region at different velocities. In our setup the delay is 0.99 ms
for argon clusters and 1.37 ms for xenon clusters. The oscilloscope is triggered by a logic
trigger, it acquires signal when it receives signals both from the delay generator and from
a photodiode that monitors the laser pulses. In most of the measurements 500 shots were
averaged to obtain the time-of-flight trace.
4.5.1 Ion detection
In field-free ion detection the time of flight t and the ion energy are related by:
E = 1
2
mi
(
L
t
)2
, (4.30)
where L = 34.5 cm is the distance between the interaction region and the MCP. The measured
time-of-flight signal f(t) is converted to an energy distribution f(E) by:
f(E) = f(t) dt
dE = f(t)
t3
miL2
. (4.31)
An example of a measured time-of-flight trace from the explosion of Xe14000 clusters is
shown in Fig. 4.16(a). In this measurement xenon clusters were irradiated with 160 fs pulses
with peak intensity of 6.5×1014 Wcm−2 and the signal was averaged over 500 shots. There is
a sharp feature in the time-of-flight trace arriving at early times. This fast signal is created by
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Figure 4.16: Ion emission from Xe14000 clusters irradiated with 160 fs pulses with peak intensity
of 6.5 × 1014 Wcm−2. (a) Measured time-of-flight trace. (b) Ion energy spectrum obtained from the
trace in (a).
energetic photons and electrons hitting the MCP. The photons, not spectrally resolved in our
measurement, can be x-rays produced from clusters or harmonics of the incident radiation.
Highly energetic electrons from the laser-cluster interaction can also contribute to the fast
signal. For simplicity, we will call this fast signal the photon peak because it is present
both in the ion and in the electron time-of-flight traces (see section 4.5.2). The photon peak
determines the time zero with respect to which the time of flight of ions is measured. The
broader feature in the time-of-flight trace at later times is the ion signal.
The measured time-of-flight trace is converted to an energy spectrum in the following way.
Firstly, time zero is determined from the position of the photon peak (i.e., when the photon
signal rises above a certain level, typically around 0.1 − 1 mV). Then the trace is smoothed
by a 10-point adjacent averaging procedure and shifted to remove any vertical offset. The
ion spectrum is then obtained using Eqs. (4.30) and (4.31). The maximum ion energy Emax
is determined from the shortest time of flight which is found as the flight time for which
the signal rises above the noise level. The error of Emax is estimated from the accuracy of
finding the minimum flight time. The error can be relatively high when the signal level is low.
Fig. 4.16(b) shows the ion energy distribution determined from the time-of-flight trace shown
in Fig. 4.16(a).
The average ion energy Eav is determined by:
Eav =
∫ Emax
Emin
Ef(E)dE∫ Emax
Emin
f(E)dE
, (4.32)
where Emin denotes the minimum ion energy that corresponds to the longest time of flight.
In the experimental trace, there is a lot of noise present at long flight times and it is hard to
exactly determine when the signal drops below the noise level. Choosing lower Emin system-
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Figure 4.17: Electron emission from Xe14000 clusters irradiated with 28 fs pulses with a peak intensity
of 3.7× 1015 Wcm−2. (a) Measured time-of-flight traces of electrons. Voltages applied to the middle
grid are indicated. (b) Electron energy spectra obtained from the time of flight of electrons (black
line) and by differentiating the total electron signal with respect to the applied voltage (blue).
atically shifts the average ion energy to lower values because there is more contribution from
noise for low energies. In all the analysis Emin was the same to keep the analysis consistent.
The error in determining the average energy also stems from the error in the maximum energy.
4.5.2 Electron detection
The time of flight of electrons from the interaction region to the MCP is very fast, on the order
of nanoseconds. Therefore, in direct electron time-of-flight measurement, there is a large error
both in determining the time zero from the position of the photon peak and in determining
the flight time of the electrons.
To improve the energy resolution we used a triple grid structure in the time-of-flight
spectrometer to obtain the electron energy distribution. Three planar grids are placed inside
the flight tube (see Fig. 4.1). The two outer grids are kept grounded and a negative voltage V
is applied to the middle grid. This introduces a barrier −eV to the electrons and only electrons
with energy larger than eV can reach the detector. Measured electron time-of-flight traces
without any voltage and with voltages applied to the middle grid are shown in Fig. 4.17(a).
One can see that as higher voltage is applied the electron signal decreases and only faster
electrons are detected.
The total electron signal is measured as a function of the applied voltage V . The electron
energy spectrum is then obtained by differentiating the total electron signal with respect to
V . The electron spectrum obtained in this way is shown in Fig. 4.17(b) together with the
electron energy spectrum obtained directly by converting the time of flight to energy. In
determining the error in energy, an error of 1 ns in the time of flight was assumed. The two
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measurements roughly agree within the error bars, however, there is a shift between the two
spectra. It is hard to tell which one is more accurate. The problem with direct time to energy
conversion is a relatively large error both in determining the time zero and the time of flight
of the electrons. The method with voltages assumes a perfect potential barrier and neglects
the actual electric fields in the flight tube, i.e., any defocusing of electron trajectories caused
by the finite dimension of the grids.
Most of the results in this thesis concern ion emission from clusters. In the measurements
of electrons, the total electron signal is used as a sufficiently accurate observable.
4.6 Summary of the experimental parameters
For convenience and a quick reference we summarise typical experimental parameters used in
the laser-cluster experiments in table 4.4.
136 CHAPTER 4. INSTRUMENTATION FOR LASER-CLUSTER EXPERIMENTS
Table 4.4: Summary of the experimental conditions of the laser-cluster experiments. Listed values
are typical and may vary on day to day operation.
Gas jet properties
nozzle diameter 0.5 mm
nozzle opening time 0.5 ms
skimmer diameter 1 mm
nozzle-skimmer distance 10 cm
skimmer-interaction region distance 15 cm
repetition rate 10 Hz
number density in the interaction region ∼ 1013cm−3 bar−1
average distance between clusters ∼ 3 µm
diameter of the cluster beam at the interaction region 2 mm
number of clusters in the interaction volume ∼ 105
background pressure when jet on 1× 10−6 mbar
Laser properties
focal length of the focusing mirror 203.2 mm
confocal parameter 3.5 mm
focal spot diameter 48 µm
energy per pulse 0.3− 1 mJ
pulse duration 8− 160 fs
Time-of-flight spectrometer
length of the flight tube 34.5 cm
acceptance angle 1.5◦
Chapter 5
Clusters in few-cycle laser fields
This chapter presents experimental and theoretical results on cluster dynamics in the impulsive
regime. In this regime the cluster ions essentially do not have time to move during the laser
pulse, therefore, the interaction is fundamentally different from the case when longer pulses
are used. In the few-cycle regime the resonance known from experiments with longer pulses
is not present and the cluster dynamics is mainly determined by the initial ionisation and
electron motion.
In this chapter I present a model of cluster ionisation in ultrashort laser fields to obtain
estimates of expected charge states in the cluster. I then present experimental results on ion
emission from argon and xenon clusters irradiated with a single pulse in the impulsive regime.
I also address the cluster expansion studied by two-pulse experiments. All experimental data
presented in this chapter were obtained with linear laser polarisation parallel to the detection
axis. The angular distributions of ions and electrons emitted from clusters will be addressed
in chapter 6.
5.1 Model of cluster ionisation in the impulsive regime
Here I present a simple model of cluster ionisation in the impulsive regime. In this regime,
the cluster expansion is negligible during the laser pulse, hence the whole pulse interacts with
a near solid density cluster.
In this model, atoms inside the cluster are firstly ionised via tunnel ionisation by the
laser electric field. Once some electrons are inner ionised and trapped inside the cluster, the
laser electric field inside the cluster can be shielded due to the near solid density plasma,
lowering of the tunnel ionisation rate. Secondly, in the nanoplasma formed inside the cluster,
collisional ionisation can play a role and ionise further electrons. I show that collisional
ionisation is of minor importance in the impulsive regime. The model includes laser tunnel
ionisation, shielding of the field inside the cluster and collisional ionisation. These processes
137
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Figure 5.1: ADK calculation of ionisation of single atoms exposed to 30 fs pulses with peak intensity
of 3.7× 1015 Wcm−2. (a) Individual ionic charge states as a function of time for argon atom. Charges
Z = 0, 1, 2, 3 and 4 are indicated next to each line. (b) Average charge states 〈Z〉 as a function of time
for argon and xenon atoms. The envelope of the laser electric field is indicated by the grey curve.
will be described in more detail. I do not address cluster expansion and electron heating. The
predictions of this model do not depend on the cluster size.
5.1.1 Field ionisation
At the beginning of the laser pulse some atoms inside the cluster are tunnel ionised by the
laser field. Tunnel ionisation is described by the ADK rate (Eq. (1.13)). To gain insight into
the charging or the cluster I firstly calculate the time-dependent ionisation dynamics of a
single xenon or argon atom in a strong laser field. In this calculation, the ADK rate wt(t, Z)
is calculated at each time step for each ion charge state Z. After that the number NZ(t+∆t)
of ions with charge state Z at time t + ∆t is increased by ionisation from ions with charge
Z − 1 and decreased by ionisation from ions with charge Z:
NZ(t+∆t) = NZ(t) exp (−wt(t, Z)∆t) +NZ−1(t)[1− exp (−wt(t, Z − 1)∆t)], (5.1)
where ∆t is the size of the time step. In the calculation ∆t = 0.1 fs. At the beginning of the
calculation there is one atom with charge 0 (N0(0) = 1). Average ionic charge state 〈Z〉 is
evaluated at each time step as a weighted average of individual charge states:
〈Z〉 =
∑
Z ZNZ∑
Z NZ
. (5.2)
Results of this calculation for typical conditions in our experiments are shown in Fig 5.1.
It can be seen that for a xenon atom irradiated by a 30 fs pulse with peak intensity of
3.7 × 1015 Wcm−2 the average charge state at the peak of the pulse is 6 and for argon the
average charge state is 3.
Tunnel ionisation is modified in the case of clusters compared to single atoms. In the
impulsive regime, cluster explosion is not significant during the laser pulse, therefore, once
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Figure 5.2: (a) Calculated electric field inside a xenon cluster for different ratios α = νei/ω. Solid
line indicates the laser field envelope. (b) Average charge states as a function of time for xenon clusters.
Solid line: without shielding. Broken lines: shielding included, different ratios α are indicated. Pulse
duration 30 fs, intensity 3.7× 1015 Wcm−2.
some electrons are inner ionised and trapped inside the cluster, the pulse interacts with a
near solid density plasma. Therefore, shielding of the laser electric field has to be taken into
account. For typical conditions in the unexpanded cluster, ne ≈ 1022 cm−3 and Te ≈ 100 eV,
the estimated Debye length is 0.7 nm which is smaller than a typical cluster radius. Therefore,
the plasma description is valid.
In order to include shielding, the cluster is described as a homogeneous sphere with di-
electric constant ε (see sections 2.2.2.1 and 2.3). The electric field Ec inside the cluster is:
Ec = 3E/|ε + 2| (see Eq. (2.14), section 2.2.2.1). In the case of an overdense plasma with
ε < −5 the intracluster field Ec is smaller than the laser field E.
To evaluate the shielding term, 3/|ε + 2|, one needs to know the nanoplasma dielectric
constant ε, determined by Eq. (2.13). In order to obtain ε, one has to know the electron-ion
collision frequency νei. This frequency is expected to be on the order of the laser frequency ω
[25], therefore, the shielded field for different ratios α = νei/ω is calculated. When shielding
is included in the calculation, the tunnel ionisation rate is calculated with the cluster field Ec
instead of the laser field E and the electron density at each time step is used to obtain new
values of ε and Ec.
The calculated field inside a xenon cluster for three different rations α is shown in Fig. 5.2(a).
At the beginning of the pulse, the cluster field follows the laser field. Once some electrons are
inner ionised, the cluster field is firstly enhanced when the value ε = −2 is crossed. When
more electrons are ionised, ε decreases and the field is shielded inside the cluster by the elec-
tron plasma. It can be seen that the choice of the electron-ion collision frequency does not
have much effect on the magnitude of shielding. The shielded field inside the cluster signifi-
cantly affects the ionisation rate which is highly nonlinear in the applied field. With shielding
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included in the calculation (Fig. 5.2(b)) the average ion charge of a xenon cluster irradiated
with a 30 fs pulse with intensity of 3.7 × 1015 Wcm−2 drops from 〈Z〉 = 6 to about 2. The
average ion charge of an argon cluster under the same conditions is calculated to be 〈Z〉 = 1.3.
5.1.2 Collisional ionisation
A second ionisation mechanism that can play a role in clusters is electron impact ionisation.
In the near solid density plasma inside the cluster further electrons can be ionised by collisions
with quasi free electrons. In order to include collisional ionisation in the model one needs to
know the electron energy distribution inside the cluster and the cross-sections for electron
impact ionisation.
The electron impact ionisation cross-section of Lotz (Eq. (2.4)), commonly used to describe
collisional ionisation in clusters, is valid for electron energies much larger than the binding
energy [125]. However, the electron energies inside the cluster are not expected to be large
in the impulsive regime because there is not sufficient time for significant heating. Therefore,
I will use collisional ionisation cross-sections for argon and xenon measured by Wetzel et al.
[213]. In their experiment they crossed a beam of neutral rare gas atoms with an electron beam
and measured the absolute number of ions produced with different charges. They took special
care to account for all the experimental details to determine the absolute cross-sections.
To treat collisions in the nanoplasma model a Maxwellian electron energy distribution
is assumed (see the nanoplasma model, section 2.3) and the collisional ionisation rates are
calculated with averaging over this Maxwellian distribution. In the impulsive regime, one
can expect that electrons do not have sufficient time to thermalise and develop a Maxwellian
distribution, therefore, the approach of the nanoplasma model to treat the collisional ionisation
will not be fully valid in the impulsive regime. At early times in the interaction, the electron
energy distribution inside the cluster will not be Maxwellian and it is more likely to resemble
an ATI spectrum, peaking at zero energy and having electron energies up to ∼ 2Up.
In order to estimate a realistic electron distribution inside a cluster early in the interaction
I have made a fit to ATI spectra of argon and xenon measured by Paulus et al. [37], see Fig. 5.3.
In their experiment the ATI spectra were measured with 40 fs pulses with laser wavelength
of 630 nm and intensity of 2 × 1014 Wcm−2. I have rescaled the energy axis in terms of Up
and fitted the low energy part of the measured spectra (with energies up to ∼ 2Up) with an
exponential:
f(E) ∝ exp (−E/CUp), (5.3)
where C is the fitting parameter. The fitted values are: C = 0.84 ± 0.08 for xenon and
C = 0.87 ± 0.07 for argon. I assume that the electron energy distribution inside a cluster in
the impulsive regime will be given by Eq. (5.3).
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Figure 5.3: Exponential fits (red lines) to measured ATI spectra from xenon and argon atoms (from
Paulus et al. [37]). In their experiment, 40 fs pulses with a wavelength of 630 nm and intensity of
2× 1014 Wcm−2 were used.
Now the electron energy distribution and ionisation cross-sections for different energies
are known, so the collisional ionisation rate (Eq. (2.5)) can be included in the model. In the
calculation, the intracluster field Ec was used to determine the ponderomotive energy inside
the cluster.
Results of the calculation of ionisation of a xenon cluster are shown in Fig. 5.4. One can
see that, because of the relatively low electron energies inside the cluster, collisional ionisation
does not have a significant effect on the total ionisation rate and the intracluster electric field.
Even with collisional ionisation included, the average ion charge of xenon cluster subjected
to a 30 fs pulse with intensity of 3.7 × 1015 Wcm−2 stays around 〈Z〉 = 2. This is mainly
due to shielding of the field inside the cluster. Calculations for argon clusters under the same
conditions predict an average charge state of 〈Z〉 = 1.3.
5.1.3 Model summary
The model presented shows that the ionisation of atomic clusters in the impulsive regime is
different to both the atomic case and the case of clusters in the non-impulsive regime. Due to
the near solid density in the unexpanded cluster, shielding of the laser field plays an important
role and considerably decreases the final charge states. Compared to clusters irradiated with
longer pulses, there is not enough time to heat the electrons that would have sufficient energy
for collisional ionisation to become important. Note that this model does not include outer
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Figure 5.4: Calculation of the ionisation of a xenon cluster with a 30 fs pulse with an intensity
of 3.7 × 1015 Wcm−2. (a) Solid line: laser field envelope. Dashed line: field inside the cluster when
shielding is included, α = 1. Dotted line: field inside the cluster when shielding and collisional
ionisation are included. (b) Average charge states as a function of time for xenon clusters. Solid line:
the atomic case, without shielding and collisions. Dashed line: with shielding included, α = 1. Dotted
line: shielding and collisional ionisation are included.
ionisation and cluster expansion. Outer ionisation decreases the number of quasi-free electrons
inside the cluster, therefore, suppresses the shielding. This effect would increase the ionisation
rate.
There is little experimental data on cluster ionisation in the impulsive regime to compare
with the model presented. Recently, Mathur et al. [214] experimentally investigated argon
clusters irradiated by 10 fs laser pulses with intensities up to 5×1014 Wcm−2. They observed
argon ions with charges up to 4+ but do not report on the relative abundance of the individual
charge states. The same group has also performed experiments with xenon clusters irradiated
with 12 fs laser pulses with peak intensity of 5×1014 Wcm−2 [215]. The average charge state
in their experiment was ∼ 2 for ions emitted in the direction parallel to the laser polarisation
and ∼ 1.8 for ions emitted in the perpendicular direction. For these conditions the model
presented here predicts an average charge state of 〈Z〉 = 1.1, in reasonable agreement with
the experiment.
5.2 Single pulse experiments
Initial ionisation and heating of clusters irradiated with ultrashort pulses were experimentally
investigated. Here I present results on ion emission from argon and xenon clusters irradiated
with single laser pulses with durations of 10 fs and 28 fs. Experiments with 10 fs pulses were
performed using a hollow fibre and chirped mirror compression system. In these experiments
pulses with an energy of 300 µJ were used. The results on ion emission with 28 fs pulses
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Figure 5.5: Measured ion energy spectra of xenon and argon clusters with different sizes. (a) Xenon
clusters, pulse duration 10 fs, peak intensity 1.9 × 1015 Wcm−2. (b) Argon clusters, pulse duration
11 fs, peak intensity 1.5× 1015 Wcm−2.
were obtained using the direct output of the Red Dragon system with an energy of 1 mJ
per pulse. All pulse durations were characterised with SHG FROG. Cluster sizes in these
experiments were controlled by changing the backing pressure of the nozzle, see table 4.2.
From the measured ion spectra initial heating mechanisms are elucidated.
5.2.1 Ion emission in the few-cycle regime
In the few-cycle regime the cluster ions essentially do not move during the laser pulse and more
insight into the early dynamics can be obtained. Only a weak dependence of the measured
observables on the cluster size is expected because the cluster expansion does not play a
significant role. No electron signal was observed in our single pulse experiments with pulse
durations ∼10 fs. Therefore, only ion data is presented.
Ion energy spectra of xenon and argon clusters irradiated with ∼4-cycle pulses with in-
tensities ∼ 1015 W cm−2 are shown in Fig. 5.5. One can see that there is not much variation
of the ion spectra for different cluster sizes as expected in the few-cycle regime. Compared to
the interaction with longer pulses, the ion energies are rather low. The average ion energies
from exploding xenon clusters are in the range of 250 – 340 eV, with maximum ion energies
up to 2.3 keV for the largest clusters studied (with 20000 atoms). The average ion energies
from argon clusters are around 100 – 200 eV, and maximum ion energy is 1.3 keV.
The average and maximum ion energies of xenon and argon clusters as a function of the
cluster size are shown in Fig. 5.6. There is only a small variation of these energies with
the cluster size. The maximum ion energies from xenon clusters slowly increase with cluster
size, while there is no clear trend in the ion energies from argon clusters as the cluster size is
varied. This observation is consistent with the work of Mathur et al. [214, 215] who performed
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Figure 5.6: Average and maximum ion energies as a function of cluster size. (a) Xenon clusters,
pulse duration 10 fs, peak intensity 1.9× 1015 Wcm−2. (b) Argon clusters, pulse duration 11 fs, peak
intensity 1.5× 1015 Wcm−2.
experiments under similar conditions (pulse duration 10 fs, intensity 5×1014 Wcm−2, clusters
with 400 – 900 atoms for argon, 500 – 25000 atoms for xenon).
In order to interpret the observed data we cannot use the nanoplasma model. The
nanoplasma model predicts that the optimal cluster size for clusters irradiated with 10 fs
pulses with an intensity of 1015 W cm−2 and Z = 1 (Eq. (2.44)) is 32 atoms. Clearly, for such
a small number of atoms the nanoplasma description cannot be valid. Numerical calculations
of the nanoplasma model predict that the ion energies from clusters irradiated by 10 fs pulses
decrease as a function of cluster size, which is not observed in the experiment.
It is likely that on very short time scales, in the few-cycle regime, the conditions inside the
cluster are far from being thermalised and collisions are not very important. Therefore, the
highly collisional and equilibrium nanoplasma model cannot properly capture the underlying
physics on this short time scales. Still, from the measured ion emission, we can elucidate
information about explosion mechanisms, heating efficiency and outer ionisation of clusters
in the few-cycle regime.
Let us start with cluster expansion. The cluster expansion is driven by a combination of
Coulomb and hydrodynamic forces. From the weak dependence of ion energies on the cluster
size we can deduce that the Coulomb pressure is of minor importance because the maximum
ion energy of Coulomb exploding clusters scales with cluster radius as ∼ R20 (Eq. (2.35)).
For a fully outer ionised xenon cluster the maximum ion energy after Coulomb explosion
would increase from 0.5 keV for Xe1000 to 4 keV for Xe20000 which is not observed in the
experiment. Consequently, the hydrodynamic pressure primarily drives the cluster explosion
in our experiments. The magnitude of this pressure is determined by the initial ionisation
and heating of the electrons trapped inside the cluster. The energy of ions launched by the
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hydrodynamic pressure depends both on the electron density inside the cluster and the electron
temperature. Therefore, the ion energy spectra contain information about the initial ionisation
(which determines the density) and heating (which determines the electron temperature).
There are a number of heating mechanisms that can play a role in the few-cycle regime.
Inverse bremsstrahlung can deposit energy into the near solid density plasma inside an unex-
panded cluster. However, the heating rate will not be resonantly enhanced because there is no
cluster expansion during the laser pulse as in the non-impulsive regime. Collective resonant
absorption will not be important in the impulsive regime because the plasma is overdense
and far from resonance [22]. Also the nonlinear resonance, expected at higher intensities
> 1016 Wcm−2 [93], will not be present for the moderate laser intensities in our experiments.
Other mechanisms that can heat electrons in the few-cycle regime are vacuum heating [128],
that is present in the overdense plasma [22], and single electron rescattering [41]. It is hard
to determine the relative contribution of these processes.
We can compare the heating efficiency between argon and xenon clusters. For our ex-
perimental conditions (pulse duration ∼ 10 fs, peak intensity ∼ 1015 Wcm−2), the model
of cluster ionisation (see section 5.1) predicts the average charge state 〈Z〉 = 1.6 for xenon
clusters and 〈Z〉 = 1 for argon clusters. Using the solid ion densities ni for argon and xenon
(table 4.1) we find that the expected electron densities inside argon and xenon clusters are
roughly the same (〈Z〉ni = 2.6×1022 cm−3 for xenon and 〈Z〉ni = 2.5×1022 cm−3 for argon).
Therefore, the heating is more efficient in xenon clusters where larger average ion energies are
observed. This is expected because the electron-ion collision rate (Eq. (2.16)) scales with ion
charge as ∼ Z2, therefore inverse bremsstrahlung will be more efficient in xenon clusters with
larger Z.
The magnitude of heating and expansion can be elucidated by estimating the fraction
of outer ionised electrons from the cluster. If the electron heating is efficient then a large
number of electrons can escape from the cluster. If the cluster expands during the laser
pulse, the potential barrier for electrons is lowered and more electrons can be outer ionised.
We can estimate the fraction of outer ionised electrons by analysing the measured total ion
signal. The total ion signal is proportional to the total number of outer ionised electrons (see
further, Fig. 5.10, total ion and electron signals are correlated). The total number of atoms
in the interaction region is linearly proportional to the backing pressure (see section 4.4.3).
Therefore, the total measured ion signal divided by the backing pressure, shown in Fig. 5.7(a),
is proportional to the relative number of outer ionised electrons per cluster atom.
The relative number of outer ionised electrons can be theoretically estimated from barrier
suppression by the laser field (section 2.2.1.6). This approach is valid when the cluster does
not expand during the pulse and there is negligible heating of the electrons. Therefore, if
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Figure 5.7: (a) Measured total ion signal normalised by the number of atoms in the interaction
region (proportional to the backing pressure) for xenon and argon clusters. (b) Calculated fraction of
outer ionised electrons.
measured data agree with this model, there is not much heating and expansion before most of
the electrons are outer ionised. The calculated outer ionisation fraction is shown in Fig. 5.7(b)
and scales with the number N of atoms in the cluster as ∼ N−1/3. This scaling has also been
confirmed by MD simulations by Saalmann and Rost [127] for negligible cluster expansion
during the pulse. The measured ion signal of xenon clusters decreases with cluster size for
clusters with 2200 – 20000 atoms, in accordance with the theoretical prediction. (However,
the small number of data points prevents any reliable fitting.) Therefore, it is likely that
xenon clusters are outer ionised by the laser field before significant expansion sets in. Xenon
atoms are 3.3-times heavier than argon atoms and, consequently, expansion of xenon clusters
can be neglected.
The situation is different for argon clusters. In this case the measured total signal slightly
increases with the cluster size. This means that the simple picture of laser field outer ionisation
is not valid. There are two mechanisms; cluster expansion and heating, that can be responsible
for the observed behaviour. The disagreement between measured signal and estimation can be
due to the cluster expansion. We do not expect more efficient heating of argon clusters because
the measured ion energies from argon clusters are smaller than for xenon clusters. Measuring
the electron spectra would provide additional information about heating and expansion at
early times of the interaction.
5.2.2 Ion emission with 28 fs pulses
To study changes in the cluster dynamics as the pulse duration is increased, and the possible
onset of the expansion, we conducted experiments on clusters irradiated with slightly longer,
28 fs pulses. Fig. 5.8 shows measured ion energy spectra of xenon and argon clusters with
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Figure 5.9: Average and maximum ion energies as a function of the cluster size. Pulse duration
28 fs, peak intensity 3.7× 1015 Wcm−2, (a) xenon clusters, (b) argon clusters.
different sizes irradiated with 28 fs pulses with peak intensity of 3.7×1015 Wcm−2. Compared
to irradiation with 10 fs pulses, maximum ion energies are larger by almost an order of
magnitude (we also note that the intensity is slightly higher for these experiments). The
maximum observed ion energies are 22 keV for Xe20000 clusters and 19 keV for Ar10500 clusters.
There is a noticeable change in ion emission for different cluster sizes, and for both xenon and
argon clusters the ion energies increase with the cluster size.
Fig. 5.9 shows the average and maximum ion energies from xenon and argon clusters as
a function of the cluster size. The maximum ion energies both for xenon and argon clusters
increase with the cluster size. For hydrodynamic expansion the ion energy is determined by
the electron density and heating. In the case of hydrodynamic explosion, the increasing ion
energy with cluster size means that inner ionisation and heating are more efficient for larger
clusters. There can also be a contribution from Coulomb explosion to the observed ion energy
spectra. The maximum ion energy of Coulomb exploding clusters increases with the cluster
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Figure 5.10: Measured total particle signal normalised by the number of atoms in the interaction
region (proportional to the backing pressure) as a function of number of atoms per cluster. Pulse
duration 28 fs, peak intensity 3.7 × 1015 Wcm−2. (a) Total ion signals from xenon clusters (solid
symbols) and argon clusters (open symbols). (b) Total ion signal (solid symbols) and total electron
signal (open symbols) of xenon clusters.
size.
There is a qualitative difference between the trend of the average ion energies in xenon
and argon clusters. For argon clusters the average ion energy increases with the cluster size.
However, average ion energies from xenon clusters do not change significantly in the range of
cluster sizes investigated. One possible explanation of this observation is the following. The
high energy part of the ion spectra is formed by Coulomb exploding ions from the cluster
surface. The maximum energy depends on the cluster radius because the surface electric field
is larger in larger clusters (see Eq. (2.35)). However, the majority of cluster ions explode
hydrodynamically. We assume that the inner ionisation and heating rates change slowly
with the cluster size. In the limiting case of the model in section 5.1 ionisation does not
depend on the cluster size. Consequently, the hydrodynamic explosion varies only slowly
with the cluster size. In the explosion of xenon clusters, where the majority of the cluster
expands hydrodynamically, the average ion energy does not vary much with the cluster size
and the maximum ion energy increases with cluster size due to the Coulomb explosion. In
argon clusters the relative importance of the hydrodynamic pressure is lower because there
are less electrons trapped inside the cluster and the electron temperature is lower (inverse
bremsstrahlung is less efficient for argon). The larger contribution of the Coulomb pressure
results in the increase of the average energy with the cluster size, because the energy of
Coulomb exploding ions increases with the cluster size faster than that of hydrodynamically
exploding ions.
We will finally analyse the total ion and electron signals from clusters. Fig. 5.10(a)
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Figure 5.11: Layout of the interferometer for two pulse experiments. The output of the Red Dragon
is split by a 67:33 beamsplitter, the transmitted arm can be delayed. Beams are then recombined by
a 50:50 beamsplitter.
shows the total ion signal from argon and xenon clusters normalised by the backing pres-
sure. Fig. 5.10(b) shows the total normalised ion and electron signals for xenon clusters. One
can see from Fig. 5.10(b) that the normalised total ion and electron signals are almost the
same, therefore, the total ion signal can be used to assess the total outer ionisation of the
cluster in cases where the electron data are not available. The normalised total ion signals
from argon and xenon clusters, shown in Fig. 5.10(a), do not decrease with cluster size, as
predicted by a model of outer ionisation by the laser field from an unexpanded cluster. Conse-
quently, cluster expansion and electron heating start to play a role at pulse durations around
28 fs. Interestingly, there is a sharp increase in the total signal for small cluster sizes (with
800 – 4000 atoms). When the cluster size is further increased the total signal from xenon
clusters saturates and from argon clusters slightly decreases.
5.3 Cluster expansion: two pulse experiments
We will now address the cluster expansion initiated by an ultrashort laser pulse and probed
by a second delayed pulse. We will compare two pulse experiments with the nanoplasma
model and with a simple estimate of pure hydrodynamic explosion of the cluster. We have
performed two pulse experiments on Xe20000 clusters. The main laser beam (output of the Red
Dragon) was split in two replicas in a Mach-Zehnder type interferometer sketched in Fig. 5.11.
The pulses used had a duration of 27 fs (measured by SHG FROG) and peak intensities of
1× 1015 Wcm−2 and 5× 1014 Wcm−2, respectively.
Ion energy spectra of Xe20000 clusters irradiated by a sequence of two pulses delayed by
0 ps and -2.13 ps, respectively, are shown in Fig. 5.12(a). Negative delay means that the pulse
150 CHAPTER 5. CLUSTERS IN FEW-CYCLE LASER FIELDS
1
10
5
10
6
10
7
10
8
 I
o
n
 s
ig
n
a
l 
(a
. 
u
.)
 delay 0 ps
 delay -2.13 ps
Ion energy (keV)
(a) (b)
5
Xenon clusters
20000 atoms
-5 -4 -3 -2 -1 0 1 2 3 4 5
0.0
0.2
0.4
0.6
0.8
1.0
 measured
 nanoplasma
         model
T
o
ta
l 
io
n
 s
ig
n
a
l
Delay (ps)
Figure 5.12: Ion emission from Xe20000 clusters irradiated by two 27 fs pulses with peak intensities
of 1 × 1015 Wcm−2 and 5 × 1014 Wcm−2. (a) Ion energy spectra measured at delay 0 (black line)
and delay -2.13 ps (green line, weaker pulse arrives first). (b) Total ion signal as a function of delay
between the two pulses. Negative delays mean that the weaker pulse arrives first. Black symbols:
measured, blue line: calculated with the nanoplasma model, a log-normal cluster size distribution is
included in the calculation.
with lower intensity arrives first. One can see that the ion emission is enhanced when the two
pulses are delayed, increasing the average ion energy from 0.94 keV for zero delay to 1.3 keV
for the delay of -2.13 ps. The total ion signal as a function of the delay between the two
pulses, shown in Fig. 5.12(b), peaks at delays around -2 ps and 1.5 ps. This observation is
consistent with the picture of resonant heating during the cluster expansion. The first pulse
initiates the cluster expansion and the second pulse then interacts with a partially exploded
cluster and heats it. When the weak pulse arrives first, more signal is observed because the
more energetic pulse deposits more energy into the cluster at the resonance. The optimal
delay is slightly larger for negative than for positive delays because, when the explosion is
initiated by a weaker pulse, the cluster expands more slowly.
The measured total ion signal was compared with the nanoplasma model (blue line in
Fig. 5.12(b)). In the calculation experimental conditions were used and a log-normal clus-
ter size distribution was taken into account. The modal cluster size and the width of the
distribution were taken to be 20000 atoms. Cluster sizes with abundance higher than 5%
were included in the calculation. The inclusion of the cluster size distribution smoothes and
broadens the calculated curve. A good agreement is observed between the measured data
and the nanoplasma model. This means that on longer time scales (100s of femtoseconds
to picoseconds) the nanoplasma model predicts the expansion dynamics very well and the
expanding cluster can be thought of as an expanding plasma ball.
We will now compare the observed optimal delay with a simple estimate based on pure
hydrodynamic explosion with ions moving at the plasma sound speed. The time needed to
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decrease the ion density from its initial value ni(0) to some lower value ni(tE) is:
tE = R0
√
mi
ZkBTe
((
ni(0)
ni(tE)
)1/3
− 1
)
. (5.4)
We want to estimate the time tE at which the resonant condition is satisfied and the cluster is
efficiently heated. At the resonance, ne = Zni = 3nc, the ion density is ni(tE) = 3nc/Z, where
nc = 1.74×1021 cm−2 is the critical density corresponding to 800 nm light. In order to obtain
an estimate of the cluster explosion time tE we need to know the electron temperature Te and
the average charge state Z. According to the model of cluster ionisation given in section 5.1
the average charge of a xenon cluster under irradiation with a 30 fs pulse with peak intensity
of 1×1015 Wcm−2 is 〈Z〉 = 1.5. In order to estimate the electron temperature we can consider
the ponderomotive energy inside the cluster and set kBTe ≈ Up. In the calculation of Up we
use the intracluster electric field and we get kBTe ≈ 10 eV. Using these numerical values in
Eq. (5.4) we find the hydrodynamic cluster explosion time to be 1.3 ps. This simple estimate
is in very good agreement with the optimal delay measured in the two pulse experiment.
5.4 Summary
We have presented results on cluster explosion dynamics in the impulsive regime. From the
observed ion energy spectra we can summarise that the dynamics of clusters irradiated by
ultrashort laser pulses is likely to proceed in the following way. Firstly, at the beginning of the
laser pulse, some electrons are inner ionised by the laser electric field. Most of the electrons
are trapped inside the cluster and form a high density nanoplasma. The laser then interacts
with the high density non-equilibrium plasma. The high electron density shields the laser field
inside the cluster, limiting further inner ionisation by the laser field. The nanoplasma does
not have sufficient time to thermalise and the electron energy distribution inside the cluster
will not be Maxwellian. It will more likely peak around zero energy. In heavy xenon clusters
some electrons are outer ionised before heating and expansion start to play a role. In argon
clusters some effects of expansion are probably seen.
The laser field can heat the electrons by inverse bremsstrahlung or vacuum heating, how-
ever, this heating is less efficient than with longer pulses of the same intensity. As the cluster
expansion is not very important there is not much change in heating mechanisms for clusters
with different sizes. No strong dependence on cluster size is observed. Xenon clusters are
heated more effectively than argon clusters.
The expansion of clusters is driven primarily by the hydrodynamic pressure. As the pulse
duration is increased the effect of expansion during the pulse on the observed ion spectra
becomes more important. The Coulomb pressure can be important in driving the expansion
of the highly energetic ions for clusters irradiated with 28 fs pulses. On longer time scales
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the expansion is well described with the nanoplasma model and also a simple hydrodynamic
description is in good agreement with two pulse experiments.
Chapter 6
Anisotropic explosions of clusters
In this chapter I present the central results of this thesis – experimental observations of a new
anisotropy in cluster explosions, detailed experimental investigations of the anisotropy and a
new theoretical model to explain the observations.
In order to describe the anisotropic explosions, I firstly define useful terms that will be
used throughout this chapter. When a cluster is irradiated with a linearly polarised field, the
situation has a cylindrical symmetry around the field axis (Fig. 6.1). The angle θ is defined
with respect to the laser polarisation axis. Angle θ = 0◦ means direction parallel to the laser
polarisation axis and θ = 90◦ defines the direction perpendicular to the laser polarisation axis.
I will also use the terms “pole” for θ = 0◦ and “equator” for θ = 90◦.
In order to quantify the anisotropy in ion emission I define the anisotropy degree E⊥/E‖
as the ratio of mean ion energies in the directions perpendicular and parallel to the laser
polarisation axis. A value of E⊥/E‖ = 1 corresponds to the isotropic emission, values of
E⊥/E‖ < 1 correspond to the “standard” anisotropy with more energetic ions emitted in the
direction parallel to the laser polarisation axis. I use the average ion energy for determination
of the anisotropy degree because it reflects the ion anisotropy better than other observables,
such as the total ion yield or the maximum ion energy. The total ion yield does not include
information about the ion energies, and the maximum ion energy is associated with a larger
error than the average ion energy. Moreover, the average ion energies include contribution
both from fast and slow ions.
In this chapter I present observations of a “new” anisotropy with E⊥/E‖ > 1 in the im-
pulsive regime and a detailed investigation of anisotropic ion emission from laser-irradiated
clusters. I firstly review previous observations of anisotropic ion emission reported by other au-
thors and I summarise mechanisms used to explain the observed anisotropic explosions. I then
present our first observations of the new anisotropy under different experimental conditions
and a detailed experimental pulse duration investigation of anisotropic explosions of clusters.
I show that the measured anisotropy degree is directly related to the regime of the cluster
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Figure 6.1: An atomic cluster in a linearly polarised laser field E0. The angle θ is defined with
respect to the laser polarisation direction. θ = 0◦ is the cluster pole, θ = 90◦ is the cluster equator.
explosion (impulsive or non-impulsive). In order to explain the observed anisotropy I present
an electrostatic model that calculates the intracluster electric field driving the explosion of
highly energetic ions. The model presented can qualitatively explain the new anisotropy. The
observations together with modeling provide insight into the initial electron dynamics in laser
irradiated clusters or general dielectrics that is present in the first few cycles of the interaction.
6.1 Previous observations of anisotropic cluster explosions
The simplest conceptual picture of cluster expansion is isotropic. A pure hydrodynamic
expansion of large high-Z clusters driven by a thermalised isotropic nanoplasma leads to an
isotropic expansion of a plasma sphere [25]. In another limiting case of small low-Z clusters
in very intense laser fields, all electrons are outer ionised very rapidly and then the cluster
explodes isotropically due to the Coulomb repulsion [100].
Despite these predictions of isotropy, a number of experiments have shown that the cluster
explosions may not be completely isotropic. Several authors have reported anisotropy in ion
emission with more energetic ions emitted in the direction along the laser polarisation axis
for a variety of cluster species [26, 28, 30–33, 216]. Most of these experiments have been
performed in the non-impulsive regime, where the laser pulse duration was comparable to
or larger than the characteristic explosion time of the clusters under consideration. Here, I
review individual observations of anisotropic ion emission from clusters and mechanisms used
to explain the observed anisotropy.
6.1.1 Charge-flipping in argon clusters
Anisotropic explosions of argon clusters irradiated by strong ∼ 100 fs pulses has been experi-
mentally observed by different authors [30, 31, 33]. In the experiment of Kumarappan et al.
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Figure 6.2: (a) Measured ion energy spectra from Ar40000 clusters in directions θ = 0
◦ (solid line) and
90◦ (dashed line). Clusters were irradiated with 100 fs laser pulses with intensity of 8× 1015 Wcm−2.
(b) Corresponding time-of-flight traces. Figure from Kumarappan et al. [30].
[30] highly energetic argon ions were emitted from exploding Ar40000 clusters preferentially
along the laser polarisation axis (see Fig. 6.2). The anisotropy was observed only for ions with
energy above a certain value, the lower energy component of the ion spectrum was isotropic.
The reported ion anisotropy has been interpreted using two mechanisms. Firstly, ions
can be accelerated directly by the laser field via a “charge-flipping” process [122]. In this
mechanism, the charge of individual ions can change rapidly during the laser cycle. During
one laser half-cycle, the cluster electric field at the poles and the laser electric field have the
same direction, leading to production of high ionic charge states due to the field ionisation.
During the next half-cycle the total electric field is lower and the ionic charge is decreased by
rapid recombination. The change in the ionic charge results in a net force directly accelerating
ions along the laser polarisation vector. This force acts predominantly on the ions on the
cluster poles where the laser and cluster electric fields are parallel. Therefore, more energetic
ions are ejected from the cluster poles.
The second mechanism that can lead to enhanced ionic emission from the cluster poles is
a non-uniform charging of the cluster. Particle-in-cell simulations by Jungreuthmayer et al.
[102] predicted the presence of higher charge states at the cluster poles. These simulations
show that the electron cloud inside the cluster can be driven across the cluster boundary by
the laser electric field. When the electron cloud crosses the cluster boundary a strong electric
field is induced on the opposite cluster pole. This process, named polarisation enhanced
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ionisation, can create higher charge states at the poles which then contribute to asymmetric
high energy component of the ion energy spectrum.
6.1.2 Surface polarisation in xenon clusters
Asymmetric ion emission has also been observed in hydrodynamic explosions of large xenon
clusters [26, 28]. In the experiment of Kumarappan et al. [28] xenon clusters containing
150,000 atoms were irradiated by strong (12 mJ) laser pulses with the pulse durations varied
from 100 fs to 2 ps. Ions with larger average energies were emitted along the laser polarisation
axis for all pulse durations studied, however, the degree of anisotropy was dependent on the
pulse duration. For a given cluster size, the anisotropy was maximised at a certain pulse
duration for which the resonant heating of the cluster plasma was most efficient. Furthermore,
a correlation between electron and ion emission has been found in this experiment, suggesting
that hydrodynamic forces together with resonant heating were driving the anisotropic cluster
expansion.
Consequently, the ion anisotropy was explained by an extension to the nanoplasma model.
The nanoplasma model only considers electric field enhancement inside the cluster volume and
does not account for the surface charge associated with the polarisation field inside the cluster.
In an extension of the model, the pressure of the laser field acting on the charge on cluster
surface is included.
The density σpol of the surface charge on a sphere with dielectric constant ε is [217]:
σpol = 3ε0
(
ε− 1
ε+ 2
)
E0 sinωt cos θ, (6.1)
where E0 sinωt is the applied laser field. The laser electric field exerts a pressure Ppol on this
charge:
Ppol = Re(σpolE
∗
aver), (6.2)
where Eaver = (E
in
r +E
out
r )/2 is the average radial electric field on the cluster surface. Here,
Einr =
3
ε+ 2
E0 sinωt cos θ, (6.3)
Eoutr = εE
r
in (6.4)
are the radial components of the electric field inside the cluster and at the outer surface of
the cluster, respectively. In general, they are both complex quantities because the cluster
dielectric constant ε is complex. Substituting Eqs. (6.1), (6.3) and (6.4) into Eq. (6.2) and
averaging over one laser period yields the cycle-averaged value of the polarisation pressure:
〈Ppol〉 = 9ε0
4
|ε|2 − 1
|ε+ 2|2 |E0|
2 cos2 θ. (6.5)
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This pressure is anisotropic and scales as ∼ cos2 θ with the angle θ from the laser polarisation
axis. The polarisation pressure is amplified by the resonant field enhancement during the
cluster expansion when ε = −2. It can have comparable values to the hydrodynamic pressure
[28]. Therefore, the cluster explosion is driven both by the isotropic hydrodynamic pressure
and the surface polarisation pressure that is proportional to cos2 θ. This mechanism leads to
production of ions with higher energies in the direction of the laser electric field vector.
6.1.3 Anisotropy in the explosion of hydrogen clusters
Besides rare-gas clusters, anisotropic ion emission has also been reported in explosions of
hydrogen clusters [32, 218]. In the experiment of Symes et al. [32] ions with higher average
energies have been observed in the direction parallel to the laser polarisation axis. The
maximum ion charge state of hydrogen atoms is one, therefore, the aforementioned charge-
flipping mechanism is not applicable, and the anisotropy in H2 clusters cannot be explained
by the anisotropy of the charge state distribution. Moreover, a hydrodynamic description is
not appropriate for hydrogen clusters (because many electrons leave the cluster very rapidly),
so the surface polarisation charge cannot be used to explain the observed anisotropy.
The anisotropy in the explosion of hydrogen clusters has been explained by a model from
Breizman et al. [128]. In this model a fraction of electrons is extracted from the cluster by the
laser field and the rest of electrons form a cold electron core inside the cluster responding adi-
abatically to the laser field. Due to the motion of the electrons trapped inside the cluster, the
cycle averaged electric field inside the cluster is not isotropic. Therefore, Coulomb exploding
ions from the inside of the cluster are accelerated in the direction of laser polarisation and ions
from the surface are emitted almost isotropically. This mechanism results in a pronounced
asymmetry in the average ion energies but not in the maximum ion energies as reported in
the experiments [32].
Recently, Taguchi et al. [219] performed PIC simulations that included collisions and
ionisation processes to explain the anisotropy seen in hydrogen clusters. They performed
simulations on 22 nm hydrogen clusters subjected to pulses with a duration of 60 fs and an
intensity of 1× 1015 Wcm−2. Because light hydrogen clusters expand quickly, the 60 fs pulse
duration is larger than the hydrogen cluster explosion time and the regime of interaction is
non-impulsive. From their simulations they found out that early in the interaction (∼10 fs
before the peak of the pulse) the electric field inside the cluster is small due to the shielding
by a high density electron core and the field at θ = 90◦ is slightly larger than at θ = 0◦. As
the cluster expands the shielding diminishes and an anisotropy with larger field in the parallel
direction develops. Furthermore, there are more ions in the parallel direction (the ion core
shape is predicted to be ellipsoidal) and they are accelerated more in this direction. This
158 CHAPTER 6. ANISOTROPIC EXPLOSIONS OF CLUSTERS
leads to anisotropic ion emission from hydrogen clusters with more energetic ions and larger
ion yield in the parallel direction to the laser polarisation axis.
6.1.4 Anisotropic explosions of molecular clusters
Not only atomic clusters, but also large molecules such as fullerens and molecular clusters ex-
hibit anisotropic explosion when irradiated by strong laser fields [216, 220]. In the experiment
of Kou et al. [216] anisotropic Coulomb explosion of C60 molecules has been observed. Highly
charged ions C3+ and C4+ were emitted preferentially along the laser polarisation axis. On
the other hand, yields of C1+ and C2+ ions peaked at θ = 90◦ from the laser polarisation axis.
The observed ion angular distribution was interpreted by molecular dynamics simulations that
predicted an anisotropic charging of the C60 molecule. They predict that C
2+ and C3+ ions
are created at different positions within the molecule. C3+ ions are created preferentially on
the poles whereas low charged ions occupy the equator of the C60 molecule. Production of
such charge distribution is formed by electrons hopping through the C60 molecule. During one
laser half-cycle electrons from the equator tunnel between surrounding ions in one direction
until they reach the pole. At that point they are outer ionised by the laser field. In this
process higher charge states are created at one pole. In the next half-cycle higher charge
states are generated on the opposite pole. The anisotropic charge distribution leads to an
anisotropic Coulomb explosion of the C60 molecule.
Karras and Kosmidis [220] performed experiments on small methyl iodide (CH3I)n clusters
with n = 4. They irradiated clusters with 20 fs pulses and observed one isotropic and two
types of anisotropic ion angular distributions. For lower intensities (< 2 × 1014 Wcm−2)
the explosion was isotropic. As the intensity was increased they found anisotropic emission
of lower energy C+ and I2+ ions with larger ion yield in the θ = 0◦ direction. They claim
that these ions are generated by electron impact ionisation and have lower energies than ions
created by field ionisation because the electron impact ionisation takes place on a longer time
scale during which the cluster expands. For even higher intensities (> 5.2 × 1014 Wcm−2)
C+ ions with higher energies were emitted preferentially in the perpendicular direction to the
polarisation axis. This was attributed to the asymmetric shielding of the ionic core [29].
6.2 First observations of the new ion anisotropy
As mentioned above, in many of the previous experiments in the non-impulsive regime, an
anisotropy in ion emission has been observed with more energetic ions emitted in the parallel
direction to the laser polarisation axis, i.e., the observed anisotropy degree was E⊥/E‖ < 1.
Here we report on the first observations of a new anisotropy with more energetic ions in the
perpendicular direction (with anisotropy degree E⊥/E‖ > 1) in the impulsive regime. We
6.2. FIRST OBSERVATIONS OF THE NEW ION ANISOTROPY 159
Table 6.1: Maximum and average ion energies and the anisotropy degree of xenon and argon clusters
irradiated by 28 fs pulses with peak intensity of 3.7× 1015 Wcm−2.
Maximum energy (keV) Average energy (keV) Anisotropy degree
parallel perpendicular parallel perpendicular
Xe2600 14 25 1.8 3.3 1.8
Xe14000 28 33 1.7 2.8 1.6
Ar2600 10 14 3.7 4.1 1.1
Ar14000 12 16 2.2 3.2 1.4
study this anisotropy under different experimental conditions; for different cluster sizes and
laser intensities.
6.2.1 Angularly resolved ion and electron emission
Firstly, we have measured ion emission from clusters irradiated by the direct output of the
Red Dragon system with a pulse duration of 28 fs. Ion energy spectra of xenon and argon
clusters containing 2600 and 14000 atoms, respectively, measured in the directions parallel
and perpendicular to the laser polarisation axis are presented in Fig. 6.3. In all spectra
shown, substantially more energetic ions are ejected in the direction perpendicular to the
laser polarisation axis. Maximum and average ion energies determined from the spectra in
Fig. 6.3, as well as the corresponding anisotropy degrees E⊥/E‖ determined from the average
ion energies, are summarised in table 6.1.
All values of the anisotropy degree E⊥/E‖ are larger than one, corresponding to the “new”
anisotropy with more energetic ions emitted in the direction perpendicular to the laser po-
larisation axis. It is evident that the new anisotropy is a robust phenomenon. Ions emitted
in direction θ = 90◦ have energies up to 1.8-times larger than ions emitted in the θ = 0◦
direction.
In order to further investigate the observed anisotropy we measured electron emission
from clusters under the same experimental conditions as the ion emission, see Fig. 6.4. We
show both the measured time-of-flight traces and the electron spectra of Xe14000 and Ar14000
clusters determined from the time of flight of electrons. There is a relatively large error in the
determination of the electron energies due to their short time of flight, for details of analysis,
see section 4.5.2. Despite the poor energy resolution the total observed electron signal is a
sufficient observable of the electron anisotropy.
Contrary to the ion emission, electrons with energies of few 100s eV are emitted predom-
inantly in the direction parallel to the laser polarisation axis. No electron signal is observed
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Figure 6.3: Ion energy spectra of (a) Xe2600, (b) Xe14000, (c) Ar2600, and (d) Ar14000 measured
in directions parallel (black line) and perpendicular (red line) to the laser polarisation axis. Pulse
duration 28 fs, peak intensity 3.7× 1015 Wcm−2.
in our experiment in the θ = 90◦ direction. The preferential electron emission for θ = 0◦ is
expected because electrons are considerably lighter than ions and can be driven directly by
the laser field. The ponderomotive energy in our experiment is 215 eV which can have a sub-
stantial effect on the electron motion. Moreover, preferential electron emission from clusters
along the laser polarisation axis has been reported both experimentally [27, 28, 86] and in
simulations [102]. The spatial separation between the electron and highly-energetic ion emis-
sion suggests that their origin is decoupled, i.e., the highly-energetic ions are not accelerated
by the hydrodynamic pressure of electrons. On the contrary, electrostatic forces are seemingly
more significant in determining the trajectories of the highly-energetic ions, particularly of
the ions emitted in the direction perpendicular to the laser polarisation axis. Hydrodynamic
pressure can play a role in the acceleration of ions with lower energies in the isotropic part of
the spectrum.
A more detailed insight into the anisotropy of the cluster explosion can be seen from mea-
sured angular distributions of the total electron signal and the average ion energy (Fig. 6.5).
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The ion angular distribution peaks at θ = 90◦ with a FWHM width of 70◦. The average ion
energy is 1.8-times larger at θ = 90◦ than at 0◦. In contrast, the total electron signal has a
maximum in the direction parallel to the laser polarisation axis and a FWHM width of 55◦.
6.2.2 Ion anisotropy for different cluster sizes and intensities
Anisotropy in cluster explosions has been observed for a range of cluster sizes and laser
intensities. Fig. 6.6 shows the anisotropy degree E⊥/E‖ as a function of cluster size for xenon
and argon clusters irradiated with 28 fs pulses with a peak intensity of 3.7 × 1015 Wcm−2.
In the case of xenon clusters (Fig. 6.6(a)), the new anisotropy is observed for all cluster
sizes studied and varies only slowly with the number of atoms per cluster. For this case, the
anisotropy degree has values in the range of 1.6 – 2.1, showing that the new anisotropy is
a robust phenomenon. On the other hand, the anisotropy degree of argon clusters increases
with the cluster size (Fig. 6.6(b)) in the range of sizes studied. These measured trends will
be analysed in more detail in section 6.4 where a transition time will be defined to describe
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Figure 6.6: Anisotropy degree E⊥/E‖ of (a) xenon, (b) argon clusters as a function of the cluster
size. Pulse duration 28 fs, peak intensity 3.7× 1015 Wcm−2.
the transition between the two types of the anisotropy.
We have also performed supplementary measurements of the ion anisotropy in the cluster
explosions at different laser intensities at a constant pulse duration of 30 fs. These measure-
ments of ion anisotropy are important for the interpretation of the pulse duration investiga-
tions and for comparisons between data obtained with the direct output of the laser system
and with the hollow fibre where the energy per pulse was 3-times lower (see section 6.3). In
the present intensity investigation the energy per pulse was controlled by a variable attenuator
consisting of a broadband half-wave plate and a thin film polariser. It has been confirmed by
a FROG measurement that the pulse duration after the attenuator was 30 fs. The measured
anisotropy degree of Xe2600 and Ar4000 clusters as a function of the laser intensity is shown
in Fig. 6.7. The anisotropy degree of xenon clusters does not show a clear trend with the
laser intensity, it has an average value of 1.9 and does not drop below 1.6 for the range of
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Figure 6.7: Anisotropy degree E⊥/E‖ of (a) Xe2600, (b) Ar4000 clusters as a function of the laser
intensity. Pulse duration 30 fs, peak intensity 2.8× 1015 Wcm−2.
intensities investigated. Similarly, the anisotropy degree of argon clusters has values around
1.5 (i.e., it stays above 1) for the range of intensities studied. There seems to be a drop in
the anisotropy degree for the lowest intensity studied. However, this is difficult to analyse
qualitatively because the overall signal to noise ratio of the measured ion yield decreases with
falling intensity, leading to large error bars. Altogether, the new anisotropy is clearly present
in the cluster explosions for a range of energies of 0.3−1 mJ (corresponding to peak intensities
of 0.8− 2.8× 1015 Wcm−2).
6.3 Pulse duration investigations of the ion anisotropy
In order to track the changes in the ion anisotropy in different pulse duration regimes, we have
performed measurements with pulse durations in the range of 8−160 fs. Pulses with durations
of 8 − 21 fs were produced by the hollow fibre and chirped mirrors compression system (see
section 3.4). Chirped pulses with durations of 28 − 160 fs were produced by changing the
grating separation in the compressor. Additionally, transform-limited pulses with duration of
86 fs were produced by spectral windowing using a multi-layer bandpass filter. In this section
we present experimental results obtained with all these pulse durations, covering both the
impulsive and the non-impulsive regime.
6.3.1 Ion emission with chirped pulses
Pulse durations longer than 28 fs were produced by detuning the compressor of the laser
system, see section 3.3.4. Changing the grating separation introduces a chirp to the pulse and
also maps the spectral asymmetry to the pulse temporal profile. When the distance between
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the compressor gratings is smaller than the optimal value the pulses are positively chirped
and have a steeper falling edge. When the distance between the gratings is larger, negatively
chirped pulses with a steeper rising edge are produced (see Fig. 3.10).
The dynamics of the exploding clusters is very sensitive to the time profile of the laser
pulse. Because most of the processes (inner and outer ionisation, heating) happen on the rising
edge of the pulse, a pulse with a steeper rising edge is effectively shorter than a symmetrical
pulse with the same FWHM width. Therefore, one can expect quantitative differences in the
laser-cluster interaction between negatively and positively chirped pulses of identical FWHM
width [84]. However, as will be shown later, the trends in the ion anisotropy depend primarily
on the pulse duration.
Ion energy spectra from Xe14000 and Ar14000 clusters irradiated with negatively chirped
160 fs pulses are shown in Fig. 6.8. The energy per pulse was the same as for the 28 fs
pulse measurements (1 mJ) leading to a peak intensity of 6.5× 1014 Wcm−2. Xenon clusters
under long pulse irradiation, in the non-impulsive regime, explode almost isotropically with
only slightly more energetic ions ejected along the laser polarisation axis (Fig. 6.8(a)). The
average ion energies are ∼ 9.0 keV and ∼ 8.7 keV for the directions θ = 0◦ and θ = 90◦,
respectively, and the degree of anisotropy is E⊥/E‖ = 0.97. For argon clusters (Fig. 6.8(b))
the anisotropy of the cluster explosion is clearly reversed back to the well-known case with
the anisotropy degree E⊥/E‖ < 1. The average energies of argon ions ejected in directions
θ = 0◦ and θ = 90◦ are ∼ 4.6 keV and ∼ 3.7 keV, which corresponds to an anisotropy degree
of 0.81. The observation of E⊥/E‖ < 1 for longer pulse duration is in agreement with results of
previous experiments in the non-impulsive regime [26, 28, 30, 31] and can be explained by the
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charge-flipping mechanism (section 6.1.1, Refs. [31, 122]) and surface polarisation acceleration
(section 6.1.2, Ref. [28]).
In order to get more insight into the changes of the ion anisotropy, a pulse duration
investigation of the ion emission from clusters has been performed. In this measurement
pulse duration was varied from 28 fs to 160 fs by increasing the grating separation in the
compressor, while energy per pulse was kept constant at 1 mJ. Ion spectra were measured in
directions parallel and perpendicular to the laser polarisation axis and the anisotropy degree
has been evaluated for each pulse duration, see insets in Fig. 6.8. From this measurement one
can see that the degree of anisotropy decreases with lengthening of the pulse and eventually
drops below 1, i.e., the anisotropy is reversed back to the “standard” case. The gradual change
of the ion anisotropy indicates a smooth transition between two regimes of the laser-cluster
interaction.
The variation of the ion anisotropy seemingly depends on the pulse duration but can also
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be affected by the chirp and the temporal profile of the laser pulse. In order to address
the chirped nature of the pulses we show ion energy spectra of Xe2600 and Ar2600 clusters
irradiated with pulses with approximately the same duration of 65 fs and opposite signs of
chirp (Fig. 6.9). The energy per pulse was the same as for the 28 fs pulse (1 mJ), leading to
peak intensities around 1.5× 1015 Wcm−2.
Firstly, although the FWHM pulse duration is approximately the same for the positively
and negatively chirped pulses, there is a noticeable difference between the ion spectra from
xenon clusters measured with opposite signs of chirp (Fig. 6.9(a,b)). For positively chirped
pulses, slightly more energetic ions are emitted in the parallel direction and for negative chirp
more energetic ions are observed in the perpendicular direction to the laser polarisation. This
difference is not likely to be due to the variation of the laser frequency with time for chirped
pulses. Previous detailed studies of clusters under irradiation with chirped pulses have shown
that the effect of the chirp itself is not significant [84]. The differences in the ion energy
spectra can be attributed to the different pulse temporal profiles for positive and negative
chirps, see section 3.3.4. In our system a negatively chirped pulse has a steeper rising edge,
therefore, it is effectively shorter than the positively chirped pulse, that has a steeper falling
edge. The anisotropy degree of xenon clusters with negatively chirped pulses is E⊥/E‖ > 1
which is the same type of anisotropy as for the 28 fs pulse. However, ion spectra measured
with ∼ 65 fs positively chirped pulses have an anisotropy degree around 1, indicating a change
in the ion emission already at this pulse duration. It can be seen from the insets in Fig. 6.9
that show the average ion energies as a function of the pulse duration, that the transition
in ion anisotropy is faster for the positively chirped pulses than for the negatively chirped
pulses. This is because positively chirped pulses in our experiments are effectively longer
than negatively chirped pulses with the same FWHM width.
In the case of argon clusters irradiated by ∼ 65 fs pulses (Fig. 6.9(c,d)) the ion emission
is anisotropic with E⊥/E‖ < 1 both for the positive and negative chirp. There is only a small
difference between the two chirps, the average energy of ions emitted in the parallel direction
is 1.1-times larger for positive chirp than for the negative chirp. Average ion energies for the
perpendicular direction are the same for both chirps. Argon clusters expand faster than xenon
clusters, therefore, when irradiated with 65 fs pulses, argon clusters expand substantially
during the laser pulse, so there is only a small difference in the ion anisotropy due to the
temporal asymmetry of the pulse.
Insets in Fig. 6.9 show the average ion energies as a function of the pulse duration for
directions θ = 0◦ and 90◦. In the case of Xe2600 clusters, the average ion energy increases
with lengthening the pulse duration for both polarisation directions, despite lowering the laser
intensity. The increase of ion energies is consistent with previous cluster studies [28, 84, 115]
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Figure 6.10: Nanoplasma model calculation of ion energies as a function of the pulse duration
for Xe2600 clusters (black line) and Ar2600 clusters (blue line). The intensity in the calculation was
3.7×1015 Wcm−2 for the 28 fs pulse and the energy per pulse was kept constant for all pulse durations.
and can be explained by heating of the nanoplasma when the resonant condition ne = 3nc is
met (see section 2.3). The nanoplasma model predicts the optimal pulse duration to maximise
the ion energies from xenon clusters to be around 320 fs for Xe2600 clusters irradiated with
pulses with energy of 1 mJ (Fig. 6.10). Therefore, our observation of increasing ion energy
with lengthening the pulse duration for Xe2600 clusters is consistent with the prediction of the
nanoplasma model.
For Ar2600 clusters the nanoplasma model predicts the optimal pulse duration for produc-
tion of energetic ions to be around 220 fs (Fig. 6.10). Therefore, one would expect the average
ion energies to increase with pulse duration in the range of 28− 70 fs in our experiment. This
is observed for average ion energies in the parallel direction to the laser polarisation (black
symbols in the inset of Fig. 6.9(c,d)). However, the average energy of ions emitted in the per-
pendicular direction decreases with the pulse duration, in strong contrast to the predictions
of the nanoplasma model. This fact indicates that there are new physical mechanisms driving
cluster explosions in the impulsive regime.
6.3.2 Long transform-limited pulses
In order to further investigate the effect of the pulse duration on the ion emission from clusters,
additional experiments were performed with a near transform-limited pulse with a duration
of 86 fs. In this measurement the effect of the chirp is eliminated and the pulse duration is
the only experimental parameter that is changed.
A near transform-limited pulse with a duration of 86 fs was produced by a bandpass
filter (Semrock FF800-12). The filter transmits a narrow part of the spectrum of the Red
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Figure 6.11: Measured spectrum of the laser pulse before (black) and after (blue) the bandpass
filter.
Dragon system (Fig. 6.11). The FWHM width of the transmitted spectrum is around 20 nm
and the measured pulse duration is 86 fs. In order to prevent damage of the filter by the
intense laser beam, the beam was expanded to twice the FWHM diameter before the filter
to decrease the total incident fluence. Energy per pulse before the filter was 2 mJ leading to
0.9 mJ immediately after the filter and 0.8 mJ entering the experimental chamber. Due to the
expansion of the beam the focusing was tighter and the measured 1/e2 diameter of the focal
spot was 34 µm. This resulted in a peak intensity of 1.9 × 1015 Wcm−2 in the interaction
region.
For comparison, measurements were also performed with the direct output of the Red
Dragon system (near transform-limited pulses with durations of 30 fs) expanded twice in
diameter with energy per pulse of 0.8 mJ. Therefore, in this measurement, only the pulse
duration was changed from 30 fs to 86 fs. Other conditions; energy per pulse, focusing
geometry and the cluster beam, remained identical for 30 fs and 86 fs pulses.
Fig. 6.12(a) shows the ion energy spectra from Xe14000 clusters in directions θ = 0
◦ and 90◦
measured with pulses with durations of 30 fs and 86 fs. Other parameters were the same for
both pulse durations. Ion emission from xenon clusters under 30 fs irradiation is anisotropic
with an anisotropy degree E⊥/E‖ = 1.65. When irradiated with 86 fs pulses the ion emission
becomes almost isotropic with anisotropy degree of 0.95. This observation confirms that the
change in the ion anisotropy is the effect of the pulse duration.
It is interesting to compare the ion emission from clusters irradiated by a near transform
limited pulse and a chirped pulse of the same duration of ∼86 fs (Fig. 6.12(b)). The ener-
gies per pulse were 0.8 mJ for the near transform-limited pulse and 1 mJ for the chirped
pulse, the peak intensities were 1.9 × 1015 Wcm−2 for the near transform-limited pulse and
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Figure 6.12: Ion energy spectra from Xe14000 clusters measured in directions parallel (black lines)
and perpendicular (red lines) to the laser polarisation axis. (a) Comparison of “short” and “long” near
transform-limited pulses. Solid line: 86 fs pulse, peak intensity 1.9× 1015 Wcm−2. Dashed line: 30 fs
pulse, peak intensity 5.4 × 1015 Wcm−2. (b) Comparison of the near transform-limited (TL) pulse
and a chirped pulse. Solid line: near transform-limited 86 fs pulse, peak intensity 1.9× 1015 Wcm−2.
Dashed line: positively chirped 88 fs pulse, peak intensity 1.2× 1015 Wcm−2.
1.2 × 1015 Wcm−2 for the chirped pulse. In both cases the ion emission is almost isotropic.
The anisotropy degrees are 0.95 for the near transform-limited pulse and 0.99 for the posi-
tively chirped pulse. However, there is a considerable difference in the measured ion energies.
Average ion energy measured with the chirped pulse is 6.1 keV which is 2.3-times larger than
the average ion energy obtained with the near transform-limited pulse (∼2.6 keV). This fact
is surprising because the peak intensity is higher for the near transform-limited pulse than
for the chirped pulse. It is possible that it is the total energy in the pulse that determines
the ion energies and that was larger in our experiment in the weakly focused chirped pulse.
Moreover, the temporal shape of the pulse plays a role.
6.3.3 Ion emission with few-cycle pulses
In order to obtain a more complete picture of the pulse duration dependence of the ion
anisotropy, we have performed additional measurements using laser pulses with durations
down to 8 fs produced by the hollow fibre compression system (section 3.4). In this measure-
ment pulse duration was varied in the range of 8 − 21 fs by decreasing neon pressure in the
differentially pumped hollow fibre. Energy per pulse in the interaction region was about 300 µJ
which is about 3-times lower than the energy used with the direct output of the Red Dragon
system. This leads to lower signal levels in the measured ion spectra. However, because
the anisotropy degree does not depend much on the intensity (see section 6.2.2), anisotropy
degrees measured with the hollow fibre can be directly compared with results obtained using
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Figure 6.13: (a) Ion energy spectra from Xe28000 clusters measured in directions parallel (black
line) and perpendicular (red line) to the laser polarisation axis. Solid lines: pulse duration 8 fs, peak
intensity 5.4 × 1015 Wcm−2. Dashed lines: pulse duration 21 fs, peak intensity 1.6 × 1015 Wcm−2.
(b) Average ion energy from xenon clusters as a function of pulse duration in directions parallel (black
symbols) and perpendicular (red symbols) to the laser polarisation axis.
the direct output of the Red Dragon system.
The low signal to noise ratio in these studies presented a problem particulary for xenon
clusters. Xenon produces clusters at lower backing pressure and, therefore, the total atomic
density in the interaction region is about 3-times lower for xenon clusters than for argon
clusters with the same size. In order to increase the signal level for xenon the output beam of
the hollow fibre was expanded to twice the FWHM diameter to achieve tighter focusing. In
the experiment on xenon clusters the focal spot diameter was 35 µm and the energy per pulse
was around 200 µJ. Moreover, to increase the density in the interaction region, the backing
pressure was increased to 8 bar, producing xenon clusters with an estimated average size of
28000 atoms. Separate measurements have shown only a small variation of the ion emission
with xenon cluster size (sections 5.2.1 and 6.2.2), therefore, data obtained with 8 bar of xenon
should be comparable with other data.
Ion energy spectra from Xe28000 clusters measured with pulse durations of 8 fs and 21 fs
are shown in Fig. 6.13(a). Ion emission in both these cases is anisotropic with the anisotropy
degree of 1.2 for both pulse durations. Contrary to the observations at longer pulse durations
(> 30 fs) ions with larger energies are produced with the shorter pulse. Fig. 6.13(b) shows
that the average ion energy decreases as a function of the pulse duration in the range 8−21 fs
both for directions parallel and perpendicular to the laser polarisation axis. This observation
can be explained by the fact that the peak intensity decreases with increasing pulse duration.
Heavy xenon ions do not explode during the laser pulse, therefore, resonant heating of the
cluster nanoplasma does not play a role. Consequently, the decrease of the average ion energy
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Figure 6.14: (a) Ion energy spectra from Ar5800 clusters measured in directions parallel (black line)
and perpendicular (red line) to the laser polarisation axis. Solid lines: pulse duration 11 fs, peak
intensity 1.4 × 1015 Wcm−2. Dashed lines: pulse duration 20 fs, peak intensity 7.6 × 1014 Wcm−2.
(b) Average ion energy of argon clusters as a function of pulse duration in directions parallel (black
symbols) and perpendicular (red symbols) to the laser polarisation axis.
with increasing the pulse duration is due to the decrease of the laser intensity.
Further measurements were performed with argon clusters. In this case the output beam
of the hollow fibre was not expanded, the focal spot diameter was 72 µm and the energy per
pulse was around 330 µJ. Measured ion spectra from Ar5800 clusters with pulse durations
11 fs and 20 fs are presented in Fig. 6.14(a). Contrary to the results with xenon clusters,
there is a qualitative difference between the ion anisotropy of argon clusters under 11 fs and
20 fs irradiation. When irradiated with 20 fs pulses, more energetic ions are emitted in
direction θ = 90◦, the anisotropy degree is 1.4. In contrast, Ar5800 clusters subjected to 11 fs
pulses explode with more energetic ions for θ = 0◦, the anisotropy degree is 0.7. Moreover, the
average ion energy in the perpendicular direction increases with lengthening the pulse duration
(Fig. 6.14(b)) despite reducing the peak laser intensity. Note that for argon clusters, it is the
ion emission in θ = 90◦ direction that behaves differently with increasing pulse duration. For
few-cycle pulses, other signals (ion energies from xenon clusters and from argon clusters at
θ = 0◦) decrease with pulse duration, this one increases. For pulses longer than 30 fs, other
signals increase, this one decreases (see section 6.3.1).
The increase of the mean ion energies with pulse duration cannot be directly explained by
resonant heating of the cluster nanoplasma because there is not enough time for clusters to
expand during the laser pulse. Similarly, the observation of the standard anisotropy (E⊥/E‖ <
1) for the shortest pulse durations investigated cannot be explained by mechanisms such
as charge-flipping and surface polarisation acceleration that have been used to explain the
standard anisotropy in the non-impulsive regime [28, 31]. Therefore, there is probably a new
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polarisation and the ion emission direction. Black symbols: pulse duration 11 fs, peak intensity
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ion acceleration mechanism acting on a sub-cycle time scale that results in the observation of
the standard anisotropy in the few-cycle regime.
More insight (or more confusion) into the anisotropic explosion of argon clusters can be
seen from Fig. 6.15, which shows average ion energies from Ar5800 clusters as a function of the
angle θ for pulse durations 11 fs and 20 fs. As has been discussed before, more energetic ions
are emitted at θ = 90◦ for the 20 fs pulse, but at θ = 0◦ for the 11 fs pulse. Moreover, average
ion energies in the parallel direction are approximately the same (around 200 eV) for both
pulse durations and the difference between the 11 fs and 20 fs irradiation is pronounced mainly
in the direction perpendicular to the laser polarisation axis. It seems that the explosion of
argon clusters in the parallel direction to the laser polarisation is not affected as much by the
pulse duration as the explosion in the perpendicular direction. Consequently, it is likely that
there are new processes accelerating or decelerating ions in the perpendicular direction.
6.3.4 Summary of pulse duration investigations
We will now summarise the extensive pulse duration investigation on anisotropic cluster ex-
plosions performed over the pulse duration range of 8− 160 fs.
Fig. 6.16 shows the measured anisotropy degree as a function of the pulse duration of
argon and xenon clusters with 2600 and 14000 atoms. Fig. 6.16(c) also shows the anisotropy
degree of xenon clusters irradiated by long (100s fs) pulses found in the literature [26, 28].
Although different laser sources were used in our measurement for different pulse durations
(hollow fibre for the sub-20 fs pulses, chirped pulses for > 30 fs and a near transform-limited
pulse with duration of 86 fs) the general trend in the anisotropy degree is clear.
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Firstly, in the few-cycle domain, ion emission from xenon clusters is anisotropic with
E⊥/E‖ > 1. The anisotropy degree is ∼ 1.25 and does not vary much within the range of
pulse durations under study (8 fs − 21 fs). The weak dependence on the pulse duration can
be explained by the fact that heavy xenon ions essentially do not move during the laser pulse.
Therefore, there is not much change in the ion acceleration mechanisms when going from
8 fs to 21 fs. On the other hand, ion emission from argon clusters in the few-cycle laser
fields undergoes rapid changes when the pulse duration is decreased from ∼ 20 fs to ∼ 10 fs
(Fig. 6.16(a)). In this case, for the shortest pulse durations, the anisotropy degree E⊥/E‖
drops below 1. This observation cannot be explained by mechanisms such as charge-flipping
[31, 122] and surface polarisation acceleration [28] used to explain the well-known anisotropy in
the non-impulsive regime. Therefore, there must be a new, presumably sub-cycle, mechanism
accelerating argon ions in the direction parallel to the laser polarisation axis, that is dominant
in the few-cycle regime.
Secondly, the new anisotropy with degree E⊥/E‖ > 1 is observed for a range of pulse
durations, that is specific to the cluster type and size. The anisotropy degree has a maximum
values of ∼ 1.8 for xenon clusters and ∼ 1.4 for argon clusters. When the pulse duration is
increased from ∼ 30 fs to & 50 fs (depending on the cluster type), i.e., from the impulsive
to the non-impulsive regime, the anisotropy degree gradually decreases and eventually drops
below 1 so the anisotropy is reversed back to the standard case. This continuous change of
the anisotropy degree with pulse duration suggests that there is an interplay between physical
processes driving the cluster explosions on different time scales.
In the non-impulsive regime, when the pulse duration is comparable to the cluster explosion
time, more energetic ions are emitted in the direction along the laser polarisation axis. This
phenomenon can be explained by surface polarisation acceleration [28] and the charge-flipping
process [31, 122] (section 6.1). However, these mechanisms are not expected to be significant in
the impulsive regime. Surface polarisation charge is not resonantly enhanced in the impulsive
regime because there is insufficient expansion of the cluster to reach the resonant condition.
The charge-flipping force is supposed to be less important for shorter pulses because it acts
on ions for a smaller number of laser cycles.
Other processes start to prevail in the impulsive regime. In this regime, electrons and
highly-energetic ions are emitted in mutually orthogonal directions (see section 6.2.1). Conse-
quently, highly energetic ions emitted in the direction perpendicular to the laser polarisation
axis are more likely to be accelerated by electrostatic forces than by hydrodynamic forces. In
order to explain the new observed anisotropy I have developed an electrostatic model, that
shows electric field suppression at the cluster poles, leading to anisotropic ion acceleration.
This model will be described in section 6.5.
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Figure 6.16: Anisotropy degree as a function of pulse duration. (a) Ar2600 clusters (open symbols)
and Ar∼14000 clusters (solid symbols). Different light sources are indicated. Energy per pulse was
330 µJ for the hollow fibre beam, 1 mJ for chirped pulses, and 0.8 mJ for the filtered beam. (b)
Xe2600 clusters, chirped pulses 1 mJ per pulse, filtered beam 0.8 mJ. (c) Large xenon clusters. Black:
Xe28000, hollow fibre, 200 µJ per pulse. Red: Xe14000, positive chirp, 1 mJ per pulse. Blue: Xe14000,
negative chirp, 1 mJ per pulse. Green: Xe14000, near transform-limited pulse, 0.8 mJ. Pink: Xe5300,
peak intensity 1.3 × 1016 Wcm−2, from Springate et al. [26]. Orange: Xe150000, peak intensity
1× 1015 Wcm−2 for 200 fs pulse, from Kumarappan et al. [28].
6.4 Transition between impulsive and non-impulsive regimes
The transition of the anisotropy degree E⊥/E‖ from > 1 to < 1 occurs at a specific pulse
duration for each cluster size and atomic species studied and for each sign of chirp. I designate
the pulse duration at which the anisotropy degree passes through 1 the transition time tA.
The transition times determined from the experimental data of xenon and argon clusters
containing 2600 and 14000 atoms (Fig. 6.16) are presented in table 6.2. Transition times for
the positively chirped pulses are shorter than for the negatively chirped pulses, due to the
asymmetry in the pulse temporal profile (see section 6.3.1).
The experimentally determined transition time tA for each cluster type can be compared
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Table 6.2: Transition times tA for xenon and argon clusters with 2600 and 14000 atoms determined
from the measured anisotropy degrees.
Xe2600 Xe14000 Ar2600 Ar14000
tA (fs) positive chirp 50 90 35 40
tA (fs) negative chirp 80 140 40 70
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Figure 6.17: Relation between the estimated explosion time tE and experimentally determined
transition time tA for xenon and argon clusters containing 2600 and 14000 atoms. (a) tE calculated for
Z = 1 and kBTe = 500 eV, tA determined from positively chirped pulses (red) and negatively chirped
pulses (blue). Linear fits tE = atA are also shown. (b) tE calculated for different values of charge
Z and electron temperature Te, tA determined for negatively chirped pulses. The choice of Z and Te
only weakly influences the correlation between tE and tA.
with the cluster explosion time tE . The characteristic cluster explosion time tE can be esti-
mated in different ways (see section 5.3). Here, for simplicity, I consider that tE is the time
needed for a cluster to double its initial radius R0 assuming ions exploding hydrodynamically
at the plasma sound speed:
tE = R0
√
mi/ZkBTe, (6.6)
where Z is the ion charge state, Te is the electron temperature and mi is the ion mass. The
assumption of hydrodynamic expansion should be reasonably valid in the non-impulsive regime
and is in very good agreement with the two-pulse experimental results (section 5.3). For the
calculation of tE a log-normal cluster size distribution was taken into account. The relation
between the estimated expansion time tE and the experimentally determined transition time
tA for four different clusters is presented in Fig. 6.17(a). A strong correlation between the
expansion time and the transition time can be seen for both signs of chirp, tE = atA, with
a = 3.6 for the positive chirp and a = 2.3 for the negative chirp.
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Figure 6.18: Left axis, black symbols: measured anisotropy degree as a function of size for argon
clusters irradiated with 28 fs pulses with peak intensity of 3.7 × 1015 Wcm−2. Right axis: estimated
transition time tA = tE/a as a function of the cluster size. Red: a = 3.6, positive chirp, blue: a = 2.3
negative chirp.
In Fig. 6.17(a) values of Z = 1 and kBTe = 500 eV have been used for the calculation
of the explosion time, though the choice of these parameters has only a weak influence on
the correlation between tE and tA. Fig. 6.17(b) shows the calculated explosion times for
different choices of Z and kBTe as a function of the transition time for negatively chirped
pulses. Values of Te and Z affect the explosion times tE for all clusters considered, but the
dependence between tE and tA is still linear, only with a different slope. Therefore, the change
in the ion anisotropy (quantified by tA) is directly related to the transition of the interaction
from the impulsive to the non-impulsive regime on a time scale determined by tE .
To further investigate the role of the transition time in the laser-cluster interaction, I
compare the experimentally determined anisotropy degree of argon clusters of different sizes
with predictions based on the estimation of transition times. The estimated transition times
tA = tE/a for argon clusters are shown in Fig. 6.18 as red symbols for positive chirp (a = 3.6)
and blue symbols for negative chirp (a = 2.3). The calculated transition time increases with
the cluster size. For positively chirped pulses, tA = 28 fs for argon clusters with 3000 atoms,
and for negatively chirped pulses, tA = 28 fs for argon clusters with 1000 atoms.
The estimation of the transition times means that argon clusters containing less than
∼ 2000 atoms (taking the average between the positive and the negative chirp) irradiated
with 28 fs pulses are in the non-impulsive regime, because their transition time is shorter
than the pulse duration (tA < 28 fs). Therefore, the degree of anisotropy in their explosions is
predicted to be E⊥/E‖ < 1. On the other hand, argon clusters with more than ∼ 2000 atoms
under 28 fs irradiation are expected to be in the impulsive regime (their transition time is
larger than the pulse duration, tA > 28 fs), therefore, they are expected to explode with a
degree of anisotropy E⊥/E‖ > 1.
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This prediction can be compared with the experimentally determined anisotropy degree of
argon clusters irradiated with 28 fs pulses (black symbols in Fig. 6.18). The agreement is very
good. For the smallest clusters, the measured anisotropy degree is E⊥/E‖ < 1 and this changes
to E⊥/E‖ > 1, roughly at the cluster size of 1000 atoms, which is consistent with predictions
based on the estimation of tA. This agreement between the estimation and the experimental
results further confirms that the anisotropy degree is directly related to the cluster expansion
regime.
6.5 Theoretical model: driven and damped harmonic oscilla-
tor
In this section I present an electrostatic model that can qualitatively explain the new observed
ion anisotropy. I calculate the electric field inside the cluster that drives the explosion of the
most energetic ions in the anisotropic part of the ion spectra. The choice of an electrostatic
description instead of hydrodynamic is based on our experiments that show that in the impul-
sive regime more energetic ions are emitted at θ = 90◦, but cluster electrons are still emitted
predominantly in the θ = 0◦ direction (Fig. 6.4). This fact suggests that the hydrodynamic
forces are of minor importance in highly-energetic ion acceleration in the impulsive regime,
i.e., the highly-energetic ions are not pulled directly from the cluster by hot electrons, and
Coulomb forces are more significant in determining the trajectories of the highly-energetic
ions.
I treat the cluster as a homogeneously charged sphere with an electron cloud oscillating
on the unexpanded ionic background. The simplifications made are justified by the molecular
dynamics simulations by Saalmann and Rost [99] which have shown, that the description
of the electrons as a driven and damped harmonic oscillator is in good agreement with the
numerical simulations for medium sized clusters under strong irradiation. Moreover, the model
presented here is similar to the analytical model of Breizman et al. [128] that has been used
to explain the standard anisotropy of hydrogen clusters [32].
6.5.1 Model overview
The cluster is treated as a homogeneous sphere with radius R0 and initial ion density ni
(Fig. 6.19). At the beginning of the driving laser pulse some electrons are inner ionised
creating ions with an average charge state Z. Inner ionisation is not treated explicitly and
the ionic average charge Z is a parameter of the model. The choice of Z is based on the
calculations of the cluster ionisation in the impulsive regime presented in section 5.1. The
expected average charge state Z in the impulsive regime is around 1−2. Some fraction of the
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Figure 6.19: Geometry of the electrostatic model. A homogeneous electron sphere (shaded circle)
oscillates on the ionic background (white circle) in the laser electric field. The distance r is measured
from the centre of the cluster, distance re from the centre of the electron sphere, ze is the displacement
of the electron sphere. (a) Overall geometry, (b) diagram of forces exerted by the electron sphere.
inner ionised electrons can leave the cluster early in the interaction (be outer ionised), hence
the cluster becomes positively charged with the total charge Q. The outer ionisation of the
cluster is estimated by the barrier suppression by the laser electric field (section 2.2.1.6) and
the total cluster charge Q is determined by Eq. (2.10).
The number Ne of inner ionised electrons that remain bound to the cluster is:
Ne = ZN −Q/e, (6.7)
where N is the total number of ions and ZN is the total number of electrons. These trapped
electrons form a sphere inside the cluster with a charge density Zni so the interior of the
electron sphere is quasi-neutral. The radius Re of the electron sphere is:
Re =
(
3Ne
4πZni
)1/3
< R0. (6.8)
The motion of the electron sphere is driven by the laser electric field and damped by electron
heating and inner ionisation of further electrons [99]. All damping mechanisms are included
in the damping constant Γ which is chosen to be on the order of the cluster eigenfrequency
(Eq. (2.18)) in accordance with molecular dynamics simulations by Saalmann and Rost [99].
The equation of motion of the centre of the electron sphere is:
z¨e(t) + 2Γz˙e(t) + ω
2
Cze(t) = −eE0 sinωt/me. (6.9)
where ω is the frequency of the driving laser electric field and ωC is the eigenfrequency of the
electron sphere inside the cluster. The electron sphere oscillates harmonically with frequency
ω with an amplitude ze0 given by Eq. (2.20), and a phase ϕe given by Eq. (2.21).
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Because the electron cloud oscillates, its cycle-averaged electric field is not isotropic, lead-
ing to an anisotropy in the total (ion + electron) intracluster electric field. I will show that,
depending on the initial conditions (such as ion charge state Z, damping rate Γ, laser inten-
sity), the total cycle-averaged electric field is anisotropic and can have a maximum either at
the cluster pole or at the cluster equator. The anisotropy also changes as a function of the
distance r from the centre of the cluster. In the following sections I will present calculations
of the intracluster electric field and numerical results for different conditions.
6.5.2 Electric field calculations
The total intracluster electric field is calculated and averaged over one laser period. The
total field includes the ionic field, the field of the electron sphere and the laser field. The
cycle-averaged value of the laser field is zero so it does not need to be included in the model.
A calculation of the ionic field is straightforward, it is the electric field of a homogeneously
charged sphere:
Eir(r) =


NZer/(4πε0R
3
0) r ≤ R0
NZe/(4πε0r
2) r > R0.
(6.10)
This field is static, isotropic and has only the radial component.
The electron sphere oscillates around the cluster centre with an excursion ze(t) given by
Eqs. (2.19), (2.20) and (2.21). In the coordinate system with respect to the cluster centre the
electric field of the electrons has both radial and azimuthal components (see Fig. 6.19(b)) and
they depend both on the radial distance r and the angle θ. The electric field of electrons is:
Ee(r, θ) =


−NZere/(4πε0R30) re ≤ Re
−Neere/(4πε0r3e) re > Re,
(6.11)
where
re =
√
(r sin θ)2 + (ze − r cos θ)2 (6.12)
is the distance from the centre of the electron sphere. Radial and azimuthal components of
the electric field of the electrons are:
Eer(r, θ) = |Ee(r, θ)|(r − ze(t) cos θ)/re(t), (6.13)
Eeθ(r, θ) = |Ee(r, θ)|ze sin θ/re(t). (6.14)
This field depends on time because of the motion of the electron sphere. The time-dependent
electric field of the electron sphere Ee(t) is averaged over one laser period T :
〈Ee〉 = 1
T
∫ T
0
Ee(t)dt (6.15)
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and added to the ionic electric field given by Eq. (6.10). The total field has both radial and
azimuthal components due to the non-zero azimuthal component of the field of the electron
sphere. However, the calculations show that the azimuthal component is about one order of
magnitude smaller than the radial component. Moreover, the radial component is significant
in driving the cluster explosion. Therefore, in what follows, only the radial component of the
calculated cycle-averaged electric field is presented.
6.5.3 The isotropic case
Before results of the cycle-averaged field calculations are presented, I firstly discuss the an-
alytical solution of the isotropic situation with the electron sphere at rest in the centre of
the cluster. In this case the intracluster electric field is isotropic and its value at the cluster
surface is equal to the laser field E0. The surface field can be calculated directly by combining
Eqs. (6.10), (6.11), (6.7) and (2.10) for r = R0:
Ei(R0) + E
e(R0) =
1
4πε0
NZe
R20
− 1
4πε0
Nee
R20
=
1
4πε0
(
NZe
R20
− (NZ −Q/e)e
R20
)
=
1
4πε0
4πε0E0R
2
0
R20
= E0. (6.16)
The fact that the calculated field at the cluster surface in the isotropic case is equal to the
laser field E0 is expected because of the barrier suppression mechanism for outer ionisation
of electrons.
Furthermore, I will calculate the ion potential energy at the cluster surface in order to
estimate the expected ion energies from exploding clusters. The total electric field outside the
isotropic cluster is:
Ee(r) + Ei(r) =
E0R
2
0
r2
for r > R0. (6.17)
The energy of an ion with charge Ze that is accelerated from the cluster surface to infinity is:
E = Ze
∫ ∞
R0
E0R
2
0
r2
dr = ZeE0R0. (6.18)
With numerical values Z = 1, E0 = 1.67 × 1011 Vm−1 (corresponding to an intensity of
3.7× 1015 Wcm−2), R0 = 3.4 nm, one finds E = 570 eV. This rough estimate of ion energies
is consistent with the experimentally observed ion energy distributions with most of the ions
having energies below 1 keV.
6.5.4 Predictions of the model
The calculated electric field inside the cluster depends on the distance r from the cluster
centre, on the initial conditions (cluster size and species, laser intensity) and the values of
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Figure 6.20: Cycle-averaged electric field inside a Xe2600 cluster (with Z = 1, Γ = 1.5ωC) calculated
at different radial positions r inside the cluster and normalised to the surface field in the isotropic
case. Laser intensity 3.7× 1015 Wcm−2. Numbers next to lines show the ratio of the electric field at
θ = 90◦ and θ = 0◦.
the damping rate Γ and ionic charge state Z. Xenon clusters have been chosen for all the
calculations because the new anisotropy is most strongly pronounced in experiments with
xenon clusters. However, change of cluster species in the model only slightly changes the
initial ion density and, therefore, has only a small effect on the calculated electric field.
First of all, the anisotropy in the calculated electric field depends on the position r within
the cluster. Fig. 6.20 shows the calculated electric field inside a Xe2600 cluster with an initial
radius of 3.4 nm as a function of angle θ for four different distances r from the cluster centre.
The new anisotropy (with maximum electric field at the cluster equator) is developed at the
surface of the cluster (r = R0, green line in Fig. 6.20). At this point the electric field at the
equator is 1.12-times larger than the field at the cluster pole. Moving inwards into the centre
of the cluster this anisotropy decreases and eventually reverts, i.e., starts to have a maximum
at the cluster pole (black line in Fig. 6.20). For even lower values of r the cycle-averaged
electric field becomes negligible because of the shielding inside the electron sphere.
The electric field at the cluster surface drives the Coulomb explosion of the most energetic
ions [31, 100] and the anisotropy has been experimentally observed mainly in the high energy
part of the ion spectra. Because of this fact, in what follows, I show the calculated electric
field at the cluster surface (position r = R0). To highlight the anisotropy, the calculated
surface field is normalised to the surface field in the isotropic case (which is equal to the laser
field amplitude E0).
The first parameter that affects the calculated electric field profile is the damping constant
Γ, which defines the amplitude of the electron sphere motion via Eq. (2.20). The calculated
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Figure 6.21: Cycle-averaged electric field at the surface of a Xe2600 cluster, laser intensity 3.7 ×
1015 Wcm−2. (a) Different damping rates Γ, Z = 1. (b) Different charge states Z, Γ = 1.5ωC .
radial electric field for different damping rates is shown in Fig. 6.21(a). The damping rate
Γ has been chosen to be on the order of the cluster eigenfrequency ωC [99]. In the case
of low damping (black line, Fig. 6.21(a)) the amplitude of the electron sphere motion is
large (ze0 = 1.9 nm) and the cycle-averaged electric field has roughly the same value at the
cluster pole and at the equator. As the damping rate increases, the electron sphere amplitude
decreases and the new anisotropy starts to appear. For Γ = 1.5ωC the electric field at the
cluster equator is 1.12-times larger than the field at the cluster pole. Further increase of Γ
leads to lowering of the electron sphere amplitude and makes the field more isotropic. In the
limit of large damping, ze0 ≈ 0 and the cluster surface electric field is isotropic.
The second parameter of the model that influences the anisotropy is the average ionic
charge state Z. The expected charge state in the impulsive regime is low because of the
shielding of the laser electric field inside the unexpanded cluster and a low contribution from
collisional ionisation. The calculated cycle-averaged electric field for different values of Z is
presented in Fig. 6.21(b). In this model ionic charge state Z affects the number Ne of electrons
in the electron cloud (Eq. (6.7)) and the eigenfrequency (Eq. (2.18)). Higher Z means that
the electron sphere is larger. Calculated electric field profiles show that the new anisotropy
is present for small average charges. For Z = 1 the cycle-averaged electric field at the cluster
equator is 1.12-times larger than at the cluster pole. Increasing the charge state Z leads to
a reduction of the new anisotropy and eventually to appearance of the standard anisotropy
with maximum electric field at the cluster pole.
Furthermore, the calculated cycle-averaged electric field depends on the cluster and laser
properties. The laser intensity plays a role in the outer ionisation of the cluster (Eq. (2.10))
6.5. THEORETICAL MODEL 183
0 1 2 3 4 5
0.7
0.8
0.9
1.0
1.1
E
  
/ 
E
 5 x 1014 W cm-2
 1 x 1015 W cm-2
 2 x 1015 W cm-2
 5 x 1015 W cm-2
 1 x 1016 W cm-2
0 10 20 30 40 50 60 70 80 90
0.92
0.94
0.96
0.98
1.00
1.02
1.04
E
 /
 E
0
 5 x 1014 W cm-2
 1 x 1015 W cm-2
 2 x 1015 W cm-2
 5 x 1015 W cm-2
 1 x 1016 W cm-2
(a) (b)
Xe       , R  = 3.4 nm, Z = 1, Γ = 1.5 ω2600 0
θ  (degrees) Γ / ωC
1
1.03
1.08
1.13
1.12
C
Figure 6.22: (a) Cycle-averaged electric field at the surface of a Xe2600 cluster for different laser
intensities, Z = 1, Γ = 1.5ωC . (b) Ratio E⊥/E‖ of the calculated field at the cluster equator and the
cluster pole as a function of the damping rate Γ. Other parameters same as in (a).
and influences the amplitude ze0 of the electron sphere oscillation (Eq. (2.20)). A larger laser
field can extract more electrons from the cluster, generating a higher total cluster charge
Q. In this way a smaller electron sphere is created inside the cluster that oscillates with
larger amplitude. Calculated cycle-averaged electric field for different intensities is presented
in Fig. 6.22(a). For the lowest intensity considered (5 × 1014 Wcm−2) the calculated field
has the same value for θ = 0◦ and θ = 90◦. As the intensity is increased the new anisotropy
appears and it has considerable values for intensities in the range of 1×1015−1×1016 Wcm−2
for Xe2600, Z = 1, Γ = 1.5ωC . This observation shows that the new anisotropy should be
present even when the focal volume averaging of the laser intensity is taken into account.
Fig. 6.22(b) shows the calculated ratio E⊥/E‖ of the electric fields at the cluster equator and
the cluster pole as a function of the damping rate Γ. The new anisotropy (values E⊥/E‖ > 1)
is present for a range of intensities and damping rates.
Finally, cluster size has an influence on the calculated electric field, as shown in Fig. 6.23.
The new anisotropy is larger for rather small clusters (it has a maximum for a cluster with
1000 atoms). However, it is still present for a whole range of cluster sizes studied here. This
fact suggests that the new anisotropy should be still observable even when the cluster size
distribution is taken into account.
Overall, this model shows that the electric field at the cluster surface can be anisotropic
with larger values at the cluster equator, driving an anisotropic explosion of clusters consistent
with our experimental observations. This anisotropy is expected to be present under the likely
conditions of the experiment in the impulsive regime; low charge state Z and values of the
damping rate Γ ≈ ωC . Moreover, the new anisotropy is predicted to be present for a range of
cluster sizes and laser intensities.
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Figure 6.23: (a) Cycle-averaged electric field at the surface of a xenon cluster for different cluster
sizes, laser intensity 3.7× 1015 Wcm−2, Z = 1, Γ = 1.5ωC . (b) Ratio E⊥/E‖ of the calculated field at
the cluster equator and the cluster pole as a function of the number of atoms per cluster. Parameters
same as in (a).
6.6 Summary and discussion
6.6.1 Summary of the results
We have observed emission of more energetic ions in the direction perpendicular to the laser
polarisation axis in the explosions of xenon and argon clusters irradiated by intense near-
infrared laser pulses with durations around ∼ 30 fs (in the impulsive regime). This is in
contrast to previous measurements performed in the non-impulsive regime with pulse dura-
tions ∼ 100 fs that have reported more energetic ion emission along the laser polarisation
axis [26, 28, 30, 31]. Furthermore, we have performed a detailed experimental investigation
covering pulse durations of 8 fs − 160 fs to track the changes in the ion anisotropy when
moving from the impulsive to the non-impulsive regime. It has been shown that the new
anisotropy with degree E⊥/E‖ > 1 is a transient phenomenon present in the laser-cluster in-
teraction for a certain range of pulse durations, that depends on the cluster size and species.
We have demonstrated that the anisotropy in ion emission is directly related to the regime
of the laser-cluster interaction by correlating the cluster expansion time and the transition
time of the anisotropy. The continuous change of the anisotropy degree with pulse duration
suggests that there is an interplay between physical processes driving the cluster explosions
on different time scales.
In the non-impulsive regime, when the pulse duration is comparable to the cluster ex-
plosion time, more energetic ions are emitted in the direction along the laser polarisation
axis. This phenomenon can be explained by surface polarisation acceleration [28] and the
charge-flipping process [31, 122]. However, when the pulse duration is decreased to a few
tens of femtoseconds, approaching the impulsive regime, the anisotropy degree E⊥/E‖ rises
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above 1, i.e., more energetic ions are observed in the direction perpendicular to the laser
polarisation axis. Surface polarisation pressure and charge flipping force are not expected to
be significant for these pulse durations and other processes start to prevail. High energy ions
emitted in the θ = 90◦ direction are more likely to be accelerated by electrostatic forces than
by hydrodynamic forces.
The driven and damped harmonic oscillator model shows that the cycle-averaged electric
field inside a cluster can have a maximum at the cluster equator, i.e., in the direction per-
pendicular to the laser polarisation axis. Although only the cycle-averaged electric field is
calculated and the pulse duration is not considered explicitly in the calculation, a dependence
on the pulse duration can be inferred indirectly. One can expect that a longer pulse will de-
posit more energy into the cluster during the cluster expansion and thus create higher charge
states [90]. The new anisotropy in this model decreases for higher ionic charge states, therefore
it should decrease with increasing pulse duration. Furthermore, for longer pulse durations,
collisions will be more important, the electron motion will be randomised by collisions and
electrons will be redistributed, not forming an oscillating sphere. This mechanism can explain
the observed new anisotropy in the cluster explosions for irradiation with ∼ 30 fs pulses.
When the pulse duration is decreased further to the few-cycle regime, the ion angular
distribution changes again. In the case of argon clusters the anisotropy degree falls below
1 for the shortest sub-10 fs pulses. One can expect that, for the few-cycle irradiation, a
model calculating only the cycle-averaged fields will no longer be valid, because the sub-cycle
dynamics will be more significant. There must be a new ultrafast mechanism accelerating
ions in the direction along the laser polarisation vector. This phenomenon needs further
investigation.
6.6.2 Other mechanisms leading to the new anisotropy
To complete the discussion regarding the new anisotropy we will now briefly review other
observations of the new anisotropy and other possible mechanisms that can lead to this kind
of anisotropy.
Recently, Mathur et al. [214, 215] observed anisotropic explosions of argon and xenon
clusters in the few-cycle regime. They measured significantly higher ion yield in the θ = 90◦
direction than for θ = 0◦. However, they do not report on ion energies in the two directions. To
explain the observed anisotropy they performed MD simulations. Their simulations predict the
presence of an asymmetric electron cloud elongated in the direction along the laser polarisation
(Fig. 6.24(a)). This cloud provides spatially asymmetric shielding of ions, so the cluster poles
are shielded more than the cluster equator. This anisotropic shielding should result in the
observed anisotropic ion emission. The asymmetric shielding of ions is consistent with our
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Figure 6.24: (a) MD calculation of an explosion of an argon cluster with radius 3 nm irradiated
with a 10 fs pulse. Blue dots – electrons, red dots – ions. Laser polarisation is along the x axis.
Figure from Mathur et al. [214]. (b) Growth of an underdense nanoplasma. The field enhanced
at the equatorial plane leads to an asymmetric growth. The nanoplasma becomes elongated in the
perpendicular direction to the laser polarisation. Figure from Rajeev et al. [148].
model presented in section 6.5.
Anisotropy has also been observed in the growth of nanoplasmas in laser-irradiated di-
electrics [95]. When a transparent dielectric is irradiated with ultrashort laser pulses, localised
nanoplasmas are first created and then grow by further ionisation at adjacent sites (see section
2.4). The growth of nanoplasmas strongly depends on the local fields. When the nanoplasma
is underdense then the field at the equator is larger than the field at the poles [143, 148].
Consequently, the nanoplasma grows into an oblate shape with longer dimension in the di-
rection perpendicular to the laser polarisation, see Fig. 6.24(b). However, for this mechanism
to be present, the nanoplasma has to be underdense, i.e., the electron density must be below
the critical density. The critical density for 800 nm light is 1.7× 1021 cm−3. This is approxi-
mately 10-times lower than the atomic number density inside the cluster. In order to create
underdense plasma inside the cluster early in the interaction, one would have to ionise only
every tenth atom in the cluster. This is not likely to be true for intensities on the order of
1015 Wcm−2 that we used in our experiments. At these intensities atoms are at least singly
ionised at the leading edge of the pulse and an overdense plasma is created.
Finally, we mention recent PIC simulations by Taguchi et al. [219]. They performed
simulations to explain the standard anisotropy with degree E⊥/E‖ < 1, but also showed the
presence of the new anisotropy early in the interaction (even if they do not talk about it).
Results of their calculations are shown in Fig. 6.25, where calculated radial profiles of the ion
density are plotted as a function of the distance from the cluster centre. In their calculation, a
hydrogen cluster with an initial radius of 11 nm was exposed to a 60 fs pulse with an intensity
6.6. SUMMARY AND DISCUSSION 187
Figure 6.25: Calculated radial profiles of ion density as a function of the distance from the cluster
centre for different times. In the PIC calculation a hydrogen cluster with an initial radius of 11 nm
was exposed to a 60 fs pulse with intensity of 1015 Wcm−3. The laser pulse peaks at 104 fs. Solid
lines: θ = 0◦, dashed lines: θ = 90◦. Figure from Taguchi et al. [219].
of 1015 Wcm−3. The peak of the laser pulse is at time of 104 fs. Early in the interaction,
at time of 90 fs (which is 14 fs before the peak of the laser pulse), the calculated ion density
and electric field (not shown) are larger in the θ = 90◦ direction (see the dashed line for time
90 fs in Fig. 6.25). Therefore, there are more ions at the cluster equator that experience the
accelerating field and, consequently, are accelerated more in the perpendicular direction to
the laser polarisation. At later times (125 fs and 143 fs in Fig. 6.25) the anisotropy reverses
to the standard case. Although conditions in this calculation are slightly different from our
experiments, it is interesting to note, that these simulations predict an anisotropy that changes
in time.
Chapter 7
Towards attosecond nanoplasmonic
streaking
In this chapter I move from clusters in gas phase to the investigations of nanostructures
on surfaces where the ultrafast electron dynamics largely determines the response of the
system. Stockman et al. [72] have proposed a direct measurement of the nanoplasmonic
field by attosecond streaking. In the proposed experiment electrons are ionised from a rough
surface by an XUV pulse and then streaked by the local plasmonic field excited by a few-
cycle NIR laser pulse. Electrons are detected with an energy-resolving photoelectron emission
microscope (PEEM) [221, 222]. The measurement with a PEEM provides both temporal
and spatial resolution, therefore, a surface with random roughness can be studied and the
temporal evolution of the plasmonic field at different “hot spots” can be detected.
In our proposed experiment, we want to investigate organised arrays of nanoantennas
instead of studying individual hot spots on a rough surface. Such arrays were used by Kim
et al. [71] for high harmonic generation by nanoplasmonic field enhancement from argon gas.
To understand the process of harmonic generation by field enhancement, the temporal profile
of the plasmonic field has to be known. Because the local fields are identical in all elements
of the array, we do not need a PEEM for spatial resolution and we can detect the total signal
as a sum from all the elements with a TOF spectrometer.
In this chapter I will theoretically analyse an experiment on attosecond streaking from
plasmonic fields of antennas on surfaces. After introducing the antennas and their geometry
I will show calculated fields that are expected to be in the gap between the antennas. I will
describe streaking in the instantaneous regime and emphasise differences from streaking in
the standard oscillatory regime known from gas phase experiments. I will present results
of a numerical simulation of streaking. The simulated streaked spectra will be analysed by
a centre of mass analysis and the principal components generalised projections algorithm
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Figure 7.1: Geometry of the nanoantennas. Two gold rectangular antennas are placed on a sapphire
substrate. The field is enhanced in the gap between them, and electrons streaked in the gap are
detected with a time-of flight spectrometer. The incident field is polarised along the main axis of the
antennas (in the x direction), y axis is perpendicular to the plane shown. (b) SEM image of an array
of antennas, top view. From Bakker et al. [223].
(PCGPA) to obtain the temporal profile of the plasmonic field. I will show that under certain
circumstances, when spatial averaging is included, a robust reconstruction of the plasmonic
field is possible.
7.1 Antennas and their field
The nanoplasmonic system we want to study consists of an array of rectangular metal antennas
on a dielectric substrate. We use gold antennas on sapphire substrate, shown in Fig. 7.1. When
two antennas are close to each other the electric field can be localised and enhanced in the
gap between them [78]. The antennas have to be made of metal to excite plasmons in them
and the substrate needs to be dielectric so the electrons from antennas cannot leak to the
substrate. The sapphire substrate efficiently conducts heat from the antennas and prevents
thermal damage. For the streaking measurement, a thin layer of germanium (not shown in
Fig. 7.1) can be deposited into the gap to act as a source of photoelectrons for streaking (see
section 7.3.1). Antennas are organised on a surface to form an array with a typical size of
100×100 µm2. More arrays can be made next to each other to cover an area about 1×1 mm2.
The field is enhanced in the gap between the antennas for a certain laser wavelength,
for which the resonance between the exciting field and the collective electron oscillation oc-
curs. The spectral position of the resonance can be tuned by changing the dimensions of the
antennas [224]. To design antennas with a resonance at 800 nm, the local fields were cal-
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Figure 7.2: Calculated spatial profiles of the plasmonic field of the antennas at time 17.4 fs, (a) Ex
component, (b) Ez component. Centre of the gap is at point x = 0, z = 0. The gold antenna can be
seen as a rectangle with size 100 nm × 40 nm. The incident field has an amplitude 1 and is polarised
in the x direction.
culated using a finite-difference time-domain (FDTD) method by Dangyuan Lei and Yannic
Sonnefraud. The geometry and coordinates are defined in Fig. 7.1. The polarisation of the
incident laser pulse is parallel to the main axis of the antenna (x axis) and the pulse prop-
agates along the normal to the sample (along the z axis). The dimensions of the antennas
with resonance centred at 800 nm are: height h = 40 nm, gap width w = 30 nm, length of
the antenna L = 100 nm and width of the antenna in y direction l = 60 nm.
To calculate the local fields, an incident pulse with a duration of 5 fs and field amplitude
normalised to 1 was used in the FDTD simulation. The actual field strength for the simulation
of streaking will be specified in section 7.3.3. The total field E(x, z, t) can be decomposed into
its spatial and temporal components: E(x, z, t) = E(x, z)E(t). The calculated spatial profiles
Ex(x, z) and Ez(x, z) of the local fields are shown in Fig. 7.2. These profiles correspond to a
time of 17.4 fs at which the calculated plasmonic field has a maximum (see later, Fig. 7.3).
Although the incident field has only an x component, the plasmonic field has both x and z
components because of the field curvature at the edges of the antennas. The maximum field
enhancement is about a factor of 12 near the edge of the gold antenna.
The calculated time-dependent fields are shown in Fig. 7.3. The dashed line shows the
incident field and the solid line shows the time-dependent plasmonic field Ex(t) at position
x = 0, z = 0. The calculated plasmonic field is longer in time than the incident field, it lasts
for more than 10 fs after the incident pulse. The calculated fields will be used in numerical
simulations of streaking from nanoplasmonic fields in section 7.3.3.
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Figure 7.3: Dashed line: temporal profile of the incident pulse, field amplitude normalised to 1.
Solid line: calculated plasmonic field at position x = 0, z = 0 as a function of time.
7.2 Measurements of the nanoplasmonic field
We want to perform attosecond streaking measurements from plasmonic fields localised on
a nanoscale. Nanoplasmonic streaking is in a different regime than streaking from the gas
phase, therefore, in this section I will address streaking from localised fields and highlight
differences from gas-phase streaking. Before that, I will briefly review previous measurements
of the plasmonic fields and the reported plasmon dephasing times.
7.2.1 Previous measurements of time-dependent plasmonic fields
The time evolution of plasmons can be determined using a two-pulse measurement combined
with a nonlinearity, such as two-photon photoemission [222], second harmonic generation [225]
or third harmonic generation [224, 226]. These methods do not provide direct access to the
plasmonic electric field, but the plasmon dephasing time is determined from the measured
autocorrelation function.
Kubo et al. [222] measured the time evolution of localised surface plasmons by combin-
ing PEEM with interferometric time-resolved two-photon photoemission. They have studied
localised plasmons on a silver surface with random roughness. Surface plasmons were exited
with 400 nm light for which two photons are needed to ionise an electron from silver. The
two-photon photoemission signal from hot spots on the rough surface was measured with a
PEEM. The sample was irradiated with two 10 fs pulses with a delay between them con-
trolled with 0.33 fs steps. When the two pulses overlap in time they drive coherent plasmon
oscillations and an interference pattern is observed in the intensity of hot spots, that maps
the interference between the two laser pulses. When the laser pulse is over, the intensity of
a hot spot oscillates with its own resonant frequency. The plasmonic waves dephase through
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coupling to other modes and to single particle excitations. The measured dephasing time was
about 5 fs.
Other measurements of the plasmon dephasing time are also based on two pulse autocor-
relation. Anderson et al. [225] determined the dephasing time of a single conical nanotip to
be 18± 5 fs by measuring a scattered second harmonic signal. Hanke et al. [224] investigated
single antennas by analysing the third harmonic emission with FROG and found a dephasing
time of about 2 fs. Lamprecht et al. [226] studied plasmons of gold nanoparticles using third
harmonic generation interferometric autocorrelation. They determined a decay time of 6 fs
and observed beating between the laser and the plasmonic fields for off-resonant excitation.
To summarise, the dephasing times of plasmons are on the order of femtoseconds to 10s of
femtoseconds. The dephasing time depends on the shape and dimensions of the nanostructure.
7.2.2 Attosecond streaking in the instantaneous regime
The plasmonic field can be measured by attosecond streaking, as proposed by Stockman et al.
[72]. Streaking from localised fields is different from streaking in the gas phase, described in
section 1.2.6. In the gas streaking experiments, the electron ionised by an XUV pulse moves in
the NIR laser field until the laser pulse is over. The focal volume of the XUV pulse is smaller
than the focal volume of the laser pulse, therefore, the electron experiences a spatially uniform
laser field. The electron does not leave the focal volume before the end of the laser pulse.
In this regime, referred to as standard oscillatory regime, the energy shift of the electron is
determined by the value of the vector potential at the instant of electron’s birth.
A different situation occurs when the spatial extent of the field is small (on the order of
nanometres) such that the electron leaves the field in a shorter time than the laser field period
T . This is the regime of instantaneous emission [72], defined by:
te ≪ T, (7.1)
where te is the electron escape time from the enhanced field region. We can estimate the time
te by considering the initial electron velocity v0 and the spatial dimension b of the enhanced
field. An electron ionised by a single XUV photon with frequency ΩX has an initial energy
E0 = mev20/2 = ~ΩX −W . We have replaced the ionisation potential with a work function
W because we now consider ionisation from a solid. For W = 5 eV (typical value for metals,
e.g. gold) and ~ΩX = 90 eV (a typical value for an XUV attosecond pulse), the initial
electron velocity is v0 = 5.5× 106 ms−1. The characteristic dimension b of the enhanced field
region has to be small enough, so that te = b/v0 ≪ T . For b = 1 nm, the escape time is
te = 180 as, which is much smaller than the laser period of 2.7 fs and, therefore, the regime
is instantaneous. However, for a 10 nm region, te = 1.8 fs becomes comparable with the laser
period and the electron emission cannot be considered to be instantaneous.
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In the instantaneous regime, the plasmonic electric field does not change much during the
interaction, E(r, t) ≈ E(r, t0), where t0 is the electron’s time of birth and r is the position on
the surface. On a rough surface, the electric field depends strongly on the position r.
From energy conservation, the final electron energy is:
Ef (r, t0) = E0 + eφ(r, t0), (7.2)
where φ(r, t0) is the electrostatic potential of the electric field at time t0 at position r
(E(r, t0) = −∇φ(r, t0)). In the instantaneous regime the electron does not oscillate in the
electric field, it is rather ‘kicked’ by the instantaneous value of the plasmonic field.
The final electron energy now depends on the electrostatic potential at time t0, not on the
vector potential. Therefore, Ef directly maps the instantaneous electric field of the plasmon.
The final electron energy does not depend on the direction of observation, therefore, the
electron signal can be collected over a large angle. This is because electrons emitted in any
direction acquire the energy which is just the difference of the potential at infinity (that is
zero) and the potential at the position of electron ionisation at time t0.
In the instantaneous regime, the final electron energy depends on the initial electron
position r. On a rough surface the local field varies rapidly with position and can be localised
on a nanometre scale. Therefore, the electron emission has to be spatially resolved in order to
obtain a streaked photoelectron spectrum. Without spatial resolution instantaneous streaking
from a rough surface cannot be performed, because the local plasmonic field varies across the
surface and contributions from different points would smear out.
7.3 Streaking from nanoantennas
For the streaking measurement of the plasmonic fields we will use an array of antennas,
described in section 7.1, where the field in the gap between the antennas can be significantly
enhanced. An array of antennas can be fabricated and the total photoelectron signal will be
a sum of electron signals coming from individual gaps. We will use a TOF spectrometer to
detect the electron signal.
In this section, I will address general issues about the experiment, such as the streak-
ing regime, background of un-streaked electrons and the detection geometry. I will present
photoelectron spectra from gold, sapphire and germanium that are expected to be present
and will be streaked. The photoelectron spectra together with plasmonic fields calculated by
FDTD simulations (section 7.1) will be used in the simulations of nanoplasmonic streaking. In
this section I will show simulated trajectories of individual electrons and simulated streaked
spectra.
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Figure 7.4: Schematic of an array of antennas to estimate the background signal. Dimensions are
in nanometres. (a) Top view. (b) Side view. An incident beam at angle θ is indicated.
7.3.1 General considerations
There are several issues about the proposed experiment that have to be considered. In par-
ticular, one has to consider (i) the finite size of the enhanced field regions, (ii) photoelectron
background coming from the parts of the array where the field is not enhanced, and (iii) the
dependence of the detected signal on the angle of observation.
Let us start with the finite size of the enhanced field regions. The typical size of antennas
and of the gaps with enhanced field is on the order of 10s of nanometres. An electron with
an energy of 85 eV will escape a 20 nm region in time te = 3.6 fs. This escape time is longer
than the laser period, therefore, the regime of streaking is not instantaneous. However, the
situation is not in the standard oscillatory regime because the electron leaves the plasmonic
field before the end of the plasmonic pulse. The present regime can be characterised by the
condition:
T . te . τ, (7.3)
where T is the laser period, te is the electron escape time and τ is the duration of the plasmonic
field. An electron will perform some oscillations in the field and leave the enhanced region. The
streaking can finish either because the electron leaves the region of enhanced field or because
the plasmonic pulse finishes. In the latter case (te > τ) the situation is in the standard regime.
But in the first case, te < τ , the situation is in the intermediate regime. In this regime we
need a numerical simulation to predict the final electron energy. The simulation of streaking
from antennas in the intermediate regime will be presented in section 7.3.3.
The second issue that has to be considered is the background of un-streaked electrons.
The XUV pulse ionises electrons from the whole sample, regardless of the field enhancement.
Therefore, electrons from gold and from sapphire will be ionised from the whole array, not
only from the gaps with enhanced field. To estimate the amount of background we have to
consider dimensions between the antennas in the array. Fig. 7.4 shows a typical geometry of
an array with dimensions that can be used. The spacing in the x direction has to be at least
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100 nm to minimise coupling between the antennas.
We can simply estimate the background by considering the ratios of surface areas of the
gap regions and other regions, see Fig. 7.4. Contributions to the background coming from
sapphire and from gold can be in principle resolved from each other by their energy. We firstly
estimate the background from sapphire. Viewing from top (Fig. 7.4(a)), the area of the gap
is (30 × 60) nm2 and the area of the background substrate is 2.42 × 104 nm2. Taking the
ratio of these areas, we find that 0.07 of all electrons from sapphire come from the enhanced
regions. This is a very small fraction of electrons and it will be hard to resolve them in the
experiment. To estimate the background from gold, we consider an XUV pulse incident at
an angle θ = 37◦ from the surface normal (passing just the upper edge of the antenna, see
Fig. 7.4(b)). Electrons that experience the enhanced field come from the vertical face of the
antenna with an effective area (40× 60× sin θ) nm2. The background electrons from gold will
come from the top surfaces of gold antennas with effective area (2 × 60 × 100 × cos θ) nm2.
Taking the ratio of the areas, we find that 0.13 of all electrons from gold will experience the
enhanced field. This is a larger fraction than in the case of sapphire, but it is still questionable
how detection of this fraction will be achieved in the experiment.
One can see that the background from the electrons that do not experience the enhanced
field in the gap can be a considerable problem. Moreover, there will be more background
electrons ionised by above threshold ionisation by the laser pulse. These electrons will come
predominantly from the gap and can have energies of 10s of electronvolts [227, 228]. One
way to eliminate the background is to deposit a different material into the gap which will act
as a source of electrons for streaking. This material needs to have an energy band that can
be spectrally distinguished from photoemission from gold and sapphire. Moreover, this band
has to be relatively narrow in order to be able to observe modulations in the final electron
energy (see section 7.3.2). It has to be technically possible to deposit this material into the
gap and the material cannot be a metal because it would affect the plasmonic field. We
found that a suitable material is germanium. It can be deposited into the gap by a double
lithography process [229] and the 3d band of germanium has a binding energy around 30 eV
and spectral width around 1.5 eV [230]. When germanium is deposited into the gap then,
in principle, one should be able to spectrally select photoemission from germanium that will
be modulated by the enhanced field. There will be no un-streaked electrons from germanium
because germanium will be only in the gaps.
Finally, we address the detection geometry. The polarisation of the incident laser field
has to be parallel to the x axis of the antennas to excite the plasmon resonance. In standard
streaking, the modulation of the photoelectron energy is maximised for observation in the
parallel direction to the laser polarisation. However, when detecting electrons from antennas,
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Figure 7.5: (a) Photoelectron spectra of gold. Dashed line: measured spectrum with photon energy
1487 eV and 0.8 eV resolution, courtesy of Thorsten Uphues. Solid line: recalculated spectrum for
photon energy of 80 eV. Emission from different bands is indicated. Binding energy is referenced to
the Fermi level of gold. (b) Dashed line: photoelectron spectrum of gold as a function of the electron
energy. Solid line: convolution of the photoelectron spectrum with the reflectivity of the MoSi mirror.
the TOF spectrometer cannot be placed parallel to the x axis because it will not see electrons
from the gap. From geometrical considerations (see Fig. 7.4(b)) the angle of the TOF spec-
trometer from the surface normal has to be 37◦ to see the edge of the gap (position x = w/2,
z = 0) and it has to be 20◦ from the surface normal to see the centre of the gap (position
x = 0, z = 0). This angle of the spectrometer is not a major problem as it only slightly reduces
the modulation of the photoelectron energy. However, one cannot use a large collection angle
in this geometry compared to the detection parallel to the electric field axis. The advantage
of the TOF at an angle from the x axis is the elimination of the ATI background.
7.3.2 Photoelectron spectra
Antennas will be made of gold on a sapphire substrate with a possible layer of germanium
in the gap. Therefore, when the XUV pulse arrives at the structure, it will simultaneously
ionise electrons from gold, sapphire and germanium. In this section, I present photoelectron
spectra expected from these materials. These spectra will be used to simulate streaking in
section 7.3.3.
Fig. 7.5(a) shows the photoelectron spectra of gold. The dashed line shows the photoelec-
tron spectrum measured with a photon energy of 1487 eV and resolution of 0.8 eV, courtesy
of Thorsten Uphues. The excitation line at 1487 eV is a narrow line of Al Kα radiation, there-
fore, it is assumed that the measured spectrum is not broadened by the spectral width of the
excitation source. The measured spectrum of gold is rather broad, with contributions coming
from the valence band (5d and 6s shells), the 5p band and a large double-peak from the inner
4f shell with binding energies around 90 eV. Note, that the binding energies in Fig. 7.5(a) are
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referenced to the Fermi level of gold, not to the vacuum level. For photoemission from solids,
the relation between the binding energy Eb and the photoelectron energy E is:
E = ~ΩX −W − Eb, (7.4)
where ~ΩX is the energy of the incident photon and W is the work function. For gold,
W = 5.4 eV.
We will perform experiments with a photon energy around 90 eV and spectral width of
several electron volts. Therefore, we have to correct the spectrum measured with 1487 eV
photons to account for the energy-dependent ionisation cross-sections and the bandwidth of
the XUV pulse. The single photon ionisation cross-sections depend both on the energy of
the exciting photon and on the binding energy of the electron. The measured spectrum from
gold contains contributions from several different shells (4f, 5p, 5d and 6s). To account for
different cross-sections the measured spectrum was divided by cross-sections for 1487 eV and
then multiplied by cross-sections for 80 eV photon energy (because the target 90 eV photon
energy was not in tables). In this calculation, cross-sections calculated by Yeh and Lindau
[231] were used. The corrected spectrum (solid line in Fig. 7.5(a)) exhibits a stronger signal for
lower binding energies. This spectrum does not include broadening due to the finite spectral
width of the XUV pulse.
We have to take into account the effect of the spectral width of the XUV pulse on the
photoelectron spectrum by convoluting the photoelectron spectrum with the XUV spectrum.
A single attosecond pulse will be produced experimentally by spectrally selecting the contin-
uum part around the cut-off of the high harmonic spectrum, see section 1.2.5. The spectral
selection is performed by using a multilayer MoSi mirror. The bandwidth of the XUV pulse
is then determined by the reflectivity of the MoSi mirror which has large values over a finite
spectral width (see inset in Fig. 7.6(b)). For production of attosecond pulses a broad band-
width is needed. However, to keep the spectral resolution, the spectral bandwidth has to be
reasonably narrow. For the calculation, I have chosen a mirror with reflectivity centred at
90 eV and bandwidth ∼4.4 eV [232] (inset in Fig. 7.6(b)). The transform-limited duration
of the pulse reflected from the mirror is 570 as. The convolution of the mirror reflectivity
with the gold photoelectron spectrum is shown as a solid line in Fig. 7.5(b), where now the
horizontal axis is the photoelectron energy E (Eq. (7.4)). This spectrum will be used for the
streaking simulation.
I have performed a similar procedure with the photoelectron spectra of sapphire and
germanium (Figs. 7.6 and 7.7). In this case, measured spectra found in the literature were
used. Fig. 7.6(a) shows the photoelectron spectra of sapphire measured with a photon energy
of 1487 eV [233]. There are two bands, one from oxygen 1s shell and one from aluminium
2p shell. The binding energy (again, referenced to the Fermi level of gold) of the electrons
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Figure 7.6: (a) Photoelectron spectra of Al2O3 measured with a photon energy of 1487 eV. Main
figure shows the emission from the oxygen 1s band and the inset shows a spectrum from the aluminium
2p band. Figure from Renault et al. [233]. (b) Dashed line: Gaussian fit to the photoelectron spectrum
from the aluminium 2p band. Solid line: convolution of the Gaussian fit with the reflectivity of the
MoSi mirror (shown in the inset).
from oxygen is around 533 eV which is too large to be excited with XUV pulses produced by
high harmonic generation. Therefore, only emission from aluminium with a binding energy
around 76 eV will be observed. Because electrons come from a single shell the correction for
energy-dependent ionisation cross-sections is not needed.
To obtain a spectrum that can be used for the calculation I have fitted the measured spec-
trum from aluminium with a Gaussian function and calculated a convolution with the MoSi
mirror reflectivity, see Fig. 7.6(b). We are not interested in detailed spectroscopy, therefore,
the exact spectral shape is not important, and a Gaussian fit is a reasonable approximation.
Nevertheless, the final photoelectron spectrum is largely influenced by the spectral profile of
the XUV pulse and not by the shape chosen to fit the spectrum.
The photoelectron spectra of germanium are shown in Fig. 7.7. Germanium has a 3d band
with a binding energy around 30 eV and width around 1.5 eV [230]. To obtain a spectrum
that can be used in the simulation I have performed the same procedure as for aluminium.
I fitted the measured spectrum with a Gaussian function and calculated a convolution with
the mirror reflectivity.
7.3.3 Classical simulation of nanoplasmonic streaking
I have performed a classical simulation of streaking of electrons by the nanoplasmonic field
of the antennas. At the beginning of the calculation the electron is born at time t0 at an
initial position (x0, z0) with initial velocity v0 at an angle α0 from the z axis. Time t0 is
the delay between the birth of the electron and the plasmonic field, time zero (t = 0) is at
the beginning of the plasmonic pulse, as defined in Fig. 7.3. The initial position is chosen
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Figure 7.7: Measured spectra from the germanium 3d band with photon energy of 1487 eV. Different
lines are for samples with different oxidation stage, arrows indicate contributions from germanium
(main band) and from germanium oxides. Figure from Prabhakaran and Ogino [230]. (b) Dashed line:
Gaussian fit to the photoelectron spectrum from germanium 3d band. Solid line: convolution of the
Gaussian fit with reflectivity of the MoSi mirror.
either at the bottom of the gap (z0 = 0, x0 = 0 − w/2) for emission from the substrate, or
at the edge of the gold antenna (x0 = w/2, z0 = 0 − h). The calculation is two-dimensional
in the xz plane and I use the mirror symmetry around the x = 0 axis. The initial velocity is
determined by the initial electron energy and is scanned through the photoelectron spectrum.
The distribution of the initial angles α0 is assumed to be isotropic.
Once the electron is born, its equation of motion in the calculated plasmonic field is
numerically solved. The electric field strength of the incident beam is taken to be 1.03 ×
109 Vm−1 , which corresponds to an incident intensity of 1.4 × 1011 Wcm−2. The incident
field is enhanced as shown in section 7.1. The trajectory of the electron is integrated with a
leap frog algorithm [234]. The calculation finishes either when the plasmonic pulse finishes,
or the electron hits the gold antenna, or the electron leaves the region of the nanoplasmonic
field. To gain insight into the situation I will firstly show trajectories of individual electrons
and then present simulated streaked photoelectron spectra.
7.3.3.1 Trajectories of individual electrons
To illustrate the situation, Fig. 7.8 shows the trajectories of individual electrons with initial
energies of 80 eV and 14 eV, respectively. The former fast electron can come from the valence
band of gold, the latter slow electron can come from sapphire. The regime of streaking is not
instantaneous, the electron performs wiggles in the field before it escapes.
Fig. 7.8(a) shows an example of calculated trajectories of an electron born at position
x0 = 14 nm, z0 = 2 nm with an initial energy of 80 eV at an angle α0 = 35
◦. I have chosen
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Figure 7.8: Calculated trajectories of electrons in the plasmonic field. Solid lines: electrons born at
time t0 = 10 fs, dotted lines: t0 = 18 fs. Initial angle α0 = 35
◦. Shaded areas indicate gold antennas.
(a) Initial electron energy 80 eV, x0 = 14 nm, z0 = 2 nm. (b) Initial electron energy 14 eV, x0 = 13 nm,
z0 = 1 nm.
this angle so the electrons leave the gap (can be detected) and their direction is as close to
the parallel direction as possible to increase the energy modulation. The initial position was
chosen slightly away from the corner of the gap because the fields at the corner vary too
rapidly in space. I show trajectories for two times of birth; 10 fs, corresponding to the peak of
the plasmonic field early in the pulse, and 18 fs, which is at a zero value of the field just after
the peak of the plasmonic pulse. For the 80 eV electron the effect of the field on the direction
of the electron motion is rather small. There are some wiggles in the electron trajectory, more
in the one ionised earlier (at t0 = 10 fs).
Fig. 7.8(b) shows trajectories of electrons with an initial energy of 14 eV, initial position
x0 = 13 nm, z0 = 1 nm and initial angle α0 = 35
◦. For this lower electron energy the position
of the electron is modulated more by the field, wiggles are more pronounced and also the
direction of the electron is changed more than for the 80 eV electron.
More information can be obtained by examining electron energies as a function of time, see
Fig. 7.9. The electron energy is modulated as the electron propagates in the plasmonic field,
however, the situation is different from the standard gas streaking because the modulation
of the electron energy does not go to zero when the electron leaves the enhanced field before
the end of the plasmonic pulse. Fig. 7.9(a) shows the time-dependent energy of an electron
with initial energy of 80 eV for two different times of birth. When the electron is born early
(t0 = 10 fs, solid line) it will leave the plasmonic field at time 21 fs which is before the end of
the plasmonic pulse. Electrons born at later times (t0 = 18 fs, dotted line) leave the field at
later times, in this case at 29 fs. At this time (29 fs) the plasmonic field is already small (see
Fig. 7.3), and the amplitude of the electron energy oscillation is low. Therefore, the standard
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Figure 7.9: Calculated electron energies as a function of time. Solid lines: electrons born at time
t0 = 10 fs, dotted lines: t0 = 18 fs. Initial angle α0 = 35
◦. (a) Initial electron energy 80 eV, x0 = 14 nm,
z0 = 2 nm. (b) Initial electron energy 14 eV, x0 = 13 nm, z0 = 1 nm.
oscillatory regime of streaking is being approached.
Time-dependent energies of electrons with initial energy of 14 eV are shown in Fig. 7.9(b).
In this case, the electrons spend a longer time in the enhanced region because they are slower.
For both times of birth shown, the oscillation amplitude of the electron energy goes down
with time. Therefore, the regime of streaking is almost the standard regime. The energy of
the electron born at t0 = 10 fs (which is at the peak of the field) oscillates and the final energy
is roughly the same as the initial energy (14 eV) because the vector potential at the time of
birth is zero. The energy of the electron born at 18 fs which corresponds to the zero value of
the field, and therefore a maximum of the vector potential, is shifted to a final value of 12 eV.
One can see that, in our case, the low energy electrons are streaked as in the standard
regime and the streaking of higher energy electrons is intermediate with no direct connection
between the final electron energy and the field. However, for large enough delays, even a
fast electron leaves the enhanced region at a late time when the field amplitude is low, and
the oscillatory regime is approached. From this simulation it seems that the low energy
electrons are better for streaking because the regime is more simple to interpret. However,
the modulation of the final electron energy is larger for higher energetic electrons [63].
7.3.3.2 Simulations of the streaked spectra
In this section I present simulated streaked photoelectron spectra. In the calculation I consider
an ensemble of electrons with initial energy distribution given by the initial spectrum (see
section 7.3.2). The simulation starts with an electron born at a given position which is then
propagated in the field. When the simulation finishes (i.e., when the electron leaves the field or
the plasmonic pulse finishes) the final electron velocity v is recorded. A time-of-flight detector
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Figure 7.10: Calculated streaked spectra from gold. Intensity of incident field 1.4 × 1011 Wcm−2.
(a) Electrons born at x0 = 15 nm, z0 = 12 nm. (b) Initial electron position averaged over the vertical
face of the antenna (positions x0 = 15 nm, z0 = 0− 36 nm).
with acceptance half-angle ∆θ is placed at an angle θ0 from the z axis. If the direction of
the final electron velocity is towards the TOF, i.e., if tan (θ0 −∆θ) ≤ vx/vz ≤ tan (θ0 +∆θ),
the electron is detected and contributes to the final streaked spectrum with a weight given by
its initial spectrum. Because the relation between the initial and the final electron direction
is not known in advance, I perform calculations for a range of initial electron angles α0 and
count only electrons that are detected. The XUV pulse duration is included by weighting over
a distribution of times of electron birth. I assume a Gaussian temporal profile of the XUV
pulse with temporal width of 580 as. In a realistic calculation the detected streaked spectra
are averaged over the initial position of the electron.
Results of the simulation for gold are shown in Fig. 7.10. In the simulation, the intensity
of the incident laser field was 1.4 × 1011 Wcm−2 and the plasmonic field was enhanced as
shown in Fig. 7.2, the angle of TOF was θ0 = 20
◦ with an acceptance half-angle of 1◦, and the
initial spectrum from gold (solid line in Fig. 7.5(b)) was used. Fig. 7.10(a) shows simulated
streaked spectra of electrons originating at a single position (x0 = 15 nm, z0 = 12 nm) at
the face of the antenna. The final electron energy is modulated and distinct contributions
from the valence band (energies around 80 eV) and the 5p band (energies around 30 eV)
can be recognised. There are oscillations in the electron energy in the simulated spectra for
short time delays (. 10 fs), for which the plasmonic field is almost zero (see Fig. 7.3). These
unwanted “ghost” oscillations result from the fact, that the electron leaves the enhanced field
region before the end of the plasmonic pulse.
Streaked spectra averaged over the initial electron z position are shown in Fig. 7.10(b).
Here, the initial position of the electron was varied in the range of z0 = 0 − 36 nm and the
initial x position was kept at 15 nm. When spatial averaging is included the oscillations in the
final electron energy at short time delays are suppressed and the simulated streaked spectra
resemble the streaked spectra in the standard oscillatory regime. The structure at early times
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Figure 7.11: Calculated streaked spectra from sapphire. Intensity of incident field 1.4×1011 Wcm−2.
(a) Electrons born at x0 = 1.5 nm, z0 = 0 nm. (b) Initial electron position averaged over the gap
(positions x0 = 0− 13.5 nm, z0 = 0 nm).
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Figure 7.12: Calculated streaked spectra from germanium averaged over the initial electron position.
Intensity of incident field 1.4× 1011 Wcm−2. (a) Average over the x position. (b) Average over the z
position.
is smeared out because of different contributions from electrons born at different heights. The
simulated spectra will be used to reconstruct the plasmonic field in section 7.4.
Fig. 7.11 shows the calculated streaked spectra from sapphire. The conditions were the
same as for the simulation from gold, but the initial electron position was averaged over the x
direction because electrons will come from the substrate in this case. Fig. 7.11(a) shows the
spectra for a single initial electron position x0 = 1.5 nm, z0 = 0 nm. The modulation of the
final electron energy is smaller than for the electrons from the valence band of gold because the
initial electron energy is smaller. Again, there is a structure in the streaked spectra at early
delays because the streaking regime is intermediate. The structure does not disappear when
the spatial averaging over the x dimension is included (see Fig. 7.11(b)). This is a general
trend seen in the simulations, averaging over the x position does not help to remove the ghost
oscillations at early delays. The streaked spectra can still be used to gain information about
the plasmonic field (see section 7.4).
Finally, Fig. 7.12 shows calculated streaked spectra from germanium for the same condi-
tions as for gold and sapphire. In this case spectra averaged over the initial electron position
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in the x direction (Fig. 7.12(a)) and in the z direction (Fig. 7.12(b)) are shown. Averaging
over the initial x and z positions is addressed separately in order to highlight differences be-
tween the two cases. The photoelectron energy around 55 eV results in energy oscillations
larger than for the 14 eV electrons. When the streaked spectra are averaged over the initial
electron x position there are still modulations in the final spectra at early delays which may
present a problem for the field retrieval. When the spectra are averaged over the z direction
the modulations at early delays smear out and the final spectrogram resembles streaking in
the standard oscillatory regime. The field will be retrieved in the next section.
7.4 Electric field reconstruction
We now have (at least simulated) streaked spectra from the plasmonic fields of antennas. The
question is, what can we learn from the streaked spectra? Can we learn anything about the
XUV pulse? Can we extract information about the plasmonic field?
In the case of photoionisation from a solid the electron wavepacket created is not a replica
of the XUV pulse because the electrons originate from a broad energy band, not from a narrow
line. The photoelectron spectrum from a solid is not a copy of the XUV spectrum but rather
it is a convolution of the natural line from the solid and the XUV spectrum. By measuring the
photoelectron wavepacket one cannot simply retrieve information about the XUV wavepacket
because the two wavepackets are not related in a straightforward way. Therefore, I will not
attempt to retrieve the XUV field and I will just address the retrieval of the plasmonic field.
This will be done in two ways; using a simple centre of mass analysis and using the principal
components generalised projections algorithm (PCGPA) for blind FROG retrieval (see section
3.5.2).
The accuracy of the electric field reconstruction is quantified by the root-mean-square
(rms) field error ǫ, defined by [235]:
ǫ =
(∫ +∞
−∞
|E1(t)− E2(t)|2dt
)1/2
=
(
1
2π
∫ +∞
−∞
|E1(ω)− E2(ω)|2dt
)1/2
, (7.5)
where E1(t) and E2(t) are the two complex electric fields to be compared. For normalised
fields, ǫ has values between 0 and 2. A value of ǫ = 0 corresponds to equal electric fields,
larger values of ǫ indicate less agreement between the two fields. The maximum value of ǫ for
normalised fields is 2, which corresponds to fields that differ only in the sign (E1 = −E2).
7.4.1 Centre of mass analysis
The plasmonic field can be obtained from the simulated streaked spectra by a centre of mass
analysis [59, 61]. Now I assume that streaking is in the standard oscillatory regime and the
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final electron velocity is related to the vector potential of the field at the electron’s time of
birth:
vf = v0 +
e
me
A(t0). (7.6)
I further assume that the plasmonic field has only an x component and the angle between the
initial electron velocity and the polarisation direction is π/2+ θ0 (where θ0 is the angle of the
TOF spectrometer from the z axis). Taking the square of Eq. (7.6) and solving for A yields:
A(t0) =
√
2me
e
(√
Ef (t0)− E0 cos2 θ0 −
√
E0 sin θ0
)
, (7.7)
where Ef = mev2f/2 is the final electron energy. The final electron energy as a function of
time of birth t0 (which is equal to the delay between the pulses) is obtained by calculating
the centre of mass of the streaked electron spectra:
Ef =
∑ EN(E)∑ E , (7.8)
where N(E) is the number of electrons with final energy E and the summation is performed
over the whole spectrum for germanium and sapphire or over a chosen energy band for the
broad spectrum of gold. The electric field is then obtained by differentiating the vector
potential (7.7) with respect to time t0. I will compare the electric field retrieved in this way
with the plasmonic field used for the calculation (Fig. 7.3).
Fig. 7.13(a) shows the centre of mass of the final electron energy (Eq. (7.8)) as a function
of the delay between the XUV pulse and the plasmonic pulse for the streaked spectra from
gold. I analysed spectra averaged over the initial electron z position (shown in Fig. 7.10(b))
and integrated electrons from the valence band with energies of 70 – 90 eV. The modulation
of the centre of mass is about 3 eV peak-to-peak and the oscillations of the centre of mass
roughly follow the plasmonic pulse in time. For analysis of the spectra from sapphire, I took
the simulated spectra averaged over the initial electron x position (shown in Fig. 7.11(b))
and integrated the whole energy region to obtain the centre of mass of the final energy (see
Fig. 7.13(b)). Now the modulation is only about 1 eV peak-to-peak because the initial electron
energy is lower. Still, at early delays the modulation is low because the structure at early
times in Fig. 7.6(b) is tilted and is removed when the centre of mass is calculated.
The electric field can be reconstructed from the oscillations in the centre of mass by
differentiating Eq. (7.7). The reconstructed field together with the original field used for the
calculation are shown in Fig. 7.13(c, d). The original field is normalised to have the same
maximum as the reconstructed field in order to facilitate the comparison of the pulse temporal
profile. The original field used for the calculation varies spatially across the gap. Therefore, it
is hard to determine exactly its original amplitude. One can see that both for gold and sapphire
the reconstructed electric field temporal profile is in good agreement with the original field,
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Figure 7.13: (a, b) Centre of mass of the final electron energy as a function of the time delay of (a)
gold (valence band with energies 70 – 90 eV), (b) sapphire. (c, d) Reconstructed electric field (red)
compared to the original field (black) of (c) gold, rms field error ǫ = 0.09, (d) sapphire, rms field error
ǫ = 0.21.
the rms field errors are ǫ = 0.09 and ǫ = 0.21 for gold and sapphire, respectively. Although
the regime of streaking is intermediate, the spatial averaging of the initial electron position
helps to smear out the ghost oscillations at early delays and the reconstructed field follows
the original field.
The amplitude of the reconstructed electric field both for gold and sapphire is only about a
factor of 2 larger than the field amplitude of the incident laser pulse (which is 1.03×109 Vm−1).
It is expected to obtain larger field amplitude because the plasmonic field inside the gap is
about 6-times larger than the incident field (see Fig. 7.2). The magnitude of the reconstructed
field decreases with increasing the XUV pulse duration (consistent with Ref. [236]). Moreover,
in the case of broad spectra from gold, the reconstructed field amplitude depends on the choice
of energies used to calculate the centre of mass (Eq. (7.8)) and varies between enhancement
factors of 2 and 3.6.
I have performed the same analysis on the simulated spectra from germanium (Fig. 7.14).
Because the electron energy from germanium is large compared to electrons from sapphire,
there are oscillations at early times when the electron leaves the enhanced field region before
the end of the plasmonic pulse. These oscillations are mainly seen in Fig. 7.14(a, c) where
the simulated spectra averaged over the x position were analysed. The falling edge of the
plasmonic pulse is reconstructed well (Fig. 7.14(c)) but at the beginning there are still ghost
oscillations, and the rms field error is ǫ = 0.34, indicating a rather poor reconstruction.
Averaging over the initial z position helps to remove the oscillations and the reconstructed
field follows the temporal profile of the original field (Fig. 7.14(b, d)), the rms field error is
ǫ = 0.06. Furthermore, the enhancement of the reconstructed field is now about a factor of 4,
which is expected based on the simulations of the enhanced field in section 7.1.
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Figure 7.14: (a, b) Centre of mass of the final electron energy from germanium as a function of the
time delay for simulations averaged over the initial electron (a) x position and (b) z position. (c, d)
Reconstructed electric field (red) compared to the original field (black) for spectra averaged over (c)
x position of the electron, rms field error ǫ = 0.34, and (d) z position of the electron, rms field error
ǫ = 0.06.
7.4.2 Principal components generalised projections algorithm
As presented in section 1.2.6, streaking can be understood as a FROG measurement of the
XUV pulse where the laser field acts as a phase gate. The technique of attosecond pulse mea-
surement by streaking is termed frequency resolved optical gating for complete reconstruction
of attosecond bursts (FROG CRAB) [62, 64]. The connection between streaking and FROG
can be seen directly by comparing the photoelectron intensity |a(v,∆t)|2 given by Eqs. (1.25)
and (1.26) with the formula for the optical FROG trace (Eq. (3.27)). In a streaking mea-
surement the phase gate eiφ(t) and the XUV field to be measured are independent, and the
streaked spectra (i.e., the traces) can be analysed with the principal components generalised
projections algorithm (PCGPA) [65], see section 3.5.2.
PCGPA is an iterative algorithm that starts with an initial guess of the XUV pulse and
the laser field, and iterates in steps to converge to the measured XUV pulse and the measured
laser field (see section 3.5.2). The algorithm retrieves both the amplitude and the phase of the
fields. For the analysis presented here I have used a PCGPA code written by Tobias Witting.
Once the phase gate φ(t) is determined from the PCGPA, the vector potential is calculated
from Eq. (1.26):
A(t) =
√
v2 cos2 θ + 2
∂φ
∂t
− v cos θ ≈
∂φ
∂t
v cos θ
, (7.9)
where v is the final electron velocity and θ is the angle between the laser polarisation (x axis
in our case) and the final electron velocity (i.e., the angle of TOF). The electric field is then
determined by differentiating Eq. (7.9) with respect to time.
Here I will use the PCGPA algorithm on the simulated streaked spectra calculated in
section 7.3.3. Strictly speaking, these are not FROG CRAB traces in the standard oscillatory
208 CHAPTER 7. TOWARDS ATTOSECOND NANOPLASMONIC STREAKING
Delay (fs)
El
ec
tro
n 
en
er
gy
 (e
V)
10 20 30
60
70
80
90
100
Delay (fs)
El
ec
tro
n 
en
er
gy
 (e
V)
10 20 30
60
70
80
90
100
0 10 20 30 40
-1.0
-0.5
0.0
0.5
1.0
E
 
(10
9  
V/
m
)
Time (fs)
 original
 reconstructed
(a) (b) (c)
Figure 7.15: (a) Part of the simulated streaked spectra from gold (from Fig. 7.10(b)). (b) Recon-
structed streaked spectra found by the PCGPA. (c) Reconstructed electric field (red) compared to the
original electric field (black), rms field error ǫ = 0.10.
streaking regime, rather they are simulated traces in the intermediate regime of streaking.
The PCGPA converges to the right solution when the input trace is a valid FROG CRAB
trace (i.e., there is no systematic error in the measurement or the input trace is calculated
in the standard regime). It is now a question whether the PCGPA converges to the correct
solution. I ran the PCGPA on the simulated traces and compare the electric field retrieved
by the algorithm with the field used for the calculation. The PCGPA converges to an XUV
pulse, but this is different from the pulse used for the calculation because the photoelectron
spectrum differs from the XUV pulse spectrum.
Fig. 7.15 shows the reconstruction by the PCGPA of the simulated streaked spectra from
gold averaged over the initial z position. For the analysis, I have used a part of the streaked
spectra with energies in the range of 60 – 110 eV (Fig. 7.15(a)). The algorithm converges,
however, the reconstructed trace (Fig. 7.15(b)) contains smaller modulations than the original
trace. This is due to the large background of electrons with lower energies that are not
much modulated. Despite a rather poor reconstruction (compare Fig. 7.15(a) and (b)) the
temporal profile of the reconstructed electric field agrees well with the field used for the
calculation (Fig. 7.15(c)) and the rms field error is ǫ = 0.10. For the comparison, the original
field is normalised to have the same maximum as the reconstructed field. The amplitude
of the retrieved field is underestimated (there is practically no enhancement) because the
reconstructed modulations are low. The PCGPA converges to an XUV pulse duration of
160 as which is much shorter than the pulse duration used for the calculation (which was
580 as). This is because the photoelectron spectrum is broad, which does not mean that the
pulse is short.
Fig. 7.16 shows the reconstruction by the PCGPA of the electric fields from simulated
streaked spectra from sapphire averaged over the initial x position. There is a ghost structure
in the simulated trace at early delays that is largely ignored by the algorithm. There are
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Figure 7.16: (a) Simulated streaked spectra from aluminium (from Fig. 7.11(b)). (b) Reconstructed
streaked spectra found by the PCGPA. (c) Reconstructed electric field (red) compared to the original
rescaled electric field (black), rms field error ǫ = 0.20.
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Figure 7.17: (a) Simulated streaked spectra from germanium averaged over the x position (from
Fig. 7.12(a)). (b) Reconstructed streaked spectra found by the PCGPA. (c) Reconstructed electric
field (red) compared to the original rescaled electric field (black), rms field error ǫ = 0.27.
unwanted oscillations in the reconstructed electric field at early delays but the main part of
the field is retrieved. The rms field error is ǫ = 0.20.
Finally, I show the analysis of the simulated streaked spectra from germanium (Figs. 7.17
and 7.18). When the initial electron position is averaged over the x direction there are
oscillations at early time delays in the simulated trace. These oscillations complicate the
reconstruction and the algorithm converges to a trace that contains more oscillations than
the original. The reconstructed electric field only reproduces the main part of the original field
and contains many ghost oscillations that are not present in the original field. With the rms
field error of ǫ = 0.27, the temporal profile of the plasmonic field can hardly be determined
from the PCGPA retrieval.
Averaging over the initial z position helps to remove the ghost oscillations and the sim-
ulated trace resembles a standard streaking trace in the oscillatory regime (Fig. 7.18). The
reconstructed trace reproduces well the original one and also the reconstructed field follows
the original field (ǫ = 0.14). Moreover, the amplitude of the reconstructed field is 5-times
larger than the incident field amplitude, as expected due to the field enhancement.
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Figure 7.18: (a) Simulated streaked spectra from germanium averaged over the z position (from
Fig. 7.12(b)). (b) Reconstructed streaked spectra found by the PCGPA. (c) Reconstructed electric
field (red) compared to the original rescaled electric field (black), rms field error ǫ = 0.14.
7.5 Summary and discussion
I have theoretically analysed attosecond streaking from the nanoantennas on sapphire. The
electric field in the gap between the antennas can be enhanced and the plasmonic field will
have a longer duration than the incident laser field. To measure the plasmonic field from the
antennas by attosecond streaking one has to consider a number of experimental details.
The regime of streaking from the antennas is between the standard oscillatory regime
and the instantaneous regime, and depends on the electron energy and the dimensions of the
antennas. For the case investigated, the regime is closer to the standard oscillatory regime.
I have shown that, for early time delays, the resulting streaked spectra from antennas can
contain ghost oscillations due to the electron leaving the gap before the end of the plasmonic
pulse. These oscillations are unwanted because they do not follow the plasmonic electric
field. When spatial averaging of the initial electron position is included in the calculation the
ghost oscillations can be reduced and the field can be reconstructed. Numerical calculations
have shown that averaging over the z position helps to remove the ghost oscillations, unlike
averaging over the x position.
To reconstruct the plasmonic field from the streaked spectra one can use a centre of mass
analysis or the PCGPA. Both these methods work well when the simulated trace does not
contain ghost oscillations at early times. However, the centre of mass analysis is more intu-
itive, simpler to perform and leads to a more confident reconstruction than the PCGPA. The
temporal profile of the plasmonic field can be retrieved but the amplitude is underestimated.
From the cases investigated, the best candidate for the electric field retrieval is streaking from
germanium averaged over the z position, because the spectrum is narrow, the oscillations at
early delays are averaged out, the magnitude of modulation is sufficiently large and there
should be no un-streaked background. In this case also the amplitude can be reconstructed.
Chapter 8
Conclusions and future directions
8.1 Summary and conclusions
We have investigated the interaction of intense laser pulses with nanoscale targets, mainly
with atomic clusters. The majority of previous experiments on the laser-cluster interaction
have been performed with pulse durations longer than or comparable to the cluster explosion
time (which is around 100 fs for rare-gas clusters). We call this regime, in which the cluster
expansion during the interaction plays an important role, the non-impulsive regime. In our
present investigations we have studied laser-irradiated clusters in a new regime, termed the
impulsive regime, where the pulse duration is shorter than the cluster explosion time. The
results presented here are also relevant to studies of laser-irradiated dielectrics.
We have performed experimental studies of clusters in few-cycle fields and developed a new
theoretical model of cluster ionisation in the impulsive regime. We have shown that shielding
of the field inside the unexpanded cluster is important and suppresses further ionisation over
short time scales. Our experiments with four-cycle pulses showed that the ion energies do
not depend much on the cluster size because the cluster expansion plays only a subordinate
role. Heating of clusters in the impulsive regime is less efficient compared to irradiation with
longer pulses.
The main result of the investigations presented is the observation of a new and counter-
intuitive anisotropy in cluster explosions in the impulsive regime. We have observed emission
of more energetic ions in the direction perpendicular to the laser polarisation axis in the ex-
plosions of xenon and argon clusters in the impulsive regime. This is in contrast to previous
measurements in the non-impulsive regime that have reported more energetic ion emission
along the laser polarisation axis [26, 28, 30, 31]. We have performed detailed experimental
investigations covering pulse durations of 8 fs− 160 fs to track changes in the ion anisotropy
when going from the impulsive to the non-impulsive regime. We have shown that the new
anisotropy with degree E⊥/E‖ > 1 is a transient phenomenon present in the laser-cluster in-
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teraction for a certain range of pulse durations, that depends on the cluster size and atom
species. We have demonstrated that the anisotropy in ion emission is directly related to the
regime of the laser-cluster interaction (impulsive or non-impulsive). The continuous change of
the anisotropy degree with pulse duration suggests that there is an interplay between physical
processes driving cluster explosions on different time scales.
In the non-impulsive regime, when the pulse duration is comparable to the cluster explosion
time, more energetic ions are emitted in the direction along the laser polarisation axis. This
phenomenon can be explained by surface polarisation acceleration [28] and the charge-flipping
process [31, 122]. However, when the pulse duration is decreased these mechanisms are not
expected to be significant. Surface polarisation charge will not be resonantly enhanced in the
impulsive regime and the charge-flipping force will be less important because it will act on
ions for a smaller number of laser cycles. In the impulsive regime, other processes start to
prevail. Highly energetic ions emitted in the direction perpendicular to the laser polarisation
axis are accelerated by electrostatic forces and not by hydrodynamic forces. I have developed
an electrostatic model treating electrons inside the cluster as a driven and damped harmonic
oscillator. The model shows that, under the likely conditions of the experiment (low charge
state, and damping rate on the order of the laser frequency), the intracluster electric field can
have a maximum in the direction perpendicular to the laser polarisation axis. This anisotropic
field results in anisotropic ion acceleration consistent with our experimental observations.
The initial collective electron oscillation within the unexpanded cluster manifests itself in the
anisotropic cluster explosion with E⊥/E‖ > 1 and is masked when longer pulses are used.
This behaviour will be general to any laser-irradiated nanoscale dielectric during the first few
cycles of the interaction.
In addition to investigations of nanoclusters in the gas phase I have also studied nanoplas-
monic fields on surfaces. The optical response of nanostructures is predominantly determined
by the ultrafast electron dynamics in a similar way to an unexpanded cluster. An experiment
is proposed to measure the time-dependent nanoplasmonic field by attosecond streaking. I
have numerically simulated the experiment and showed that streaking from antennas is in the
intermediate regime between the standard oscillatory streaking and instantaneous streaking.
The mixing of the two regimes can result in unwanted oscillations in the streaked spectra for
early delays between the XUV and the plasmonic pulse. However, for longer delays, when the
electron leaves the enhanced field towards the end of the plasmonic pulse, the streaking from
antennas is in the standard regime. The simulations show that the best option to retrieve the
plasmonic field is to deposit germanium into the gaps between antennas and observe streaked
spectra averaged over the initial electron z position. In this case the unwanted ghost oscilla-
tions at early delays are reduced and the plasmonic field can be retrieved by a centre of mass
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analysis or by the principle components generalised projections algorithm.
8.2 Future directions
8.2.1 Electron emission from clusters in the few-cycle regime
In our experiments we did not detect any electron signal when clusters were irradiated by
a single four-cycle pulse. It is very likely that in the regime investigated the electrons from
clusters are not very energetic and the total electron yield is low. Therefore, electrons were
not detected in our experimental setup. Measuring the electron energy spectra would provide
additional information about the initial charging and heating of the cluster.
The electron detection can be improved either by using a detector with better efficiency
for lower energy electrons (e.g. a magnetic bottle), or by employing higher power few-cycle
pulses to produce more electron signal. In our time-of-flight spectrometer, electrons with
lower energies, and therefore longer times of flight, are not detected efficiently because of
the large noise present at longer times of flight. A second issue is that we always detect an
intense photon peak before the electron signal. The photon peak can cause ringing of the
signal, deteriorating the electron detection. One cannot simply increase the gain of the MCP
to get more electron signal because higher gain would saturate the photon peak, increasing
the ringing. To improve the electron detection one can use a time-of-flight spectrometer
shielded from external magnetic fields in which the trajectories of low energy electrons are
not affected by external fields. It is also possible to use electrostatic lenses in the spectrometer
to improve the detection of lower energy electrons. Another option is to replace the time-
of-flight spectrometer with an electrostatic or a magnetic mass analyser. In the analyser the
charged particles (ions or electrons) are deflected according to their charge to mass ratio and
the photons are not detected because they are not deflected. Using an analyser will eliminate
the large photon signal that causes ringing. Therefore, it should be possible to detect the
electrons without ringing after the photon peak.
The second way to increase the electron signal is to use a few-cycle laser with higher
power and better pulse contrast to increase the electron yield. When using the hollow fibre
in our experiments the energy per pulse in the interaction region was limited to 350 µJ. The
maximum laser energy that can be used in our fibre is limited by ionisation and self focusing
of the beam in the fibre. Moreover, there are additional losses on chirped mirrors and other
elements on the beampath to the experimental chamber. The energy of few-cycle pulses can
be increased by a number of schemes [237–239]. These include using circularly polarised light
in a statically filled hollow fibre to reduce the ionisation, allowing production of 4.3 fs pulses
with energy of 1 mJ [239], or using chirped pulses for spectral broadening in a differentially
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Figure 8.1: Calculated electron emission from a Na147 cluster irradiated with two pulses delayed by
300 fs which corresponds to the resonance. The cluster radius was 2 nm and the electron emission was
determined at position of 10 nm. One can see emission bursts in forward and backward direction every
laser half-cycle. The emission is during the second pulse. The pulse duration is 25 fs and intensity
8× 1012 Wcm−2. Figure from Fennel et al. [240].
pumped hollow fibre to produce 5 fs 5 mJ pulses [238]. Using pulses with higher energy,
provided they have sufficiently large pulse contrast, can possibly increase the electron yield
from clusters and provide more information about the early stages of the interaction.
In addition to single few-cycle pulse investigations, there are interesting theoretical predic-
tions about the electron emission from clusters irradiated with two short pulses [240]. Fennel
et al. [240] simulated Na147 clusters irradiated with two 25 fs pulses with an intensity of
8 × 1012 Wcm−2. They predict production of energetic electron bunches when the cluster
plasmon is at the resonance with the laser field. The energetic electrons are produced by heat-
ing of the electron cloud passing through the cluster and gaining energy from the polarisation
field enhanced at the resonance. Because electrons are efficiently accelerated only if they cross
the cluster at the right phase, the electrons are emitted in sub-cycle bursts (Fig. 8.1). When
the second laser pulse is a few-cycle pulse with a locked absolute phase, the electron emission
on attosecond time scale can be controlled by changing the absolute phase of the laser pulse.
In this way one can generate a train of directed ultrafast electron pulses.
8.2.2 Clusters irradiated with longer wavelengths
The ponderomotive energy scales with the laser wavelength as ∝ λ2 and, therefore, strong field
phenomena can be observed with longer wavelength without increasing the intensity. High
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harmonic generation and electron emission with longer wavelength has been studied [241] and
the experimental results showed a good agreement with the classical picture of an electron in
a strong field. An optical parametric generation setup to produce intense laser pulses with a
wavelength of 1.6 µm is under development at the Blackett Laboratory at Imperial College
London to study high harmonic generation and inelastic electron scattering on molecules.
Concerning the laser-cluster interaction, using a longer wavelength will increase the am-
plitude of the electron oscillation and it will change the resonant condition for cluster heating.
In our experiments the amplitude of the electron oscillation in the laser field was around
5 nm which is comparable to the cluster sizes investigated. Increasing the electron excursion
compared to the cluster size will influence the electron recollision with the cluster boundary,
affecting the heating mechanisms and outer ionisation.
Changing the wavelength will alter the resonant condition for nanoplasma heating and,
consequently, it will affect the transition between the impulsive and the non-impulsive regimes.
Previous experiments on clusters in the non-impulsive regime performed with wavelengths of
780 nm and 390 nm [26, 140] have shown a good agreement between the experimental results
and the picture of resonant heating of the cluster. The resonant density decreases with
wavelength as ∼ λ−2 and, therefore, when a longer wavelength is used, the resonance will be
later in the cluster explosion. When clusters are irradiated with 1.6 µm light we expect the
transition of the anisotropy degree to be at longer pulse duration than in the case of 800 nm
irradiation.
8.2.3 High harmonic generation from clusters
Atomic clusters and extended molecules (such as C60) are distinct media for high harmonic
generation with the possibility of extending the harmonic cut-off and enhancing the HHG
conversion efficiency [44–47]. HHG from clusters differs from HHG from atoms because cluster
is an extended target, where an electron can recombine with a different atom from its parent
atom and collective electron dynamics can play a role. The typical amplitude of the electron
oscillatory motion (about 1 − 10 nm) is comparable with the typical cluster size, therefore,
the motion of the ionised electron is affected by the cluster medium.
There have not been many experimental investigations of HHG from clusters in the impul-
sive regime. Vozzi et al. [47] studied HHG from argon clusters with 25 fs pulses and observed
an increase in the cut-off energy with increasing cluster size. They have also reported an
optimal value of the cluster size that maximises the harmonic yield. Our experiments have
shown that the collective electron oscillation is critical in determining the dynamics in the
impulsive regime. Therefore, one would expect that the electron oscillation, which is likely
to have nonlinear components, will play a role in harmonic generation from clusters. To
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experimentally investigate the role of collective oscillation for HHG in clusters we propose
to perform experiments on HHG from clusters with different pulse durations ranging from
the few-cycle regime to ∼100 fs. Unlike in the investigations presented in this thesis, where
the energy per pulse was kept constant, for HHG studies the laser intensity should be kept
constant for all pulse durations. This is because the harmonic cut-off scales with the laser
intensity and it will be more straightforward to infer the effect of the pulse duration when
intensity is kept constant. Any observed changes in HHG yield and cut-off would indicate on
the importance of coherent collective electron processes in clusters.
Appendix A
Atomic units
In the majority of this thesis we have used SI units. However, for the quantum mechanical
calculations it is much more convenient to use atomic units. In atomic units e2 = me = ~ = 1.
Here we summarise the conversion between atomic units and SI units:
1 atomic mass unit 9.109× 10−31 kg electron mass
1 atomic charge unit 1.602× 10−19 C electron charge
1 atomic length unit 5.2917× 10−11 m Bohr radius
1 atomic velocity unit 2.1877× 106 ms−1 electron velocity in the 1st Bohr orbit
1 atomic momentum unit 1.9926× 10−24 kgm s−1 electron momentum in the 1st Bohr orbit
1 atomic energy unit 4.359× 10−18 J twice Ip of hydrogen
1 atomic time unit 2.4189× 10−17 s
1 atomic unit of el. potential 27.210 V
1 atomic unit of el. field 5.142× 1011 Vm−1
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