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Resumen
En este trabajo presentamos las propiedades
ba´sicas que, desde nuestro punto de vista,
deben cumplir los grados de solapamiento.
Estudiamos diferentes me´todos de con-
struccio´n y analizamos las condiciones bajo
las cuales las t-normas continuas son grados
de solapamiento. Por u´ltimo, demostramos
que si aplicamos operadores de agregacio´n es-
peciales a dichos grados, entonces obtenemos
el ı´ndice de solapamiento (overlap) entre con-
juntos difusos definido por Dubois y el ı´ndice
de consistencia propuesto por Zadeh.
Palabras Clave: Grado de solapamiento,
Indice de overlap, t-norma.
1 GRADO DE SOLAPAMIENTO.
DEFINICION Y PROPIEDADES
Sabemos que la teor´ıa de conjuntos difusos [32] ha
sido muy u´til en la resolucio´n de problemas descritos
mediante modelos imprecisos y con gran cantidad de
ruido. Por este motivo, esta teor´ıa es una herramienta
apropiada para estudiar el problema de la identifi-
cacio´n de los objetos que constituyen una imagen
(ve´ase [5, 20, 28, 30]).
Para separar el objeto del fondo de una imagen, lo
primero que debemos hacer es representar el objeto
mediante un conjunto difuso y el fondo mediante otro.
El e´xito del me´todo de separacio´n radica en la eleccio´n
correcta de dichos conjuntos difusos, que ni mucho
menos tienen que ser disjuntos en el sentido de Ruspini
[29] (ve´ase [1, 2, 19]).
Para construir estos conjuntos es necesario conocer
la propiedad exacta que caracteriza los p´ıxeles que
Figura 1: Solapamiento entre dos funciones
pertenecen al objeto (fondo). Esta propiedad deter-
mina la expresio´n de la funcio´n de pertenencia aso-
ciada al conjunto difuso que va a representar al ob-
jeto (fondo) (ve´ase [10, 11, 17]). Normalmente, esta
funcio´n no es conocida de manera exacta en todos y
cada uno de los p´ıxeles de la imagen. Hay p´ıxeles para
los cuales el experto esta´ seguro de su pertenencia al
fondo o al objeto y para otros duda y es precisamente
en e´stos, donde el valor de la funcio´n de pertenencia
no es conocido con exactitud.
Dada una imagen, pedimos a un experto que asigne
los siguientes valores a cada p´ıxel de intensidad q:
µB(q): que representa el grado de pertenencia de dicho
p´ıxel al fondo.
µO(q): que representa el grado de pertenencia al ob-
jeto.
En la Fig.1 mostramos las dos funciones de pertenencia
proporcionadas por el experto para representar una
imagen dada en la escala de L niveles de gris. De la
obsevacio´n de dichas pertenecias deducimos que para
intensidades menores que qi el experto esta´ seguro de
que los p´ıxeles pertenecen al fondo. Para intensidades
mayores que qj esta´ seguro de su pertenencia al objeto.
Sin embargo, para intensidades entre qi y qj el experto
no tiene seguridad absoluta de su pertenencia a uno u
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otro, siendo la intensidad qk la que presenta ma´ximo
desconocimiento.
De este ana´lisis deducimos que el grado de sola-
pamiento entre las dos funciones lo podemos interpre-
tar como la representacio´n del desconocimiento que
tiene el experto en determinar si el p´ıxel en cuestio´n
pertenece al fondo o pertenece al objeto. Por este mo-
tivo, definimos el grado de solapamiento entre µB(q)
y µO(q) mediante funciones:
GS : [0, 1]× [0, 1] → [0, 1]
tales que deben cumplir las siguientes propiedades:
(GS0) GS depende u´nicamente de µB(q) y µO(q).
(GS1) GS es sime´trica. El grado de solapamiento no
depende del orden en que consideremos los grados de
pertenencia.
(GS2) El grado de solapamiento, entre los grados de
pertenencia asociados a un p´ıxel de intensidad q, es
cero si y so´lo si por lo menos uno de los grados de
pertenencia vale cero. Es decir,
GS(µB(q), µO(q))) = 0 si y so´lo si
µB(q) = 0 o´ µO(q) = 0, (i.e. min(µB(q), µO(q)) = 0)
(GS3) El grado de solapamiento, entre los grados de
pertenencia asociados a un p´ıxel de intensidad q, es
uno si y so´lo si ambos grados de pertenencia valen
uno. Es decir,
GS(µB(q), µO(q))) = 1 si y so´lo si
µB(q) = 1 y µO(q) = 1, (i.e. µB(q) · µO(q) = 1).
(GS4) No decreciente; al aumentar los grados de perte-
nencia aumenta el grado de solapamiento.
(GS5) Continuidad. El grado de solapamiento entre
las dos pertenencias asociadas a un p´ıxel de inten-
sidad q no debe presentar una reaccio´n cao´tica ante
pequen˜os cambios del grado de pertenencia de dicho
p´ıxel al fondo o al objeto.
Definicio´n 1. Una funcio´n GS : [0, 1]
2 → [0, 1] es
un grado de solapamiento si satisface las propiedades:
(GS0)− (GS5).
2 CONSTRUCCIO´N
Teorema 1. GS : [0, 1]
2 → [0, 1] es un grado de sola-
pamiento si y so´lo si
GS(x, y) =
f(x, y)
f(x, y) + h(x, y)
para algu´n f, h : [0, 1]2 → [0, 1] tal que
1) f y h son sime´tricas;
2) f es no decreciente y h es no creciente;
3) f(x, y) = 0 si y so´lo si x · y = 0;
4) h(x, y) = 0 si y so´lo si x · y = 1;
5) f y h son continuas;
Ejemplo 1.
1) Si f(x, y) = min(x, y) y h(x, y) = max(1−x, 1−y),
entonces GS(x, y) = min(x, y) es un grado de sola-
pamiento.
2) Si tomamos f(x, y) =
√
x.y y h(x, y) = max(1 −
x, 1−y), entonces la construccio´n propuesta en el Teo-
rema 1 es un grado de solapamiento.
3) Si f(x, y) =
√
x · y y h(x, y) = 1− x · y, la siguiente
expresio´n es un grado de solapamiento
GS(x, y) =
√
x · y√
x · y + 1− x · y
Corolario 1. Bajo las condiciones del Teorema 1 si
suponemos que GS puede ser escrito de dos formas
diferentes:
GS(x, y) =
f1(x, y)
f1(x, y) + h1(x, y)
=
f2(x, y)
f2(x, y) + h2(x, y)
para todo x, y ∈ [0, 1] entonces, si definimos
F (x, y) = f1(x, y)− f2(x, y)
H(x, y) = h1(x, y)− h2(x, y)
se cumple:
GS(x, y) =
F (x, y)
F (x, y) + H(x, y)
.
2.1 Caso espec´ıfico: Uninormas
Sabemos que una uninorma es una funcio´n U :
[0, 1]2 → [0, 1] que es conmutativa, asociativa, cre-
ciente y tiene como elemento neutro e ∈]0, 1[. Por
tanto, toda uninorma satisface las propiedades (GS1)
y (GS4). Sin embargo, en el siguiente teorema de-
mostramos que no satisfacen, por lo general, todas las
condiciones demandadas a los grados de solapamiento.
Teorema 2. No existe ninguna uninorma que sea
grado de solapamiento.
Dem. Sabemos (ve´ase [26]) que no existe ninguna
uninorma que sea continua en todo el intervalo unidad,
por tanto U nunca satisface la propiedad (GS5).
2.2 Caso especifico: t-normas
En esta subseccion estudiamos las condiciones bajo las
cuales las t-normas cumplen las condiciones deman-
dadas a los grados de solapamiento.
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Sabemos que una t-norma es una funcio´n T : [0, 1]2 →
[0, 1] que es conmutativa, asociativa, creciente y
T (x, 1) = x para todo x ∈ [0, 1]. Por tanto, las t-
normas cumplen (GS1) y (GS4). Tambie´n cumplen
(GS3), la demostracio´n es la siguiente: 1 = T (x, y) ≤
min(x, y), entonces x = y = 1. El rec´ıproco es directo
teniendo en cuenta que el elemento neutro de T es el
uno.
Debemos hacer notar que cuando trabajamos con t-
normas, la condicio´n necesaria de la propiedad (GS2)
coincide con la definicio´n de t-norma positiva, (ve´ase
pa´gina 4 en [4]).
Teorema 3. Sea T una t-norma en [0, 1]. T satisface
(GS2) si y so´lo si T no tiene divisores de cero.
A continuacio´n vamos a estudiar las condiciones bajo
las cuales las t-normas que satisfacen la propiedad ar-
quimediana (es decir, T (x, x) < x para todo x ∈ (0, 1))
tambie´n satisfacen (GS2).
Empezamos recordando el teorema de representacio´n
de t-normas continuas y arquimedianas dado por Ling,
Schweizer y Sklar en [25, 31], (ma´s referencias sobre
este teorema pueden encontrarse en [16]).
Teorema 4. Una t-norma T es continua y arquime-
diana si y so´lo si existe una funcio´n f : [0, 1] → [0,∞]
con f(1) = 0, continua y estrictamente decreciente tal
que
T (x, y) = f (−1)(f(x)+f(y)),
donde f (−1) es la pseudoinversa de f definida por
f (−1)(x) =
{
f−1(x) if x ≤ f(0)
0 en otro caso
La funcio´n f recibe el nombre de generador aditivo de
T .
Lema 1. Sea T una t-norma arquimediana que satis-
face (GS5) y sea f : [0, 1] → [0,∞] un generador adi-
tivo de T . Bajo estas condiciones: T satisface (GS2)
si y so´lo si para todo x, y ∈]0, 1], f(x) + f(y) < f(0)
se cumple.
Dem. Basta tener en cuenta el Teorema 4.
Ejemplo 2. Sea f(x) = −log(x), para todo x, y ∈
]0, 1] se cumple f(x) + f(y) < f(0). Tomando este
generador aditivo tenemos: T (x, y) = xy.
Teorema 5. Sea T una t-norma que satisface (GS5).
T es estricta si y so´lo si T satisface (GS2) y es arqui-
mediana.
Teorema 6. Si una t-norma T es un grado de sola-
pamiento, entonces T es de uno de los tres tipos sigu-
ientes:
1) T = min;
2) T es estricta;
3) T es la suma ordinal de la familia {([am, bm], Tm)}
tal que si T (x, y) = 0 y (x, y) ∈ [0, bm]2, entonces el in-
tervalo [0, bm] tiene asociada una t-norm Tm continua
arquimediana y estricta.
Dem. Sabemos que todo grado de solapamiento debe
satisfacer (GS5); es decir, debe ser continuo. Por
hipo´tesis T es una t-norma que es grado de sola-
pamiento, entonces es continua. Por la clasificacio´n
de t-normas continuas dadas en la pa´gina 11 de [16]
(ve´ase [27], [25] y [24]), sabemos que para una t-norma
continua T tenemos tres posibilidades:
1.- T = min;
2.- T es arquimediana;
3.- existe una familia {([am, bm], Tm)} tal que T es la
suma ordinal de esta familia en el sentido presentado
en [16].
Por hipo´tesis T es un grado de solapamiento, entonces
satisface (GS5) y (GS2). Si adema´s T es arquimedi-
ana, por el Teorema 5 tenemos que T es estricta.
Supongamos ahora que T es la suma ordinal de la fa-
milia {([am, bm], Tm)}; es decir:
T (x, y) =


am + (bm − am)Tm( x−ambm−am ,
y−am
bm−am
)
if (x, y) ∈ [am, bm]2
min(x, y) otherwise
Sabemos que toda t-norm cumple la siguiente
propiedad: si x · y = 0, entonces T (x, y) = 0. Adema´s
por hipotesis la t-norm anterior tambien satisface el
rec´ıproco, por ser grado de solapamiento. Entonces si
T (x, y) = 0 pueden ocurrir dos cosas:
a) (x, y) no pertenece a ningun [am, bm]
2, en cuyo caso
tenemos que T (x, y) = min(x, y) para ese (x, y).
b) El punto (x, y) pertenece a [am, bm]
2. Como
T (x, y) = 0 = am + (bm − am)Tm( x−ambm−am ,
y−am
bm−am
),
entonces am = 0 y adema´s bm 6= 0 ya que en caso con-
trario el intervalo considerado ser´ıa [0, 0] y x = y = 0.
Sabemos que T cumple (GS2) y si T (x, y) = 0, en-
tonces Tm(
x
bm
, y
bm
) = 0, luego Tm tambien cumple
(GS2). Por tanto, tenemos que la t-norma continua y
arquimediana Tm asociada al intervalo [0, bm] tambie´n
cumple (GS2), entonces por Teorema 5 es estricta.
Ejemplo 3. 1) En la construccio´n del siguiente grado
de solapamiento utilizamos el item 3) del Teorema 6.
En estas condiciones tomamos la t-norma producto,
(la cual es stricta, continua y arquimediana), para el
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correspondiente intervalo [0, bm].
GS(x, y) =
{
2xy if (x, y) ∈ [0, 0.5]2
min(x, y) en otro caso
2) En la construccio´n del siguiente grado de sola-
pamiento tomamos las t-normas producto y la de
Lukasiewicz (ve´ase pa´gina 84 de [21]). No´tese que en
este grado de solapamiento no consideramos ningun
intervalo de la forma [0, bm].
GS(x, y) =

0.1 + 2.5(x− 0.1)(y − 0.1) if (x, y) ∈ [0.1, 0.5]2
0.7 + max(x + y − 1.6, 0) if (x, y) ∈ [0.7, 0.9]2
min(x, y) en otro caso
3) La siguiente t-norma no satisface la propiedad
(GS2). Esto es debido a que en [0, 0.25]
2 tomamos
la t-norma de Lukasiewicz la cual es continua y arqui-
mediana pero no es stricta.
T (x, y) =
{
max(x + y − 0.25, 0) if (x, y) ∈ [0, 0.25]2
min(x, y) en otro caso
3 INDICE DE SOLAPAMIENTO.
CONSTRUCCIO´N A PARTIR DE
GRADOS DE SOLAPAMIENTO
En esta seccio´n vamos a construir ı´ndices de sola-
pamiento (overlap) agregando grados de solapamiento.
Por esta razo´n, empezamos recordando los concep-
tos de overlap y de consistencia. A continuacio´n jus-
tificamos los motivos por los cuales la mayor parte
de los ı´ndices de overlap que existen en la literatura
no satisfacen una de las cuatro condiciones exigi-
das por Dubois y Prade. Seguidamente mostramos
las propiedades que debemos pedir a los operadores
de agregacio´n para que al aplicarlos a los grados de
solapamiento, estudiados anteriormente, obtengamos
ı´ndices de solapamiento. Terminamos mostrando la
construccio´n de dichos ı´ndices y la forma de obtener
las dos expresiones ma´s utilizadas.
Denotamos con F (U) al conjunto de todos los con-
juntos difusos sobre el referencial finito no vac´ıo U
(Cardinal(U) = n). A los conjuntos difusos sobre
U los vamos a representar de la siguiente forma:
A = {(u, µA(u))|u ∈ X}
En 1978 Zadeh [33] presento´ la extensio´n natural a
la teor´ıa de conjuntos difusos del concepto cla´sico de
ı´ndice de overlap (solapamiento) al que llamo´ consis-
tencia:
O(A,B) = Supni=1(min(µA(ui), µB(ui))).
Obviamente, O(A,B) = 0 si A y B son completamente
disjuntos y O(A,B) = 1 si existe un elemento ui ∈ U
tal que µA(ui) = µB(ui) = 1.
En 1982 Dubois y Prade [15] presentaron la siguiente
axiomatizacio´n para el ı´ndice de overlap:
Definicio´n 2. Un ı´ndice de overlap es una funcio´n
O(A,B) de F (U) × F (U) en el intervalo unidad tal
que:
(O1) O(A,B) = 0 si y so´lo si A y B tienen soportes
disjuntos;
(O2) O(A,B) = 1, siempre que (µA(ui) = 0 o´
µB(ui) = 1) o´ (µA(ui) = 1 o´ µB(ui) = 0);
(O3) O(A,B) = O(B,A);
(O4) Si B ≤ C, entonces O(A,B) ≤ O(A,C).
La condicio´n (O2) de esta definicio´n tiene la ventaja de
que si A no es difuso, entonces O(A,A) = 1. Sin em-
bargo, Dubois, Ostasiewicz y Prade en [14] establecen
lo siguiente:
1. Para conjuntos difusos subnormales (es decir,
µA(ui) < 1 y µB(ui) < 1 para todo ui ∈ U),
(O2) debe ignorarse.
2. El ı´ndice ROC (ve´ase [15]) no cumple esta
propiedad.
Tambie´n es interesante hacer notar lo siguiente:
Si A = {(ui, µA(ui) = 0)|ui ∈ U}, entonces
min(A,A) = {(ui, µmin(A,A)(ui) = 0)|ui ∈ U} y por
(O1) resulta O(A,A) = 0. Si imponemos a la vez
(O2), entonces O(A,A) = 1. Es decir, tenemos una
contradiccio´n.
Estas consideraciones hacen que a los ı´ndices de over-
lap normalmente se les exija so´lamente las condiciones:
(O1),(O3) y(O4) de la Definicio´n 2.
En el siguiente teorema presentamos un me´todo de
construccio´n de ı´ndices de overlap. En este me´todo va-
mos a agregar funciones de solapamiento. Para llevar
a cabo estas construcciones a los operadores de agre-
gacio´n M les vamos a pedir las siguientes propiedades:
(ve´ase [9, 12, 23, 18]).
Un operador de agregacio´n de dimensio´n n [9] es una
funcio´n:
M : [0, 1]n → [0, 1]
que satisface las siguientes propiedades (ver tambie´n
[12] y [13, 3]):
A1. M(x1, · · · , xn) = 0 si y so´lo si xi = 0 para todo
i ∈ {1, · · · , n}.
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A2. M(x1, · · · , xn) = 1 si y so´lo si xi = 1 para todo
i ∈ {1, · · · , n}.
A3. Para cualquier par de n-tuplas (x1, · · · , xn) y
(y1, · · · , yn) tales que xi, yi ∈ [0, 1] para todo i ∈
{1, · · · , n}, si xi ≤ yi para todo i ∈ {1, · · · , n}, en-
tonces
M(x1, · · · , xn) ≤ M(y1, · · · , yn);
es decir, M es mono´tona creciente en todos sus argu-
mentos.
Teorema 7. Sea M : [0, 1]n → [0, 1] un operador
de agregacio´n que satisface A1, A3 y es idempotente
(M(x, · · · , x) = x para todo x ∈ [0, 1])
Sea GS : [0, 1]
2 → [0, 1] y sea la funcio´n:
O : F (U)× F (U) → [0, 1] dada por
O(A,B) = Mni=1(GS(µA(ui), µB(ui)))
En estas condiciones los siguientes ı´tems se cumplen:
i) O satisface (O1) si y so´lo si GS satisface (GS2);
ii) O satisface (O3) si y so´lo si GS satisface (GS1);
iii) Si GS satisface (GS4), entonces O satisface (O4).
Ejemplo 4.
1. O(A,B) =
∨n
i=1GS(µA(ui), µB(ui))
2. O(A,B) =(
1
n
∑n
i=1(GS(µA(ui), µB(ui))
β
) 1
β
, β 6= 0
Notas al ejemplo
1. Si en la expresio´n 1. tomamos GS(x, y) =
min(x, y), entonces tenemos el ı´ndice de consis-
tencia dado por Zadeh (ve´ase [33]).
2. Si existe un u´nico ui tal que GS(µA(ui), µB(ui)) =
1, entonces por la expresion 1. tenemos O(A,B) =
1. El hecho de que un u´nico elemento ui haga que
O(A,B) = 1 nos sugiere utilizar la expresion 2.
en lugar de la 1).
3. La expresio´n 2. cumple la siguiente propiedad:
O(A,B) = 1 if and only if GS(µA(ui), µB(ui)) = 1
En estas condiciones, si GS(x, y) = min(x, y) o´
GS(x, y) = x · y o´ GS(x, y) = √x · y, entonces:
O(A,B) = 1 si y so´lo si
A = B = {(ui, µA(ui) = µB(ui) = 1)|ui ∈ U}
por tanto la expresio´n 2., al igual que la mayor
parte de expresiones dadas para el ı´ndice de over-
lap (ve´ase [6, 7, 8, 14, 15]), no satisface la condi-
cion (O2) de la definicio´n 2.
Corolario 2. Bajo las condiciones del Teorema 7 si
imponemos que la funcion M : [0, 1]2 → [0, 1] satisfaga
A2, entonces la siguiente propiedad se cumple: Si GS
satisface (GS3), then
O(A,B) = 1 si y so´lo si A = B = {ui, µA(ui) =
1)|ui ∈ U};
4 CONCLUSIONES
La relevancia de los problemas de solapamiento en el
contexto de la clasificacio´n difusa es evidente, tanto
en cuanto no van a existir procedimientos sencillos,
como existen en el caso no difuso, para reformular el
problema sin solapamientos (ve´ase por ejemplo [1, 2]).
En este trabajo hemos propuesto una definicio´n for-
mal para las medidas de solapamiento, relaciona´ndolas
con algunas propuestas de ı´ndices con fines ana´logos.
Adema´s, hemos caracterizado su aspecto funcional
bajo ciertas hipo´tesis.
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