• A general approach for computing optimal symmetric quadrature rules on simplexes is identified.
Introduction
There have been significant efforts to identify high-order quadrature rules on d-simplex and d-hypercube geometries as evidenced by the surveys in [1] [2] [3] [4] [5] . On the d-hypercube, it is well-known that optimal (or near optimal) quadrature rules with N p = n d points can be constructed from tensor products of 1D Gauss-Legendre quadrature rules with n points [6] . These quadrature rules are widely used because, in addition to their optimality (or near optimality), they are symmetric (as they are invariant under reflections and rotations that map the d-hypercube unto itself), possess positive weights, and have points located within the interior of the d-hypercube. Due to these desirable properties, there have been attempts to extend the Gauss-Legendre rules to d-simplexes (cf. [6, 7] ). The simplest of such approaches has involved constructing Gauss-Legendre rules on the d-hypercube and then degenerating vertices until the d-simplex is obtained. However, in general the resulting rules are no longer symmetric on the d-simplex, as they contain anisotropic clusters of points near the degenerate vertices. In addition, the optimality of these rules has yet to be shown analytically. In fact, to the authors' knowledge, no one has identified a family of symmetric quadrature rules on the d-simplex for which optimality can be rigorously proven. For this reason, the formulation of quadrature rules on the d-simplex remains an open area of research, as demonstrated by the recent work presented in [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] . Of particular interest, is the effort by Shunn and Ham in [17] to construct quadrature rules on the 3-simplex based on cubic close packing (CCP) arrangements of points. In their work, the CCP arrangements of points (i.e., the CCP lattices) are defined by the centers of spheres in the CCP configuration, as shown in Fig. 1 for the cases of N p = 1, 4, 10, 20, 35, 56, and 84.
The CCP lattices are viewed as the 3-simplex analog to the uniform cartesian lattices on which the Gauss-Legendre rules on the 3-hypercube are based, in the sense that they possess the same properties of symmetry on the 3-simplex as uniform cartesian lattices possess on the 3-hypercube. Based on this fact, it was supposed that an optimal family of symmetric quadrature rules on the 3-simplex could be obtained by employing the CCP lattices as initial conditions to optimization procedures for identifying the rules. Following this approach, a family of symmetric, locally optimal quadrature rules on the 3-simplex with N p = 1, 4, 10, 20, 35, and 56 points was obtained [17] .
This work attempts to extend the approach in [17] can be expressed as a function of N l , the number of layers of d-spheres in the lattices, as follows
where each layer is of dimension d − 1.
The remainder of this article is structured as follows. Section 2 presents requirements for the quadrature rules and introduces the theoretical machinery that enables these requirements to be enforced. Section 3 discusses the practical procedure for obtaining the quadrature rules through solving nonlinearly constrained optimization problems. Section 4 and Appendices A and B summarize the quadrature point locations and weights for the resulting rules. Finally, Section 5 presents the results of numerical experiments evaluating the orders of accuracy and absolute errors of the quadrature rules.
Overview of the theory of quadrature rules on simplexes
This section will describe the theoretical basis of the standard approach for finding quadrature rules on d-simplexes. The description presented here is a generalization of the description of Shunn and Ham in [17] .
Preliminary definition of the problem
Consider the domain which resides in a d-dimensional space with coordinate vector x ∈ R d . Suppose that a scalarvalued function f (x) is well-defined on (such that f (x) ∈ R∀x ∈ ) and that the integral of f (x) on is also well-defined such that
In this case, F can be approximated using a quadrature rule (F ) as follows
where V ( ) denotes the volume of , and x i and w i denote the locations and weights of the quadrature points, respectively. Note that the error ϵ introduced by the quadrature approximation in Eq. (3) can be defined as follows
Now, suppose that is defined to be the d-simplex with vertices v 1 , . . . , v d+1 . One may redefine the quadrature rule in Eq. (3) in terms of the d-simplicial definitions of the volume V ( ) and the quadrature point locations x i . In particular, the volume of the d-simplex can be defined using the Cayley-Menger determinant as follows
where B is a matrix which has columns that are constructed from the differences between vertices of the d-simplex, i.e.,
In addition, the quadrature point locations x i can be expressed as the following linear combinations of the d-simplex vertices
Upon substituting the expressions for V ( ) and x i from Eqs. (5) and (7) into Eq. (3), one obtains the following general expression for the quadrature rule F on the d-simplex
Quadrature rule requirements
Before proceeding further, it is useful to review the requirements that quadrature rules are usually constrained to satisfy. In accordance with the discussions in [3] , each quadrature rule is required to:
• Integrate a polynomial of the highest possible order and minimize the magnitude of the truncation error term.
• Ensure that all quadrature weights are non-negative in order to minimize the possibility of cancellation errors.
• Ensure that there are no quadrature points located outside of the d-simplex.
• Ensure that all quadrature points are symmetrically arranged within the d-simplex. The quadrature rule must be invariant under affine transformations of the d-simplex unto itself.
In addition, on the 2-simplex it is desirable (but not required) that all quadrature rules preserve the layered structure of the corresponding 2-SCP configuration. More precisely, it is convenient if the quadrature rules have rows of points for which the number of points is the same as the number of points in a complementary row of the 2-SCP configuration. Here it is important to note that a row of points is defined such that the y coordinates of all the points in a given row are greater than all y coordinates of the points in the row below and less than all y coordinates of points in the row above (with natural exceptions for the top-most and bottom-most rows). When the points can be partitioned into rows in this way, it facilitates the creation of mappings between the indices of quadrature points on pairs of 2-simplexes. These mappings are useful in certain applications, for example, in numerical integration procedures on triangular (2-simplex) faces of elements in 3D meshes of tetrahedra (3-simplexes) that are frequently employed in discontinuous finite element methods. Refer to Appendix A for details regarding this topic.
Enforcement of quadrature rule requirements
Evidently, the objective is to find the particular rule (or set of rules) that satisfies the requirements of the previous section. Of these requirements, it is perhaps most important to find a quadrature rule which satisfies the first one, namely finding a quadrature rule which integrates a polynomial of the highest possible degree and minimizes the approximation error ϵ (Eq. (4)) for a given number of quadrature points N p . More precisely, ϵ ∼ O (δ n ) must be minimized, where n is the highest possible order, and where δ is the 'characteristic' length of edges between neighboring vertices v k and v k+1 of the d-simplex (where k ≤ d). In order to begin finding a quadrature rule that meets this criterion, consider approximating f (x) with a nth order Taylor series expansion about the centroid x 0 of (denoted by f n (x)) where
so that Eq. (8) becomes
Setting Eq. (10) aside for the moment, consider integrating both sides of Eq. (9) over the domain in order to obtain the following expression for F
Upon substituting F and F from Eqs. (10) and (11) , and V ( ) from Eq. (5) into Eq. (4), one obtains the following expression for the error term ϵ ϵ =
which is equivalent to
where
It is well-known that ϵ n is proportional to δ n [17] . Therefore, upon combining this result and the result of Eq. (13), one concludes that
as expected.
From this analysis, it can be seen that the quadrature rule error scales with the order of the term ϵ n . Therefore, satisfying the first quadrature rule requirement simplifies to optimizing the quadrature point locations and weights such that ϵ n is minimized for the maximum possible value of n.
The remaining quadrature rule requirements can be satisfied as follows. The second requirement states that the quadrature weights must be non-negative, which is equivalent to requiring that
In addition, the third requirement states that the quadrature points must not lie outside of the d-simplex, which is equivalent to placing the following conditions on the coefficients a i,j
The fourth requirement states that the quadrature points must be arranged in a symmetric fashion within the d-simplex. In order to satisfy this requirement, one must enforce additional constraints on the coefficients a i,j . Prior to formulating these constraints, it is convenient to first formulate a symmetric d-simplex on which to enforce them. Of course, symmetry constraints may be enforced on any d-simplex, as a linear mapping to transform quadrature points from the initial simplex to any other simplex of the same dimension can always be defined. However, it is more convenient to construct these constraints on the standard, equilateral d-simplex (denoted by S ) whose centroid (x 0 ) is located at the origin. Evidently, S is convenient to utilize because it has d!-fold symmetry in the sense that all of the d! unique, affine, symmetric transformations that are possible for the d-simplex merely result in S being transformed unto itself. However, it also possesses some additional useful properties. In particular, the 'characteristic' edge length δ is straightforward to define, as the length of each edge is identical. Furthermore, because x 0 is located at the origin, one is ensured that Taylor series expansions about x 0 are simple to formulate, as all terms which contain components of the vector (x − x 0 ) m can be reduced to contain only components of x m . Now, having established the useful properties of the equilateral d-simplex S , it is important to examine the analytical form for the equilateral 2-simplex and 3-simplex that will serve as the focus for the remainder of this article. The equilateral 2-simplex with edge length δ is formed from the following three vertices
Upon substituting the vertices from Eq. (18) into Eq. (5), one finds that the 2-simplex has a volume of V ( S ) = δ 2 √ 3/4. In addition, it is useful to note that Eq. (2) can be reformulated on the 2-simplex as follows (19) where the limits of integration x 0 , x 1 , y 0 , and y 1 are defined as follows
The equilateral 3-simplex with edge length δ is formed from the following four vertices
Upon substituting the vertices from Eq. (22) into Eq. (5), one finds that the 3-simplex has a volume of V ( S ) = δ 3 √ 2/12. In addition, it is useful to note that Eq. (2) can be reformulated on the 3-simplex as follows
where the limits of integration x 0 , x 1 , y 0 , y 1 , z 0 , and z 1 are defined as follows
Having established precise definitions for the d = 2 and d = 3 standard simplexes, symmetry constraints on the coefficients a i,j for each of these simplexes may now be formulated. For convenience, one may impose the constraints by introducing parameters α k which symmetrically parameterize the point locations x i , and indirectly via Eq. (7) parameterize (and constrain) the a i,j 's. In this way, the problem simplifies to finding the symmetry parameters α k , from which x i (α k ) and a i,j (x i ) immediately follow. This is convenient because there are frequently far fewer parameters α k than there are coefficients a i,j . For example, consider the symmetric parameterization of the 2-simplex with N p = 15 points (as illustrated in Fig. 2 (e)). In this case, there are a total of 15 (d + 1) = 45 unknown coefficients a i,j , whereas there are only five unknown parameters α k (where k = 1, . . . , 5) . The reduction in the number of variables arises naturally from the symmetry requirements. In particular, due to symmetry, six of the fifteen points are required to lie along lines between the centroid x 0 and the vertices v 1 , v 2 , and v 3 of the 2-simplex. Because there are three vertices, there are a total of two points along lines between each vertex and the centroid, and there are in turn two symmetry parameters α 1 and α 2 which define the point locations x i as follows
where i = 4, 5, 6.
Furthermore, there are three points which are required to lie along lines between the centroid and the midpoints of the simplex edges. The locations of these points can be defined using a single symmetry parameter α 3 as follows
Finally, there are six points which must lie along lines which emanate from the centroid and intersect the simplex edges at locations between the edge midpoints and the vertices. The locations of these points can be defined using two symmetry parameters α 4 and α 5 as follows
where i = 10, 11, 12
Eqs. (27)- (29) provide a complete description of the symmetric point locations in terms of the five symmetry variables α 1 , . . . , α 5 . Next, in order to recover the coefficients a i,j from the parameters α k , one may reformulate Eq. (7) in terms of the following linear system
where the fact that a i,1 + a i,2 + a i,3 = 1 (Eq. (17)) has been used.
A similar procedure for enforcing the symmetry constraints can be employed on the 3-simplex. For example, consider the symmetric arrangement of N p = 84 points on the 3-simplex (as illustrated in Fig. 1(g) ).
There are a total of 84 (d + 1) = 336 parameters a i,j , however, it turns out that symmetry constraints need only be enforced on fourteen parameters α k (where k = 1, . . . , 14) . In particular, due to symmetry, eight of the eighty-four points must be located along lines from the centroid x 0 to each of the vertices v 1 , v 2 , v 3 , and v 4 . The locations of these points can be expressed in terms of the symmetry parameters α 1 and α 2 as follows
where i = 5, 6, 7, 8.
In addition, twelve points must be located along lines between the centroid and the midpoints of the simplex edges. The locations of these points can be expressed in terms of the symmetry parameters α 3 and α 4 as follows
Furthermore, twenty-four points must be located along lines which emanate from the centroid and intersect the simplex edges at locations between the edge midpoints and the vertices. The locations of these points can be expressed in terms of the symmetry parameters α 5 , α 6 , α 7 , and α 8 as follows
where i = 27, . . . , 32
where i = 33, . . . , 38
Finally, the locations of the remaining forty points are composed from all possible unique, symmetric, linear combinations of the three vertices of each face. The locations of these points can be expressed in terms of the symmetry parameters α 9 , . . . , α 14 as follows
where i = 49, 50, 51, 52
where i = 53, 54, 55, 56
, 60
where i = 61, 62, 63, 64
where i = 65, 66, 67, 68
where i = 69, 70, 71, 72
where i = 73, 74, 75, 76
where i = 77, 78, 79, 80
Eqs. (31)- (34) provide a complete description of the symmetric point locations in terms of the fourteen symmetry variables
One may recover the coefficients a i,j from the parameters α k by solving the following linear system of equations
where the fact that a i,1 (17)) has been used.
Finally, the fifth requirement (which is a soft requirement) states that the quadrature points on the 2-simplex should be arranged in a way that is consistent with the 2-SCP layering. Since this is not a strict requirement, it need not be enforced directly. However, it can be encouraged by employing 2-SCP configurations (or perturbed 2-SCP configurations) as initial conditions for the optimization process utilized in identifying the quadrature rules. This process will be discussed in more detail in the next section.
Computation of optimal quadrature rules
Quadrature rules on the 2 and 3-simplexes can be obtained by solving a series of constrained optimization problems. In each of these problems, the symmetry variables (α k 's) and the quadrature weights (w i 's) are treated as unknowns. These unknowns are subject to the inequality and equality constraints put forth in Section 2.3, which, for convenience, can be reformulated as follows.
Reformulating the inequality and equality constraints
Inequality constraints on the unknowns are obtained from Eqs. (16) and (17) . The constraints in Eq. (16) apply directly to the w i 's, however the constraints in Eq. (17) apply to the a i,j 's and cannot be easily applied to the α k 's. Nevertheless, in practice, it is frequently sufficient to weakly enforce the constraints in Eq. (17) by enforcing the following constraints on the α k 's Equality constraints on the unknowns are obtained by evaluating ϵ n in Eq. (14) . In particular, in order to obtain a quadrature rule with truncation error of order δ n , it is required that all error terms of order less than δ n vanish, and therefore, equality constraints are obtained by insisting that all error terms ϵ m vanish for m = 0, . . . , (n − 1). The requirement that ϵ m = 0 can be written in matrix form as follows
where (∂f m )
T is a vector of partial derivative terms of order m, C m is a matrix of constant coefficients (which need not be full rank), and u m is a vector containing monomial terms of the unknown α k 's and w i 's. In order to ensure that Eq. (37) holds, one requires that
or equivalently
where C m is the matrix that arises from reducing C m to row echelon form and removing all rows of zeros. Evidently rank (C m ) = rank (C m ) if and only if C m is full rank. Now, the matrices C m for m = 0, . . . , (n − 1) can be combined together into the matrix C, and similarly the vectors u m can be combined together in order to form the vector u. Thus, the final nonlinear system of equality constraints for the quadrature rule of order n becomes Cu = 0.
Evidently, the number of rows in C is equivalent to the number of equality constraints that must be satisfied. In order to ensure that it is possible for the system of equations Cu = 0 to have a solution, it is necessary for the number of unknowns (α k 's and w i 's) to equal or exceed the number of equations. Therefore, for each of the quadrature rules obtained in this work, the value of n was chosen such that the number of unknowns was greater than or equal to the number of unique equality constraints associated with the error terms of order less than n.
Having established a methodology for forming the constraints and identifying the order of a quadrature rule n, one may proceed to form an objective function and solve the resulting optimization problem.
Forming the objective function and solving the optimization problem
In following the approach of [17] , the objective function J n can be formed as the sum of the squares of all unique equality constraints of degree n, i.e., In accordance with this definition, the constrained optimization problem for each quadrature rule of degree n becomes minimize
In order to obtain the quadrature rules in this work, Eq. (41) was solved iteratively using a sequential quadratic programming (SQP) algorithm. This algorithm was chosen due to its ability to treat equality and inequality constraints of linear and nonlinear type. In accordance with the standard SQP approach (described in [18] [19] [20] [21] ), all constraints were incorporated into a Lagrangian function, and approximate Hessians of this function (computed via the Broyden-Fletcher-Goldfarb-Shanno (BFGS) method [22] [23] [24] [25] ) were used to create a sequence of quadratic programming subproblems. The subproblems were solved using an Active-Set strategy (described in [26, 27] ) in order to obtain search directions, and a line search algorithm (utilizing a merit function described in [28, 29] ) was employed in order to identify step lengths. In turn, these step lengths and search directions were used to successively update the solution. The converged, optimal solutions were sensitive to initial conditions, indicating that the optimization problems possessed multiple local minima. In an effort to obtain global minima, [30] . Note that the quadrature rule parameters in each of the tables are given to fifteen decimal places, in accordance with the limits on the precision of the computations. Figs. 3-4(c) illustrate the arrangements of points for several of the rules. From the figures, it is apparent that the points are arranged symmetrically on the 2-simplex, the points lie within the interior of the 2-simplex, and all point arrangements can be partitioned into rows that are consistent with the corresponding 2-SCP configurations.
Results of optimization
For the sake of completeness, the requirement on consistency with the 2-SCP configurations was relaxed, and an alternate set of quadrature rules with N p = 45, 55, and 66 points was obtained on the 2-simplex. These quadrature rules (summarized by Table C.2 of [30] and Fig. 4(d) -(f)) are more optimal than their counterparts in Table C .1, as they produce roughly an additional order of magnitude decrease in the objective function. Nevertheless, both sets of quadrature rules have the same theoretical order of truncation error (cf. Table 1) , as the magnitude of the objective function only governs the size of the constant that multiplies the truncation error term, and not the order of the term itself. Recall that the order of the truncation error term is determined by the number of degrees of freedom and the number of nonlinear constraints, which are identical for both sets of quadrature rules.
Based on the truncation errors in Table 1 , the quadrature rules in Tables B.1, C.1, and C.2 are theoretically capable of exactly integrating polynomials of up to degree 17 on the 2-simplex. The size of each point is scaled by the absolute value of the logarithm of the associated quadrature weight.
Finally, Table B .2 contains the optimal quadrature rule with N p = 84 points on the 3-simplex. Fig. 5 illustrates this rule.
The truncation error for this rule was found to be O(δ 10 ), enabling it to (in theory) exactly integrate polynomials of degree ≤ 9 on the 3-simplex.
Numerical experiments
A series of experiments were performed in order to assess how well the quadrature rules behaved in practice. In particular, the quadrature rules were employed to approximate integrals of various monomial terms on the unit triangular domain with vertices at (0, 0), (1, 0) , and (0, 1), and the unit tetrahedral domain with vertices at (0, 0, 0), (1, 0, 0), (0, 1, 0), and (0, 0, 1). The unit triangular and tetrahedral domains were chosen because there are convenient expressions for the integrals of arbitrary monomial terms on these domains. Specifically, monomial terms of degree i + j = m on the unit triangle have the following exact integration formula
and similarly, monomial terms of degree i + j + k = m on the unit tetrahedron have the following exact integration formula
The quadrature rules from this work were employed to integrate all (m + 1)(m + 2)/2 monomial terms of degree ≤ m in 2D, and all (m + 1)(m + 2)(m + 3)/6 monomial terms of degree ≤ m in 3D, where the order m was allowed to vary from 0 to 18 in 2D, and from 0 to 10 in 3D. The resulting errors associated with each quadrature rule are shown in Figs. 6-8. From Figs. 6-8, it is clear that each quadrature rule achieves exact integration (to within machine precision) of all monomial terms whose order is strictly less than that of the truncation error. In other words, each quadrature rule is capable of exactly integrating a polynomial of the expected degree.
Another set of experiments was performed in order to assess the orders of accuracy of the quadrature rules. For these experiments, the quadrature rules were employed to integrate the following mth-degree polynomial functions in 2D and 3D Polynomial orders of m = 60 and m = 40 were used in 2D and 3D, respectively. In addition, the quadrature rules were utilized to integrate the following 2D and 3D transcendental functions The experiments were performed on regular triangular grids with N tri = 2, 8, 32, 128, 512, 2048, 8192, and 32 768 elements, and on regular tetrahedral grids with N tet = 6, 48, 384, and 3072 elements. On these grids, the order of accuracy of the truncation error was assessed for the quadrature rules with N p = 1, 3, 6, 10, 15, 21, and 28 points on the 2-simplex and for the rule with N p = 84 points on the 3-simplex. Note that the results were frequently obtained on coarser grids for the higher order quadrature rules with N p = 15, 21, and 28 points, as the results on the finer grids were polluted by round-off errors. Furthermore, note that results could not be obtained for the high-order quadrature rules with N p = 36, 45, 55, and 66 on the 2-simplex, because the magnitudes of the errors reached the level of machine zero too rapidly during the course of grid refinement, and therefore were polluted by roundoff errors. Table 2 show the orders of accuracy for the quadrature rules with N p = 1, 3, 6, 10, 15, 21, and 28 points on the 2-simplex and Fig. 10 and Table 3 show the order of accuracy for the quadrature rule with N p = 84 points on the 3-simplex.
From the figures and tables, it is clear that (at the very least) the expected order of accuracy is obtained for each quadrature rule, and that in some cases, the order of accuracy exceeds expectations. 
Conclusion
This work has identified a collection of optimal quadrature rules with N p = 1, 3, 6, 10, 15, 21, 28, 36, 45, 55, and 66 points on the 2-simplex and N p = 84 points on the 3-simplex. These quadrature rules were shown to be symmetric, possess positive quadrature weights, and have all quadrature points located within the interiors of the simplexes. Furthermore, the majority of the quadrature rules where shown to maintain a SCP-type structure, which facilitates the formulation of indexing conventions and mappings that arise in the context of finite element methods. Finally, numerical experiments verified that the quadrature rules are capable of accurately integrating high-degree polynomial functions and highly-nonlinear transcendental functions. Taken together, these favorable properties of the quadrature rules make them particularly wellsuited for applications in the fields of mechanical engineering, aeronautical engineering, and computational physics.
Appendix A. Mapping the indices of quadrature points on the 2-simplex
When discontinuous finite element methods are employed on 3D meshes of simplex elements, the solution is (in general) double-valued at the 2-simplex interfaces between the 3-simplex elements, as the solution on the faces of each element is not constrained to be identical to the solution on the faces of neighboring elements. Because of the double-valued nature of the solution, it is convenient to integrate over faces in the mesh by defining sets of quadrature points associated with each face of each element in the mesh, where it should be noted that the quadrature points on adjacent faces must be collocated. However, while these points are collocated, they are not guaranteed to be ordered (index-wise) in the same way, as their indexing may depend on the orientation of the element with which they are associated. Thus, it may be necessary to construct mappings between indices of the collocated points in order to determine the appropriate pairs of solution values at these points, and to enable the numerical integration of single-valued functions of the pairs of solution values at these points.
In practice, creating a mapping between the indices of the collocated points on a pair of adjacent 2-simplex faces is a simpler task if the points on each 2-simplex are arranged in a layered structure consistent with the corresponding 2-SCP configuration. In this case, the points can be numbered in increasing order from left to right and bottom to top. An example of the numbering convention is shown in Fig. A.1 for the case of N p = 15.
In general, the index i = 0, . . . ,
for each point can be computed based on the number of layers N l via the following pseudo code Now, the points (with index i) must be related to the collocated points (with index i n ) on the adjacent face. In order to relate these points, one must consider all three possible orientations of points (with indices i 0 , i 1 , and i 2 ) on the adjacent face. In general, the points with indices i 0 , i 1 , or i 2 can be mapped to the appropriate (collocated) points with index i via the mappings M i 0 , M i 1 , and M i 2 that are defined (in pseudocode) as follows
end for end for 
