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Nitrogen oxides (NOx = NO + NO2) play a crucial role in the formation of ozone 
and has significant impacts on the production of secondary organic and inorganic 
aerosols, thus affecting human health, global radiation budget, and climate. Accurate 
knowledge of NOx emissions is essential for relevant scientific research and air pollution 
control policies. This thesis evaluates current estimates of anthropogenic and natural NOx 
emissions over the United States and improves model’s prediction of surface ozone 
concentrations by using a 3-D Regional chEmistry and trAnsport Model (REAM) and 
various types of observations and investigate the impact of thunderstorms on surface NOx 
and O3 concentrations. 
The diurnal cycle of NO2 is a function of emissions, advection, deposition, vertical 
mixing, and chemistry. Its observations, therefore, provide useful constraints in our 
understanding of these factors. The REAM simulated diurnal cycles are evaluated by 
using the DISCOVER-AQ campaign measurements, EPA Air Quality System (AQS) 
observations, and OMI and GOME-2A tropospheric vertical column densities (TVCDs) 
products in July 2011 over the Baltimore-Washington region. The model simulations are 
in reasonably good agreement with the observations except that PANDORA measured 
NO2 TVCD show much less variation in the early morning and late afternoon than 
simulated in the model. High resolution (4 km in the horizontal) model simulations are 
also performed to examine the effects of emission distributions. The overestimation of 
NO2 concentrations from the 4-km REAM simulation in contrast to the well reproduction 
xxiv 
of observations by the 36-km REAM suggests that the 2011 National Emission Inventory 
(NEI2011) provide a good estimate of NOx emissions at the 36-km scale but can’t resolve 
NOx emission distributions at the 4-km resolution. By analyzing model simulations with 
the observations, the thesis shows that the diurnal emission profile of NOx is different 
over the weekend from the weekdays and that weekend emissions are about 1/3 lower 
than weekdays. 
Observed ozone concentrations can be used to evaluate NOx and volatile organic 
compound (VOC) emissions by using their relationships with ozone concentrations. The 
thesis shows that the time when ozone reaches its daily maximum (peak time) is also 
related to NOx and VOC emissions. Through model sensitivity analyses of REAM in July 
2011 over the contiguous United States (CONUS), it is found that ozone peak values are 
more sensitive to NOx emissions while ozone peak time is more sensitive to VOC 
emissions in the eastern United States. By such relationships and the comparison between 
observations and model results, we find that the underestimation of soil NOx emissions 
leads to a low bias of simulated ozone peak value in the South, while the overestimation 
of biogenic isoprene emissions results in earlier than observed ozone peak time in the 
Central, South and Southeast regions. The simulated formaldehyde columns, which are 
higher than satellite measurements, confirm the latter. 
We illustrate the nonlinear relationships among NOx emissions, NO2 TVCDs, and 
NO2 surface concentrations using the simulations of REAM for July 2011 over the 
CONUS. The variations of NO2 surface concentrations and TVCDs are generally 
consistent and reflect well anthropogenic NOx emission variations for high-NOx emission 
xxv 
regions. For low-NOx emission regions, however, nonlinearity in the emission-TVCD 
relationship makes it difficult to use satellite observations to infer anthropogenic NOx 
emission changes. The analysis is extended to 2003 – 2017. Similar variations of NO2 
surface measurements and coincident satellite NO2 TVCDs over urban regions are in 
sharp contrast to the large variation differences between surface and satellite observations 
over rural regions. We find a continuous decrease of anthropogenic NOx emissions after 
2011 by examining surface and satellite measurements in CONUS urban regions, but the 
decreasing rate is lower by 9% - 46% than the pre-2011 period. 
By comparing observed ∆O3  (hourly change of O3 concentrations) and ∆NOx 
with/without lightning events, we find that generally, thunderstorms decreased ∆O3 in the 
daytime due to the dominant role of solar radiation reduction reaching the surface and 
increased ∆O3 during the nighttime due to convective downdrafts and increased nocturnal 
boundary layer mixing. With our adjustment of downdraft mass fluxes (DMFs) and eddy 
diffusivity coefficients during nighttime thunderstorm events which are underestimated 
by the Weather Research Forecast (WRF) model, REAM well reproduces the observed 
characteristics and produces a bimodal post-convection lightning NOx shape with one 
peak near the surface. Sensitivity simulations show that lightning NOx contributes 2.4 – 
3.6 ppb to MDA8 in the southeast U.S. 
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Nitrogen oxides (NOx = NO2 + NO) are among the most important trace gases in the 
atmosphere, not only because of their  direct detrimental impact on human respiratory 
systems [Greenberg et al., 2016; Greenberg et al., 2017; Heinrich et al., 2013; Weinmayr 
et al., 2009], but also their fundamental roles in the formation of ozone, acid rain, and 
fine particles which are unfavorable to human health, ecosystem stabilities, and climate 
change [Crouse et al., 2015; Fisher et al., 2016; Kampa and Castanas, 2008; Liu et al., 
2012a; Myhre et al., 2013; Ng et al., 2017; Pandey et al., 2005; Peng et al., 2016; 
Seinfeld and Pandis, 2016; Singh and Agrawal, 2007]. NOx is emitted by both 
anthropogenic and natural sources with a global estimate of 48.8 Tg N yr-1, of which 
about 77% are from human activities, including 28.3 Tg N yr-1 from fossil fuel 
combustion and industrial processes, 3.7 Tg N yr-1 from agriculture activities, and 5.5 Tg 
N yr-1 from biomass and biofuel burning [Seinfeld and Pandis, 2016]. Soil and lightning 
contribute to the rest 23% of the global NOx emissions. 
United States is usually a high-NOx emission region, especially for urban regions, 
suffering from surface O3 pollutions and photochemical smog raised by NOx. Since the 
regulations of the Environmental Protection Agency (EPA) on emission standards in the 
1990s, U.S. NOx emissions have reduced by over 50% [EPA, 2018]. On the basis of the 
2014 National Emission Inventory (NEI2014), 3.85 Tg N and 0.24 Tg N of 
anthropogenic and natural NOx, respectively, were emitted from the U.S. in 2014. 
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However, recent studies excite broad concerns about the accuracy of NEI NOx 
emissions. Anderson et al. [2014], Canty et al. [2015], and Travis et al. [2016] suggested 
that on-road mobile sources in the NEI NOx emissions inventories were overestimated by 
around 50% - 70% in 2007 and 2011 through analyses of surface, aircraft, and satellite 
measurements. McDonald et al. [2018] also found the overestimation of NEI mobile NOx 
emissions compared to their estimates based on fuel consumptions. Conversely, 
Dallmann and Harley [2010] suggested that on-road mobile NOx emissions from 
NEI2005 were 15% lower than fuel-derived on-road NOx emissions. Moreover, Salmon 
et al. [2018] examined the NOx/CO2, CO/CO2, and CO/NOx ratios during the Wintertime 
INvestigation of Transport, Emissions, and Reactivity (WINTER) campaign in February-
March 2015 over the northeastern United States and found that NOx emissions from 
NEI2011 and NEI2014 were in agreement with the aircraft observation-derived 
emissions. 
On the other hand, Miyazaki et al. [2017] and Jiang et al. [2018] found that the U.S. 
NOx emissions derived from satellite NO2 tropospheric vertical column densities 
(TVCDs), including OMI (the Ozone Monitoring Instrument), SCIAMACHY (SCanning 
Imaging Absorption SpectroMeter for Atmospheric CHartography), and GOME-2A 
(Global Ozone Monitoring Experiment – 2 onboard METOP-A), were almost flat from 
2010 - 2015 and suggested that the decrease of NOx emissions was only significant 
before 2010. However, EPA NOx emission trend datasets [EPA, 2018] show a continuous 
decrease of NOx emissions after 2010. And, fuel-based emission estimates in Los 
Angeles also showed a steady decrease of NOx emissions after 2000 and a small impact 
of the Great Recession (from December 2007 to June 2009) on NOx emission decrease 
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trend [Hassler et al., 2016]. The ongoing reduction of vehicle exhaust emission factors 
[McDonald et al., 2018] was another supporter for the continuous decrease of U.S. NOx 
emissions. 
Considering the importance of accurate knowledge of NOx emissions on relevant 
scientific research and the implementation of air quality policies, it is urgent to evaluate 
U.S. NOx emissions comprehensively with more datasets and approaches, which is the 
primary goal of this thesis (Chapter 2 – Chapter 4). 
As anthropogenic NOx emissions continue decreasing on the basis of EPA datasets 
[EPA, 2018], natural sources play a more and more important role on regulating surface 
NOx and O3 concentrations, especially over rural regions. Unlike soil NOx emissions which 
are emitted near the surface and play a similar chemical role as anthropogenic NOx 
emissions, lightning NOx, associated with thunderstorms (deep convection), play a distinct 
but crucial role in tropospheric chemistry and climate due to their direct emissions of 
lightning NOx, their key impact on pollutant re-distributions in the atmosphere, and the 
effect of cumulus clouds on solar radiance balance. Lightning NOx, with annual global 
emissions of 2 – 8 Tg N [Huntrieser et al., 2002; Miyazaki et al., 2014; Schumann and 
Huntrieser, 2007; Seinfeld and Pandis, 2016], is the primary source of upper tropospheric 
NOx [S. Choi et al., 2014], which contributed to 60% - 75% of summertime 300 hPa NOx 
over the eastern United States during 2004 – 2006 [Allen et al., 2010; C. Zhao et al., 2009a] 
and about 40% of total reactive odd nitrogen (NOy) in the northern midlatitude (30°N) 
upper troposphere (500 hPa – 200 hPa) from 1990 – 1999 [Grewe, 2007], and 19% - 31% 
(15 – 24 ppbv) of upper tropospheric O3 over the eastern United States in the summer  
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[Allen et al., 2010; Allen et al., 2012; Grewe, 2007; L. Wang et al., 2013; C. Zhao et al., 
2009a]. 
Updrafts and downdrafts from thunderstorms are important factors redistributing air 
pollutants in the troposphere. On the one hand, pollutants and ozone precursors in the 
boundary layer, such as NOx, volatile organic compounds (VOC), and CO, can be 
transported to upper troposphere by convective updrafts [Dickerson et al., 1987; Huntrieser 
et al., 2002]. On the other hand, convective downdrafts transport air with lightning NOx 
and high-O3 concentrations in the upper troposphere to the lower troposphere [Luo et al., 
2017; Ott et al., 2010], which may affect surface NOx and O3 concentrations [Allen et al., 
2012; Bharali et al., 2015; Kar and Liou, 2014]. However, the impacts of thunderstorms 
on surface NOx and O3 are much smaller than on upper troposphere and highly uncertain. 
Previous studies focused on the contribution of lightning NOx to surface NOx and O3 but 
ignored the contribution of downdrafts [Allen et al., 2012; Koshak et al., 2014]. As an 
expected continuous decrease of anthropogenic NOx emissions and a projected increase of 
lighting activities and severe thunderstorms [Diffenbaugh et al., 2013; Romps et al., 2014], 
the impacts of thunderstorms on surface NOx and O3 concentrations would be expected to 
be more and more significant. Therefore, it is necessary to investigate the effect of 
thunderstorm downdraft on surface NOx and O3 and improve our understanding of the 
impact of thunderstorms on surface NOx and O3, which is the second goal of this thesis 
(Chapter 5). 
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1.2 Outline of the thesis 
Chapter 1 introduces the background and motivations of this study. The purpose of 
this thesis is to evaluate current estimates of anthropogenic and natural NOx emissions over 
the United States and investigate the effect of thunderstorms on surface NOx and O3 by 
using a 3-D Regional chEmistry and trAnsport Model (REAM) and various types of 
observations. 
Chapter 2 examines the diurnal cycles of surface NO2 concentrations, NO2 vertical 
profiles, and NO2 TVCDs in July 2011 over the Baltimore-Washington, D.C. region. The 
REAM simulated diurnal cycles on weekdays and weekends at 36-km and 4-km scales are 
evaluated with surface, aircraft, and satellite measurements from the 2011 DISCOVER-
AQ (Deriving Information on Surface conditions from Column and Vertically Resolved 
Observations Relevant to Air Quality) campaign. We find that REAM reproduces well the 
observations at the 36-km scale but overestimates NO2 concentrations and TVCD at the 4-
km scale, which means NEI2011 provide reasonable estimates of anthropogenic NOx 
emissions at the 36-km scale but is unable to resolve the NOx emission distributions at the 
4-km scale. 
Chapter 3 extended the 36-km evaluation of NOx emissions to the contiguous United 
States (CONUS) through comparisons of simulated and observed O3 peak values and peak 
time in July 2011. Through REAM sensitivity simulations with different NOx and VOC 
emission scenarios, we find that VOC and NOx emissions affect O3 peak time oppositely 
over the eastern United States and O3 peak time provides another independent constraint 
on NOx emission evaluations. Comparisons of simulated and observed O3 peak values and 
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peak time show that NEI2011 provides good estimates of anthropogenic NOx emissions 
over the CONUS but soil NOx emissions from the Yienger and Levy (YL) scheme are 
underestimated, and biogenic isoprene emissions from the Model of Emissions of Gases 
and Aerosols from Nature (MEGAN) are overestimated by 27.1% ± 21.5%. 
Chapter 4 investigates the anthropogenic NOx emission trend from 2003 – 2017 by 
using NO2 surface measurements and satellite TVCD datasets. By examining the nonlinear 
relationships among NOx emissions, NO2 TVCDs, and NO2 surface concentrations using 
the REAM simulations for July 2011 over the CONUS and NO2 surface and coincident 
satellite measurements from 2003 - 2017, we find that satellite NO2 TVCDs provide much 
better information of anthropogenic NOx emission variations over urban than rural regions. 
And, NO2 surface observations, satellite TVCD datasets, and updated EPA NOx emissions 
show consistent variations from 2003 – 2017 over the urban regions of CONUS, which 
confirms the continuous decrease of anthropogenic NOx emissions after 2011 but with the 
decreasing rate slowing down by 9% - 46% than the pre-2011 period. 
Chapter 5 explores the impacts of thunderstorms and lightning NOx on surface O3 
concentrations through comparisons of  ∆NOx and ∆O3 (the hourly change of NOx and O3 
concentrations) with/without lightning events during June – August in 2011. We find that 
thunderstorms generally decrease ∆O3 in the daytime but increase ∆O3 during the nighttime. 
REAM captures the decrease of ∆O3 in the daytime but fails to reproduce the nighttime 
increase characteristics due to underestimated downdraft mass fluxes (DMFs) from the 
Kain-Fritsch (KF) scheme and the missing of mechanical vertical mixing induced by 
thunderstorms during the nighttime. The REAM simulation with updated DMFs and 
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nighttime vertical mixing reproduce well the observed thunderstorm features of ∆O3. With 
the updated DMFs, REAM produces a bimodal post-convection lightning NOx profile with 
one peak near the surface in contrast to a previous unimodal post-convection profile 
peaking at about 6-km. The adjusted DMFs significantly improve (by about 100%) the 
impact of thunderstorms/lightning NOx on MDA8 (maximum daily 8-hour average O3 
concentrations) over the CONUS, especially in Arizona, Utah, and the southeastern United 
States. 




CHAPTER 2. Diurnal cycles of NO2 during DISCOVER-AQ 2011: 





Nitrogen oxides (NOx = NO + NO2) are among the most important trace gases in the 
atmosphere as their crucial role in the formation of ozone (O3) and secondary aerosols 
and their involved in the chemical transformation of other atmospheric species, such as 
carbon monoxide (CO) and volatile organic compounds (VOC) [Fisher et al., 2016; Liu 
et al., 2012a; Ng et al., 2017; Peng et al., 2016; Seinfeld and Pandis, 2016]. NOx is 
emitted by both anthropogenic activities and natural sources. Anthropogenic sources 
account for about 77% of the total NOx emissions, and fossil fuel combustion and 
industrial processes are the primary anthropogenic sources which contribute to about 
75% of the anthropogenic emissions [Seinfeld and Pandis, 2016]. Other important 
anthropogenic sources include agriculture and biomass and biofuel burning. Soils and 
lightning are two major natural emitters. Most NOx is emitted as NO, which is then easily 
oxidized to NO2 by oxidants, such as O3, the hydroperoxyl radical (HO2), and alkyl 
peroxy radicals (RO2). 
The diurnal variations of NO2, which are controlled by continuous comprehensive 
physical and chemical processes, conversely reflect the temporal patterns of these 
underlying factors, such as NOx emissions, chemistry, deposition, advection, diffusion, 
and convection. Therefore, the NO2 diurnal cycles can be used to evaluate our 
understanding of NOx related chemistry and physics processes, which has been widely 
9 
applied in researches. For example, Jones et al. [2000] investigate the diurnal cycles of 
NO and NO2 and find that photochemistry-induced snowpack production may be a 
significant contributor to lowering troposphere NOx in the Antarctic. Frey et al. [2013] 
show the asymmetry of the diurnal cycle of NO2 with minimum concentrations at local 
noon on the Antarctic Plateau and indicate that strong convective mixing in the boundary 
layer induces the minimum NO2 concentrations at noon. Brown et al. [2004] analysis the 
diurnal patterns of NO3, NOx, N2O5, HNO3, OH, and O3 and find that the predominant 
nighttime sink of NOx through the hydrolysis of N2O5 has an efficiency on par with 
daytime photochemical conversion over the ocean surface off the New England coast. 
Van Stratum et al. [2012] show that entrainment and boundary layer growth in daytime 
influence NOx diurnal cycles the same order as chemical transformations in Spain. David 
and Nair [2011] find that the diurnal pattern of NOx at a tropical coastal station in India is 
closely associated with sea breeze and land breeze which affect the availability of NOx 
through transport. They also think that seasonal monsoon can strongly influence the 
magnitude of NO2 diurnal cycles through transport. The monsoon effect on NO2 diurnal 
cycles is also observed in China by Tu et al. [2007]. 
Not only are surface NO2 diurnal cycles concerned, but also the daily variations of 
NO2 vertical column densities (VCD) are investigated. Boersma et al. [2008] compare 
NO2 tropospheric VCD (TVCD) retrieved from OMI (the Ozone Monitoring Instrument) 
and SCIAMACHY (SCanning Imaging Absorption SpectroMeter for Atmospheric 
CHartography) around the world, and find that the diurnal patterns of different types of 
NOx emissions can strongly affect the NO2 TVCD variations between OMI and 
SCIAMACHY. They find that strong afternoon fire activity results in an increase of NO2 
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TVCD from 10:00 LT (local time) to 13:30 LT over tropical biomass burning regions. 
Boersma et al. [2009] further investigate the NO2 TVCD change from SCIAMACHY to 
OMI in different seasons in Israeli cities and find that: 1) there is a slight increase of NO2 
TVCD from SCIAMACHY to OMI in winter due to increased  NOx emissions from 
10:00 LT to 13:30 LT and sufficiently weak photochemical sink; 2) the TVCD from OMI 
are lower than SCIAMACHY in summer due to strong photochemical sink of NOx. All 
these above researches, however, are limited in observations, and they exploit only 
surface or satellite measurements. Comprehensive analyses of NO2 diurnal cycles over 
the eastern United States are still unavailable. 
DISCOVER-AQ (https://discover-aq.larc.nasa.gov/), which stands for Deriving 
Information on Surface conditions from Column and Vertically Resolved Observations 
Relevant to Air Quality, is a four-year project to enhance the understanding of the 
relationship between surface air pollutants and space observations. The first DISCOVER-
AQ deployment was conducted in the Baltimore-Washington metropolitan region in the 
summer of 2011 (Figure 2.8.a). In this campaign, a NASA P-3B aircraft flew spirally 
over six air quality monitoring sites (Aldino, Edgewood, Beltsville, Essex, Fairhill, and 
Padonia) and the Chesapeake Bay [Lamsal et al., 2014], and accomplished 244 valid 
measurements of NO2 profiles on 14 flight days in July. Ground-based instruments below 
the mission spirals were deployed to measure NO2 surface concentrations, NO2 VCD, and 
other physical properties of the atmosphere [Anderson et al., 2014; A. J. Reed et al., 
2015; Sawamura et al., 2014]. Satellite NO2 VCD products, OMI and GOME-2A (Global 
Ozone Monitoring Experiment – 2 aboard METOP-A), containing VCD information 
at13:30 LT (OMI) and 9:30 LT (GOME-2A), can be used to assess VCD measurements 
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from ground-based spectrometer systems ― Pandora. With these simultaneous 
measurements of NO2 VCD, surface NO2, and vertically resolved distributions of NO2 as 
they evolved throughout the day, the DISCOVER-AQ 2011 campaign, therefore, gives us 
a chance to evaluate NO2 diurnal variabilities comprehensively. 
Section 2.2 will describe the above datasets in detail. A Regional chEmistry and 
trAnsport Model (REAM), which will also be introduced in section 2.2, is applied to 
reproduce the NO2 measurements during the DISCOVER-AQ campaign in July 2011. 
The evaluations of the simulated diurnal cycles of surface NO2 concentrations, NO2 
vertical profiles, and NO2 TVCD will be fully discussed in section 2.3 through 
comparison with observations. Section 2.3 will also investigate the differences between 
NO2 diurnal cycles on weekdays and weekends and their applications to NOx emission 
characteristics. Moreover, we will assess the impact of NOx emission distributions on 
NO2 diurnal cycles in section 2.3 through comparison between a 36-km resolution 
REAM simulation and a 4-km resolution REAM simulation. Finally, we will summarize 
the study in section 2.4. 
2.2 Datasets and model description 
2.2.1 REAM 
REAM has been widely applied in many studies [Alkuwari et al., 2013; Cheng et al., 
2017; Cheng et al., 2018; Y. Choi et al., 2008a; Y. Choi et al., 2008b; Gu et al., 2014; Gu 
et al., 2013; Koo et al., 2012; Liu et al., 2014; Liu et al., 2012b; Yuhang Wang et al., 
2007; Q. Yang et al., 2011; R. Zhang et al., 2017b; R. Zhang et al., 2018; Y. Zhang et al., 
2016; C. Zhao and Wang, 2009; C. Zhao et al., 2009a; C. Zhao et al., 2010]. The model 
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has a horizontal resolution of 36 km and 30 vertical layers in the troposphere. 
Meteorology fields are from a Weather Research and Forecasting (WRF, version 3.6) 
model simulation with the Yonsei University (YSU) planetary boundary layer (PBL) 
scheme. The WRF simulation is initialized and constrained by the NCEP coupled 
forecast system model version 2 (CFSv2) products (http://rda.ucar.edu/datasets/ds094.0/) 
[Saha et al., 2011]. The chemistry mechanism is based on GEOS-Chem v11.01 with 
updated aerosol uptake of isoprene nitrates [Fisher et al., 2016]. A 2° × 2.5° GEOS-
Chem simulation provides the chemistry boundary conditions and initiations. 
Anthropogenic emissions on weekdays are from the National Emission Inventory 2011 
(NEI2011) from the Pacific Northwest National Laboratory (PNNL). The diurnal profile 
of weekday NOx emissions in the DISCOVER-AQ campaign region (marked as six slate 
gray grids in Figure 2.8.b) is displayed in Figure 2.1, while the weekend emissions will 
be discussed in section 2.3.2. Biogenic VOC emissions are from MEGANv2.10 
[Guenther et al., 2012]. REAM simulates boundary layer mixing by using eddy 
diffusivity coefficients (named exchange coefficients in WRF) (kzz, m/s
2), which reflects 
the impact of boundary layer stability on turbulent mixing [Y. Zhang et al., 2016]. 
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Figure 2. 1 Relative diurnal profiles of weekday and weekend NOx emissions in the 




2.2.2 NO2 TVCD from space ― OMI and GOME-2A 
The OMI instrument aboard the sun-synchronous NASA EOS Aura satellite with an 
equator-crossing time of around 13:45 LT, which was developed by the Finnish 
Meteorological Institute and the Netherlands Agency for Aerospace Programs, employs 
hyperspectral imaging to observe solar backscatter radiation in the visible and ultraviolet 
bands [Levelt et al., 2006a; Russell et al., 2012]. The radiance measurements are used to 
derive trace gases concentrations in the atmosphere, such as O3, NO2, HCHO, and SO2. 
OMI has a nadir resolution of 13 km × 24 km and provides nearly global coverage in one 
day. 
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 Two widely-used archives of OMI NO2 VCD products are available: NASA 
OMNO2 (v 2.1) (https://disc.gsfc.nasa.gov/Aura/data-holdings/OMI/omno2_v003.shtml) 
and KNMI DOMINO (v 2.0) (http://www.temis.nl/airpollution/no2.html). Although both 
apply a Differential Optical Absorption Spectroscopy (DOAS) algorithm to derive NO2 
slant column densities, they have significant differences in stratospheric and tropospheric 
NO2 slant column densities (SCD) separation, NO2 vertical profiles, and air mass factor 
calculation (AMF) [Boersma et al., 2011; Bucsela et al., 2013; Chance, 2002; Oetjen et 
al., 2013; van der A et al., 2010]. Both OMNO2 and DOMINO had been extensively 
evaluated with field measurements and models [Boersma et al., 2011; Boersma et al., 
2009; Hains et al., 2010; Huijnen et al., 2010; Ionov et al., 2008; Irie et al., 2008; Lamsal 
et al., 2014; Oetjen et al., 2013]. The estimated uncertainty of DOMINO TVCD product 
is 1.0 × 1015 molecules/cm2 + 25% [Boersma et al., 2011], while the uncertainty of 
OMNO2 TVCD product is from about 30% under clear-sky conditions to about 60% 
under cloudy conditions [Lamsal et al., 2014; Oetjen et al., 2013; Tong et al., 2015]. In 
this study, to reduce uncertainties, we only accepted TVCD data with effective cloud 
fractions less than 0.2 (corresponding to cloud radiance fractions approximately < 50%). 
Besides, those data affected by row anomaly were excluded 
(http://projects.knmi.nl/omi/research/product/rowanomaly-background.php). 
It is noteworthy that both DOMINO and OMNO2 calculated air mass factors (AMF) 
by using a prior NO2 vertical profiles with coarse resolutions: DOMINO used TM4 
model results with a resolution of 3° × 2° [Hains et al., 2010], while OMNO2 used 
monthly mean values from the Global Modeling Initiative (GMI) model with a resolution 
of 2° × 2.5°. The under-sampling of a prior NO2 profiles may cause misrepresentation on 
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the spatial and temporal characteristics of NO2 at satellite pixel scales. Therefore, in this 
study, we also updated the OMI retrieval with daily REAM profiles (13:00 LT – 14:00 
LT) by using the KNMI algorithm and evaluated the effect of a prior profiles on the 
retrieval. In the retrieval, we removed satellite scenes with effective cloud fractions over 
than 0.2 or contaminated by row anomaly. 
The GOME-2 instrument embarked on the polar-orbiting MetOp-A satellite (known 
as GOME-2A) launched on 2006 is an improved version of GOME-1 launched in 1995 
and has an overpass time of 9:30 LT and a spatial resolution of 80 × 40 km2 [Munro et 
al., 2006; Peters et al., 2012]. GOME-2A measures backscattered solar radiation in the 
range from 240 nm to 790 nm which is used for VCD retrieval of trace gases, such as O3, 
NO2, BrO, and SO2 [Munro et al., 2006]. We used the GOME-2A NO2 VCD product 
archived on http://www.temis.nl/airpollution/no2col/no2colgome2_v2.php. The 
algorithm from this product is the same as that for KNMI DOMINO [Boersma et al., 
2004; Boersma et al., 2011]. GOME-2A derived NO2 VCD have been validated with 
SCIAMACHY and MAX-DOAS measurements [Irie et al., 2012; Peters et al., 2012; 
Richter et al., 2011]. The same as DOMINO, we ignored pixels with effective cloud 
fractions greater than 0.2 and redid the GOME-2A retrieval with REAM daily NO2 
profiles (9:00 LT – 10:00 LT). 
2.2.3 Ground-based NO2 VCD measurements ― Pandora 
Pandora is a small direct sun spectrometer system, which measures sun and sky 
radiance from 270 to 530 nm in 0.5 nm steps with a 1.6° field of view and allows the 
retrieval of the total VCD of NO2 with a clear-sky precision of about 2.7 × 10
14 
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molecules/cm2 and an nominal accuracy of 2.7 × 1015 molecules/cm2 [Herman et al., 
2009; Lamsal et al., 2014]. There are 12 Pandora sites available in the Discover-AQ 
campaign: six of them were the same as the P-3B aircraft spiral sites (Aldino, Edgewood, 
Beltsville, Essex, Fairhill, and Padonia), while the other six sites were Naval Academy 
(Annapolis Maryland) (USNA), University of Maryland College Park (UMCP), 
University of Maryland Baltimore County (UMBC), Smithsonian Environmental 
Research Center (SERC), Oldtown in Baltimore (Oldtown), and Goddard Space Flight 
Center (GSFC). In this study, we exclude the USNA site as its measurements are 
conducted on a ship (“Pandora(w)” in Figure 2.8.b) and there are no other surface 
observations in the “Pandora(w)” grid. Based on our calculations, the USNA site has 
minimal impacts on the following evaluation of NO2 TVCD and won’t change our 
conclusions. Also, we ignored Pandora measurements with solar zenith angles (SZA) 
greater than 80°. Besides, we ignored any hour with less than three valid measurements 
available to reduce the uncertainties of the hourly averages due to the significant 
variations of Pandora observations. 
It should be noted that Pandora measured total NO2 VCD, and we need to subtract 
stratosphere NO2 VCD from the total VCD to get TVCD. Stratosphere NO2 VCD shows 
clear diurnal cycles with an increased trend during daytime due to the photolysis of N2O5 
[Brohede et al., 2007; Dirksen et al., 2011; Kurzeja, 1975; Peters et al., 2012; Sen et al., 
1998]. Figure 2.9 shows the stratospheric NO2 VCD variations from 5:00 – 20:00 LT in 
mid-latitude regions (46° N, 117.5° W) in the US in July 2011 from the GMI model 
[Spinei et al., 2014], as well as coincident satellite stratospheric NO2 VCD (Figure 2.9.a) 
and satellite stratospheric NO2 VCD in the DISCOVER-AQ campaign region (about 
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39.5° N, 76° W) (Figure 2.9.b). The significant increase of stratospheric NO2 VCD from 
GOME-2A to OMI (Figures 2.9.a and 2.9.b) is consistent with the increasing trend in the 
daytime from the GMI model. As GOME-2A and OMI only provide stratospheric NO2 
VCD at 9:30 LT and 13:30 LT, the DISCOVER-AQ campaign region (39.5° N) has a 
latitude close to the GMI region (46° N), and satellite stratospheric NO2 VCD show 
differences of fewer than 0.5 × 1015 molecules/cm2 between the DISCOVER-AQ region 
and the GMI region, we used the GMI stratospheric NO2 VCD in Figure 2.9 to calculate 
the Pandora NO2 TVCD in this study. The stratospheric NO2 VCD discrepancies between 
the GMI estimates and satellite products won’t change the pattern of Pandora NO2 TVCD 
diurnal variations and won’t affect our conclusions in this study. 
2.2.4 Surface NO2 and O3 measurements 
The principle to measure NOx is based on the chemiluminescence of electronically 
excited NO2
* which results from the reaction of NO with O3, and the strength of the 
chemiluminescence from the decay of NO2
* to NO2 is proportional to the number of NO 
molecules present before reaction with O3 [C. Reed et al., 2016]. We can measure NO2 
concentrations by this method by converting NO2 to NO first. Two widely used 
approaches to convert NO2 to NO are catalytic reactions (typically on the surface of 
heated molybdenum oxide (MoOx) substrate) and photolytic processes [Lamsal et al., 
2015; C. Reed et al., 2016]. However, for the catalytic method, not only NO2 but also 
NOz (non-NOx active nitrogen compounds, such as PAN, HNO3, organic nitrate 
compounds, etc.) can be reduced to NO on the heated surface, which thus causes the 
overestimation of NO2. The magnitude of the overestimation depends on not only the 
relative fraction of NOz to the total active nitrogen compounds but also the reduction 
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efficiency of NOz to NO, both of which are highly uncertain for different ambient and 
experiment conditions. While for the photolytic approach, it employs broadband 
photolysis of ambient NO2 and eliminates the reduction of NOz to NO, therefore offers 
right NO2 measurements with better accuracy [Lamsal et al., 2015]. 
The EPA AQS (Air Quality System) monitoring network provides hourly NO2 and 
O3 measurements over the United States. There are 11 NOx monitoring sites in the 
DISCOVER-AQ campaign region, including those from AQS network and those 
deployed in the campaign. Nine of them measure NO2 by using the EPA-designated NO2 
chemiluminescence automated Federal Reference Method (FRM) which applied catalysts 
to convert NO2 to NO. The other two sites (Edgewood and Padonia) contains NO2 
measurements from both the catalytic approach and the photolytic method. FRM 
measured NO2 should be first converted to true NO2 because of the overestimation of 
NO2 caused by the reduction of NOz to NO.  
Four types of stationary FRM instruments were available in the above 11 monitoring 
sites during the campaign: Thermo Electron 42C-Y NOy analyzer, Thermo Model 42C 
NOx analyzer, Thermo Model 42I-Y NOy analyzer, and Ecotech Model 9841/9843 T-
NOy. Besides, a mobile platform ― NATIVE (http://ozone.met.psu.edu/Native/), which 
stands for Nittany Atmospheric Trailer and Integrated Validation Experiment, was also 
deployed to measure NO and NOy (NOy = NOz + NOx) through a Thermo Electron 42C-
Y NOy analyzer 
(http://www.agriculturedefensecoalition.org/sites/default/files/pdfs/33A_2006_NASA_N
ATIVE_Battelle_NATIVE_Schedule_2006.pdf) in the Edgewood site. The photolytic 
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measurements of NO2 in Edgewood and Padonia were from Teledyne API model 200eup 
photolytic NOx analyzers. We used the ratios of NO2 from the photolytic analyzer to NO2 
from the coincident FRM analyzers to convert FRM NO2 to true NO2 in other monitoring 
sites. Figure 2.2 shows the monthly averaged diurnal cycles of these ratios for different 
FRM instruments during the campaign. The ratios were lowest at noon and highest in the 
early morning (Figure 2.2), which indicates the high fraction of NOz to the total active 
nitrogen compounds at noon due to strong photochemistry reactions and the low fraction 
in the early morning due to high NOx emissions and weak chemistry production of NOz. 
For each NO2 monitoring site, as long as photolytic measurements were available, 
we used the photolytic measurements; if there were no photolytic measurements, we 
scaled the FRM measurements by the ratios of the corresponding instruments in Figure 
2.2. Thermo Model 42I-Y NOy analyzer was used only in Padonia where photolytic 
measurements were available, so we didn’t calculate the ratios for the Thermo Model 
42I-Y NOy analyzer in this study. 
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Figure 2. 2 Hourly ratios of NO2 from different FRM instruments to NO2 from the 
Teledyne API model 200 eup photolytic NOx analyzer in 2011 July. “CY42” is calculated 
by NO2 measurements from the Thermo Electron 42C-Y NOy analyzer and the Teledyne 
API model 200eup photolytic NOx analyzer in Edgewood. “C42” is based on the Thermo 
Model 42C NOx analyzer and the Teledyne API model 200eup photolytic NOx analyzer 
in Padonia, while “ECO” is from the Ecotech Model 9841/9843 T-NOy analyzer and the 




Besides, 19 surface O3 monitoring sites were available in the DISCOVER-AQ 
campaign region. These monitoring sites measure O3 by a Federal Equivalent Method 
(FEM) with an uncertainty of 5 ppb, and the FEM is based on the UV absorption of O3 
(https://www.arb.ca.gov/aaqm/qa/qa-manual/vol4/chapter6o3.pdf). The locations of NO2 
and O3 monitoring sites are displayed in Figure 2.8.b. 
2.2.5 Aircraft measurements of NO2 
In this study, we used the NO2 mixing ratios measured by the National Center for 
Atmospheric Research (NCAR) 4-channel chemiluminescence instrument (P-CL) 
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onboard the P-3B aircraft. The instrument has a NO2 measurement uncertainty of 10% - 
15% and a 1 second, one sigma detection limit of 30 pptv (https://discover-
aq.larc.nasa.gov/pdf/2010STM/Weinheimer20101005_DISCOVERAQ_AJW.pdf). 
NO2 measurements from aircraft spirals provide us with NO2 vertical profiles. Figure 
2.8.b shows the locations of the aircraft spirals used in this study. We didn’t use the 
Chesapeake Bay observations as it is over the ocean. Only six vertical profiles are 
available from the Chesapeake Bay measurements, and their contributions to the 
averaged vertical profiles are minimal. Finally, we got 238 vertical profiles in the 
daytime and no data during the nighttime in July 2011. 
The aircraft measurements generally covered altitudes from about 400 m in the 
boundary layer to 3.63 km in the free troposphere. We binned these measurements to 
REAM levels. In order to make up the missing observations between the surface and 400 
m, we did quadratic polynomial fitting by using aircraft data below 1 km and surface 
measurements from coincident ground-based instruments. As shown in Figures 2.5.a and 
2.5.b in section 2.3.1.2 and section 2.3.2, the fitting values are in reasonable agreement 
with the corresponding aircraft observations. 
2.3 Results and discussion 
Industrial activities and traffic, which are the dominant anthropogenic NOx emissions 
over the United States, are reduced during weekends, which leads to significantly lower 
(20% - 50%) NOx emissions on weekends than on weekdays [Beirle et al., 2003; 
Boersma et al., 2009; Y. Choi et al., 2012; DenBleyker et al.; Kaynak et al., 2009]. The 
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temporal characteristics of traffic on weekends are also different from weekdays, 
especially in urban regions: weekday traffic shows clear morning and afternoon rush-
hour peaks, while weekend traffic is roughly evenly distributed in the daytime 
[DenBleyker et al.]. Therefore, it is necessary to separate weekdays from weekends for 
our analyses and evaluations of NO2 diurnal variations. We will first discuss weekday 
NO2 diurnal cycles in section 2.3.1. 
2.3.1 Weekday diurnal cycles of NO2 
2.3.1.1 Effect of vertical mixing in the boundary layer on diurnal variations of surface 
NO2 and O3 
Figures 2.3.a and 2.3.b displays the observed and simulated diurnal cycles of surface 
NO2 and O3 concentrations on weekdays in July 2011 in the DISCOVER-AQ campaign 
region. REAM with raw kzz significantly overestimates NO2 and underestimated O3 
during the nighttime, although it captures the basic patterns of the diurnal cycles of 
surface NO2 and O3 ― a peak of O3 and a minimum of NO2 around noontime (Figures 
2.3.a and 2.3.b). NO2 and O3 have different vertical profiles in the lower troposphere 
during the nighttime: NO2 has a negative gradient relative to altitude while it is positive 
for O3, which is due to their different sources and sinks. NO2 mainly comes from NOx 
emissions which is concentrated near the surface. O3 is produced only in the daytime 
through the photochemistry of VOC and NOx. At night O3 is removed mainly by 
reactions with NO (O3 + NO → O2 + NO2) and NO2 (NO2 + O3 → NO3 + O2) and dry 
deposition, both of which happened dominantly near the surface, so O3 is consumed most 
near the surface, which induces the lowest O3 concentrations near the ground. Vertical 
mixing can undermine these vertical gradients through mixing high-concentration gases 
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with low-concentration gases, which will decrease NO2 concentrations but increase O3 
concentrations near the surface. Therefore, the overestimation of NO2 and the 
underestimation of O3 during the nighttime may be the result of too weak vertical mixing 
in REAM. 
During the Discover-AQ campaign, vertical wind velocities in REAM was almost 0 
at night and have little impact on vertical mixing. The nighttime vertical mixing is mainly 
attributed to turbulence which is simulated by kzz. kzz is a function of PBL height (PBLH, 
which was referred as mixing depth as described in http://wiki.seas.harvard.edu/geos-
chem/index.php/Boundary_layer_mixing) in the YSU scheme [Hong et al., 2006; Hu et 
al., 2013; Shin and Hong, 2011]. However, it had been noticed that YSU scheme in WRF 
might underestimate nighttime vertical mixing or PBLH [Breuer et al., 2014; Hu et al., 
2012], which is consistent with Figure 2.4 showing that kzz-determined mixing depth 
from WRF are significantly lower than Lidar observations in the late afternoon and at 
night at the UMBC site. The Lidar mixing depths were derived from the Elastic Lidar 
Facility (ELF) attenuated backscatter signals by using the covariance wavelet transform 
method and had been validated against radiosonde measurements, Radar wind profiler 
observations, and Sigma Space mini-micropulse lidar data [Compton et al., 2013]. 
Therefore, we update kzz in REAM (the method is described in the supplement), 
which significantly improves the PBLHs in the late afternoon and at night (Figure 2.4). 
Then NO2 concentrations decrease significantly, and O3 concentrations increase 
significantly during the nighttime for the REAM simulation with updated kzz (Figures 
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2.3.a and 2.3.b) ― the prediction of O3 and NO2 is much improved in REAM. All the 





Figure 2. 3 Diurnal cycles of surface NO2 (a, c) and O3 (b, d) on weekdays (a, b) and 
weekends (c, d) during the DISCOVER-AQ campaign in the campaign region. “REAM-
raw” denotes the REAM simulation with unchanged kzz, and “REAM-kzz” is the REAM 






Figure 2. 4 ELF observed PBLH diurnal cycles at the UMBC site during the Discover-
AQ campaign and corresponding WRF kzz-determined PBLH diurnal cycles. “ELF” 
denotes ELF derived PBLHs by using the covariance wavelet transform method. “WRF” 





The diurnal cycles of surface NO2 in Figure 2.3.a are consistent with our current 
knowledge of chemistry and physics mechanisms and are in good agreement with 
previous researches [Anderson et al., 2014; David and Nair, 2011; Gaur et al., 2014; 
Reddy et al., 2012]. As shown in Figure 2.3.a, surface NO2 peaks in the morning (about 
6:00 – 7:00 LT) and again at early night (20:00 – 23:00 LT). Each peak is caused mainly 
by a low NO2 loss rate and relatively weak vertical mixing. The high emissions from the 
early morning and evening rush-hours are also contributors to the two peaks. Daytime 
surface NO2 concentrations are relatively lower compared to nighttime, and NO2 
concentrations reach a minimum around noontime. This is because, on the one hand, the 
sink of NO2 through the reaction of NO2 and OH becomes stronger as solar radiation 
increases in the daytime, which becomes strongest around noontime; on the other hand, 
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vertical mixing strengthens as solar radiation become stronger causing a thicker PBLH, 
and vertical mixing transfers near-surface NO2 into higher altitudes. During the 
nighttime, surface NO2 concentrations have less significant variations compared to 
daytime, and the nighttime peak is weak. This nighttime pattern was mainly controlled by 
the following 3 factors: (1) NOx emissions are decreasing during the nighttime until they 
reach a minimum at around 4:00 LT in the next day (Figure 2.1); (2) PBLH is reduced 
(Figure 2.4), and vertical mixing becomes weaker, which causes the accumulation of NO2 
near the surface; (3) N2O5 hydrolysis is the main sink path of NOx at night. Before the 
nighttime peak, weak N2O5 hydrolysis and vertical mixing cause the rising of surface 
NO2, and the decrease of NOx emissions cannot offset this effect until at the nighttime 
peak when the above 3 factors were completely balanced. After the nighttime peak, as 
N2O5 hydrolysis increases to its maximum and keeps almost constant, gradually 
decreasing NOx emissions and slowly weakened vertical mixing resulted in the slight 
variation of surface NO2 concentrations and steady-decreasing O3 concentrations (Figures 
2.3.a and 2.3.b). 
2.3.1.2 Diurnal variations of NO2 vertical profiles 
Figures 2.5.a and 2.5.c display the temporal variations of observed and simulated 
NO2 vertical profiles in the daytime of weekdays during the DISCOVER-AQ campaign. 
REAM well reproduces the observed characteristics of NO2 vertical profiles in the 
daytime which are dominated by vertical mixing and OH concentrations. In the early 
morning (6:00 a.m. - 8:00 a.m.), kzz is little and vertical mixing is weak, so NO2, which is 
mainly from surface NOx sources, is concentrated in the surface layer. Also, OH 
concentrations induced by solar radiation are deficient, and NO2 sink path through the 
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reaction of NO2 and OH is suppressed. As a result, NO2 mixing ratios in the lower layers 
are significantly higher than those from 9:00 a.m. – 5:00 p.m. After 8:00 a.m., as vertical 
mixing becomes stronger, NO2 mixing ratios below about 500 m are significantly 
reduced, while those above the height are conversely increased. This decreased gradient 
is primarily attributed to stronger vertical mixing, although enhanced OH concentrations 
is also a factor. The effect of OH concentrations is reflected by a comparison between 
12:00 p.m. – 2:00 p.m. and 3:00 p.m. – 5:00 p.m.: NO2 vertical profiles during these two 
periods are similar in shape but the profile of 3:00 p.m. – 5:00 p.m. has higher NO2 
mixing ratios than that of 12:00 p.m. – 2:00 p.m. This is because OH concentrations from 
3:00 p.m. – 5:00 p.m. are lower than those from 12:00 p.m. – 2:00 p.m., which inhibits 
the sink of NO2. From 3:00 p.m. to 5:00 p.m., we find a tiny tail in the REAM profile but 
not in the aircraft fitting profile (Figures 2.5.a and 2.5.c). One possible reason is the 
biases of the surface NO2 observations due to the uncertainties of scaling FRM 
measurements in section 2.2.4, as aircraft measured NO2 mixing ratios from 400 m to 1 
km show a tail trend but the surface NO2 observation, which is even lower than the 400 m 
aircraft measurement, breaks the trend. Another possible reason is the relatively weak 
vertical mixing in the late afternoon in REAM, which may be still not strong enough to 




Figure 2. 5 Diurnal variations of NO2 vertical profiles on weekdays (a, c) and weekends 




2.3.1.3 Diurnal cycles of NO2 TVCD 
We find that four Pandora sites during the campaign had their instruments located 
significantly above the ground surface: UMCP, about 20 m; UMBC, about 30 m; SERC, 
about 40 m; GSFC, about 30 m. While for all other Pandora sites, the instruments were 
only about 1.5 m high. In the morning, a large quantity of NO2 stays in the near-surface 
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layers (Figures 2.5.a and 2.5.c). As shown in Figure 2.10.a, according to the REAM 
results, about 5% - 20% NO2 are missing in the Pandora TVCD observations at 6:00 a.m. 
at the four mentioned sites. Consequently, we can’t ignore the missing NO2 below the 
instruments for the four Pandora sites. We add the missing NO2 to the original Pandora 
TVCD and find that the TVCD averages from all the 11 Pandora sites increase about 0.3 
× 1015 molecules / cm2 in the early morning and are almost the same as before in the 
midday and the afternoon (Figure 2.10.b). After the averaging, the missing part of NO2 
below instruments is not a big issue for our following analyses but may be an important 
factor for single-site Pandora comparisons in future researches. 
The diurnal variations of NO2 TVCD from satellites, updated Pandora, REAM, and 
the aircraft on weekdays are shown in Figure 2.6.a. We calculate aircraft derived TVCD 
by using equation (2.1): 
( )
( ) ( ) ( )aircraft REAM REAM
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REAM






     (2.1), 
where t stands for time; caircraft (v/v) stands for the NO2 mixing ratio at each level from the 
fitted aircraft vertical profile at time t; ρREAM (molecules / cm
3) is the density of air from 
REAM at the corresponding level; VREAM (cm
3) stands for the relevant air volume of 
REAM; AREAM (cm
2) is the surface area of REAM grids. In the calculation, we only use 
NO2 below 3.63 km because few aircraft measurements are available above this height in 
the campaign. According to the REAM results, 84% of tropospheric NO2 are located 
below 3.63 km which is consistent with the GMI model with 85% - 90% tropospheric 
NO2 concentrated below 5 km [Lamsal et al., 2014]. Therefore, our calculated aircraft 






Figure 2. 6 Diurnal variations of NO2 TVCD on weekdays (a) and weekends (b) during 
the DISCOVER-AQ campaign. “Pandora” refers to updated Pandora TVCD which 
included the NO2 VCD below the Pandora instruments; “Flight” denotes calculated NO2 
VCD from the fitted aircraft vertical profiles. “NASA-OMI” is the OMI NO2 TVCD 
retrieved by NASA; “KNMI-OMI” is the OMI NO2 TVCD from KNMI; “KNMI-
GOME2” is the GOME-2A NO2 TVCD from KNMI. “OMI-retrieval” and “GOME2-
retrieval” denote OMI and GOME-2A TVCD retrieved by using the KNMI algorithm but 




As shown in Figure 2.6.a, although Pandora, aircraft, and satellite products only 
provide daytime TVCD measurements, they are generally in reasonable agreement with 
REAM. Both GOME-2A and OMI products are very close to REAM, Pandora, and 
aircraft TVCD except that NASA-derived OMI TVCD are some lower than other datasets 
(still within uncertainties) which may be partly due to biased a prior vertical profiles from 
the GMI model in the NASA retrieval in the campaign [Lamsal et al., 2014]. TVCD 
derived by using REAM NO2 vertical profiles are quite comparable to those from KNMI, 
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which indicated that the TM4 model from KNMI provided reasonable estimates of a prior 
NO2 vertical profiles on weekdays in the campaign region in summer. 
 We find evident decreases from GOME-2A to OMI in Figure 2.6.a, which is 
consistent with Pandora and REAM, while aircraft observations roughly capture this 
feature but show large variations because of the limitations of aircraft measurements and 
the uncertainties of the procedures we apply on the data. The trending feature is also 
consistent with the decreasing NO2 VCD from SCIAMACHY to OMI in summer 
[Boersma et al., 2008; Boersma et al., 2009] as SCIAMACHY and GOME-2A have 
close overpass time (SCIAMACHY, 10:00 LT; GOME-2A, 9:30 LT). Enhanced OH 
concentrations from photochemistry dominantly induce the decreasing NO2 TVCD from 
GOME-2A to OMI by increasing the sink of NO2 through the reaction between OH and 
NO2. 
Between 7:00 LT and 9:00 LT, Figure 2.6.a shows almost constant TVCD for 
REAM and Pandora, which is due to the balance between increasing NOx emissions and 
enhanced OH-related sink ― horizontal advection and deposition also contribute to the 
balance but not as important as the previous two factors. We find in Figure 2.6.a that 
Pandora TVCD have entirely different characteristics from REAM and aircraft derived 
TVCD during 5:00 LT – 7:00 LT and 14:00 LT – 18:00 LT. During 5:00 LT – 7:00 LT, 
Pandora has an increasing trend, while REAM and aircraft derived TVCD decrease 
significantly from 5:00 LT to 7:00 LT. From 14:00 LT to 18:00 LT, Pandora TVCD have 
little variations, but REAM and aircraft derived TVCD rise remarkably. Based on our 
current knowledge, as shown in Figure 2.11, as OH concentrations decrease significantly 
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and NOx emissions change little in the late afternoon, NO2 TVCD should increase 
sufficiently [Boersma et al., 2008; Boersma et al., 2009]. On the other hand, from 5:00 
LT to 7:00 LT, although NOx emissions increase, the chemistry sinks of NOx increase 
more (Figure 2.11) and NO2 TVCD should reduce. So we suggest that Pandora may not 
well capture the characteristics of NO2 TVCD during these two periods due to the 
following three factors. (1) Pandora is a pretty small instrument and is sensitive to local 
conditions, which may misrepresent the properties of the 36 km grids in REAM ― this is 
similar to the effect of buildings on local surface solar fluxes [B. Zhao et al., 2016]. (2) 
SZAs in the early morning and the late afternoon are relatively larger which may enhance 
the uncertainties of Pandora [Herman et al., 2009], even though we have excluded 
Pandora measurements with SZA > 80°. (3) Pandora has few observations in the early 
morning, which may misrepresent the TVCD trend during that period. 
REAM nighttime TVCD are relatively larger than its daytime TVCD, which is 
mainly attributed to less NOx sink. Although nighttime NOx emissions are significantly 
lower than daytime, the nighttime sink through chemistry is much smaller than the 
daytime (Figure 2.11). It seems to be inconsistent with Tsai et al. [2014] and Brown et al. 
[2004] which suggest that the contribution of nocturnal chemistry to NOx removal in a 24 
period can reach up to about 60%. However, in their studies, only NOx sinks near the 
surface were considered, and the sinks in the higher portion of the PBL is missing in their 
calculations, which is vital in the daytime because of well-mixed PBL. Based on the 
REAM simulation, N2O5 hydrolysis and the reaction of NO2 and OH are the dominant 
sink paths for NOx at night and in the daytime, respectively. N2O5 hydrolysis accounts for 
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about half of the total nighttime sink of NOx, while the reaction of NO2 and OH 
contributes to approximately 50% of the whole daytime NOx sink. 
TVCD diurnal variations also reflect the function of vertical mixing. Figure 2.7 
shows the daytime NO2 VCD variations at different heights, and aircraft-derived datasets 
and coincident REAM datasets are quite comparable. As shown in Figure 2.7, the entire 
TVCD display a “U” pattern from 5:00 LT to 17:00 LT. However, the TVCD above 400 
m have a significant increasing trend during the period. The TVCD below 400 m show a 
decreasing trend from 5:00 LT to 13:00 LT, almost no variations from 13:00 LT to 16:00 
LT, and a sharp increase from 16:00 LT to 17:00 LT. As analyzed above, as vertical 
mixing become stronger after sunrise, high-NO2 air in the lower layers is mixed with 
low-NO2 air in the upper layers, which enhances the NO2 content in the upper layers but 
reduces it in the lower layers. This effect is so strong above 400 m that even though NO2 
chemistry sinks increase from sunrise to noontime, the NO2 TVCD above 400 m are still 
increasing. Conversely, the TVCD below 400 m decrease remarkably during this period 
due to both the vertical mixing effect and the increasing NO2 chemistry sinks. From 
13:00 LT to 17:00 LT, vertical mixing doesn’t change much as kzz already reaches to high 
ranges, and reduced chemistry sinks dominate the increasing trend of the TVCD above 
400 m, which is most significant from 16:00 LT to 17:00 LT. The VCD below 400 m are 
almost the same from 13:00 LT to 16:00 LT, indicating the balance between vertical 
mixing, horizontal advection, chemistry sinks, dry depositions, and NOx emissions. The 
sharp jump of the TVCD below 400 m from 16:00 LT – 17:00 LT is also due to the 
dramatically reduced OH concentrations and chemistry sinks. 
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Figure 2. 7 Hourly variations of NO2 TVCD at different heights. “Flight” denotes aircraft 





2.3.1.4 Applications to NOx emissions 
As the REAM simulation is in reasonable agreement with the observed diurnal 
cycles of surface NO2 and O3, NO2 vertical profile, NO2 TVCD, we suggest that 
NEI2011 provides a reasonable estimate of NOx emissions. It is consistent with Salmon et 
al. [2018] which found NEI 2011 and NEI 2014 were in agreement with aircraft 
observation-derived NOx emissions, which is again confirmed through the investigation 
of observed and NEI NOx/CO2, CO/NOx, and CO/CO2 ratios, during the Wintertime 
INvestigation of Transport, Emissions, and Reactivity (WINTER) campaign in February 
– March 2015 around the Washington, D.C.-Baltimore area. However, our evaluation of 
NEI NOx emissions is different from Travis et al. [2016] and Anderson et al. [2014]. 
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Travis et al. [2016] compared the GEOS-Chem simulation results with observations of 
NOx and its oxidation products from the SEAC
4RS campaign, nitrate wet deposition 
fluxes from the National Acid Deposition Program (NADP) network, and NO2 TVCD 
from OMI, and found that NEI2011 overestimates mobile and industrial NOx emissions 
by 30% - 60%. The GEOS-Chem used by Travis et al. [2016] had almost the same 
chemistry mechanism as REAM and had a horizontal resolution of 0.25° × 0.3125° which 
is also close to REAM (36 km × 36 km). We attribute the discrepancies between Travis et 
al. [2016] and our study to the region discrepancies of NOx emissions and uncertainties 
of measurements. Anderson et al. [2014] evaluated NEI2011 emissions with the observed 
concentration ratios of CO to NOy and CO to NOx from the same DISCOVER-AQ 
campaign and found that NEI overestimates NOx emissions by 51% - 70% in Maryland in 
the summer of 2011. Besides the uncertainties of transferring concentrations ratios of 
CO/NOy or CO/NOx to emission ratios of CO/NOx due to different lifetimes of CO, and 
NOx and NOy, and the neglect of transport effect, the observed concentration ratios 
reflect local conditions more. With a horizontal resolution of 36 km, REAM can’t assess 
high-resolution local emissions accurately. Therefore, we conduct a REAM simulation 
experiment with a horizontal resolution of 4 km in Section 2.3.3, which will show 
consistent results with Anderson et al. [2014]. 
2.3.2 Weekend diurnal cycles of NO2 
Because of the absence of weekend emissions in our NEI2011, we build up weekend 
emission inventories based on previous researches [Beirle et al., 2003; Boersma et al., 
2009; Y. Choi et al., 2012; DenBleyker et al.; Kaynak et al., 2009] which find that 
weekend NOx emissions are 20% - 50% lower than weekday emissions and weekend 
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NOx emission diurnal cycle is different from weekday’s. In this study, we set weekend 
NOx emissions 1/3 lower than weekday emissions and less day-night variations on 
weekends than on weekdays (Figure 2.1). 
Figures 2.3.c, 2.3.d, 2.5.b, 2.5.d, and 2.6.b show the weekend diurnal cycles of NO2. 
The improvement of kzz also takes effect on weekend diurnal cycles (Figures 2.3.c and 
2.3.d). Generally, the REAM simulation is comparable to observations on weekends. The 
diurnal cycles of surface NO2 and O3 concentrations on weekends (Figures 2.3.c and 
2.3.d) have the same patterns as those on weekdays (Figures 2.3.a and 2.3.b). However, 
weekend surface NO2 concentrations are significantly lower than weekday concentrations 
in the daytime and comparable to weekday concentrations during the nighttime, which 
reflects the significant different daytime NOx emissions but similar nighttime NOx 
emissions between weekdays and weekends (Figure 2.1). Although the number of 
weekend aircraft observations are limited, the impact of vertical mixing on NO2 vertical 
profiles is clearly shown on the transition from 9:00 a.m. – 11:00 a.m. to 12:00 p.m. – 
2:00 p.m. in Figures 2.5.b and 2.5.d. The enhanced NO2 mixing ratios during 3:00 p.m. – 
5:00 p.m. due to decreasing photochemistry sinks is also shown on weekends but not as 
much as on weekdays because of low NOx emissions on weekends. For weekend TVCD, 
they show a similar diurnal pattern as weekdays but with significantly lower magnitudes 
(Figure 2.6.b). REAM TVCD on weekends are quite comparable to satellite products, 
Pandora, and aircraft observations in most time except that, as on weekdays, Pandora 
TVCD have much less variation in the early morning and late afternoon than REAM and 
aircraft datasets which can be explained by the same reasons as on weekdays. Besides, 
KNMI derived GOME-2A TVCD at 9:30 a.m. are much larger than other datasets which 
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might be due to biased NO2 a prior profiles from the TM4 model on weekends, as the 
GOME-2A retrieval by using REAM profiles shows comparable NO2 TVCD to Pandora, 
REAM and aircraft datasets. 
2.3.3 The effect of model resolutions on NO2 diurnal cycles 
NEI2011 has an initial resolution of 4 km, which gives us a chance to evaluate the 
impact of model resolutions on NO2 diurnal cycles. By using the 4-km emission 
inventories, we set up a 4-km REAM with boundary and initial concentrations from the 
above 36-km REAM simulation. Figure 2.12 shows the NOx emission diurnal cycles in 
the 4-km DISCOVER-AQ campaign region (it is different from the above 36-km region 
as now the 11 Pandora sites are in 11 grids of the 4-km REAM and they compose the 4-
km DISCOVER-AQ campaign region). Figures 2.13 – 2.15 compare the observed and 
simulated diurnal cycles of surface NO2 concentrations, NO2 vertical profiles, and NO2 
TVCD for the 4-km REAM. The NO2 surface concentrations and TVCD are significantly 
higher than observations, although they are still comparable within uncertainties and they 
have similar diurnal shapes (Figures 2.13 and 2.15). And the 4-km REAM NO2 surface 
concentrations and TVCD are also higher than the 36-km REAM results around 
noontime. We find the NOx emission rate in the 4-km DISCOVER-AQ region is about 
34% higher than that in the 36-km DISCOVER-AQ region, which may be the main 
reason for the high NO2 surface concentrations and TVCD in the 4-km REAM. If we re-
grid the 4-km REAM results into the grids of the 36-km REAM, the re-gridded surface 
NO2 and TVCD will be close to the 36-km REAM results (Figure 2.16). Therefore, the 
NEI2011 may not well reveal the spatial distributions of NOx emissions at 4 km scale, but 
it provided good estimates at 36 km scale. The distribution issue for high-resolution NOx 
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emission inventories is corroborated by comparison of the NOx emission inventory 
derived from the CONsolidated Community Emissions Processor Tool, Motor Vehicle 
(CONCEPT MV) v2.1 and that estimated by the Sparse Matrix Operator Kernel 
Emissions (SMOKE) v3.0 model with the Motor Vehicle Emissions Simulator (MOVES) 
v2010a [DenBleyker et al.]. CONCEPT with finer vehicle activity information as input 
produced a wider-spread but less-concentrated running exhaust NOx emissions compared 
to MOVES in the Denver urban area in July 2008 [DenBleyker et al.]. This may be why 
Anderson et al. [2014] show different results from our 36-km simulations, as described in 
section 2.3.1.4. In their study, they use in-situ observations and a nested CMAQ with the 
highest resolution of 1.33 km which pretty much represents potentially high-biased local 
conditions. It is very hard to build up a reliable emission inventories for the whole United 
States with such a high resolution with current available datasets as the significant 
inhomogeneity of NOx emissions [Marr et al., 2013], but we can still expect significant 
improvements of the temporal-spatial distributions of NOx emissions in the near future as 
GPS-based information start to be used in the NEI estimates [DenBleyker et al., 2017]. 
 Besides, although the 4-km REAM captures the evolution characteristics of NO2 
vertical profiles in the daytime (Figure 2.14), its vertical mixing is too strong in the late 
afternoon, and the atmosphere is almost completely mixed in the boundary layer from 
15:00 LT to 18:00 LT. We don’t find significant difference between the nested 4-km 
WRF simulation and the 36-km WRF simulation but we notice that vertical velocities (w) 
in the late afternoon are much larger in the 4-km simulation than the 36-km simulation, 
which may be the reason able to explain the fully mixed boundary layer based on our 
sensitivity test. As the phenomenon is most significant in the late afternoon, it may be 
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related to deep/shallow convection. We suggest that deactivating convection at the 4-km 
scale may be not a good choice and appropriate convection parameterization may be still 
necessary for 4-km simulations to stablenize the atmosphere [Zheng et al., 2016]. 
2.4 Conclusion 
This study evaluated the simulated diurnal cycles of surface NO2, NO2 vertical 
profiles, and NO2 TVCD from REAM with observations from air quality monitoring 
sites, aircraft, Pandora, OMI, and GOME-2A during the Discover-AQ 2011 campaign. In 
the REAM simulation, we find the boundary layer heights from the WRF simulation are 
significantly lower than ELF Lidar measurements after sunset. We increase kzz in the late 
afternoon and during the nighttime, which significantly improves the comparison of 
PBLH between REAM with observations and eliminates the discrepancies of surface 
NO2 and O3 concentrations between REAM and observations. 
Our 36-km REAM simulation well reproduces the observed diurnal cycles of surface 
NO2, NO2 vertical profiles, and NO2 TVCD on both weekdays and weekends. However, 
1), we find Pandora TVCD show much less variation than aircraft-derived and REAM-
simulated TVCD, which may be due to the uncertainties of Pandora measurements with 
large SZAs and the strong sensitivity of Pandora to local conditions. 2), the weekday 
OMI NO2 TVCD derived by NASA are somewhat lower than the KNMI OMI product, 
aircraft-derived TVCD, Pandora, and REAM results, which may be caused by unaccurate 
a prior vertical profiles used in the NASA retrieval. 3), the weekend OMI NO2 TVCD 
derived by KNMI are larger than those from Pandora, aircraft, REAM, and the OMI 
retireval with REAM NO2 vertical profiles, which indicates the TM4 model for the 
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KNMI retrieval may provide biased estimates of the a prior NO2 vertical profiles in the 
weekend morning. Besides, we find that observed NO2 concentrations in the boudary 
layer and NO2 TVCD on weekends are significantly lower than on weekdays. To 
reproduce the weekend observations, REAM should have NOx emissions one-third lower 
on weekends than on weekdays and less daytime variation on weekends than on 
weekdays. 
We finally investigate the impact of model resolutions on NO2 diurnal cycles by 
comparing a REAM simulation with a resolution of 36 km and another REAM simulation 
with a resolution of 4 km. There are no significant differences for the characteristics of 
NO2 diurnal cycles, but we find the 4-km simulation results are significantly higher than 
observations and the 36-km model results. And if we re-grid the 4-km simulation results 
into the 36-km model grids, the re-gridded 4-km results are comparable to the 36-km 
REAM results. Therefore, the NEI2011 may not well capture the distributions of NOx 
emissions at 4 km scale but provide good estimates of NOx emissions at 36 km scale. In 
addition, we find that the effect of vertical wind velocities is not ignorable in the 4-km 
simulation, which are large enough to completely mix the boundary layer in the late 
afternoon which is inconsistent with aircraft observations. The 4-km simulation need 
more improvement and is the aim of future researches. 
In summary, the evaluation generally comfirms our current understanding of NOx 
chemistry and physcis in mesoscale chemistry and transport model and provide useful 
results for advanced model development. 
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2.5 Supporting materials 
2.5.1 Method to update eddy diffusivity coefficients (kzz, m/s
2) 
Generally, kzz decreases since late afternoon when solar radiation is reduced 
significantly. The decreasing rate is most significant from sunset to around 21:00 LT, and 
then kzz decreases relatively slowly. In the boundary layer in our WRF simulation, kzz 
decrease faster at high altitudes than near the surface but kzz can’t be reduced to lower 
values than its threshold in each model layer (we determine the planetary boundary layer 
height based on these thresholds in this study). And kzz in urban regions decreases more 
slowly than in rural regions. Besides, kzz has a “C” shape of vertical profile in the 
boundary layer with low kzz values near the surface and at the upper levels of the 
boundary layer. In order to keep the above characteristics of kzz and slow down the 
decreasing rate of kzz since late afternoon, we update kzz in the boundary layer by using 
the following equations. 
( ) 2, 0.01 /zzwhen k t l m s , 
( ) ( ) ( )
( )
( )( ), max , , . ,EF t tzz zz zzk t t l k t l l WRF k t t l ++  = +      (2.2) 
( ) 2, 0.01 /zzwhen k t l m s , 
( ) ( ) ( )( ), max , , . ,zz zz zzk t t l k t l WRF k t t l+ = +       (2.3) 
Where l denotes model vertical levels less than 15 (≈ boundary layer top at 15:00 LT); t 
is the current time, while Δt is an updating time step (= 0.5 hours); α is a coefficient 
dependent on model levels; β is a coefficient dependent on time; EF is a coefficient 
related to land types, and EF is 1 for urban regions and 2 for other land types; WRF.kzz is 
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the original kzz from the WRF simulation. Equations (2.2) and (2.3) calculate kzz at next 
time step with current kzz. The equations are only active when t > 15:00 LT and t < 5:00 
LT which is intended to update kzz in the late afternoon and at night. The updated kzz 
values are decreasing more slowly than the original WRF values since later afternoon and 
satisfy the characteristics described above. 





Figure 2. 8 (a), the location of the DISCOVER-AQ campaign; (b), locations of surface 
and aircraft observations during the campaign. Gray in (a) and slate gray and light gray 
(b) are the land surface, and white denotes water. We mark the DISCOVER-AQ 
campaign region as the six slate gray grids in (b). We exclude “Pandora(w)” in this study 






Figure 2. 9 Diurnal profiles of stratospheric NO2 VCD at 46° / 117.5°W from the GMI 
model in July 2011, and (a) coincident satellite stratospheric NO2 VCD and (b) satellite 
stratospheric NO2 VCD in the DISCOVER-AQ campaign region in July 2011. “NASA-
OMI” denotes the OMI NO2 VCD from NASA, “KNMI-OMI” denotes the OMI NO2 






Figure 2. 10 (a), the percentages of NO2 TVCD below Pandora instruments in REAM in 
July 2011; (b), the comparison between original Pandora TVCD and updated Pandora 
TVCD which add the VCD below the Pandora instruments to the original Pandora 
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Figure 2. 11 Weekday diurnal cycles of NOx chemistry, emissions, dry depositions, 
transport, and △(TVCD) in the DISCOVER-AQ campaign region in July 2011. “Chem” 
refers to NOx chemistry productions; “Emis” refers to NOx emissions; “Drydep” denotes 
NOx dry depositions; “Transport” includes NOx horizontal advection, lightning NOx 
production, and wet deposition (convection and turbulence diffusion don’t affect NOx 













Figure 2. 13 Diurnal cycles of surface NO2 (a, c) and O3 (b, d) concentrations on 






Figure 2. 14 Diurnal variations of NO2 vertical profiles on weekdays (a, c) and weekends 






Figure 2. 15 Diurnal variations of NO2 TVCD on weekdays (a) and weekends (b) at 4 km 
scale. Pandora refers to updated Pandora TVCD which includes the NO2 VCD below 
Pandora instruments. “NASA-OMI” is the OMI NO2 TVCD retrieved by NASA; 
“KNMI-OMI” is the OMI NO2 TVCD from KNMI; “KNMI-GOME2” is the GOME2 






Figure 2. 16 Comparison between NO2 re-gridded from the 4-km REAM results and NO2 
from the 36-km REAM on weekdays (a, b) and weekends (c, d). (b) and (d) are for 






CHAPTER 3. Dependence of summertime surface ozone on NOx 





Surface ozone (O3), one of the six criteria air pollutants regulated by the U.S. 
Environmental Protection Agency (EPA), is also a greenhouse gas [Myhre et al., 2013] 
and can adversely affect human health and vegetation [Glowacz et al., 2015; Jerrett et al., 
2009; S. Li et al., 2017; Turner et al., 2016]. O3 is a secondary pollutant, which is 
produced by complicated photochemistry reactions with the presence of NOx (NOx = NO 
+ NO2) and volatile organic compounds (VOCs) (Figure 3.4) [Liu et al., 2012a; Seinfeld 
and Pandis, 2016]. NOx and VOCs are emitted by both anthropogenic activities 
(vehicles, power plants, industry, etc.) and natural sources (soil NOx, lightning NOx, and 
biogenic VOCs (BVOCs)). Globally, isoprene emitted by vegetation is the most abundant 
non-methane VOC (535 Tg yr-1 for the year 2000) [Guenther et al., 2012], while 
anthropogenic NOx contribute about 75% of the total NOx emissions [Seinfeld and 
Pandis, 2016]. 
The relationship between O3 production and VOC and NOx emissions is essential to 
understand tropospheric chemistry and has been widely studied in recent decades [Cheng 
et al., 2017; Cheng et al., 2018; Liu et al., 2012a; Xie et al., 2011]. For example, Pierce et 
al. [1998] examined the sensitivities of O3 concentrations to isoprene and NOx emissions 
in the Regional Acid Deposition Model (RADM) simulations with different emission 
scenarios in the eastern United States, and found that increased isoprene emissions 
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produce a shift in elevated O3 concentrations from VOC sensitivity to NOx sensitivity 
over many areas of eastern North America. Gao [2007] analyzed surface O3 and 
NOx diurnal cycles and VOC and NOx emissions from heavy-duty trucks (HDT) and low-
duty vehicles (LDV) in California, and demonstrated that an O3 weekend effect with 
higher O3 concentrations on weekends compared to weekdays in urban regions is induced 
by a weekend increase in the ratio of transportation VOC to NOx emissions which results 
from decreased HDT activity relative to LDV. Mazzuca et al. [2016] investigated the 
diurnal variation in the sensitivities of ozone production rate to NOx and VOCs in 
September 2013 by using the observations from the NASA Deriving Information on 
Surface Conditions from COlumn and VERtically Resolved Observations Relavant to Air 
Quality (DISCOVER-AQ) Houston campaign and the model simulations from a box 
model and the Community Multiscale Air Quality (CMAQ) model. They found that O3 
production shifts from generally being more VOC-sensitive in the morning to mainly 
NOx-sensitive in the afternoon during the campaign. R. Zhang et al. [2017a] evaluated the 
contributions of BVOC emissions to O3 through Ozone Source Apportionment 
Technology and brute force zero-out sensitivity tests over the United States and found 
that BVOCs typically contribute 10 - 19% to regional O3 concentrations at the 
nonattainment sites during selected O3 episodes. In general, the O3-VOC-
NOx relationship can be categorized into two regimes: NOx-limited regime, where O3 is 
more sensitive to NOx than to VOCs and reducing NOx emissions is more effective in 
lowering O3, and VOC-limited regime, where O3 is more sensitive to VOCs. 
In this study, we investigate a new constraint on the O3-NOx-VOC relationship using 
the sensitivity of O3 peak time (the time when O3 reach its maximum in one day) to NOx 
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and VOC emissions, in addition to previously used O3 concentrations. This new 
relationship provides another diagnostic of O3 sensitivity on NOx and VOC emissions. 
The observations and modeling of July 2011 over the contiguous United States (CONUS) 
are analyzed to demonstrate the new O3-NOx-VOC relationship and its applications. The 
Regional chEmical and trAnsport Model (REAM), O3 surface observations, and other 
data sets are described in Section 3.2. In Section 3.3, we analyze the dependences of O3 
peak time and the peak value (the maximum hourly concentration of O3 in one day) on 
NOx and VOC emissions through sensitivity tests with different emission scenarios. 
Making use of the dependences, we analyze the discrepancies of O3 peak time and peak 
values between REAM simulations and the observations in order to evaluate the emission 
inventories in the model. Conclusions are given in section 3.4. 
3.2 Observation Data and Model Description 
3.2.1 Surface ozone observations 
We obtained O3 surface concentration measurements in July 2011 from the EPA Air 
Quality System (AQS) Data Mart (https://www3.epa.gov/airdata/) and converted them 
into O3 peak values and peak time in local time. Data at 1024 observation sites are 
available and used in this study. The CONUS was divided into 9 regions following the 
definition of the National Oceanic and Atmospheric Administration (NOAA) 
(http://www.ncdc.noaa.gov/monitoring-references/maps/us-climate-regions.php) [Karl 
and Koss, 1984]. Figure 3.1 shows the regions and the distribution of the O3 observations 
sites. There were 185, 63, 196, 146, 148, 30, 134, 77, and 45 sites in Central, East North 
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Figure 3. 1 Region definitions and locations of EPA AQS O3 monitoring sites. Site 




3.2.2 OMI HCHO tropospheric vertical columns 
The Ozone Monitoring Instrument (OMI) is an ultraviolet/visible nadir solar 
backscatter spectrometer onboard NASA EOS-Aura sun-synchronous polar satellite, 
which was launched in July 2004. It crosses the equator around 13:30 local time. OMI 
provides tropospheric HCHO column observations with nearly daily global coverage and 
a nadir spatial resolution of 13 km × 24 km [Levelt et al., 2006b]. Here, we use the 
newest OMI HCHO version 14 (OMI-v14) level-3 product with a resolution of 0.25° × 
0.25° (http://h2co.aeronomie.be/). In the retrieval of OMI-v14, a priori profile shapes 
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extracted from the Intermediate Model of Global Evolution of Species version 2 
(IMAGESv2) are used to calculate air mass factors [De Smedt et al., 2015]. The 
IMAGESv2 model reproduces very well observed vertical profiles of HCHO measured 
during the Intercontinental Chemical Transport Experiment North America (INTEX-A) 
campaign (July – August 2004) over the US [De Smedt et al., 2015; Stavrakou et al., 
2009]. Using the HCHO vertical shape from the Compact Atmospheric Multispecies 
Spectrometer (CAMS) measurements during the SEAC4RS (Studies of Emissions, 
Atmospheric Composition, Clouds and Climate Coupling by Regional Surveys) aircraft 
campaign (August - September 2013) in the OMI-v14 retrieval algorithm, HCHO 
columns are increased by about 10% in the southeastern US [Zhu et al., 2016]. Zhu et al. 
[2016] suggested that OMI-v14 offers the best estimation of tropospheric HCHO 
columns in the southeastern US compared to GOME2A-BIRA (V14), GOME2B-BIRA 
(V14), OMPS-SAO, OMPS-PCA and OMI-SAO (V003), although OMI-v14 still 
underestimates the columns by 20% compared to CAMS derived HCHO columns. On the 
other hand, De Smedt et al. [2016] demonstrates that the precision (random error) of 
OMI-v14 is below 7 × 1014 molecules cm-2 in July (which is about 5% for the 
southeastern US) when considering monthly average columns with a resolution of 20 km 
× 20 km and that the accuracy (systematic error) of OMI-v14 is about 20% over the 
Southeastern US. 
HCHO is an intermediate product of isoprene oxidation, and HCHO columns 
provide a proxy for isoprene emissions [Palmer et al., 2003; Shim et al., 2005]. In this 
study, OMI-v14 HCHO columns are used to evaluate the isoprene emission inventory 
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from the Model of Emissions of Gases and Aerosols from Nature (MEGAN) [Guenther 
et al., 2012]. 
3.2.3 Model description 
3.2.3.1 REAM 
REAM has been applied in many tropospheric chemistry and transport studies and 
emission estimations over East Asia, North America and polar regions [Alkuwari et al., 
2013; Cheng et al., 2017; Cheng et al., 2018; Y. Choi et al., 2008a; Y. Choi et al., 2008b; 
Gu et al., 2014; Gu et al., 2013; Koo et al., 2012; Liu et al., 2014; Liu et al., 2012b; 
Yuhang Wang et al., 2007; Q. Yang et al., 2011; R. Zhang et al., 2017b; R. Zhang et al., 
2018; Y. Zhang and Wang, 2016; C. Zhao and Wang, 2009; C. Zhao et al., 2009a; C. 
Zhao et al., 2010]. The model has a horizontal resolution of 36 km × 36 km with 30 
vertical layers in the troposphere. Transport is driven by the Weather Research and 
Forecasting (WRF, version 3.6) model-assimilated meteorological fields constrained by 
the NCEP coupled forecast system model version 2 (CFSv2) products 
(http://rda.ucar.edu/datasets/ds094.0/) [Saha et al., 2011]. The chemistry mechanism is 
from the GEOS-Chem model (v11.01) with updated aerosol uptake of isoprene nitrate 
based on Fisher et al. [2016]. Chemistry boundary conditions and initiations are from a 
GEOS-Chem simulation with a resolution of 2° × 2.5°. Anthropogenic NOx, CO and 
VOC emissions are from the National Emission Inventory 2011 (NEI2011) provided by 
the Pacific Northwest National Laboratory (PNNL). We assume that the weekend 
emissions are two-thirds of the weekday emissions [Y. Choi et al., 2012; Kaynak et al., 
2009]. This study focuses on weekday analysis and the weekend emission uncertainty is 
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out of the scope of this study and has little impacts on weekday O3 peak values and peak 
time because of the short lifetimes of O3 and its precursors, VOCs and NOx. Biogenic 
VOC emissions are from MEGAN v2.1 [Guenther et al., 2012]. Soil emitted NOx is 
calculated by using the Yienger and Levy (YL) scheme [Yienger and Levy, 1995]. 
3.2.3.2 MEGAN v2.1 
MEGAN [Guenther et al., 2012; Guenther et al., 2006] is currently widely used to 
estimate global and regional BVOC emissions [Fisher et al., 2016; Mao et al., 2013; 
Stavrakou et al., 2014; Yu et al., 2016]. In this study, we use a recommended high-
resolution plant functional type database for the U.S. for the year 2008 
(http://lar.wsu.edu/megan/guides.html). Land coverage data is from the GLASS Leaf 
Area Index (LAI) product with a raw resolution of 0.05° (download from 
ftp://ftp.glcf.umd.edu/glcf/GLASS/LAI/MODIS/0.05D/), and the GLASS LAI product is 
derived from MODIS land surface reflectance (MOD09A1) [Liang and Xiao, 2012; Xiao 
et al., 2014]. Meteorological parameters, such as temperature, soil moisture, and radiation 
flux, are from a WRF simulation. 
3.3 Results and Discussions 
3.3.1 Dependence of O3 peak values and time on NOx and VOCs 
To evaluate the dependence of O3 peak time and values on NOx and VOC emissions, 
we made 17 sensitivity simulations with different emission scenarios by using REAM, 
including STD-REAM where standard anthropogenic and natural NOx and VOC 
emissions were used, natural scenarios with varying BVOC or soil NOx emissions, 
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anthropogenic scenarios with different anthropogenic NOx or VOC emissions, and 
combination scenarios where more than two types of emissions were changed. The 
responses of weekday monthly mean O3 peak time and peak values to NOx and VOC 
emission variations, as well as complete descriptions of the emission scenarios, are 
illustrated in Figures 3.2 and 3.5. Figure 3.2 shows that the sensitivities of regional O3 
peak time to NOx and VOC emissions differ significantly from those of O3 peak values. 
For example, in Central CONUS, O3 peak time responds to VOC emission changes while 
O3 peak value responds to NOx emission changes. Therefore, the observations of O3 peak 
time provides another set of constraints on model simulations in addition to O3 peak 
values (next section). We first discuss the dependence of O3 peak value on NOx and VOC 
emissions. 
Generally, anthropogenic NOx emissions showed positive correlations with regional 
ozone peak values (Figure 3.2). The effects of anthropogenic NOx emissions on peak 
values were more significant in East North Central, Central, Northeast, South, and 
Southeast than in the other regions. Soil NOx emissions affect regional O3 peak values in 
a manner similar to anthropogenic NOx emissions. Therefore, the relative importance of 
the two NOx sources depends on their relative emission strengths. Soil NOx dominates in 
most areas of the western CONUS while anthropogenic NOx is predominant in the 
eastern regions (Figure 3.6). As a result, increasing soil NOx emissions by 400% has 
fewer impacts on O3 peak values in Southeast and Northeast than increasing 
anthropogenic NOx emissions by 50%, while the two effects are comparable in Central 
and South CONUS. The former has a larger effect in East North Central, Northwest, 
Southwest, West, and West North Central CONUS. 
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Figure 3. 2 Comparison of weekday monthly mean O3 peak values and peak time 
between EPA observations and REAM simulations with different emission scenarios in 
July 2011 over different regions (Figure 3.1). “Obsavg” denotes EPA observations. The 
“Confidence Interval” box is calculated based on the 99.9% confidence intervals. STD-
REAM denotes the standard simulation result without any emission changes. “SoilNOx-
U” is the sensitivity simulation result after increasing soil NOx emissions to five times. 
“ANOx-U” and “ANOx-D” are for increasing and decreasing anthropogenic NOx by 50%, 
respectively. “BVOC-U” and “BVOC-D” are for increasing and decreasing MEGAN 
isoprene emissions by 50%, respectively. “SoilNOxU-BVOCD” denotes a sensitivity 
simulation with MEGAN isoprene emissions decreased by 50% and soil NOx emissions 





The effects of BVOCs are more apparent than anthropogenic VOCs (Figures 3.2 and 
3.5). For BVOCs, the correlations between O3 peak value and emissions are positive in 
all regions except for in Southeast, where a slight decrease is simulated when BVOC 
emissions are changed by 50%, reflecting the nonlinear O3 photochemistry in this region 
of abundant isoprene emissions. Since both VOCs and NOx show positive correlations 
with O3 peak values, concurrent increase (decrease) of NOx and VOC emissions could 
elevate (lower) O3 peak values more as shown by combination sensitivity scenarios in 
Figure 3.5. However, it should be noted that O3 peak values were much more sensitive to 
NOx than VOC emissions in East North Central, Central, Northeast, South, and 
Southeast. That is to say, these regions are in NOx-limited regime, which is consistent 
with the relatively high BVOC emissions in these areas (Figure 3.7). In West, West North 
Central, Southwest, and Northwest, the effects of NOx and VOC emission changes on O3 
peak values are comparable, but both are significantly weaker than those in the former 
five regions, due in part to relatively lower NOx and VOC emissions in these regions and 
transport factors controlling surface O3 levels such as stratospheric O3 intrusion 
[Langford et al., 2009; Musselman and Korfmacher, 2014]. 
Figure 3.2 shows that O3 peak time is positively correlated with anthropogenic NOx 
emissions. As in anthropogenic NOx, the effects of soil NOx emissions are generally more 
significant on O3 peak values than peak time. VOC emission changes, in general, affect 
O3 peak time more than NOx emissions, but the relationships are somewhat complicated. 
Generally, O3 peak time is negatively correlated with BVOC emissions (Figures 3.2 and 
3.5) in most regions, and it is most significant in Central, Northeast, South, and 
Southeast, where BVOC emissions are much higher than the other regions (Figure 3.7). 
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In the other regions, BVOC effects are relatively small. Figure 3.5 shows that the effects 
of anthropogenic VOC emissions are also small. 
In Central, Northeast, South, and Southeast, O3 peak value is more sensitive to NOx 
emissions but O3 peak time is more sensitive to VOC (mostly BVOC) emissions (Figure 
3.2). In these regions, O3 peak time is negatively correlated with VOC emissions. With 
sufficient BVOC emissions, it is not surprising that O3 peak values in the regions are 
more sensitive to NOx than VOC emissions. Different sensitivities in O3 peak time from 
peak values reflect the O3 photochemical process (Figure 3.4). As shown in Figure 3.8, 
BVOC and NOx emissions have opposite impacts on diurnal cycles of NO, RO2, and HO2 
concentrations: decreasing BVOC emissions decreases HO2 and RO2 concentrations and 
increases NO concentrations while decreasing NOx increases HO2 and RO2 
concentrations and reduces NO concentrations in the morning. Since RO2 and HO2 
concentrations are changed more significantly than NO concentrations in the early 
morning, BVOC and NOx emissions have opposite effects on the daytime O3 production 
(P(O3) = k1[RO2][NO] + k2[HO2][NO]): decreasing BVOC and increasing NOx 
emissions shifts the accumulated P(O3) profile later in time while increasing BVOC and 
decreasing NOx emissions shifts the accumulated P(O3) profile earlier in time. 
Figure 3.8 also shows that the change of BVOC emissions affects accumulated 
P(O3) profile more significantly than that of NOx emissions, especially for decreasing 
BVOC emissions. The main reason is their different effects on NO concentrations from 
5:00 – 8:00 when NO concentrations are changed much more significantly for the NOx 
emission sensitivity simulations than for the BVOC emission sensitivity simulations, 
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which partially offsets the changes of RO2 and HO2. It reflects the direct impact of NOx 
emissions on NO concentrations when photochemistry is weak in the early morning. 
There is no significant pattern difference for RO2 and NO2 concentrations from 5:00 – 
13:00 between BVOC and NOx sensitivity simulations except that: 1) decreasing BVOC 
emissions reduces RO2 and HO2 concentrations much more (about 50%) than increasing 
NOx emissions, which means decreasing BVOC emissions shifts accumulated P(O3) 
profile much more significantly than increasing NOx emissions; 2) decreasing NOx 
emissions increases RO2 and HO2 concentrations some more (about 20%) than increasing 
BVOC emissions. However, its effect on accumulated P(O3) profile is canceled out by 
the effect of NO concentration change difference in the early morning. Therefore, 
decreasing BVOC emissions and increasing NOx emissions shift the accumulated P(O3) 
profile later in time and delay O3 peak time and the sensitivity of O3 peak time to BVOC 
emission change is higher than NOx (Figures 3.8 and 3.9). 
The sensitivities of O3 peak time to NOx and BVOC emissions were also found 
previously by Lei et al. [2007] and Lei et al. [2008]. They investigated the sensitivities of 
O3 production to NOx and VOC emissions in April 2003 in the Mexico City Metropolitan 
Area (MCMA). Even though MCMA is a VOC-limited region, their sensitivity 
simulations also showed that O3 peak shifted to earlier hours with reduced NOx emissions 
and later hours with reduced VOC emissions. Therefore, the utilities of the sensitivities of 
O3 peak time to NOx and BVOC emissions discussed in this study are likely extendable 
to other seasons and regions. 
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3.3.2 Application of the O3-NOx-VOC relationships to evaluate model VOC and NOx 
emissions 
As discussed in the previous section, the sensitivities of O3 peak values and time to 
NOx and VOC emissions are often quite different, therefore providing independent 
constraints on model simulations. Figure 3.2 shows that the standard model simulates 
well on the observed O3 peak values in most regions but underestimates them in South 
and Southwest. The model generally reproduces O3 peak time within the 99.9% 
confidence intervals in most regions except for Central, South, and Southeast where the 
simulated O3 peak time is significantly earlier than the observations. 
The large set of sensitivity simulations (Figures 3.2 and 3.5) point to possible 
problems in the model NOx and BVOC emissions, although the model underestimates of 
O3 peak values in the Southwest region cannot be easily corrected without increasing soil 
NOx emissions by a factor of 10-50, implying that transport of O3 from the upper 
troposphere may be underestimated. For the Central and Southeast regions, observed O3 
peak values are simulated well by the standard model. The relatively high sensitivity of 
O3 peak values to NOx emissions in these regions implies that emissions of NOx are 
reasonable. The O3 peak time simulated by the model, on the other hand, is earlier than 
the observations. Model sensitivity simulations suggest that O3 peak time is sensitive to 
BVOC emissions since anthropogenic VOC emissions are much lower than BVOCs in 
these regions and reducing BVOC emissions reduces the simulation bias in O3 peak time.  
For the South region, the simulated O3 peak value is lower and peak time is earlier 
than the observations, suggesting an increase of NOx emissions and a decrease of BVOC 
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emissions (Figure 3.2). It is noteworthy that the underestimation of O3 peak values 
mainly occur in the upper South (Figure 3.10), where soil NOx emissions are close or 
even much higher than anthropogenic NOx emissions (Figure 3.6). Several studies 
demonstrated that the YL scheme underestimated soil NOx emissions by a factor of 2 - 4 
[Hudman et al., 2012; Jaeglé et al., 2005; Rasool et al., 2016; Wolfe et al., 2015] over the 
United States. Increasing YL soil NOx emissions by a factor of 5 brings the simulated 
regional O3 peak value closer to the observations, in agreement with the previous studies. 
The increase of soil NOx emissions delays the O3 peak time. However, the model 
simulated O3 peak time in the South region is still earlier than the observations. Model 
sensitivity results in Figure 3.2 suggest that a decrease of BVOC emissions by 50% is 
necessary. Previous studies showed that MEGAN might overestimate BVOC emissions 
in some regions of the United States. For example, [Wolfe et al., 2015] demonstrated that 
MEGAN v2.1 overestimated isoprene surface fluxes by up to 40% based on the 
measurements during the NASA SEAC4RS mission over the Ozarks. Carlton and Baker 
[2011] indicated that MEGAN v2.04 led to much higher isoprene concentrations than the 
surface and aloft measurements in July 1998 in the Ozarks region. Top-down constraints 
from satellite HCHO measurements, such as OMI, provide an independent means to 
evaluate the bottom-up isoprene emissions from MEGAN, although the HCHO yield 
from isoprene oxidation could lead to some uncertainties [Marais et al., 2012]. In the 
next section, we examine the simulated isoprene emissions based on OMI HCHO column 
measurements. 
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Our evaluation of the NEI2011 NOx emissions is consistent with the results by 
Salmon et al. [2018], who examined the NOx/CO2, CO/CO2, and CO/NOx ratios in 
February-March 2015 over the northeastern United States and found that NOx emissions 
from NEI2011 and NEI2014 were in agreement with the aircraft observation-derived 
emissions. Cheng et al. [2017] also found good agreement between model simulations 
and aircraft observations of O3, NOx and VOCs in July 2011 around the Washington-
Baltimore area. However, Canty et al. [2015], Travis et al. [2016], and Anderson et al. 
[2014] suggested that on-road mobile sources in the NEI NOx emissions inventories were 
overestimated by around 50% - 70% in 2007 and 2011, while Dallmann and Harley 
[2010] suggested that on-road mobile NOx emissions from NEI2005 were 15% lower 
than fuel-derived on-road NOx emissions. The different evaluations of NEI NOx 
emissions might be caused by the limitations of the datasets used to assess the NEI 
emissions, such as the temporal-spatial coverage of measurements, which would bias the 
evaluations due to significant inhomogeneity of NOx emissions Marr et al. [2013], 
measurement uncertainties, and differences in evaluation methods. 
3.3.3 Constraints of OMI-v14 tropospheric HCHO column measurements on isoprene 
emissions 
Figure 3.3.a shows the monthly average of STD-REAM tropospheric HCHO 
columns at 12:30 – 14:30 LT in July 2011. The corresponding re-gridded OMI-v14 
HCHO columns based on the model resolution are shown in Figure 3.3.b. The relative 
difference (REAM/OMI – 1) is shown in Figure 3.3.c. STD-REAM captured the spatial 
distribution of HCHO columns (R2 = 0.62) with high column concentrations in Central, 
South, and Southeast where there are dense forests. However, STD-REAM simulates 
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much higher columns than OMI-v14 in these regions. Over the model grid cells where 
surface O3 observation sites are available in Central, South, and Southeast, the STD-
REAM tropospheric HCHO columns are about 36.9% higher than the corresponding 






Figure 3. 3 Spatial distribution of (a) tropospheric HCHO vertical columns of STD-
REAM between 12:30 – 14:30 LT, (b) tropospheric HCHO vertical columns of OMI-v14 
retrievals, (c) relative difference between STD-REAM and OMI-v14 (REAM/OMI - 1); 
(d) the relative difference of the MEGAN isoprene emissions from those derived from 
OMI-v14 HCHO column data for regions with MEGAN isoprene emissions > 3 × 1012 
atoms C cm-2 s-1. All data shown are monthly averages for July 2011. 
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HCHO is mainly produced during the oxidation of biogenic isoprene, and HCHO 
column observations from space are highly specific to biogenic isoprene in Central, 
South, and Southeast [Millet et al., 2008; Shim et al., 2005]. A quantified relationship 
between biogenic isoprene emissions and HCHO tropospheric columns at 12:00 – 15:00 
LT was derived by Millet et al. [2008]: 
2.40 0.51HCHO ISOPRENEE = +   (3.1) 
where ΩHCHO denotes tropospheric HCHO columns in 10
16 molecules cm-2, and EISOPRENE 
denotes biogenic isoprene emissions in 1013 atoms C cm-2 s-1. Therefore, the top-down 
constraint on an a priori emission inventory can be calculated by, 
2.40HCHO ISOPRENEE =    (3.2) 
In order to reduce the smearing effect [Millet et al., 2008], we re-gridded 36 km × 36 km 
data to a resolution of 1° × 1°. If we only included those grids containing the observations 
sites in Central, South, and Southeast, STD-REAM tropospheric HCHO column was 
31.5% or 0.41 × 1016 molecules cm-2 higher than OMI-v14 on average, corresponding to 
a biogenic isoprene emission bias of 1.71 × 1012 atoms C cm-2 s-1. As a result, the 
MEGAN isoprene emissions are overestimated by 27.2% on average in these regions, and 
30.4%, 21.3%, and 28.9% for Central, South, and Southeast, respectively. Figure 3.3.d 
shows the distribution of the factional overestimation of isoprene emissions. These results 
are consistent with Millet et al. [2008], who suggested that isoprene emissions derived 
from OMI HCHO columns were 23% lower than MEGAN from June to August, and the 
absolute differences were the largest in the Ozark Plateau, the Upper South and Southeast 
where MEGAN overestimation could reach up to about 50%. Accounting for the 
uncertainty of OMI HCHO columns of ~25%, we estimate that the overestimation of 
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MEGAN isoprene emissions in July 2011 is in the range of 5.6% - 48.6% in Central, 
South, and Southeast, which provides additional support to the previous results on the 
basis of model-simulated peak O3 time and values in comparison to the observations for 
these regions. 
3.4 Conclusions 
We evaluated the dependence of O3 peak values and time on NOx and VOC 
emissions through model simulations with different emission scenarios in July 2011 over 
the CONUS. In addition to the previously known dependence of O3 peak values on NOx 
and VOC emissions, we find that O3 peak time is affected by NOx and VOC emissions in 
a different manner. As such, the observations of O3 peak values and time provide useful 
constraints on model emissions of NOx and VOCs. Over regions with extensive biogenic 
isoprene emissions, such as the Central, South, Southeast, and Northeast regions, the O3 
peak values are sensitive to the emissions of NOx but not VOCs. However, O3 peak time 
in these regions is sensitive to isoprene emissions, where an increase of isoprene 
emissions leads to earlier peak time of surface O3. 
We applied these O3 dependences to analyze REAM performance on reproducing 
the observations of surface O3 peak values and time in July 2011 over the CONUS. 
REAM reproduced well O3 peak values and peak time in most regions except in the 
South and Southwest, where peak values were significantly underestimated, and in the 
Central, South, and Southeast, where peak time was earlier than observed. The 
underestimation of soil NOx emissions from the Yienger and Levy (YL) scheme could be 
the reason for the O3 peak value underestimation in the South. However, it is insufficient 
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to explain the low bias of O3 peak value in the Southwest, suggesting an underestimation 
of O3 transport from the upper troposphere. The earlier than observed O3 peak time in the 
Central, South, and Southeast was attributed to an overestimation of biogenic isoprene 
emissions by MEGAN, which was consistent with the estimate of a 27.1% ± 21.5% 
overestimation of isoprene emissions in these regions in July 2011 on the basis of OMI 
HCHO column observations. As our study is limited in July 2011 over the CONUS, 
evaluations of O3 peak time and value sensitivities to NOx and VOC emissions are 
needed for other seasons and regions. Given the sensitivities found in this study for the 
summertime, we recommend that the dependence of O3 peak time on NOx and VOC 
emissions be applied to evaluate model emissions in conjunction with the often-used 
evaluation of O3 concentrations. 
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3.5 Supporting materials 
 






Figure 3. 5 Same as Figure 3.2. The suffix, “U”, denotes increasing the specified 
emissions by 50%, while “D” denotes decreasing emissions by 50%. AVOC denotes 
anthropogenic VOC emissions. TVOC denotes the sum of biogenic isoprene emissions 
and anthropogenic VOC emissions. NAVOC denotes both anthropogenic NOx and VOC 
emissions. NBVOC denotes both anthropogenic NOx emissions and BVOC emissions. 
NTVOC denotes both anthropogenic NOx emissions and total VOC emissions (including 






Figure 3. 6 Comparison between soil NOx and anthropogenic NOx emissions (unit: ng·m
-
2·s-1) for July 2011: (a) soil NOx; (b) anthropogenic NOx; (c) the ratio of soil NOx to 






Figure 3. 7 Monthly averaged VOC emission distributions for July 2011: (a) 






Figure 3. 8 The impacts of NOx and BVOC emissions on diurnal cycles of NO, RO2, and 
HO2 concentrations and O3 productions (P(O3)), and on accumulated P(O3) in the 
Southeast for July 2011. The left panels are for NOx emissions, and the right panels are 
for BVOC emissions. “STD-REAM”, “ANOx-D”, “ANOx-U”, “BVOC-D”, and “BVOC-
U” are the same as Figure 3.2. RO2 and HO2 are scaled based on their reaction rates with 
NO. “Normalized NO VMR”, “Normalized RO2 VMR”, and “Normalized HO2 VMR” 
mean scaling concentrations of each hour to the corresponding 15:00 concentrations. 
“Normalized P(O3)” denotes P(O3) scaled by the corresponding values at 5:00. The 
nested panels from “Normalized NO VMR”, “Normalized RO2 VMR”, and “Normalized 
HO2 VMR” are their relative differences between STD-REAM and the corresponding 
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sensitivity simulations. The nested panels from “Normalized Accumulated P(O3)” are 





Figure 3. 9 Left panels: diurnal cycles of O3 monthly mean concentrations in July 2011 
for the observations and simulations with different emission scenarios in the Southeast. 
Right panels: the corresponding O3 peak time, which is the same as Figures 3.2 and 3.5. 
“Obs” denotes EPA AQS surface observations, and “STD-REAM”, “ANOx-D”, “ANOx-
U”, “BVOC-D”, and “BVOC-U” are the same as Figure 3.2. The standard deviations of 






Figure 3. 10 Distribution of ozone peak value difference (ppbv) of the standard model 




CHAPTER 4. Inferring the anthropogenic NOx emission trend over 





Anthropogenic emissions of nitrogen oxides (NOx = NO2 + NO) adversely affect the 
environment, not only because of their  direct detrimental impacts on human health 
[Greenberg et al., 2016; Greenberg et al., 2017; Heinrich et al., 2013; Weinmayr et al., 
2009], but also their fundamental roles in the formation of ozone, acid rain, and fine 
particles which are unfavorable to human health, ecosystem stabilities, and climate 
change [Crouse et al., 2015; Kampa and Castanas, 2008; Myhre et al., 2013; Pandey et 
al., 2005; Singh and Agrawal, 2007].  About 48.8 Tg N yr-1 of NOx are emitted globally 
from both anthropogenic (77%) and natural (23%) sources, such as fossil fuel 
combustion, biomass and biofuel burning, soil bacteria, and lightning [Seinfeld and 
Pandis, 2016]. 3.85 Tg N and 0.24 Tg N of anthropogenic and natural NOx, respectively, 
were emitted from the U.S. in 2014 on the basis of the 2014 National Emission Inventory 
(NEI2014); vehicle sources and fuel combustions which accounted for 93% of the total 
anthropogenic NOx emissions [EPA, 2017]. 
The U.S. NOx emissions during the 2010s declined compared dramatically  to the 
mid-2000s [EPA, 2018; Xing et al., 2013] due to stricter air quality regulations and 
emission control technology improvements, such as the phase-in of Tire II vehicles 
during 2004 – 2009 and the switch of power plants from coal to natural gas [De Gouw et 
al., 2014; McDonald et al., 2018]. The overall reduction (about 30% - 50%) of NOx 
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emissions from the mid-2000s to the 2010s was corroborated by observed decreasing of 
vehicle NOx emission factors, NO2 surface concentrations, nitrate wet deposition flux, 
and NO2 tropospheric vertical column densities (TVCDs) [Bishop and Stedman, 2015; J. 
Li et al., 2018; McDonald et al., 2018; Miyazaki et al., 2017; Russell et al., 2012; Tong et 
al., 2015]. However, the detailed NOx emission changes after the Great Recession (from 
December 2007 to June 2009) are highly uncertain. On the one hand, the U.S. 
Environmental Protection Agency (EPA) estimated that the Great Recession had a slight 
impact on the NOx emission trend, and the NOx emissions decreased steadily from 2002 
to 2017 (Figure 4.4), although the emission decrease rate slowed down by about 20% 
after 2010 (-5.8% yr-1 for 2002 – 2010, and -4.7% yr-1 for 2010 – 2017, Table 4.1) 
[EPA, 2018]. Fuel-based emission estimates in Los Angeles also showed a steady 
decrease of NOx emissions after 2000 and a small impact of the Great Recession on NOx 
emission decrease trend [Hassler et al., 2016]. The continuous decrease of anthropogenic 
NOx emissions was consistent with the ongoing reduction of vehicle emissions 
[McDonald et al., 2018]. On the other hand, Miyazaki et al. [2017] and Jiang et al. 
[2018] found that the U.S. NOx emissions derived from satellite NO2 TVCDs, including 
OMI (the Ozone Monitoring Instrument), SCIAMACHY (SCanning Imaging Absorption 
SpectroMeter for Atmospheric CHartography), and GOME-2A (Global Ozone 
Monitoring Experiment – 2 onboard METOP-A), were almost flat from 2010 - 2015 and 
suggested that the decrease of NOx emissions was only significant before 2010, which 
was completely different from the bottom-up and fuel-based emission estimates. 
A complicating factor in inferring anthropogenic NOx emission trends from the 
observations of NO2 surface concentrations and satellite NO2 TVCDs is the nonlinearity 
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in NOx chemistry [Gu et al., 2013; Gu et al., 2016]. Although the decrease rates of both 
NO2 surface concentrations and coincident OMI NO2 TVCDs slowed down after the 
Great Recession over the United States, Tong et al. [2015], Lamsal et al. [2015] and 
Jiang et al. [2018] found that the decrease rates derived from NO2 surface concentrations 
slowed down by 12% - 79% less compared to those from NO2 TVCD (Table 4.1). 
Secondly, the decrease rates of NO2 surface concentrations and OMI TVCD over cities 
and power plants [Russell et al., 2012; Tong et al., 2015] slowed down significantly less 
than those over the whole contiguous United States (CONUS) [Jiang et al., 2018; Lamsal 
et al., 2015].  Moreover, R. Zhang et al. [2018] found that filtering out lightning-affected 
measurements could significantly improve the comparison of NO2 surface concentration 
and OMI NO2 TVCD trends over the CONUS. 
In this study, we carefully investigate the relationships among NOx emissions, NO2 
surface concentrations, and NO2 TVCDs over the CONUS and evaluate the impact of the 
relationships on inferring anthropogenic NOx emission changes and trends from surface 
and satellite observations. Section 4.2 describes the model and datasets used in this study, 
including the Regional chEmistry and trAnsport Model (REAM), the EPA Air Quality 
System (AQS) NO2 surface observations, and NO2 TVCD products from OMI, GOME-
2A, GOME-2B (GOME2 onboard METOP-B), and SCIAMACHY. In Section 4.3, we 
examine the nonlinear relationships among NOx emissions, NO2 surface concentrations, 
and NO2 TVCDs using model simulations. Accounting for the effects of chemical 
nonlinearity, we then investigate the anthropogenic NOx emission trends and changes 
from 2003 – 2017 over the CONUS. Finally, section 4.4 gives a summary of the study. 
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4.2 Model and Data Description 
4.2.1 REAM 
The REAM model has been applied and evaluated in many research applications 
including ozone simulation and forecast, emission inversion and evaluations, and 
mechanical studies of chemical and physical processes [Alkuwari et al., 2013; Cheng et 
al., 2017; Cheng et al., 2018; Y. Choi et al., 2008a; Y. Choi et al., 2008b; Gu et al., 2014; 
Gu et al., 2013; Koo et al., 2012; Liu et al., 2014; Liu et al., 2012b; Yuhang Wang et al., 
2007; Q. Yang et al., 2011; R. Zhang et al., 2017b; R. Zhang et al., 2018; Y. Zhang and 
Wang, 2016; C. Zhao and Wang, 2009; C. Zhao et al., 2009a; C. Zhao et al., 2010]. 
REAM used in this work has 30 vertical layers in the troposphere, and the horizontal 
resolution is 36 × 36 km2. The model is driven by meteorology fields from a Weather and 
Research Forecasting (WRF, version 3.6) model simulation initialized and constrained by 
the NCEP coupled forecast system model version 2 (CFSv2) products [Saha et al., 2011]. 
The chemistry mechanism is based on GEOS-Chem v11.01 with updated reaction rates 
and aerosol uptake of isoprene nitrates [Fisher et al., 2016]. Chemistry boundary 
conditions and initializations are from a GEOS-Chem (2° × 2.5°) simulation. Hourly 
anthropogenic emissions on weekdays are based on the 2011 National Emission 
Inventory (NEI2011), while weekend anthropogenic emissions are set to be two-thirds of 
the weekday emissions [Beirle et al., 2003; Y. Choi et al., 2012]. Biogenic VOC 
emissions are estimated using the Model of Emissions of Gases and Aerosols from 
Nature (MEGAN) v2.10 [Guenther et al., 2012]. NOx emissions from soils are based on 
the Yienger and Levy (YL) scheme [Yienger and Levy, 1995]. 
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4.2.2 Satellite NO2 TVCDs 
The satellite NO2 TVCD products used in this study include GOME-2B (TM4NO2A 
v2.3), SCIAMACHY (QA4ECV v1.1), GOME-2A (QA4ECV v1.1), OMI (QA4ECV 
v1.1, hereafter referred to as OMI-KNMI), OMNO2 (SPv3, hereafter referred to as OMI-
NASA), and the Berkeley High-Resolution NO2 products (v3.0B, hereafter referred to as 
OMI-BEHR). We describe more detailed information and our pixel-size data selection 
criteria for these satellite products in the supplement and Tables 4.2, 4.3, and 4.4. After 
the selection, we re-grid the pixel-size data into the REAM 36 × 36 km2 grid cells and 
calculate the seasonal means of each grid cell with corresponding daily values on 
weekdays (winter: January, February, and December; spring: March, April, and May; 
summer: June, July, and Autumn; autumn: September, October, and November). We 
excluded weekend data in this study to minimize the impacts of weekend NOx emission 
reduction, leading to different NO2 TVCDs between weekdays and weekends (Figure 
4.5). 
Satellite TVCD measurements can show large variations and apparent 
discontinuities due in part to the effects of cloud, lightning NOx, the shift of satellite pixel 
coverage, and retrieval uncertainties (Figure 4.5; e.g., [Boersma et al., 2018; R. Zhang et 
al., 2018]). However, continuous and consistent measurements are required for reliable 
trend analyses. In addition to the criteria of data selection in Table 4.4, we compute the 
seasonal relative 90th percentile confidence interval, defined as RCI = (X(95th percentile) 
- X(5th percentile)) / mean(X), where X is the daily NO2 TVCD for a given season. To 
compute the seasonal trend, we require that RCI is < 50% for the selected season every 
year in the analysis period (Table 4.4). About 45% of data are removed as a result. 
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4.2.3 Surface NO2 measurements 
Hourly surface NO2 measurements from 2003 - 2017 are from the EPA AQS 
monitoring network (archived on https://www.epa.gov/outdoor-air-quality-data). We 
discuss the uncertainties of different NO2 measurement methods used in the AQS sites 
and our processing methods in the supplement. Since NO2 surface concentrations have 
significant diurnal variations (Figure 4.7), we choose the data at 9:00-10:00 LT for 
comparison with GOME-2A/2B data, 10:00-11:00 LT for comparison with 
SCIAMACHY data, and 13:00-14:00 LT for OMI data. The resaonal RCI < 50% 
requirement is also used here to be consistent with the analysis of satelllite TVCD data. 
We also require that the measurement site must have valid measurements in the 
aforementioned 3 hours for at least one season from 2003 – 2017. The locations of the 
179 selected sites using the site selection criteria are shown in Figure 4.8. The region 
definitions follow the U.S. Census Bureau (https://www2.census.gov/geo/pdfs/maps-
data/maps/reference/us_regdiv.pdf). 
4.3 Results and Discussions 
4.3.1 Nonlinear relationships among NOx emissions, NO2 surface concentrations, and 
NO2 TVCDs 
NO2 surface concentrations and NO2 TVCD are not linearly correlated with NOx 
emissions due in part to chemical nonlinearity [Gu et al., 2013; Lamsal et al., 2011]. 
Therefore, it is necessary to first investigate the nonlinearities among NOx emissions, 
NO2 surface concentrations, and TVCDs over the CONUS before we compare the trends 
between NO2 surface concentrations and TVCDs. The nonlinearity between NOx 
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emission and NO2 TVCD is analyzed by examining the local sensitivity of NO2 TVCD to 
NOx emissions [Gu et al., 2013; Lamsal et al., 2011; Tong et al., 2015], which is defined 
as β in Equation (4.1). We further define γ as the sensitivity of NO2 surface concentration 












=          (4.2) 
where E denotes NOx emission and △E denotes the change of NOx emission; Ω denotes 
NO2 TVCD, c denotes surface NO2 concentration, and △Ω and △c denote the 
corresponding changes. 
We compute β and γ values for July 2011 using REAM; the method is described in 
the supplement. Figure 4.1 shows the distributions of our β and γ ratios as a function of 
NOx emissions for July 2011 over the CONUS. While the model simulation is for one 
summer month, several key points on the surface and column concentration sensitivies to 
NOx emissions have implications for comparing the trends of AQS and satellite TVCD 
data. (1) Both β and γ values are negatively correlated with NOx emissions due to 
chemical nonlinearity and background NOx contributions [Gu et al., 2016; Lamsal et al., 
2011]. It is consistent with the distribution of β as a funciton of NOx emissions in China 
[Gu et al., 2013], although the β ratios for the US are generally larger than for China due 
primarily to different emission distributions of NOx and VOCs and regional circulation 
patterns [C. Zhao et al., 2009b]. (2) The uncertainties of β and γ values increase 
significantly as NOx emissions decrease, which means regions with less NOx emissions 
are more sensitive to environmental conditions, such as NOx transport from nearby 
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regions. (3) The value of γ is generally less than β, especially for low-NOx emission 
regions, which reflects the significant contribution of free tropospheric NO2 to NO2 
TVCD but not to NO2 surface concentrations. (4) The variations of β and γ values in NOx 
emission bins tend to be larger at 10:00 – 11:00 than at 13:00 – 14:00 LT, reflecting a 
stronger effect due to weaker chemical loss at 10:00 – 11:00. (5) Both β and γ values are 
significantly less than 1 at 13:00 – 14:00 LT (β = 0.74 and γ = 0.84) when NOx emissions 
are > 4 × 1012 molecules cm-2 s-1, but they are close to 1 at 10:00 – 11:00 LT (β = 0.96 






Figure 4. 1 Distributions of β (panel a) and γ (panel b) ratios as a function of NOx 
emissions on weekdays for July 2011 over the CONUS. “13:00 – 14:00 LT” is for OMI, 
and “10:00 – 11:00” LT is for SCIAMACHY and GOME-2A/2B. The data are binned 
into nine groups based on NOx emissions: E ∈ (0, 21), [21, 22), [22, 23), [23, 24), [24, 25), 
[25, 26), [26, 27), [27, 28), [28, 29) × 1010 molecules cm-2 s-1. The green dashed line denotes 




The largely varying β and γ values for NOx emissions < 10
11 molecules cm-2 s-1 
imply that the trends derived from satellite TVCD data do not directly represent NOx 
emissions. Therefore, the variations of TVCD data may not be comparable to the 
corresponding surface NO2 concentrations. We define a region “urban”, if anthropogenic 
NOx emissions are > 10
11 molecules cm-2 s-1. All the other regions are defined as “rural”. 
Figure 4.9 shows the distributions of anthropogenic NOx emissions, and urban and rural 
regions defined in this study. Such defined urban regions account for 69.8% of the total 
anthropogenic NOx emissions over the CONUS, the trend of which is therefore 
representative of anthropogenic emission changes (Table 4.5). A caveat is that some 
“urban” regions would become “rural” if anthropogenic NOx emissions decreased after 
2011 as the EPA NOx emission trend suggested (Figure 4.4). In a sensitivity study, we 
define urban region using a stricter criterion of NOx emissions > 2 × 10
11 molecules cm-2 
s-1 and the analysis results are similar to those shown in the next section. 
4.3.2 Trend comparisons between NO2 AQS surface concentrations and coincident 
satellite NO2 tropospheric VCD over urban and rural regions 
Using anthropogenic NOx emissions of 10
11 molecules cm-2 s-1 as the threshold 
value, 157 AQS sites are urban and the rest 22 sites are rural. Their properties are 
summarized in Table 4.5. Figure 4.2 shows the relative annual variations of AQS NO2 
surface measurements at 13:00 – 14:00 and coincident OMI-KNMI NO2 TVCD data 
from 2005 – 2017 in each season for urban and rural regions. The contrast between the 
two regions is apparent in all seasons. For comparison purposes, we scale the time series 
of TVCD and AQS surface NO2 to their corresponding 2005 values and the resulting data 
are therefore unitless. Over urban regions, NO2 surface concentrations are highly 
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correlated with NO2 TVCDs (TVCD = 1.03 × AQS + 0.11, R
2 = 0.98), reflecting the 
comparable and stable β and γ values (Table 4.5). However, over rural regions, the scaled 
TVCD data significantly deviate from AQS NO2 data (TVCD = 1.15 × AQS + 0.09, R
2 = 
0.87). It is noteworthy that the discrepancies between urban and rural data are smaller in 
winter than in spring, summer, and autumn due to a more dominant role of transport than 
chemistry and lower natural NOx emissions in winter. 
 We also examine the correlations of AQS NO2 surface concentrations with 
coincident OMI-NASA, OMI-BEHR, SCIAMACHY, GOME-2A, and GOME-2B TVCD 
measurements. The results of OMI-NASA and OMI-BEHR are similar to those of OMI-
KNMI (Figure 4.2). SCIAMACHY and GOME-2B TVCD observations at 9:00-11:00 LT 
also show large contrast between urban (SCIAMACHY: TVCD = 0.92 × AQS - 0.005, 
R2 = 0.94; GOME-2B: TVCD = 0.54 × AQS + 0.56, R2 = 0.96) and rural regions 
(SCIAMACHY: TVCD = 0.77 × AQS +0.83, R2 = 0.63; GOME-2B: TVCD = 0.46 × 
AQS + 0.73, R2 = 0.59). The correlation of coincident GOME-2A NO2 TVCD data with 
AQS surface concentrations is poor for rural (TVCD = 0.65 × AQS + 0.56, R2 = 0.44) 
and urban (TVCD = 0.31 × AQS + 0.56, R2 = 0.21) regions (Figure 4.10), which likely 
reflects the degradation of the GOME-2A instrument causing significant increase of NO2 
SCD uncertainties [Boersma et al., 2018]. Therefore, we excluded GOME-2A in the 
analysis hereafter. 
We further investigate the sensitivities of OMI-KNMI NO2 TVCD relative annual 
variations from 2005 - 2017 to “urbanization levels” in Figure 4.11 over the CONUS. We 
find clear flattening of NO2 TVCD variations as NOx emissions decrease, which is 
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consistent with the above analyses. And like Figure 4.2, Figure 4.11 also show a less 
significant flattening effect in winter than the other three seasons due to the same reasons. 
Other satellite products also have similar flattening features, even for GOME-2A, but 
again, SCIAMACHY and GOME-2B show weaker impacts than OMI archives, 
consistent with above analyses. In summary, “urban” regions are much better than “rural” 
regions for satellite NO2 TVCD interpreting anthropogenic NOx emission variations. 
 
Figure 4. 2 Relative annual variations of AQS NO2 surface concentrations and coincident 
OMI-KNMI NO2 TVCD in each season from 2005 – 2017 for urban (left panel) and rural 
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(right panel) regions. The observation data are scaled by the corresponding 2005 values. 
Black and red lines denote AQS surface observations and OMI-KNMI NO2 TVCDs, 
respectively. Shading in a lighter color is added to show the standard deviation of the 
results; when uncertainty is small due in part to the large number of data points, shading 




4.3.3 Trend analysis of AQS NO2 surface concentrations, satellite TVCDs, and updated 
EPA NOx emissions 
We first updated the CEMS measurement data used in the EPA NOx emission trend 
datasets with the newest datasets obtained from https://ampd.epa.gov/ampd/. As shown in 
Figure 4.4, the updated CEMS data lead to a reduction of NOx emissions during the Great 
Recession (2008 – 2009) and a recovery period in 2010 – 2011. The sharp drop during 
the Great Recession and the flattening trend right after the Great Recession are captured 
by OMI NO2 and SCIAMACHY TVCD products (Figures 4.2, 4.3, and 4.12) and AQS 
NO2 surface measurements (Figures 4.2, 4.3, and 4.7) and are also noted by Russell et al. 
[2012] and Tong et al. [2015] (Table 4.1). 
In Figure 4.3, we show the comparisons among the relative variations of the updated 
EPA NOx emissions, AQS NO2 surface measurements at 10:00-11:00 and 13:00-14:00, 
and coincident satellite NO2 TVCDs for urban regions in 4 seasons from 2003 to 2017. 
Figure 4.3 also shows the comparisons among the updated EPA NOx emissions and 
satellite NO2 TVCDs. There are many more data points for the latter comparison because 
the data selection is no longer limited to those coincident with the AQS surface data and 
therefore the uncertainty spread is much lower. The comparisons in general show 
consistent results that the updated EPA NOx emissions, AQS surface measurements, and 
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satellite TVCD data are in agreement. The agreement of decreasing trends among the 
datasets are just as good for post-2011 period as pre-2011 period. This result differs from 
Miyazaki et al. [2017] and Jiang et al. [2018], who suggested no significant decreasing 
trend for OMI TVCD data after 2010. The disagreement can be explained by the results 
of Figure 4.11.  Including the low NOx emission regions leads to underestimates of NOx 
decreases. Since the area of low NOx emission regions is larger than high NOx emission 
regions (Table 4.5), the arithmetic averaging will lead to a large weighting of rural 
observations, which do not reflect anthropogenic NOx emission changes. Miyazaki et al. 
[2017] and Jiang et al. [2018] included all regions in their analyses, but we exclude rural 
regions. Figure 4.12 shows the seasonal variations if the TVCDs over rural regions are 
included; the result shows a much lower decreasing rate of TVCDs over the CONUS.  
We summarize the decreasing rates of NO2 after the Great Recession in Table 4.6. 
To minimize the effect of the sharp decrease and the following recovery, we chose to 
analyze the post-2011 period. Table 4.6 summarizes the results for each season, while 
Table 4.1 gives the averaged annual decreasing trends. Generally, Tables 4.1 and 4.6 
confirm the continuous decreases of AQS surface observations, satellite NO2 TVCD, and 
updated EPA NOx emissions after 2011 as in Figure 4.3, but decreasing rates are lower 
than the pre-2011 period. Over the AQS urban sites, the slowdown magnitudes are 9% 
for AQS surface observations and 20% - 40% for satellite NO2 TVCD measurements, 
which may reflect in part smaller γ than β values (Table 4.5). Our estimated slowdown 
magnitudes are significantly lower than Lamsal et al. [2015] and Jiang et al. [2018] but 
comparable to the results by Tong et al. [2015] (Table 4.1). The agreement with Tong et 
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al. (2015) is because we select urban AQS sites based on NOx emissions and they chose 
eight large cities, while Lamsal et al. [2015] and Jiang et al. [2018] used all AQS sites. 
Over the CONUS urban regions, updated EPA NOx emissions show a slowdown of 
22% compared to 29% - 46% for three OMI NO2 TVCD products. The difference is 
partially due to the β ratio of 2.3 ± 0.9 at 13:00 – 14:00 over the CONUS urban regions 
(Table 4.5). Satellite NO2 TVCD measurement uncertainties also contribute to the 
difference. From 2013 – 2017, GOME-2B NO2 TVCDs decrease more than OMI 
products, especially in spring, autumn and winter (Tables 4.1 and 4.6). Finally, trend 
analyses in different regions (Table 4.7) indicate that generally, the Midwest has the least 
slowdown of the decreasing rate for urban OMI NO2 TVCD (-14%) after 2011 compared 






Figure 4. 3 Relative variations of AQS NO2 surface measurements at 13:00-14:00 and 
10:00-11:00 LT, updated EPA NOx emissions, and satellite NO2 TVCD data over the 
AQS urban sites (left column) and the CONUS urban regions (right column) for 4 
seasons. AQS NO2 surface measurements are not included in the right column. All 
datasets are scaled by their corresponding values in 2011 except for GOME-2B. For 
GOME-2B, we firstly normalized the values in each season to the corresponding 2013 
values and plotted the relative changes from the 2013 EPA point of each season to make 
the GOME-2B relative variations comparable to the other datasets. Shading in a lighter 
color is added to show the standard deviation of the results; when uncertainty is small due 






Using model simulations for July 2011, we demonstrate the nonlinear relationship of 
NO2 surface concentration and TVCD with anthropogenic NOx emissions. Over low NOx 
emission regions, the ratios of NOx emission changes to the changes of surface 
concentrations (γ) and TVCDs (β) have very large variations and 𝛽 >  γ ≫  1. 
Therefore, for the same emission changes, surface concentration and TVCD changes are 
much smaller and variable than urban regions, making it difficult to use the observations 
to directly infer anthropogenic NOx emission trends. We find that defining urban regions 
where anthropogenic NOx emissions are > 10
11 molecules cm-2 s-1 and using surface and 
TVCD observations over these regions can infer the trends that can be compared with the 
EPA emission trend estimates.  
We evaluate the anthropogenic NOx emission variations from 2003 – 2017 over the 
CONUS by using satellite NO2 TVCD products from GOME-2B, SCIAMACHY, OMI-
KNMI, OMI-NASA, and OMI-BEHR, over the urban regions of CONUS. We find broad 
agreements among the decreases of AQS NO2 surface observations, satellite NO2 TVCD 
products, and the EPA NOx emissions with the CEMS dataset updated. After 2011, they 
all show a slowdown of the decreasing rates. Over the AQS urban sites, NO2 surface 
concentrations have a slowdown of 9% and OMI products show a slowdown of 20% - 
40%. Over the CONUS urban regions, OMI TVCD products indicate a slowdown of 29% 
- 46%, and the updated EPA NOx emissions have a slowdown of 22%. The different 
slowdown magnitudes between OMI TVCD products and the other two datasets may be 
caused by the nonlinear response of TVCD to anthropogenic emissions and the 
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uncertainties of satellite measurements (e.g., GOME-2B TVCD data show a larger 
decreasing trend than OMI products from 2013 – 2017). 
We did not find observation evidence supporting the notion that anthropogenic NOx 
emissions have not been decreasing after the Great Depression. In future studies, we 
recommend that the nonlinear relationships of NOx emissions with NO2 TVCD and 
surface concentration be carefully evaluated when applying satellite and surface 
measurements to infer the changes of anthropogenic NOx emissions. 
4.5 Supporting materials 
4.5.1 Satellite NO2 TVCD products and data selection criteria  
In this study, we use NO2 TVCD products from four satellite measurements in the 
past decade, including SCIAMACHY, GOME-2A, GOME-2B, and OMI, the 
spectrometers onboard sun-synchronous satellites to monitor atmospheric trace gases. 
The SCIAMACHY onboard the Environmental Satellite (ENVISAT) has an equator 
overpass time of 10:00 Local time (LT) and a nadir pixel resolution of 60 × 30 km2. The 
GOME-2 instruments on Metop-A (named as GOME-2A) and Metop-B (GOME-2B) 
satellites cross the equator at 9:30 LT and have a nadir resolution of 80 × 40 km2. After 
July 15, 2013, the nadir resolution of GOME-2A became 40 × 40 km2 with a smaller 
scanning swath. The OMI onboard the EOS-Aura satellite has a nadir resolution of 24 × 
13 km2 and overpasses the equator around 13:45 LT. More detailed information about 
these instruments is summarized in Table 4.2. These instruments measure transmitted, 
backscattered, and reflected radiation from the atmosphere in ultraviolet and visible 
wavelength. The radiation measurements in wavelength of 402 - 465 nm are then used to 
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retrieve NO2 VCDs. The retrieval process consists of three steps: 1) converting radiation 
observations to NO2 slant column densities (SCDs) by using the Differential Optical 
Absorption Spectroscopy (DOAS) spectral fitting method; 2) separating tropospheric 
SCDs and stratospheric SCDs from the total NO2 SCDs; 3) dividing the NO2 tropospheric 
SCDs by the tropospheric air mass factors (AMF) to compute VCDs. 
The product archives we use in this study include GOME-2B (TM4NO2A v2.3), 
SCIAMACHY (QA4ECV v1.1), GOME-2A (QA4ECV v1.1), OMI (QA4ECV v1.1, 
hereafter referred to as OMI-KNMI), OMNO2 (SPv3, hereafter referred to as OMI-
NASA), and the Berkeley High-Resolution NO2 products (v3.0B, hereafter referred to as 
OMI-BEHR). OMI-BEHR uses the tropospheric SCDs from OMI-NASA products but 
updates some inputs for the tropospheric AMF calculation [Laughner et al., 2018]. These 
product archives have been previously validated [Boersma et al., 2018; Drosoglou et al., 
2017; Drosoglou et al., 2018; Krotkov et al., 2017; Laughner et al., 2018; Yang Wang et 
al., 2017; Zara et al., 2018]. Generally, the pixel-size uncertainties of these products 
are > 30% over polluted regions under clear-sky conditions. We summarize the basic 
information of these products in Table 4.3. To keep the high quality and sampling 
consistency of NO2 TVCD datasets, we chose pixel-size NO2 TVCD data using the 
criteria listed in Table 4.4. 
4.5.2 AQS NO2 measurement methods and uncertainties 
Most AQS monitoring sites use the Federal Reference Method (FRM) — gas-phase 
chemiluminescence to measure NO2. Few sites use the Federal Equivalent Method (FEM) 
– photolytic-chemiluminescence or the Cavity Attenuated Phase Shift Spectroscopy 
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(CAPS) method. FRM and FEM are indirect methods, in which NO2 is first converted to 
NO and then NO is measured through chemiluminescence measurement of NO2* 
produced by NO + O3. The difference is that FRM uses heated reducers/catalysts for the 
conversion of NO2 to NO and FEM uses photolysis of  NO2 to NO. The conversion to 
NO in the FRM instruments is not specific to NO2, and non-NOx active nitrogen 
compounds (NOz) can also be reduced by the catalysts, which would cause high biases of 
NO2 measurements, while the FEM method is sensible to the photolysis conversion 
efficiency of NO2 to NO [Beaver et al., 2013; Beaver et al., 2012; Lamsal et al., 2015]. 
The CAPS method directly determines NO2 concentrations based on a NO2-induced 
phase shift measured by a photodetector. The CAPS instrument operates at a wavelength 
of about 450 nm and may overestimate NO2 concentrations due to absorption of other 
molecules at the same wavelength [Beaver et al., 2013; Beaver et al., 2012; Kebabian et 
al., 2005]. 
Due to the different characteristics of the above three methods and demonstrated 
biases between the FRM and the FEM by Lamsal et al. [2015], we firstly investigate the 
measurement discrepancies among the above three methods. There are three sites having 
FRM and FEM measurements simultaneously during some periods from 2013 - 2014, 
two sites having both FRM and CAPS data during some periods from 2015 – 2016, and 
one site using all three measurement methods during some periods in 2015. Figure 4.6 
shows the hourly averaged ratios of FEM and CAPS to FRM data, respectively, for 4 
seasons during 2013 – 2016. The CAPS/FRM ratios are in the range of 0.94 – 1.06 and 
the FEM/FRM ratios of 0.86 – 1.11. Furthermore, R. Zhang et al. [2018] discussed that 
the relative trends are not affected by scaling the observation data. As in the work by R. 
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Zhang et al. [2018], we analyze the relative trends in the surface NO2 data. We therefore 
did not scale the FRM data. At sites with FEM or CAPS measurements, we use these 
measurements in place of FRM data. If both FEM and CAPS data are available, we use 
the averages of the two datasets. 
4.5.3 Model calculation of β and γ values 
To compute local β and γ values over the CONUS, we added another independent 
group of chemistry species (“group 2”) in REAM in order to compute the standard and 
sensitivity simulations concurrently. The original chemical species in the model (“group 
1”) were used in the standard simulation. For group 2 chemical species, anthropogenic 
NOx emissions were reduced by 15%. In model simulation, we first compute the 
advection of group 1 tracers. The horizonal tracer fluxes were therefore available. All 
influxes into a grid cell for group 2 tracer simulation were from group 1 tracer 
simulation; only outfluxes were computed using group 2 tracers. The outflux was one 
way in that nitrogen species were transported out but the transport did not affect adjacent 
grid cells because the influxes were from group 1 tracer simulation. Using this procedure, 
the effects of NOx emission reduction were localized. The β and γ values were computed 
by the ratio of TVCD and surface concentration changes to NOx emission changes, 
respectively. The procedure used here is similar to Gu et al. [2013] and Gu et al. [2016]. 
Results essentially the same as Figure 4.1 were obtained when a perturbation of 10% was 
used for anthropogenic NOx emissions. 






Figure 4. 4 Comparison between original EPA NOx emissions and updated EPA NOx 







Figure 4. 5 Daily OMI NO2 TVCDs for July 2011 (a) and 2012 (b) in Atlanta (33.755° N, 
84.39° W). Black circles are weekday values, and red circles are weekend values. We 
find significant daily variations of NO2 TVCD from (a) and (b). The number of available 
measurements in July 2011 are much less than July 2012. We find clear larger NO2 
TVCD values on weekdays than on weekends in July 2011, but the difference between 






Figure 4. 6 Hourly averaged ratios of FEM (a) and CAPS (b) to FRM NO2 measurements 
in each season, respectively. The FEM/FRM ratios are computed from coincident FRM 
and FEM measurements from 2013 – 2015 at 4 sites. The CAPS/FRM ratios are 






Figure 4. 7 Annual variations of AQS NO2 surface concentrations at different hours on 
weekdays in spring (a, b), summer (c, d), autumn (e, f), and winter (g, h). Left panels 
show absolute NO2 concentrations, and right panels are their relative variations 
normalized to 2011. To conduct reliable and consistent comparisons, we only used 
monitoring sites satisfying the seasonal RCI < 50% and continuity criteria on weekdays 













Figure 4. 9 Spatial distributions of (a) anthropogenic NOx emissions (unit: 10
10 molecules 
cm-2 s-1) and (b) “urban” regions satisfying our selection criteria. In (b), Light green and 






Figure 4. 10 Same as Figure 4.2, but for AQS NO2 surface concentrations and coincident 






Figure 4. 11 Relative annual variations of OMI-KNMI NO2 TVCD for different NOx-
emission groups in each season from 2005 - 2017. Group selection is based on 
anthropogenic NOx emissions in July 2011. “E >= 64” indicates grids with NOx 
emissions over 64 × 1010 molecules cm-2 s-1. “E >= 32” denotes grids with NOx emissions 
larger than 32 × 1010 molecules cm-2 s-1 but less than 64 × 1010 molecules cm-2 s-1, etc. 
Shading in a lighter color is added to show the standard deviation of the results; when 







Figure 4. 12 Relative variations of OMI-KNMI NO2 TVCD data for urban regions (black 





4.5.5 Supporting tables 
Table 4. 1 Summary of trends of satellite NO2 TVCD products, NO2 surface measurements, and EPA NOx emissions during from 
different studies 
Studies Datasets 
Period 11 Period 2 Period 3 Slow
down 
ratio3 Time Trend (yr
-1)2 Time Trend (yr-1) Time Trend (yr-1) 




× 36 km2) 
    2013 - 2017 -8.2 ± 3.0%  
SCIAMACHY 
(36 × 36 km2) 
2003 – 2011 -6.3 ± 1.1%      
OMI-NASA (36 
× 36 km2) 




× 36 km2) 
2005 – 2011 -8.2 ± 1.3%   2011 – 2016 -4.4 ± 1.6% -46% 
OMI-KNMI (36 
× 36 km2) 
2005 – 2011 -7.7 ± 1.4%   2011 - 2017 -4.2 ± 0.5% -46% 
Updated EPA 
NOx emissions6 
2003 – 2011 -6.5 ± 0.8%   2011 - 2017 -5.1 ± 0.3% -22% 




× 36 km2) 
    2013 - 2017 -10.2 ± 2.9%  
SCIAMACHY 
(36 × 36 km2) 
2003 - 2011 -7.6 ± 1.1%      
OMI-NASA (36 
× 36 km2) 
2005 - 2011 -9.0 ± 0.8%   2011 – 2016 -7.2 ± 3.8% -20% 
OMI-BEHR (36 
× 36 km2) 
2005 - 2011 -8.9 ± 0.3%   2011 – 2016 -6.2 ± 2.6% -30% 
OMI-KNMI (36 
× 36 km2) 
2005 - 2011 -9.0 ± 0.8%   2011 - 2017 -5.4 ± 0.9% -40% 
NO2 surface 
VMR7 
2003 - 2011 -6.5 ± 1.2%   2011 - 2017 -5.9 ± 0.8% -9% 
[Russell et al., 
2012]8 
BEHR v2.1 NO2 
TVCD 
(0.05°×0.05°) 
2005 - 2007 
-6 ± 5% (-
6.2%)9 
2007 - 2009 
-8 ± 5% (-
8.4%) 




-6.0% -10.0% -2.4% -60% 
[Tong et al., 
2015]10 
NASA v2.1 NO2 
TVCD (pixels < 
50 × 24 km2) 
2005 - 2007 
-7.3% (-7.6%) 
2008 - 2009 
-9.2% (-
11.4%) 
2010 - 2012 
-2.8% (-4.4%) -42% 
BEHR v2.1 NO2 
TVCD (pixels < 










-3.4% (-5.4%) -13% 
Updated EPA 
NOx emissions 
-6.0% -10.0% -3.4% -43% 
[Lamsal et al., 
2015]11 
NASA v2.1 NO2 
TVCD 
(0.1°×0.1°) 
2005 - 2008 




2010 - 2013 





-3.7 ± 1.5% (-
3.8%) 
 





-6.4%  -4.0% -38% 
[Jiang et al., 
2018]11 
NASA v3 NO2 
TVCD 
(0.5°×0.667°) 
2005 - 2009 





-3.2 ± 1.6% (-
3.2%) 
-67% 
KNMI v2 NO2 
TVCD 
(0.5°×0.667°) 
-9.6 ± 1.7% (-
9.3%) 
 
-2.6 ± 1.8% (-
2.6%) 
-72% 
BEHR v2.1 NO2 
TVCD 
(0.5°×0.667°) 
-8.5 ± 1.8% (-
8.2%) 
 





-6.6 ± 1.4% (-
6.4%) 
 





-7.8%  -5.0% -36% 
1 Since different studies used different time division methods, we list the time period of each study in the table. 
2 Trends are based on an exponential model (𝐸(𝑦)  =  𝐸0  ×  𝑟
𝑦−𝑦0: “y” denotes year and “y0” denotes the initial year; “E(y)” denotes the value at year “y” and 
“E0” denotes the value at the initial year; r-1 is the relative trend). 
3 Slowdown ratios = Trend in “period 3” / Trend in “period 1” – 1. 
107 
4 Trends in our study are calculated based on the national seasonal trends shown in Table 4.6. 
5 The information on satellite products used in this study is summarized in Table 4.3. 
6 We updated EPA NOx emissions with the newest Continuous Emission Monitoring Systems (CEMS) datasets. Figure 4.4 shows the comparison between our 
updated and original EPA NOx emissions [EPA, 2018]. 
7 Denote the averaged trends of 13:00 and 10:00 LT based on the values in Table 4.6. 
8 The study used NO2 TVCD from urban and power plant grid cells across the U.S. 
9 Since previous studies used linear models to calculate trends and the results are sensitive to their calculation methods and the selection of initial years, we 
recalculate the trends based on the above exponential model, which makes all the results consistent. Our results are those bold numbers inside the parentheses, 
while the numbers in normal fonts are from the original publications. 
10 The study uses NO2 TVCD and surface concentrations from Los Angeles, Dallas, Houston, Atlanta, Philadelphia, Washington, D.C., New York, and Boston. 
























Table 4. 2 Summary of major satellite instruments for remote sensing of atmospheric NO2 VCD in the past decade 




















SCIAMACHY ENVISAT1 03/01/20022 04/08/20122 ESA3 10:001 240 – 8054 
0.24 – 
0.484 
9605 60 × 305 65 










80 × 40 
before Jul. 
15th, 2013; 




GOME-2B MetOp-B6 09/17/20126 In operation EUMETSAT 9:308 240 – 7908 
0.26 – 
0.518 




07/15200410 In operation NASA 13:4510 270 – 50011 
0.45 – 
1.011 
260011 24 × 1311 111 
1 Refer to https://earth.esa.int/web/guest/missions/esa-operational-eo-missions/envisat 
2 Refer to https://en.wikipedia.org/wiki/Envisat 
3 The European Space Agency 
4 Refer to http://www.iup.uni-bremen.de/sciamachy/instrument/performance/index.html 
5 Refer to Boersma et al. [2008], Boersma et al. [2009], and [Lee et al., 2009] 
6 Refer to https://www.eumetsat.int/website/home/Satellites/CurrentSatellites/Metop/index.html 
7 The European Organization for the Exploitation of Meteorological Satellites 
8 Refer to EUMETSAT [2015] 
9 Refer to Lee et al. [2009] and Yang Wang et al. [2017] 
10 Refer to https://aura.gsfc.nasa.gov/ 
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1 Refer to Zara et al. [2018] 
2 Refer to Boersma et al. [2011]. “TM4” is the Tracer Model, version 4. “DAK” is the Doubling-Adding KNMI (DAK) radiative transfer model. 
3 Refer to Williams et al. [2009] 
4 Refer to Kleipool et al. [2008] 
5 Refer to Yang Wang et al. [2017] and P. Wang et al. [2008] 
6 Refer to Boersma et al. [2018] 
7 Refer to Williams et al. [2017] 
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8 Refer to Tilstra et al. [2017] 
9 Refer to Veefkind et al. [2016] 
10 Refer to Bucsela et al. [2013], Bucsela et al. [2016], Krotkov et al. [2017], and Marchenko et al. [2015]. “TMORAD” is the TMOS radiative transfer model. 
11 Refer to Acarreta et al. [2004] 
12 Refer to Lamsal et al. [2014], Oetjen et al. [2013], and Tong et al. [2015] 
13 Refer to Laughner et al. [2018]. OMI-BEHR uses the SCD from OMI-NASA SPv3 but updates inputs for the AMF calculation, such as a prior NO2 vertical 
profiles and surface reflectance. Besides, OMI-BEHR only provides NO2 TVCD over the contiguous United States (CONUS). As in this study, we used the 
OMI-NASA datasets archived in the OMI-BEHR product, we only obtained OMI-NASA datasets extended to July 31, 2017. 



























GOME-2B 01/01/2013 – 12/31/2017 < 80° <= 0.3 <= 50% No > 0.2 Yes  All 
SCIAMACHY 01/01/2003 – 12/31/2011 < 80° <= 0.3 <= 50% No > 0.2 Yes  All 
GOME-2A 01/01/2008 – 12/31/2016 < 80° <= 0.3 <= 50% No > 0.2 Yes  All 
OMI-KNMI1 01/01/2005 – 12/31/2017 < 80° <= 0.3 <= 50% No > 0.2 Yes  6 - 21 
OMI-NASA1 01/01/2005 – 12/31/2016 < 80° <= 0.3 <= 50%   Yes Yes 6 – 21 
OMI-BEHR1 01/01/2005 – 12/31/2016 < 80° <= 0.3 <= 50%   Yes Yes 6 - 21 















Anthropogenic NOx emissions  
(× 1010 molecules cm-2 s-1) 
β at 13:00 – 
14:00 LT 
γ at 13:00 – 
14:00 LT 
β at 10:00 
– 11:00 LT 
γ at 10:00 
– 11:00 LT 
Urban/CONUS2 17.3% 69.8% 29.9 2.3 ± 0.9 1.4 ± 0.3 2.4 ± 1.8 1.5 ± 1.0 
Rural/CONUS 82.7% 30.2% 2.7 8.1 ± 8.7 3.1 ± 3.9 5.9 ± 8.0 2.8 ± 5.8 
Urban/AQS 87.7%  71.0 1.5 ± 0.7 1.2 ± 0.4 1.7 ± 1.0 1.3 ± 0.5 
Rural/AQS 12.3%  5.7 5.0 ± 2.0 2.5 ± 1.3 4.3 ± 3.2 2.7 ± 2.6 
1 “Fraction” denotes the percentages of “urban” or “rural” data points for the whole CONUS or all AQS sites.  





















Table 4. 6 Summary of national trends of updated EPA NOx emissions, AQS NO2 surface concentrations at 13:00 – 14:00 and 10:00 – 
11:00 LT, and satellite NO2 TVCD products for 4 seasons during different periods
1 
  Spring Summer Autumn Winter 
  AQS site CONUS AQS site CONUS AQS site CONUS AQS site CONUS 
AQS NO2 
VMR at 13:00 
-14:00 
2003 – 2011 -7.3 ± 1.4%  -7.4 ± 0.9%  -6.7 ± 1.8%  -5.2 ± 0.8%  
2011 – 2017 -5.3 ± 1.6%  -6.4 ± 1.2%  -7.3 ± 2.5%  -6.0 ± 2.8%  
AQS NO2 
VMR at 10:00 
– 11:00 
2003 – 2011 -7.1 ± 1.6%  -7.6 ± 1.5%  -6.2 ± 2.2%  -4.4 ± 1.6%  
2011 – 2017 -4.4 ± 1.4%  -6.1 ± 1.8%  -6.3 ± 2.5%  -5.2 ± 2.4%  
SCIAMACHY 
2003 – 2011 -8.8 ± 3.4% -6.9 ± 1.1% -8.2 ± 1.6% -5.2 ± 1.2% -6.8 ± 2.4% -5.6 ± 2.1% -6.4 ± 7.4% -7.5 ± 5.5% 
2011 – 2017         
GOME2B 
2003 – 2011         
2013 – 2017 -10.2 ± 7.8% -8.3 ± 16.9% -6.4 ± 14.0% -5.3 ± 4.0% 
-10.5 ± 
41.6% 






2005 – 2011 -9.3 ± 5.6% -8.3 ± 4.6% -8.3 ± 2.4% -5.9 ± 5.2% -10.0 ± 4.2% -7.4 ± 2.4% -8.3 ± 2.1% -9.3 ± 5.2% 
2011 – 2017 -5.3 ± 6.0% -4.3 ± 6.5% -4.2 ± 3.0% -4.9 ± 9.2% -6.0 ± 1.8% -3.8 ± 1.8% -6.1 ± 25.6% -3.8 ± 3.5% 
OMI-NASA 
2005 – 2011 -9.4 ± 5.0% -9.6 ± 5.3% -9.4 ± 2.8% -7.1 ± 2.9% -9.4 ± 3.2% -8.1 ± 2.8% -7.8 ± 3.6% -9.5 ± 16.6% 
2011 – 2016 -4.4 ± 18.9% -3.8 ± 7.5% -5.7 ± 6.7% -4.5 ± 5.3% -6.0 ± 3.1% -4.6 ± 3.9% -12.8 ± 7.8% -11.4 ± 6.6% 
OMI-BEHR 
2005 – 2011 -9.1 ± 5.3% -8.9 ± 5.8% -8.7 ± 2.4% -6.4 ± 3.2% -9.2 ± 3.2% -8.0 ± 3.1% -8.5 ± 10.6% -9.4 ± 23.0% 
2011 – 2016 -3.8 ± 4.4% -3.0 ± 4.0% -5.4 ± 7.0% -3.9 ± 6.6% -5.6 ± 13.2% -4.1 ± 14.0% -9.9 ± 5.2% -6.7 ± 5.9% 
EPA 
2003 – 2011 -6.5 ± 0.8%        
2011 – 2017 -5.1 ± 0.3%        











Table 4. 7 Summary of annual trends of AQS NO2 surface concentrations and satellite NO2 TVCD products in each region during 
different periods1 
  Northeast  Midwest  South  West  
  AQS site CONUS AQS site CONUS AQS site CONUS AQS site CONUS 
AQS NO2 
VMR at 13:00 
-14:00 
2003 – 2011 -6.8 ± 0.7%  -6.1 ± 1.2%  -6.6 ± 0.7%  -7.6 ± 1.2%  
2011 – 2017 -8.0 ± 1.2%  -6.4 ± 0.8%  -5.8 ± 0.6%  -7.2 ± 1.6%  
AQS NO2 
VMR at 10:00 
– 11:00 
2003 – 2011 -6.6 ± 0.5%  -5.8 ± 1.5%  -6.5 ± 1.3%  -7.1 ± 1.6%  
2011 – 2017 -7.6 ± 1.0%  -6.8 ± 0.5%  -5.7 ± 0.1%  -6.1 ± 1.1%  
SCIAMACHY 
2003 – 2011 -17.1 ± 2.7% -11.0 ± 3.3% -12.9 ± 6.8% -6.5 ± 0.8% -9.1 ± 1.0% -6.2 ± 1.5% -9.1 ± 1.8% -7.0 ± 1.4% 
2011 – 2017         
GOME2B 
2003 – 2011         
2013 – 2017 -11.4 ± 3.7% -10.8 ± 3.9% -9.9 ± 13.1% -4.4 ± 27.2% -8.9 ± 3.0% -7.5 ± 3.6% -11.8 ± 3.0% -10.6 ± 2.3% 
OMI-KNMI 
2005 – 2011 -14.2 ± 6.3% -10.6 ± 3.8% -9.2 ± 4.2% -8.4 ± 2.8% -9.2 ± 2.7% -8.2 ± 1.5% -10.5 ± 1.6% -8.7 ± 0.9% 
2011 – 2017 
-18.0 ± 
16.2% 
-7.6 ± 4.2% -7.6 ± 3.3% -7.0 ± 1.7% -4.8 ± 1.4% -4.6 ± 1.0% -6.4 ± 1.4% -4.8 ± 1.2% 
OMI-NASA 
2005 – 2011 -11.8 ± 1.3% -11.0 ± 1.8% -10.9 ± 4.8% -10.0 ± 4.1% -10.0 ± 3.5% -9.5 ± 1.9% -10.2 ± 1.8% -8.5 ± 0.9% 
2011 – 2016 -10.0 ± 4.9% -8.5 ± 3.8% -13.2 ± 3.2% -9.2 ± 2.7% 0.3 ± 19.2% -8.0 ± 5.5% -9.0 ± 5.7% -6.6 ± 3.9% 
OMI-BEHR 
2005 – 2011 -11.8 ± 1.8% -10.9 ± 1.9% -12.2 ± 7.3% -9.8 ± 4.4% -9.5 ± 3.1% -8.8 ± 2.0% -9.9 ± 1.1% -8.2 ± 0.4% 
2011 – 2016 -8.2 ± 3.4% -6.6 ± 1.7% 
-27.4 ± 
24.3% 
-8.1 ± 3.0% -7.2 ± 2.3% -5.0 ± 1.3% 
-13.2 ± 
14.5% 
-7.0 ± 4.8% 





CHAPTER 5. The underestimated impact of thunderstorms on 





Thunderstorms (deep convection) play a crucial role in tropospheric chemistry and 
climate due to their direct emissions of lightning nitrogen oxides (NOx = NO + NO2), their 
key impact on pollutant re-distributions in the atmosphere, and the effect of cumulus clouds 
on solar radiance balance. Lightning NOx, with annual global emissions of 2 – 8 Tg N 
[Huntrieser et al., 2002; Miyazaki et al., 2014; Schumann and Huntrieser, 2007; Seinfeld 
and Pandis, 2016], is the primary source of upper tropospheric NOx [S. Choi et al., 2014], 
which contributed to 60% - 75% of summertime 300 hPa NOx over the eastern United 
States during 2004 – 2006 [Allen et al., 2010; C. Zhao et al., 2009a] and about 40% of total 
reactive odd nitrogen (NOy) in the northern midlatitude (30°N) upper troposphere (500 hPa 
– 200 hPa) from 1990 – 1999 [Grewe, 2007]. As a precursor of ozone production, lightning 
NOx contributed to about 25% of O3 in the northern midlatitude upper troposphere [Grewe, 
2007] and 19% - 31% (15 – 24 ppbv) of upper tropospheric O3 over the eastern United 
States in the summers of 2004 – 2006 [Allen et al., 2010; Allen et al., 2012; L. Wang et al., 
2013; C. Zhao et al., 2009a]. Due to the longer lifetime of upper tropospheric NOx up to 
10 days compared to a few hours in the boundary layer [Jaegle et al., 1998], lightning NOx 
can affect regions downwind far away from the lightning source region. For example, 
lightning in northern Kentucky and southern Ohio on July 27, 2011, even significantly 
evaluated the upper tropospheric NOx and O3 concentrations at downwind Huntsville, 
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Alabama (about 300 km from the lightning sources) after 16 hours of the lightning 
occurrence [L. Wang et al., 2015]. 
Updrafts and downdrafts from thunderstorms are important factors redistributing air 
pollutants in the troposphere. On the one hand, pollutants and ozone precursors in the 
boundary layer, such as NOx, VOC and CO, can be transported to upper troposphere by 
convective updrafts [Dickerson et al., 1987; Huntrieser et al., 2002], which further 
improves O3 production in the upper troposphere with elevated formation of peroxy 
radicals [Barth et al., 2016; Barth et al., 2012]. On the other hand, convective downdrafts 
transport air with lightning NOx and high-O3 concentrations in the upper troposphere to the 
lower troposphere [Luo et al., 2017; Ott et al., 2010], which may affect surface NOx and 
O3 concentrations [Allen et al., 2012; Bharali et al., 2015; Kar and Liou, 2014]. However, 
due to the significant contributions of surface sources to surface NOx and O3 concentrations 
and the impact of thunderstorms on cloud optical depth and precipitations which affect the 
soil NOx emissions and photochemistry activity in the boundary layer, the effect of 
thunderstorms on surface NOx and O3 is smaller compared to the upper troposphere. 
Therefore, it is hard to investigate the impact of thunderstorms on surface NOx and O3 
accurately. The general approach is to examine the effect of lightning NOx on surface O3 
concentrations through comparisons of two sensitivity simulations with/without lightning 
NOx, which generally induces the enhancement of surface O3 concentrations due to 
lightning NOx [Allen et al., 2012; Koshak et al., 2014]. However, this method ignores the 
impact of downdrafts on surface O3 concentrations, which was suggested by Bharali et al. 
[2015] through comparisons of nighttime surface O3 concentrations during non-
thunderstorm days and those during thunderstorm days. 
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In this study, we investigate the impacts of thunderstorm downdrafts on surface O3 
concentrations in the summer (June, July, August) of 2011 over the contiguous United 
States (CONUS). We describe the datasets and models used in this study in section 5.2, 
including lightning observations from U.S. National Lightning Detection Network 
(NLDN), surface NO2, NO, and O3 measurements from EPA Air Quality System (AQS), 
the Regional chEmistry and trAnsport Model (REAM), and the Weather and Research 
Forecasting (WRF) model. In section 5.3, we first improve the convective downdraft 
parameterization in REAM by examining the influences of thunderstorms on daytime and 
nighttime surface O3 concentrations and analyses of idealized supercell simulations from 
WRF. By the updated downdraft parameterization, we then explore the impact of 
thunderstorm downdrafts and lightning NOx on surface O3 concentrations through 
comparisons between sensitivity simulations. Finally, section 5.4 gives a summary of the 
study. 
5.2 Observation data and model description 
5.2.1 WRF 
We used WRF (v 3.9) in this study to include the feedbacks of sub-grid convective 
clouds to radiation balance [Alapaty et al., 2012; Herwehe et al., 2014], which is essential 
to correctly derive the impacts of thunderstorms on surface O3 concentrations in the 
daytime due to the significant reduction of solar radiation reaching surface during 
thunderstorm events. We chose the Kain-Fritsch (KF) scheme for convection 
parameterization [Kain, 2004] and the Yonsei University (YSU) scheme for boundary layer 
parameterization [Hong et al., 2006]. A WRF simulation from May 20 – September 2, 2011, 
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with a horizontal resolution of 36 km × 36 km and initialization and boundary conditions 
constrained by the NCEP coupled forecast system model version 2 (CFSv2) products 
(http://rda.ucar.edu/datasets/ds094.0/) [Saha et al., 2011] provided the meteorology fields 
for this study. Figure 5.1 compares the simulated precipitation during June – August with 
gridded precipitation estimates from Newman et al. [2015] based on observations. 
Generally, the WRF simulation captured the precipitation distribution features (R2 = 0.61) 
but underestimated precipitation by 21% (WRF: 1.49 mm day-1; gridded: 1.89 mm day-1) 






Figure 5. 1 Comparison of the precipitation distributions from our WRF simulation (a) 





Based on the above WRF simulation, we extracted surface pressures, surface potential 
temperatures, surface vapor mixing ratios, and horizontal wind velocities (U and V), vapor 
mixing ratios, potential temperatures, and heights for each model level for deep convection 
events over the CONUS. The 3-month averages of these variables provided the soundings 
for WRF idealized supercell simulations (horizontal resolution: 500 × 500 m2), which were 
used to investigate the updraft and downdraft features of deep convections. Figure 5.2 





Figure 5. 2 WRF simulated vertical distributions of U, V, potential temperatures, and 




REAM has been applied in many types of research involving tropospheric chemistry 
and transport and emission estimations over East Asia, North America and polar regions 
[Alkuwari et al., 2013; Cheng et al., 2017; Cheng et al., 2018; Y. Choi et al., 2008a; Y. 
Choi et al., 2008b; Gu et al., 2014; Gu et al., 2013; Koo et al., 2012; Liu et al., 2014; Liu 
et al., 2012b; Yuhang Wang et al., 2007; Q. Yang et al., 2011; R. Zhang et al., 2017b; R. 
Zhang et al., 2018; Y. Zhang and Wang, 2016; C. Zhao and Wang, 2009; C. Zhao et al., 
2009a; C. Zhao et al., 2010]. The model has a horizontal resolution of 36 km × 36 km with 
30 vertical layers in the troposphere. Transport is driven by meteorology fields from the 
above WRF v3.9 simulation. The chemistry mechanism is from the GEOS-Chem model 
(v11.01) with updated aerosol uptake of isoprene nitrate based on Fisher et al. [2016]. 
Chemistry boundary conditions and initiations are from a GEOS-Chem simulation with a 
resolution of 2° × 2.5°. Anthropogenic NOx, CO and VOC emissions are from the National 
Emission Inventory 2011 (NEI2011) provided by the Pacific Northwest National 
Laboratory (PNNL). We assume that the weekend emissions are two-thirds of the weekday 
emissions [Y. Choi et al., 2012; Kaynak et al., 2009]. This study focuses on weekday 
analysis to minimize the uncertainties of weekend emissions. Biogenic VOC emissions are 
from MEGAN v2.1 [Guenther et al., 2012] constrained by meteorology fields from the 
above WRF simulation. Soil NOx emissions are calculated with the scheme introduced by 
Hudman et al. [2012] with meteorology fields from our WRF simulation. We improve eddy 
diffusivity coefficients (kzz) from 18:00 – 5:00 following the method described in Chapter 
2. We estimate lightning flashes for deep convection events following the method of Luo 
et al. [2017] but with our updated cloud-ground (CG, flashes minute-1) fitting results 
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(Equation 5.1) based on convective available potential energy (CAPE, J kg-1) and updraft 
mass flux (UMF, kg m-2 min-1) at about 500 hPa from our WRF simulation results. Figure 
5.3 shows the comparison (R2 = 0.63) of the CG flash distributions between our estimates 
and NLDN observations (described below) during June – August 2011 over the CONUS. 
Lightning NOx production rate is from Koshak et al. [2014] with 384 moles NO per CG 
flash and 35 moles NO per intra-cloud (IC) flash. Pre-convection lighting NOx profiles for 
IC and CG are from Luo et al. [2017]. We update the convection of lightning NOx through 
the incorporation of 80% pre-convection lightning NOx in convective downdrafts and 
updrafts as Parsons [2000] demonstrated that 68% - 79% of lightning happened within five 
nautical miles (9.26 km) of the lightning cluster center which is the typical size of 
thunderstorms. Therefore, part of lightning NOx is in the updrafts/downdrafts but not mixed 
with the nearby environment before convection. The previous approach mixes all lightning 
NOx with environmental air before convection, which significantly underestimates the 
impact of downdrafts/updrafts on lightning NOx vertical transport unless post-convection 
lightning NOx profiles are used. 
0.0498 5 0.9070.754 6.05 10 0.120CG CAPE CAPE UMF UMF−=  +    +    (5.1) 
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Figure 5. 3 CG flash distributions during June – August 2011 over the CONUS from our 




5.2.3 NLDN lightning observations 
We obtained lightning observations during June – August 2011 from the NLDN 
datasets. NLDN sensors use magnetic direction signals and time-of-arrival measurements 
to determine the location and occurrence time of each lightning event across the CONUS. 
NLDN datasets have been validated with ground-truth video and rocket-triggered lightning 
[Biagi et al., 2007; Jerauld et al., 2005; Nag et al., 2011]. The CG flash detection efficiency 
is greater than 95% over the CONUS and the IC flash detection efficiency is 40% - 60% 
[Buck et al., 2014; VAISALA, 2015]. Lighting type classification (IC versus CG) accuracy 
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is about 90% [VAISALA, 2015]. Median location accuracy is 150 – 250 m over the CONUS 
[Buck et al., 2014; VAISALA, 2015]. Lightning event timing precision is 0.5 microsecond 
[VAISALA, 2015]. In this study, we archived NLDN datasets into 5-minute bins and on our 
model grids. 
5.2.4 AQS surface measurements 
We downloaded O3, NO2 and NO surface concentration measurements from June to 
August in 2011 from the EPA Air Quality System (AQS) Data Mart 
(https://www3.epa.gov/airdata/). We scaled NO2 measurements from the Federal 
Reference Method (FRM) instruments by using the “C42” hourly ratios in Figure 2.2 in 
Chapter 2. Then, we add NO2 and coincident NO concentrations together to get hourly 
NOx concentrations. We projected NOx and O3 sites on our model grids and excluded 
those sites with no NLDN lightning events during June – August in their corresponding 




Figure 5. 4 Distributions of AQS O3 and NOx measurement sites used in this study. Red 




5.3 Results and discussion 
5.3.1 Improvement of convective downdraft parameterization 
To minimize the impact of other environmental conditions on surface O3 and NOx 
concentrations, we calculated ∆O3 (Equation 5.2) and ∆NOx to investigate the influence 
of thunderstorms on surface O3 and NOx. 
( ) ( ) ( )1t c t c t = − −         (5.2) 
where t denotes time (hour); c(t) denotes the O3 (NOx) concentration at hour t; therefore 
∆ denotes the change of O3 (NOx) from hour t-1 to hour t. To further reduce the impact of 
previous thunderstorms on ∆O3 (∆NOx) at hour t, we excluded ∆O3 (∆NOx) when there 
were lightning events in the past five hours. Finally, ∆O3 (∆NOx) was marked as a 
124 
lightning scenario if there are lightning events from t-1 to t and a non-lightning scenario 
if no lightning events during the period. 
Through comparisons of ∆O3 and ∆NOx between lightning scenarios and non-
lightning scenarios, we found no significant differences of observed ∆NOx between 
lightning and non-lightning scenarios (Figure 5.5.b) but significant decreases of observed 
∆O3 in the daytime and increases of ∆O3 during the daytime (Figure 5.5.a). REAM could 
capture the declines of ∆O3 for lightning scenarios in the daytime but was unable to 
reproduce the increases of ∆O3 for lightning scenarios during the nighttime. The impact 
of thunderstorms on atmospheric chemistry in the daytime is somewhat complicated, 
such as decreasing boundary layer height (PBLH) and biogenic isoprene emissions due to 
cloud blocking solar radiation and decreasing thermal instability (Figures 5.8.a and 5.8.c) 
and increasing soil NOx emissions (Figure 5.8.b) due to increases in soil moisture 
induced by convective precipitation. However, most CONUS regions are NOx-limited as 
mentioned in Chapter 3, and boundary layer mixing is strong enough from 12:00 – 16:00, 
the dominant effect of thunderstorms on surface O3 in the daytime is the reduction of 
solar radiation reaching surface caused by cumulus cloud, which slows down O3 
production rate below the cloud, as shown in Figure 5.5. 
Nighttime O3 chemistry is relatively more straightforward: O3 is mainly consumed 
by NOx (O3 + NO → NO2 + O3; O3 + NO2 → NO3 + NO2), and there is no significant 
chemistry production of ozone during the nighttime. The large-scale horizontal wind 
fields are small for lightning scenarios (Figure 5.2). Therefore, the only potential source 
of elevated ∆O3 is from upper layers with higher O3 concentrations than the surface. 
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During lightning events, there are two ways to transport upper layers to the surface: 
downdraft and boundary layer mixing, which may be underestimated by the 36-km WRF 
simulation. 
We ran idealized supercell simulations by using soundings from the 36-km WRF 
simulation (Figure 5.2). Both the surface initialized (Figure 5.6, which stands for a 
typical daytime thunderstorm event) and elevated initialized (Figure 5.7, which stands for 
a typical nighttime thunderstorm event) simulations shown that downdraft mass fluxes 
(DMFs) are comparable to UMFs and DMF heights are close to UMF heights.  It is 
entirely different from the DMFs produced by the KF scheme in the 36-km WRF 
simulation (Figures 5.6.c and 5.6.d). The KF scheme produces a significantly lower and 
weaker downdraft compared to updraft (Figure 5.6.d). The vertical-integrated DMF is 
only about 16% of the total UMF, but the idealized simulations show values of about 
80% (Figures 5.6 and 5.7). More idealized sensitivity simulations with different 
initialization conditions produce similar results: equal heights of UMF and DMF, and 
DMF is generally over 50% of UMF. Our idealized simulation results with comparable 
DMFs and UMFs are consistent with radar reflectivity observations, Doppler velocity 
measurements, cloud-resolving model simulations [Didlake Jr and Houze Jr, 2009; 
Giangrande et al., 2016; Kumar et al., 2016; Mrowiec et al., 2012; J. Yang et al., 2016]. 
It seems the KF scheme only considers the precipitation-induced downdraft but ignore 
the downdrafts surrounding updrafts in the upper layers. Therefore, we adjusted 
downdrafts from the KF scheme: 1), made downdrafts the same high as corresponding 
updrafts; 2), scaled the vertical-integrated downdrafts half of the corresponding updrafts; 
3), adjusted downdrafts, downdraft entrainments, downdraft detrainment at each level 
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based on the downdraft algorithm from Kain [2004]. The adjusted DMF vertical profile is 
shown in Figure 5.6.d, which is significantly improved compared to the original DMF 
profile. 
Unlike daytime, thermal instability is not dominant in the nighttime boundary layer. 
Therefore, the impact of thunderstorms on thermal instability during the nighttime is 
ignorable compared to daytime (Figure 5.8.a). While, Eberle [2016] found that 
thunderstorms after sunset improved turbulent kinetic energy (TKE) and momentum flux 
which contributed to turbulent mixing, but the improvement of TKE and momentum flux 
disappeared soon as thunderstorm dissipated [Eberle, 2016]. So, we increased kzz by 
100% for those lightning scenarios during the nighttime (18:00 – 5:00). After these two 
adjustments, REAM reproduced well the nighttime increases of ∆O3 for lightning 
scenarios (Figure 5.5.e). 
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Figure 5. 5 Diurnal cycles of ∆O3 (left panels) and ∆NOx (right panels) for AQS 
observations (a, b), the original REAM simulation (c, d), and the REAM simulation with 
updated downdraft parametrization and improvement of kzz at nighttime thunderstorm 
hours (e, f). Light shading areas denote uncertainties, which may not show up when 






Figure 5. 6 Simulated evolution of positive (a) and negative (b) vertical velocities since 
the initialization of the thunderstorm by using the idealized WRF supercell model. Only 
vertical velocities with absolute values great than 0.5 m s-1 are regarded as 
updraft/downdraft. (c) Vertical distributions of UMF and downdraft mass flux (DMF) 
during the thunderstorm event from the supercell simulation. (d) Vertical distributions of 
UMF and DMF from the 36-km WRF simulation during June – August 2011 over the 












Figure 5. 8 Simulated diurnal cycles of boundary layer height, soil NOx emissions, and 
biogenic isoprene emissions for non-lightning and lightning scenarios during June – 




5.3.2 Impact of thunderstorms on surface O3 and NOx concentrations 
We first examined the impact of updated downdrafts on post-convection lightning 
NOx vertical distributions. As shown in Figure 5.9, the original downdrafts produced a 
unimodal post-convection profile peaked at around 6 km, while updated downdrafts 
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distributed lightning NOx more evenly and provided a bimodal post-convection profile 
with another peak at about 500 m. The bimodal post-convection profile is different from 
Ott et al. [2010] but in agreement with Pickering et al. [1998], reflecting the importance 
of downdraft adjustment in this study. Ott et al. [2010] also found the downward 
transport of lightning NOx after convection, but it seems their transport effect was not as 





Figure 5. 9 Comparison of pre-convection and post-convection (5 minutes after pre-
convection) lightning NOx vertical profiles for (a) updated DMFs and (b) original DMFs 




We ran two more REAM sensitivity simulations to investigate the impact of 
thunderstorms on surface O3: one with original DMFs but turning off lightning NOx 
emissions (hereafter refer to as Simulation 3) and the other one with updated DMF with 
no lightning NOx emissions (hereafter referred to as Simulation 4). The simulation with 
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original DMF and lightning NOx turning on is Simulation 1, while the simulation with 
updated DMF and lightning NOx is denoted as Simulation 2. Figure 5.10 shows the 
differences in maximum daily 8-hour average (MDA8) O3 concentrations among 
difference simulations. We found that updated downdrafts significantly improve MDA8 
(Figures 5.10.a and 5.10.b) over regions with strong lighting activities. Without updated 
downdrafts, lightning NOx emissions improve MDA8 in the southeast CONUS by only 
1.2 – 16 ppb, which is consistent with Koshak et al. [2014] which examined the impact of 
lightning NOx on O3 concentrations through sensitivity simulations from the Community 
Multiscale Air Quality (CMAQ) modeling system in August 2006 and found 0.5 – 1.5 
ppb increase of average O3 concentrations in the boundary layer due to lighting NOx. 
However, with our updated downdrafts, lightning NOx increases MDA8 by 2.4 – 3.6 ppb 







Figure 5. 10 The differences of MDA8 O3 concentrations among different simulations 
during June – August 2011 over the CONUS: (a), Simulation 2 – Simulation 1; (b), 






We investigated the impact of thunderstorms on surface O3 and NOx concentrations 
during the summer of 2011 over the CONUS through observation analyses and model 
sensitivity simulations. We found that generally, thunderstorms decreased ∆O3 in the 
daytime due to the dominant role of solar radiation reduction reaching the surface and 
increased ∆O3 during the nighttime due to convective downdrafts and increased nocturnal 
boundary layer mixing. REAM couldn’t capture the nighttime thunderstorm features due 
to underestimated DMFs from the KF scheme and the missing of mechanical vertical 
mixing during the thunderstorm events. After our adjustment of DMFs and kzz during 
nighttime thunderstorms, REAM well reproduced the observed characteristics. 
With the adjusted DMFs, post-convection NOx shown a bimodal shape with one 
peak near the surface in contrast to the unimodal post-convection shape produced from 
the original KF DMF peaking at about 6 km. Moreover, the adjusted DMFs significantly 
improved the impact of thunderstorms/lightning NOx on MDA8 over the CONUS, 
especially in Arizona, Utah, and the southeastern United States. We suggest the 
underestimated impact of thunderstorms on surface O3 concentrations from previous 
studies and that the contribution of downdrafts to surface O3 is as much as lightning NOx 
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6.1 Summary of findings 
6.1.1 Evaluations of NEI anthropogenic NOx emissions and the YL soil NOx emissions 
This study evaluated the simulated diurnal cycles of surface NO2, NO2 vertical 
profiles, and NO2 TVCD from REAM with observations from air quality monitoring 
sites, aircraft, Pandora, OMI, and GOME-2A during the Discover-AQ 2011 campaign. 
REAM well reproduces the observed diurnal cycles of surface NO2, NO2 vertical profiles, 
and NO2 TVCD on both weekdays and weekends at the 36-km scale but overestimates 
NO2 concentrations and TVCD at the 4-km scale. We conclude that the NEI2011 may not 
well capture the distributions of NOx emissions at 4 km scale but provide good estimates 
of NOx emissions at the 36-km scale. The evaluation of NEI2011 NOx emissions at the 
36-km scale is further corroborated by comparisons of simulated and observed O3 peak 
time and peak values in July 2011 over the CONUS. However, the underestimation of O3 
peak values in the South suggest the underestimation of soil NOx emissions from the 
Yienger and Levy (YL) scheme. 
 Through the analyses of the nonlinear relationships among NOx emissions, NO2 
TVCDs, and NO2 surface concentrations, we find consistent variations among NO2 
surface concentrations, satellite NO2 TVCDs, and EPA NOx emissions over the CONUS 
urban regions from 2003 – 2017, which again validate NEI NOx emission estimates at the 
36-km scale. 
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6.1.2 O3 peak time as an independent constraint on the diagnostics of NOx and VOC 
emissions 
This study evaluated the dependence of O3 peak values and time on NOx and VOC 
emissions through model simulations with different emission scenarios in July 2011 over 
the CONUS. In addition to the previously known dependence of O3 peak values on NOx 
and VOC emissions, we find that O3 peak time is affected by NOx and VOC emissions in 
a different manner. Over regions with extensive biogenic isoprene emissions, such as the 
Central, South, Southeast, and Northeast regions, the O3 peak values are sensitive to the 
emissions of NOx but not VOCs. However, O3 peak time in these regions is sensitive to 
isoprene emissions, where an increase of isoprene emissions leads to earlier peak time of 
surface O3. As such, the observations of O3 peak time provide another useful constraint 
on model emissions of NOx and VOCs. We confirm the overestimation of biogenic 
isoprene emissions from MEGAN on the basis of the underestimations of O3 peak time in 
the Central, South, and Southeast. 
6.1.3 Selection of urban regions to infer anthropogenic NOx emission variations from 
satellite NO2 TVCDs 
This study illustrates the nonlinear relationships among NOx emissions, NO2 
tropospheric vertical column densities (TVCDs), and NO2 surface concentrations using 
the REAM simulations for July 2011 over the contiguous United States (CONUS). The 
variations of NO2 surface concentrations and TVCDs are generally consistent and reflect 
well anthropogenic NOx emission variations for high-NOx emission regions. For low-
NOx emission regions, however, nonlinearity in the emission-TVCD relationship makes it 
difficult to use satellite observations to infer anthropogenic NOx emission changes. The 
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finding is extended to other periods by the contrast of similar variations of NO2 surface 
measurements from coincident satellite NO2 tropospheric VCD over urban regions in 
comparison to large variation differences between surface and satellite observations over 
rural regions. We find a continuous decrease of anthropogenic NOx emissions after 2011 
by examining surface and satellite measurements in CONUS urban regions, but the 
decreasing rate is lower by 9% - 46% than the pre-2011 period. 
6.1.4 Underestimated impact of thunderstorms on surface O3 and NOx 
This study investigated the impact of thunderstorms on surface O3 and NOx 
concentrations during the summer of 2011 over the CONUS through observation 
analyses and model sensitivity simulations. We find that generally, thunderstorms 
decrease ∆O3 in the daytime due to the dominant role of solar radiation reduction 
reaching the surface and increase ∆O3 during the nighttime due to convective downdrafts 
and increased nocturnal boundary layer mixing. REAM couldn’t capture the nighttime 
increase features due to underestimated DMFs from the KF scheme and the missing of 
mechanical vertical mixing during the thunderstorm events. After our adjustment of 
DMFs and kzz during nighttime thunderstorms, REAM well reproduces the observed 
characteristics. With the adjusted DMFs, post-convection NOx shown a bimodal shape 
with one peak near the surface in contrast to the unimodal post-convection shape 
produced from the original KF DMF peaking at about 6 km. Moreover, the adjusted 
DMFs almost double the impact of thunderstorms/lightning NOx on MDA8 over the 
CONUS: lightning NOx increases MDA8 by 2.4 – 3.6 ppb on average in the southeastern 
United States. 
138 
6.2 Future work 
6.2.1 Further evaluations of NEI NOx emissions with different observations 
Due to significant spatial and temporal inhomogeneity of NOx emissions, different 
studies have distinct evaluations of NEI NOx emissions. I recommend further evaluations 
of NEI NOx emissions with more different measurements and methods. 
6.2.2 Further investigation of the relationship between O3 peak time and NOx and VOC 
emissions 
This study constructed the domain-mean sensitivity of O3 peak time to NOx and 
VOC emissions. I wonder whether there exists another isopleth diagram for O3 peak time 
as O3 peak values. I recommend sensitivity simulations with box models to explore more 
detailed relationships between O3 peak time and NOx and VOC emissions. 
6.2.3 Further investigation of thunderstorms’ impact on surface ozone 
This study investigated the impact of thunderstorms on surface O3 through 
comparisons between model simulations with/without lightning NOx, which reflected the 
long-term average contributions of lightning NOx to surface O3, which is significantly 
different from the impact of thunderstorms on ∆O3 as discussed in section 5.2.1. 
Downdraft and solar radiation reduction from thunderstorms in the daytime produce 
opposite effects on surface O3. Further research needs to explore their separate 
contributions to surface O3 and whether the downdraft effect can be stronger than solar 
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