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Abstract 
Jaeger, F., Plane graphs and link invariants, Discrete Mathematics 114 (1993) 253-264. 
A (tame) link can be defined as a finite collection of disjoint polygons embedded in Euclidean 3-space. 
Links are usually represented by plane projections, or diagrams, which can be viewed as 4-regular 
plane graphs with signed vertices. Then the 3-dimensional concept of ambient isotopy of links can be 
described in combinatorial terms on diagrams. This allows the definition of link invariants as 
valuations of diagrams which are invariant under certain simple local transformations. This 
approach has received much attention in recent years and has led to the solution of old problems in 
knot theory. Moreover, it brings a new dimension to the classical theory of plane graphs. We 
illustrate this by a survey of new results and problems with knot-theoretic meaning and purely 
combinatorial form. 
1. Introduction 
The recent discovery of some new polynomial invariants of links [7,15,25,36] has led 
to a renewal of combinatorial methods in knot theory (see the surveys [24,29,32]. This 
is due to the fact that the new invariants can be defined and computed in terms of plane 
projections of links, which can be viewed as signed plane graphs. More precisely, the 
existence of these invariants is equivalent to interesting combinatorial properties of 
plane graphs. The implications of this equivalence are twofold. Firstly, new combina- 
torial tools are available in knot theory; this has led, in particular, to the solution of 
century-old conjectures [22,33,34,37,38]. Secondly, the combinatorial aspects of the 
invariants are not well understood yet, and this raises a number of fascinating questions. 
For instance, the new invariants can also be defined by algebraic methods (see [8, IS]) 
or in a framework directly inspired by theoretical physics [ 19,23,39]. Moreover, the 
relationships between the various formalisms need further exploration. 
One may hope that the combinatorial approach will contribute to a better under- 
standing of the 3-dimensional aspects of the new link invariants (which are still 
obscure). Similarly, the introduction of the 3-dimensional point of view in the study of 
plane graphs, via the new link invariants, might yield significant progress in this field. 
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The main purpose of this paper is to give an introduction to these research topics. 
We shall restrict ourselves to the ‘homfly’ polynomial [7,36], which will be presented 
in Section 2 together with the necessary background. Some of its fundamental combi- 
natorial properties will be exhibited in Section 3. Then we shall conclude in Section 4 
with some open questions. 
2. The homfly polynomial 
2.1. Links and diagrams 
We begin with an informal introduction to the basic concepts to knot theory. The 
reader can refer to [3,5] for a rigorous and detailed treatment. 
A link is a finite collection of disjoint simple closed curves in 3-dimensional space, 
each curve being called a component of the link. An oriented link is a link with an 
orientation assigned to each component. Two links are said to be equivalent if they are 
ambient isotopic, that is, if there exists an isotopic deformation of the ambient 
3-dimensional space which carries one onto the other. For oriented links, we shall 
require, in addition, that the isotopic deformation respects the orientation of each 
component. A link is tame if it is equivalent to a link whose components are simple 
closed polygons. In this paper, only tame links will be considered. 
Every tame link can be represented by a regular plane projection. This is a projection 
of the link on a plane which has a finite number of multiple points, each of which is 
a simple crossing. To be able to recover the equivalence type of the link from the 
regular projection, it is sufficient to indicate near each crossing which part of the link 
goes under the other. Once this is done according to an obvious pictorial convention, 
one obtains a diagram of the link. An example is shown in Fig. 1. 
We shall consider each diagram as a plane graph whose vertices are the crossings 
and whose edges are the connected components (in the topological sense) of the 
projection deprived of its crossing points. Such a graph may, of course, have loops and 
multiple edges, and also free loops, which correspond to simple closed plane curves 
disjoint from the rest of the graph. A free loop will be considered as an edge with no 
end vertices. The vertex set and edge set of a diagram D will be denoted by V(D) and 
E(D), respectively. Two diagrams which are isomorphic as plane graphs and have the 
same crossing structure at corresponding vertices will be considered as identical. 
If the link is oriented, we shall assign to every edge the direction induced by the 
orientation of the corresponding component of the link. We shall then obtain 
a directed graph called an oriented diagram. Fig. 2 shows an oriented diagram 
obtained by orienting the diagram of Fig. 1. 
Note that every vertex of a diagram has degree 4. For an oriented diagram, every 
vertex v has in-degree and out-degree 2, and the two edges incident into v form an 
angle at v. Then the sign of a vertex v, denoted by s(v), is defined according to the 
convention described in Fig. 3. 
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Fig. 1. A diagram. Fig. 2. An oriented diagram. 
The following result (see, for instance, [3, Chapt. I]) gives a combinatorial refor- 
mulation of the equivalence relation for links in terms of diagrams. 
Reidemeister’s theorem. Two diagrams represent equivalent links if and only if one can 
he obtained from the other by a finite sequence of simple transformations called moves. 
A move performed on a diagram D takes place inside a topological disk without changing 
the diagram outside the disk. Provided that the trace of the diagram D inside this disk 
occurs in one of the pairs of configurations shown in Figs. 4,5,6 the corresponding move 
consists in the replacement of this configuration by the other member of the pair. 
Remarks. (i) For oriented diagrams, the same result holds if each move is replaced by 
the set of associated oriented moves. These are obtained by choosing one local 
orientation for each configuration involved in the move in such a way that the two 
orientations are topologically compatible (see Figs. 4,5,6). 
(ii) Some authors mention another type of move of type III (Fig. 6) which is the 
mirror image of the one we have described. However, it can be represented as 
a sequence of three other moves. Similar considerations can reduce significantly the 
number of oriented moves involved in the oriented version of Reidemeister’s theorem. 
s(s(J Q 
s(v) : + 1 s(v) q -1 -r - E - 
Fig. 3. The sign of a vertex. Fig. 4. Reidemeister move of type 1. 
Fig. 5. Reidemeister move of type II. Fig. 6. Reidemeister move of type III. 
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2.2. The homjy polynomial 
Reidemeister’s theorem is the basis for a combinatorial approach of knot theory. In 
particular, it allows the definition of an invariant of(oriented) links as a mapping from 
the set of isomorphism types of (oriented) diagrams to a set of values (for instance, 
a ring of polynomials) which is invariant under (oriented) Reidemeister moves. To 
define a specific invariant in this way is somewhat unsatisfactory from the topological 
point of view since it is not 3-dimensional in nature and involves an arbitrary choice of 
plane projection. However, this approach can be quite efficient in practice, as we shall 
now see in the example of the homfly polynomial. 
This invariant of oriented links was discovered independently by several authors 
[6,7,9,31,35,36] as a natural generalization of two previously known invariants: the 
classical Alexander polynomial [l] in the form given by Conway [4], and the recent 
Jones polynomial [ 15,161. There were various proofs of the existence of the invariant: 
some, purely combinatorial, worked in the context of arbitrary diagrams; the others 
used the representation of oriented links by special diagrams called closed braids and 
the associated algebraic formalism of braid groups. However, none of these proofs 
gave a reasonable 3-dimensional interpretation of the homfly polynomial. 
In the sequel, all diagrams will be oriented. 
If the three diagrams D+, D- and Do are identical outside a topological disk and inside 
that disk behave as depicted in Fig. 7, we shall say that (D+, D-, Do) is a Conway triple. 
We denote by Z(z’ ‘, a’ ‘) the ring of Laurent polynomials with integer coefficients in 
the variables z,a (the term ‘Laurent polynomial’ means that we allow negative expo- 
nents). The homfly polynomial is the invariant P introduced in the following result. 
Theorem 2.1. There exists a unique mapping P from the set of isomorphism types of 
oriented diagrams to Z(z”,a”) which satisfies the following properties: 
(i) P is invariant under oriented Reidemeister moves. 
(ii) Zf (D+,D-,D”) is a Conway triple then aP(D+)-a-‘P(D-)=zP(D’). 
(iii) Zf D consists of a single free loop, P(D)= 1. 
The Laurent polynomial P(D) will also be denoted by P(D,z,a). 
It is important to note that Theorem 2.1 gives, in fact, an algorithm to compute 
P(D) for any diagram D. One first derives easily from (i)-(iii) that if the diagram 
D consists of k free loops, P(D, z, a) = ((a - a-‘)~- ’ )k- I. Assume now, by induction, 
that we know how to compute P for diagrams with less than n vertices, and let D be 
a diagram with n vertices. It is possible (in general, in many ways) to change the 
D+ D- DO 
Fig. 7. A Conway triple. 
Plane graphs and link incariants 257 
crossing structure at some vertices of D in order to obtain a diagram D’ which is 
‘unknotted’, i.e. equivalent to a diagram consisting only of free loops. Then repeated 
application of (ii) allows us to express P(D) in terms of the known values of P on D’ 
and other diagrams with less than y1 vertices. This process is at the heart of the 
combinatorial proofs of the existence of P. What is somewhat miraculous here, and 
difficult to prove too, is that whatever choices one makes in running the algorithm 
described above, one always ends up with the same result. 
Usually, when we have a combinatorial algorithm which allows choices at each step 
but gives a result independent of these choices, we may find a reasonably simple 
‘model’ (global expression) for the output of the algorithm. For instance, the relation- 
ship between the algorithmic definition of the Tutte polynomial of a matroid (a 
contractiondeletion process which involves the choice of an element at each step) and 
its corank-nullity expansion is fairly obvious. For the homfly polynomial, the situ- 
ation is not so simple. However, as we shall see in the next section, it is possible to find 
models for the homfly polynomial if we restrict our attention to some of its specializa- 
tions or if we introduce a reference order on the edges of the diagram. 
3. Models for the homfly polynomial 
3.1. The Yang-Banter model 
This model for an infinite series of specializations of the homfly polynomial derives from 
a family of solutions of the Yang-Baxter equations of theoretical physics [ 17,19,27,39]. 
Let us first define the rotation number of a diagram D, which we denote by r(D). 
Take a piecewise linear representation of D (all edges are represented by polygonal 
arcs) and, for any two consecutive directed segments 1,l’ of this representation, define 
the angle z( 1,1’) in the open interval (-n, + 7~) as shown in Fig. 8. 
Now, let us choose a partition of E(D) into simple circuits and walk successively 
around each of these circuits so that each edge of the graph is traversed once. For 
instance, if D is connected, we may walk around an Eulerian circuit of D. The sum S of 
the angles a( I, I’) for all pairs (1, I’) of consecutive directed segments encountered along 
our traversal of the graph is a multiple of 27t. Moreover, S is independent of our choices 
of walk and piecewise linear representation. Then r(D) is, by definition, equal to S/2x. 
r(l, l’)E[O, + 77) c((l, /‘)E( ~ n, O] 
Fig. 8. Definition of the angle u(l, I’). 
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The above discrete definition of r(D) appears in [2, Section 12.31. The continuous 
version was introduced by Whitney [40]. An equivalent definition which is computa- 
tionally efficient is given by Kauffman [21, Chapt. 61. Let us call splitting of a vertex the 
operation which transforms the diagram D+ (or D- ) of Fig. 7 into the diagram Do. Then 
r(D) is the sum of the signs of the circuits obtained by splitting each vertex of D, where 
a circuit has sign + 1 (- 1) if it is oriented counterclockwise (clockwise). 
We now define a /abelling of a diagram D as a mapping f from E(D) to the set of 
integers such that, for every integer i, the directed subgraph formed by the edges in 
f-‘(i) is Eulerian (that is, the in-degree of every vertex equals its out-degree). Then, if 
we delete the isolated vertices of this subgraph, ‘smooth out’ all vertices of degree 
2 (see Fig. 9) and retain the signs (or, equivalently, the crossing structure) at every 
vertex of degree 4, we obtain a diagram D,,i. 
We shall denote by r(D, A i) the rotation number of D,,i, which is, by convention, 
set to zero if f-‘(i) is empty. 
Finally, we define the interaction (vi Dlf) of the vertex v in the oriented diagram 
D with the labelling f as shown in Fig. 10. 
We write (D If> = flvsV(D) (vi D If), this being set equal to 1 if V(D) is empty, and we 
denote by L(D, q) the set of labellings of D, which take their values in { 1, . . . , q}. 
Theorem 3.1. For any oriented diagram D and positive integer q, 
P(D,t-t-‘,tq) 
where w(D) (the writhe of D) equals cusV(D) s(v), and s(D,f)=&=l,...,qir(D,f,i). 
Proofs can be found in [12,39]. They involve a significant amount of computation 
and case checking. To illustrate the basic principle, let us show, for instance, that if the 
oriented diagrams D, D’ behave inside a disk as indicated in Fig. 11 and are identical 
outside this disk, the expressions given in Theorem 3.1 for P(D, t - t-‘, tq) and 
P(D’, t - t - I, tq) coincide. 
A -----> Y-----Y 
Fig. 9. Smoothing out a vertex. 
I<j i=-j Ifj 
S(o)= + 1 t--t-’ 
S(v)= - 1 0 ,mp_, 
1 
1 
Fig. 10. Definition of (ulolf) 
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Y P I e e’ e2 
D D’ 
Fig. 11. 
Since w(D)= w(O’)+ 1 and r(D)=r(D’)+ 1, this reduces to 
I,E;D,,,, <D’lf’ )t2S(D’,S’). 
For f in L(D, 4) and f’ in L(D’, q), write f= (f’, j) if (using the notations of Fig. 11) 
f(e)=j, f(e1)=f(e2)=f’(e’) and fand f’ coincide on the edges common to D and D’. 
It is enough to show that, for every f’ in L(D’,q), 
c (DlW3 j)>t 
Z.s(D,(.f’.j))=t*q+l (D/If’)t*s@‘,f’). 
j= I,.. ,q 
Clearly, 
s(D, (f’,j))=@‘,f’)+j and (Dl(f’,j))=(vlDl(f’,j)) (D’lf’). 
It remains to check that &=I,_ .,,(uIDl(f’, j))t2j=t2q+1. Denoting f’(e’) by i, it 
follows from Fig. 10 that the left-hand side equals 
r.t*i+(r_r--1) C t*j=r*q+l, 
i<j<q 
and the proof is complete. 
Theorem 3.1 can be used, as shown in [39], to give another proof of the existence of 
the homfly polynomial. However, extracting P(D, z, a) for a specific diagram D from 
the formula of Theorem 3.1 is not very practical (the reader can convince himself of 
this by computing in this way the homfly polynomial of a simple 2-vertex diagram). 
One would prefer a model which would work directly with the variables ~,a. This is 
the purpose of the next section. 
3.2. The circuit partition model 
The basic idea underlying this model is to specify more precisely the homfly 
algorithm by using a reference order on the edges of the diagram and then to give 
a simple description of the leaves of the computation tree. This model was obtained in 
[13] via a matrix inversion result which is valid for arbitrary, nonnecessarily planar 
4-valent graphs. However, a simpler direct proof can be given for diagrams [ZS]. 
We call ordering of a diagram (or, equivalently, of its underlying graph) any total 
ordering of its edge set. Let 0 be an ordering of the oriented diagram D and let n be 
a circuit partition of D, that is, a partition of E(D) into simple circuits. Let us walk 
successively around each of these circuits, starting with the smallest edge of D (with 
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respect to 0) and walking around the circuit containing it, then selecting the smallest 
edge not yet traversed (if any) and walking around its circuit, and so on, continuing 
this process until each edge of the graph has been traversed once. In the course of this 
walk, we pass twice through each vertex u. The first passage of the walk at v belongs to 
one of the four possible types shown in Fig. 12. We define the interaction (with respect 
to D and 0) of the vertex v with the circuit partition rt, which we denote by (v 1 D 10 1 IX), 
according to the type of this first passage, as indicated in Fig. 12. 
We write nvsVCDj (u/D 10 In) = (D 10 17-c) and we set this product equal to 1 if D has 
no vertices. 
Denoting the set of circuit partitions of D by C(D) and the number of circuits of the 
element 7c of C(D) by c(z), we may now state our result as follows. 
Theorem 3.2. For any oriented diagram D, and any ordering 0 of D, 
P(D,z,a)= 1 (D(OI~)((a-a-‘)z-‘)““‘-‘. 
TIE C(D) 
Corollary 3.3. For any oriented diagram D, the expression 
.& (DIO~~)((a-aa-‘)z-l)““‘-’ 
is independent of the choice of an ordering 0 of D. 
Let us consider, for instance, the diagram D of Fig. 13, with its two possible 
orderings 0,) O2 (the smallest edge is marked with a bar). 
Let xi (i = 1,2) be the circuit partition of D which has i circuits. Then, looking at Fig. 12, 
we see that (D(011nl)=a-2, (DIOl~7r2)=za-‘, (D~02~7r,)=1 and (D102(n2)=0. 
Thus, 
.& (DIOlln)((a-a-‘)z-l)““)-l =a-2+za-‘(a-a-‘)z-1= 1 
and the same result is obtained immediately by taking O2 instead of 0 1. 
Y x 
S(Y) = +l 
S(V) = -1 
let right I& 
tangence bngence crossing 
-1 za 0 a-* 
0 -za 1 
Fig. 12. Definition of (ulD[Oln). 
J 
right 
crossmg 
01 02 
Fig. 13. 
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Corollary 3.3 is, in fact, equivalent to the existence of the homfly polynomial stated 
in Theorem 2.1. Indeed, it is not difficult to show that, assuming that the expression 
is independent of 0, it satisfies the properties (i))(iii) of Theorem 2.1. Property (iii) is 
trivial and property (ii) follows immediately from a local analysis (see Fig. 12). More- 
over, checking the invariance under Reidemeister moves becomes computationally 
simple if one chooses well-adapted orderings. For instance, let us consider oriented 
diagrams D and D’ which inside some disk behave as shown in Fig. 14 and are identical 
outside this disk (so that D, D’ are related by a Reidemeister move of type II). 
We have chosen our ordering 0 in such a way that the smallest edge of D is the one 
marked by a bar in Fig. 14. Then it will be easy to see that a circuit partition ~cEC(D) 
with (D~O~~)#O, has a crossing ateach vertex u,c’,with (1;~D~O~7c)=(u(~D~O)z)=l. 
Hence, TC can be identified with a circuit partition 7~’ of D’, with (D'IO'In') =(DlO[n) 
(with a suitable definition of 0’). 
Thus, a direct proof of Corollary 3.3 would yield a new proof of the existence of the 
homfly polynomial. Moreover, an easy induction using property (ii) shows that 
Corollary 3.3 is equivalent to its restriction to positive diagrams, where each vertex has 
positive sign. This is essentially a graph-theoretic statement since a positive diagram 
may be identified with the underlying graph. 
4. Some open questions 
We have just seen that a direct proof of Corollary 3.3 (expressed in graph-theoretic 
terms) would provide another combinatorial approach to the homfly polynomial. So 
far, we have obtained only a partial success for the case a = 1, which corresponds to the 
Alexander-Conway polynomial. In this case the circuit partition model is a weighted 
enumerator of Eulerian circuits of the diagram, and a suitable modification of the 
classical approach via arborescences and determinants yields the result. 
It would be interesting also to establish a direct relationship between the 
Yang-Baxter model and the circuit partition model. Can one show, without using 
invariance under Reidemeister moves, that by setting z = t - t- ’ and a = tq in the 
expression for P(D,z,u) given by Theorem 3.2, one obtains the expression of 
Theorem 3.1? This would yield a solution of the previous problem. 
D D’ 
Fig. 14. 
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Another approach would be to restrict the study to descending diagrams. Consider 
an oriented diagram D together with an ordering 0, and let x, be the circuit partition 
of D which has a crossing at every vertex (its circuits correspond to the components of 
the link represented by D). D is said to be descending with respect to 0 if, for every 
vertex L’, the first passage at u with respect to 71, and 0 is a right (left) crossing if the sign 
of v is positive (negative). For instance, Fig. 15 displays a diagram which is descending 
with respect to any ordering whose smallest edge is the one marked by a bar and 
whose second-smallest edge is the one marked by a double bar. 
Descending diagrams are unknotted. This fact is the basis of the existing algorithms 
to compute the homfly polynomial, of the inductive definitions of this polynomial 
given in [9, 31, 361 and of the proof of Theorem 3.2 [13]. It is not difficult to see that 
Corollary 3.3 is equivalent to the following statement: If the diagram D is descending 
with respect to the ordering O1 then, for any ordering 02, 
where k is the number of components of the link represented by D. The fact that this 
equality holds when O2 = Oi is easy to see and has nothing to do with the planarity of 
the graph D (this is the basic idea in the proof of Theorem 3.2 given in [13]). However, 
in general, this property does involve planarity. Again, it would be nice to have 
a direct combinatorial proof which does not use the Reidemeister moves. 
An interesting special case of the homfly polynomial is the Jones polynomial [15, 
161, which corresponds to the value q = 2 in the Yang-Baxter model. One can relate 
directly this Yang-Baxter model to the particularly simple ‘bracket’ model of Kauff- 
man [22]. However, the problems which we have just stated for the full homfly 
polynomial retain their interest when they are restricted to the Jones polynomial. 
They can be reformulated in terms of Tutte polynomials of plane graphs, using the 
relations between the bracket model and the Tutte polynomial exhibited in [26,37] 
(see also [lo]). 
To conclude, we would like to discuss briefly the complexity of the computation of 
the homfly polynomial. The AlexanderConway polynomial (corresponding to the 
case a = 1) is computable in polynomial time (as a one-variable determinant, in many 
ways; see, for instance, [S, 20, 211). A few other values of (z,a) are polynomial- 
time-computable [29,30]. On the other hand, it is shown in [l l] that the Tutte 
polynomial of a plane graph with m edges can be extracted from the homfly polynomial 
Fig. 15. 
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of an associated diagram with 2m vertices. Since the 3-coloring problem for plane 
graphs is known to be NP-complete, this yields a specific value of (z, a) for which the 
computation of the homfly polynomial is NP-hard (and, more precisely, #P-hard). It 
is natural to ask whether one can find other such ‘hard’ values of (z, a). Recent progress 
on this question (in relation with the similar question for the Tutte polynomial) will be 
presented in [14], where it is proved, in particular, that determining the Jones 
polynomial of an alternating link is # P-hard. 
Notes added in proof. J. Przytycki (private communication, July 1991) found a direct 
proof of Corollary 3.3 which does not use the existence of the homfly polynomial; 
however the argument is highly involved and no simpler than previous inductive 
proof of the existence of the homfly polynomial. 
D. Vertigan (preprint, 1990) determined all pairs (z, a) for which computing 
P(D, z, a) is # P-hard and proved that P(D, z, a) is polynomial-time computable for all 
other pairs. 
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