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NON-COLLIDING BROWNIAN MOTIONS AND THE
EXTENDED TACNODE PROCESS
KURT JOHANSSON
Abstract. We consider non-colliding Brownian motions with two start-
ing points and two endpoints. The points are chosen so that the two
groups of Brownian motions just touch each other, a situation that is
referred to as a tacnode. The extended kernel for the determinantal
point process at the tacnode point is computed using new methods and
given in a different form from that obtained for a single time in previous
work by Delvaux, Kuijlaars and Zhang. The form of the extended kernel
is also different from that obtained for the extended tacnode kernel in
another model by Adler, Ferrari and van Moerbeke. We also obtain the
correlation kernel for a finite number of non-colliding Brownian motions
starting at two points and ending at arbitrary points.
1. Introduction and results
1.1. Introduction. Non-colliding Brownian motions have been much stud-
ied since they give rise to interesting classes of determinantal point processes,
see e.g. [25], [27], [22], [24] and [26]. Scaling limits of these point processes
lead to universal limiting determinantal point processes which also occur
in other contexts, e.g. random matrix theory, random growth models and
certain random tiling (dimer) models. In the latter cases, though we are
typically dealing with non-colliding discrete random walk type models, we
can expect continuum scaling limits for the discrete models to be the same as
those for non-colliding Brownian motions. Therefore this serves as a natural
test model. The basic point processes obtained are the sine-kernel process
(see e.g. [11], [22], [28]), the Airy kernel process (see e.g. [20], [30], [28], [23],
[19], [2]), and the Pearcey kernel process (see e.g. [12], [1], [29], [33], [6]),
and their extended versions. If we consider a global asymptotic regime in
which the Brownian paths are confined to a certain geometrical shape, the
sine kernel process appears in the bulk (i.e. in the interior of the shape),
the Airy kernel process appears at a typical boundary point of the shape,
and the Pearcey process appears when we have a cusp. In this paper we
investigate a new limiting determinantal point process that has only been
studied recently called the tacnode point process. This type of process can be
obtained in situations where we have several starting and several endpoints
for non-colliding Brownian motions, see [14], [15], [3], [7].
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Consider n Brownian motions starting at 0 at time t = 0 and ending at 0
at time t = 1. At time t they will lie approximately between ±
√
4nt(1− t).
Thus, if we have two groups of non-colliding Brownian motions in the time
interval 0 ≤ t ≤ 1, one group of n particles starting and ending at √n
and the other, also with n particles, starting and ending at −√n, then at
time t = 1/2 the two groups will just touch each other at the origin. If
we rescale by
√
n in the vertical direction, then for large n the two groups
of non-colliding Brownian motions will form ellipses which are tangent at
the origin. We can think of this as two colliding Airy processes and we can
expect the same scalings as for the Airy process. This situation is called a
tacnode and the new limiting determinantal point process that we expect
to see in a neighbourhood of the origin is called the tacnode point process.
This point process is determinantal with a kernel that is more complicated
than the sine, Airy and Pearcey kernels. It is not expressible as a single or
double contour integral with elementary functions. For Brownian motions
the tacnode process has been analyzed recently at a single time by Delvaux,
Kuijlaars and Zhang, [16], using a 4 × 4 Riemann-Hilbert problem. In an-
other type of model, which involves, instead of Brownian motions, Markov
chains with discrete space and continuous time, similar to those that occur
for the polynuclear growth model, [30], Adler, Ferrari and van Moerbeke,
[4] have obtained an extended tacnode kernel. If we consider this kernel at
a single time we expect it, by universality, to be the same as that obtained
in [16]. However the expressions obtaained are quite different and it is not
immediate that they give rise to the same correlation kernels, although we
expect this to be the case. In this paper we obtain the extended tacnode ker-
nel for the Brownian motion model. The approach is not the same as those
in [16] or in [4]. It does not use the Riemann-Hilbert method or orthogonal
polynomials, but just as in [4] Toeplitz determinants and the Geronimo-
Case/Borodin-Okounkov identity enter into the computations. The formula
found for the extended tacnode kernel, see (1.29) below, has similarities with
that obtained in [4], but we have not so far been able to show directly that
they give rise to the same correlation functions. Indirectly, that follows from
the analysis in [5]. Although the formulas involve similar objects, the struc-
ture of the expressions is different. Also, for a single time we cannot directly
relate the kernel to that obtained in [16], although, since they concern the
same model, we know that they must define the same correlation functions.
As in previously obtained scaling limits from non-colliding Brownian mo-
tions we expect the tacnode process to be a natural, universal, scaling limit
that should occur also in other contexts. In joint work in progress with Adler
and van Moerbeke we will show that the tacnode process can be obtained
in a random domino model called the double Aztec diamond, [5], a certain
extension of the classical Aztec diamond random tiling model. Note that
there is also another type of tacnode limit that has been studied, see [9].
In this paper we furthermore obtain formulas for the correlation kernel, see
(1.16), when the non-colliding Brownian motions can be divided into two
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groups, n starting at a point a1 and ending at arbitrary points, and m start-
ing at a point a2 and ending at arbitrary points. This generalizes the much
studied case when we have a single starting point and arbitrary endpoints,
which has found interesting applications in random matrix theory, see e.g.
[11], [22], [17].
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tion to the tacnode problem for non-colliding Brownian motions and Mark
Adler and Pierre van Moerbeke for discussions. My sincere thanks to Arno
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1.2. Results. Consider N non-colliding Brownian particles starting at
µ1, . . . , µN at time 0 and ending at ν1, . . . , νN at time 1. We assume that
µ1 < · · · < µN and ν1 < · · · < νN . Let (tr, x(r)j ), r = 1, . . . , ℓ, 1 ≤ j ≤ N ,
be the configuration of the particles at times t1 < t2 < · · · < tℓ, i.e. at time
tr the particles are at the positions x
(r)
1 , . . . , x
(r)
N . This forms an (extended)
determinantal point process with kernel, [18], [23], [24],
(1.1) L(s, u, t, v;µ, ν) = −pt−s(u, v) +
N∑
j,k=1
p1−s(u, νk)(A−1)kjpt(µj , v),
where
pt(x, y) =
1√
2πt
e−(x−y)
2/2t
if t > 0, pt(x, y) = 0 if t ≤ 0, and
A = (p1(µi, νj))1≤i,j≤N .
Fix a1 < a2 and set a = a2 − a1. Also fix a large integer K. Choose the
starting points
(1.2) µj =
{
a1 + a(j − 1)/K, if 1 ≤ j ≤ n,
a2 + a(j − 1)/K, if n < j ≤ n+m,
where N = n +m. If we let K →∞ this will approach two starting points
at a1 and a2. We assume that we have chosen our coordinate system so that
b1 = max
1≤j≤n
νj < 0,
b2 = min
n<j≤n+m
νj > 0.(1.3)
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Let L˜K,m,n(s, u, t, v; ν) denote the kernel (1.1) with this choice of initial and
final points. We will instead consider the kernel
(1.4) LK,m,n(s, u, t, v; ν) = exp
(
u2
2(1− s) −
v2
2(1 − t)
)
L˜K,m,n(s, u, t, v; ν),
which gives the same correlation functions. Set
(1.5) q(s, u, t, v) = exp
(
u2
2(1 − s) −
v2
2(1 − t)
)
pt−s(u, v).
We want to take the limit of LK,m,n(s, u, t, v; ν) as K → ∞. This will give
the correlation kernel for a process that we can interpret as n Brownian
particles starting at a1 at time 0 and ending at ν1, . . . , νm at time 1, to-
gether with m Brownian particles starting at a2 at time 0 and ending at
νn+1, . . . , νn+m at time 1, conditioned not to collide during the time interval
(0, 1). The asymptotic result is given in theorem 1.4 and the limiting kernel,
Lm,n(s, u, t, v; ν) is defined by (1.16).
Remark 1.1. (Notation for contours of integration) In this paper we
will need various contours of integration. We collect the definitions here for
reference. Given c ∈ R let Γc denote the contour t → c + it, t ∈ R, i.e. a
vertical line through c. Let Cs denote a circle with radius s and center at
the origin, and let D1 and D−1 denote circles with radii < 1 and centers
at 1 and −1 respectively. Also, let γ1 denote a simple closed contour in
the left half plane, Re z < 0, that contains ν1, . . . , νn in its interior, and
let γ2 denote a simple closed contour in the right half plane, Re z > 0, that
contains νn+1, . . . , νn+m in its interior. Furthermore, given w with Rew < 0,
let γ1,w denote a simple closed contour in the left half plane that contains
ν1, . . . , νn and w in its interior. Similarly, given w with Rew > 0, let γ2,w be
a simple closed contour in the right half plane that contains νn+1, . . . , νn+m
and w in its interior.
Let us first give the precise definition of the limiting kernel Lm,n(s, u, t, v; ν)
that we will obtain. Before we can do that we have to define some functions
that we need in the definition. Fix two numbers d1 and d2 that can depend
on the parameters of the problem. They will be chosen appropriately when
we take scaling limits, see (1.21). Set
Bv,t(x) = d2
√
a
(2πi)2
√
1− t
∫
Γc
dw
∫
γ1
dζe
t
2(1−t)
w2+a1w− vw1−t
n∏
j=1
w/νj − 1
ζ/νj − 1
m∏
j=1
(1− ζ/νn+j) e
axζ
ζ − w,(1.6)
where c ≥ 0, and
(1.7) βv,t(x) =
d2
√
a
2πi
√
1− t
∫
Γ0
dwe
t
2(1−t)
w2+a1w− vw1−t+axw
m∏
j=1
(1− w/νn+j).
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Also set,
Cu,s(y) = d1
√
a
(2πi)2
√
1− s
∫
γ1
dz
∫
γ2
dωe
− s
2(1−s)
z2−a1z+ uz1−s
×
n∏
j=1
ω/νj − 1
z/νj − 1
m∏
j=1
1
1− ω/νn+j
e−ayω
ω − z ,(1.8)
and
(1.9)
M0(x, y) =
a
(2πi)2
∫
γ1
dζ
∫
γ2
dωeaxζ−ayω
1
ζ − ω
n∏
j=1
1− ω/νj
1− ζ/νj
m∏
j=1
1− ζ/νn+j
1− ω/νn+j .
Furthermore, we define
Bˆv,t(x) = d2
√
a
(2πi)2
√
1− t
∫
Γc
dw
∫
γ2
dζe
t
2(1−t)
w2+a2w− vw1−t
m∏
j=1
w/νn+j − 1
ζ/νn+j − 1
n∏
j=1
(ζ/νj − 1) e
−axζ
ζ − w,(1.10)
where c ≤ 0, and
(1.11) βˆv,t(x) =
d2
√
a
2πi
√
1− t
∫
Γ0
dwe
t
2(1−t)
w2+a2w− vw1−t−axw
n∏
j=1
(w/νj − 1).
Also set,
Cˆu,s(y) = d1
√
a
(2πi)2
√
1− s
∫
γ2
dz
∫
γ1
dωe
− s
2(1−s)
z2−a2z+ uz1−s
×
m∏
j=1
1− ω/νn+j
1− z/νn+j
n∏
j=1
1
ω/νj − 1
eayω
z − ω ,(1.12)
and
(1.13)
Mˆ0(x, y) =
a
(2πi)2
∫
γ2
dζ
∫
γ1
dωe−axζ+ayω
1
ω − ζ
m∏
j=1
1− ω/νn+j
1− ζ/νn+j
n∏
j=1
1− ζ/νj
1− ω/νj .
To see that the expressions below are well defined we need the following
lemma, which will be proved in section 4.
Lemma 1.2. The kernelsM0(x, y) and Mˆ0(x, y) are of finite rank on L
2[1,∞).
Furthermore det(I −M0)L2[1,∞) > 0 and det(I − Mˆ0)L2[1,∞) > 0.
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We can now define Lm,n(s, u, t, v; ν) by
d1d2Lm,n(s, u, t, v; ν) =
d1d2
(2πi)2
√
(1− s)(1− t)
∫
Γ0
dw
∫
γ1
dz
1
w − z
× e− s2(1−s) z2−a1z+ uz1−s+ t2(1−t)w2+a1w− vw1−t
n∏
j=1
1− w/νj
1− z/νj
+
det(I −M0 + (Bv,t + βv,t)⊗ Cu,s)L2[1,∞)
det(I −M0)L2[1,∞)
− 1.(1.14)
Similarly, we define Lˆm,n(s, u, t, v; ν) by
d1d2Lˆm,n(s, u, t, v; ν) =
d1d2
(2πi)2
√
(1− s)(1− t)
∫
Γ0
dw
∫
γ2
dz
1
w − z
× e− s2(1−s) z2−a2z+ uz1−s+ t2(1−t)w2+a2w− vw1−t
m∏
j=1
1− w/νn+j
1− z/νn+j
+
det(I − Mˆ0 + (Bˆv,t + βˆv,t)⊗ Cˆu,s)L2[1,∞)
det(I − Mˆ0)L2[1,∞)
− 1.(1.15)
Set
(1.16) Lm,n(s, u, v, t; ν) = Lm,n(s, u, t, v; ν)+Lˆm,n(s, u, t, v; ν)−q(s, u, t, v).
As discussed above this is the kernel for non-colliding Brownian motions
with two starting points and arbitrary endpoints. Before stating our first
main result we note that when a2 = −a1 reflection in the time axis gives a
simple relation between Ln,m and Lˆm,n.
Proposition 1.3. Assume that a2 = −a1 and set νˆj = −νn+m+1−j, 1 ≤
j ≤ n+m. Then,
(1.17) Lˆm,n(s, u, t, v; ν) = Ln,m(s,−u, t,−v; νˆ).
Proof. Using the definitions we see that in this case Mˆ0 = M0, Bˆv,t(x) =
(−1)nB−v,t(x), βˆv,t(x) = (−1)nβ−v,t(x) and Cˆu,s(y) = (−1)nC−u,s(y). If we
use these identities in (1.15) we see from (1.14) that (1.17) holds. 
We can now formulate our first main result.
Theorem 1.4. We have the following pointwise limit,
(1.18) Lm,n(s, u, v, t; ν) = lim
K→∞
LK,m,n(s, u, t, v; ν).
The proof of this theorem is rather involved and will be given in section
2.
We want to use the formula for Lm,n(s, u, v, t; ν) to investigate the scaling
limit of the determinantal point processes defined by this kernel in a case
where we have a tacnode. A tacnode situation can be obtained when we
have two groups of non-colliding Brownian motions starting at two points
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and ending at two points. The starting and ending points are chosen in
such a way that in the limit n,m → ∞ the global picture of the paths
consists of two tangent ellipses. With appropriate scaling near the point of
tangency, the tacnode determinantal point process is obtained in the limit.
We do not consider the most general possible geometry. Instead we consider
a symmetric case.
Consider the case when n = m, a1 = −a/2, a2 = a/2, νj = b1 = −a/2,
νn+j = b2 = a/2 for 1 ≤ j ≤ n with a > 0. Call this choice ν∗. Though we
initially assumed that ν1 < · · · < νN , we can let points coincide by taking
a limit and using continuity. The determinantal point process with kernel
Lm,n(s, u, v, t; ν) is still well-defined. Write
Ln(s, u, t, v) = Ln,n(s, u, t, v; ν∗)
and similarly for L and Lˆ. It follows from (1.17) that
(1.19) Lˆn(s, u, t, v) = Ln(s,−u, y,−v).
Consider n Brownian motions starting at 0 at time 0 and ending at 0
at time 1 and conditioned not to intersect. At time 1/2 the particles are
distributed as the eigenvalues of an n × n GUE matrix, and hence are ap-
proximately distributed as the semi circle law for large n. Therefore particles
approximately lie between −√n and √n. Hence if we choose a = 2√n we
expect that the two groups of Brownian motions just touch at time 1/2 in
a region around the origin. The fluctuations of the largest eigenvalue of a
GUE matrix are of order n−1/6. These considerations motivate the following
choice of scaling limit,
a = 2
√
n+ σn−1/6
s =
1
2
(1 + τ1n
−1/3), t =
1
2
(1 + τ2n
−1/3)
u =
1
2
ξ1n
−1/6, v =
1
2
ξ2n
−1/6.(1.20)
The parameter σ measures how much the two groups of Brownian motions
press against each other, and the scaling in the time direction is such that
we have the standard Brownian space-time relation. The numbers d1, d2 in
(1.14) and (1.15) will be chosen as
d1 =
n−1/12√
2
eτ1(σ+ξ1)+
2
3
τ31
d2 =
n−1/12√
2
e−τ2(σ+ξ2)−
2
3
τ32 .(1.21)
That d1d2 should contain the factor n
−1/6 can be seen from the volume
element in (1.20). That n−1/12 is the right choice for d1 and d2 individually
is something that comes out of the asymptotic analysis. The choice of the
other factors is somewhat arbitrary and different conjugations will lead to
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minor modifications in the formulas below, e.g. we could make the formula
(1.29) more symmetric by a different choice. Set
p(τ1, ξ1, τ2, ξ2)
=
1√
4π(τ2 − τ1)
exp
(
− (ξ1 − ξ2)
2
4(τ2 − τ1) + τ1(ξ1 + σ)− τ2(ξ2 + σ)−
2
3
τ32 +
2
3
τ31
)
,
(1.22)
and
(1.23) A˜(τ1, ξ1, τ2, ξ2) =
∫ ∞
0
eλ(τ2−τ1)Ai (ξ1 + λ)Ai (ξ2 + λ) dλ.
Also, let
(1.24) KAi(x, y) =
∫ ∞
0
Ai (x+ λ)Ai (y + λ) dλ,
be the Airy kernel. The Tracy-Widom distribution F2(s) is given by
(1.25) F2(s) = det(I −KAi)L2(s,∞).
Set
(1.26) Bξ,τ (x) = 2
1/6
∫ ∞
0
e2
1/3λτAi (ξ + τ2 + 21/3λ)Ai (x+ λ) dλ
and
(1.27) bξ,τ (x) = 2
1/6e−2τξ+2
1/3τxAi (−ξ + τ2 + 21/3x).
Write σ˜ = 22/3σ to simplify the notation. Define
Ltac(τ1, ξ1, τ2, ξ2) = A˜(τ1, ξ1 + τ
2
1 + σ, τ2, ξ2 + τ
2
2 + σ)− 1
+
1
F2(σ˜)
det(I −KAi + (Bξ2+σ,τ2 − bξ2+σ,τ2)⊗Bξ1+σ,−τ1)L2(σ˜,∞)(1.28)
and the extended tacnode kernel,
Ltac(τ1, ξ1, τ2, ξ2) = Ltac(τ1, ξ1, τ2, ξ2) + e2τ1ξ1−2τ2ξ2Ltac(τ1,−ξ1, τ2,−ξ2)
− p(τ1, ξ1, τ2, ξ2) 1τ1<τ2 .(1.29)
Note that the kernel in the Fredholm determinant in (1.28) is a perturbation
of the Airy kernel operator with a rank one operator and hence is a trace
class operator. Our second main result is
Theorem 1.5. With the scalings (1.20) and (1.21) we have the following
pointwise limit
(1.30) lim
n→∞ d1d2Ln(s, u, t, v) = Ltac(τ1, ξ1, τ2, ξ2).
We will prove the theorem in section 3. In the asymptotic analysis we use
the fact that the objects that appear in Ln(s, u, t, v) can be expressed using
Laguerre and Hermite polynomials, and we use their known asymptotics.
The formula (1.28) can be written in different ways. Let us give another,
somewhat more explicit, version. It suffices to give a formula for Ltac.
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Let R(x, y) be the resolvent operator for the restriction of the Airy kernel
to [σ˜,∞), i.e. the kernel of the operator
(1.31) R = (I −KAi)−1KAi
on L2[σ˜,∞).
Proposition 1.6. We have the following formula,
Ltac(τ1, ξ1, τ2, ξ2) = A˜(τ1, ξ1 + τ
2
1 + σ, τ2, ξ2 + τ
2
2 + σ)
+ 21/3e2σ(τ1−τ2)
∫ ∞
σ˜
∫ ∞
σ˜
e2
1/3(τ2x−τ1y)Ai (ξ2 + τ22 − σ + 21/3x)
×R(x, y)Ai (ξ1 + τ21 − σ + 21/3y) dxdy
− 21/3e2σ(τ1−τ2)−2τ2ξ2
∫ ∞
σ˜
∫ ∞
σ˜
e2
1/3(τ2x−τ1y)Ai (−ξ2 − σ + τ22 + 21/3x)
× Ai (x+ y − σ˜)Ai (ξ1 + τ21 − σ + 21/3y) dxdy
− 21/3e2σ(τ1−τ2)−2τ2ξ2
∫ ∞
σ˜
∫ ∞
σ˜
∫ ∞
σ˜
e2
1/3(τ2x−τ1z)Ai (−ξ2 − σ + τ22 + 21/3x)
×R(x, y)Ai (y + z − σ˜)Ai (ξ1 + τ21 − σ + 21/3z) dxdydz.
(1.32)
The proof is a computation and is given in section 3. An alternative
tacnode kernel is given in [4]. This kernel also contains Airy-like objects
just like (1.32) but we have not been able to show that they are equivalent,
i.e. give rise to the same correlation functions.
Remark 1.7. It follows from the estimates (4.6), (4.7) and (4.8) that for u, v
in a compact subset of R we have a uniform bound |LK,m,n(s, u, t, v; ν)| ≤
C. A similar statement holds for LˆK,m,n. Together with the pointwise
convergence result in theorem 1.4 this can be used to show that there actually
is a point process with determinantal correlation functions and correlation
kernel Lm,n(s, u, t, v; ν). This follows from a theorem of Lenard, see [32],
and the fact that LK,m,n is the correlation kernel for a determinantal point
process. An analysis of the argument used to prove theorem 1.5 gives a
uniform bound of d1d2Ln(s, u, t, v) for ξ1, ξ2 in a compact subset of R, and
this can similarly be used to show that there is a determinantal point process
with kernel Ltac.
2. The kernel for two starting points and arbitrary endpoints
2.1. Formula for the kernel. Let us first recall some results about Schur
polynomials and Toeplitz determinants that we need. For a partition λ =
(λ1, . . . , λN ) and x = (x1, . . . , xN ) we set
aλ(x) = det(x
λj
i )1≤i,j≤N .
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Let δ = (N − 1, N − 2, . . . , 1, 0). Then
aδ(x) =
∏
1≤i<j≤N
(xi − xj),
is the Vandermonde determinant. The Schur polynomial sλ(x) is given by
(2.1) sλ(x) =
aδ+λ(x)
aδ(x)
,
see e.g. [31]. Let er(x) be the r:th elementary symmetric polynomial with
generating function
(2.2)
∑
r∈Z
er(x)ζ
r =
N∏
j=1
(1 + xjζ).
The Schur polynomial is also given by the Jacobi-Trudi identity
(2.3) sµ′(x) = det(eµi−i+j(x))
K
i,j=1,
where µ = (µ1, . . . , µK) and µ
′ is the conjugate partition to µ. Write
< Km >= (K, . . . ,K, 0, . . . , 0) with m parts equal to K. Note that
< mK >′=< Km >. Hence, by (2.3),
(2.4) s<Km>(x) = det(em−i+j(x))Ki,j=1.
The right side of (2.4) is a Toeplitz determinant. Recall that if f ∈ L1(T),
where T is the unit circle, the Toeplitz determinant Dn[f(ζ)] with symbol
f(ζ), ζ ∈ T, is defined by
(2.5) Dn[f(ζ)] = det(fj−i)1≤i,j≤n,
where fk is the k:th Fourier coefficient of f . The generating function for the
Toeplitz determinant in the right side of (2.4) is, by (2.2),
∑
j∈Z
em+j(x)ζ
j = ζ−m
N∏
j=1
(1 + xjζ)
=
N∏
j=n+1
xj
n∏
j=1
(1 + xjζ)
N∏
j=n+1
(1 + x−1j ζ
−1),
where N = n+m and we have assumed that xn+1, . . . , xN 6= 0. Thus,
(2.6) s<Km>(x) = DK

 N∏
j=n+1
xj
n∏
j=1
(1 + xjζ)
N∏
j=n+1
(1 + x−1j ζ
−1)

 .
Let us now turn to the problem of rewriting the kernel (1.1) in a way that
is suitable for our problem. The initial steps are similar to those in [22].
Let p denote the column vector p = (pt(µ1, v) . . . p(µn, v))
t and (A|p)k the
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matrix A with column k replaced by p. By Cramer’s rule and (1.1) we then
have
(2.7) L(s, u, t, v;µ, ν) = −pt−s(u, v) +
N∑
k=1
p1−s(u, νk)
det(A|p)k
detA
.
Note that
(2.8) pt(x, y) =
e
y2
2(1−t)
i
√
2π(1 − t)
∫
Γc
e
1
2(1−t)
(w2−2yw)
p1(x,w) dw.
Set
(2.9) ν
(k)
j =
{
νj , if j 6= k,
w, if j = k,
Then, by (2.8),
(2.10)
det(A|p)k
detA
=
e
v2
2(1−t)
i
√
2π(1 − t)
∫
Γc
e
1
2(1−t)
(w2−2vw)det(p1(µi, ν
(k)
j ))
det(p1(µi, νj))
dw.
Inserting this into (2.7) and using the definition of pt(x, y) we find
L(s, u, t, v;µ, ν) = −pt−s(u, v) + e
v2
2(1−t)
− u2
2(1−s)
2πi
√
(1− s)(1− t)
∫
Γc
e
w2
2(1−t)
− vw
1−t
×
N∑
k=1
e
− ν
2
k
2(1−s)
+
uνk
1−s
det(p1(µi, ν
(k)
j ))
det(p1(µi, νj))
dw.
Hence, by (1.4) and (1.5) with the choice (1.2) of µj,
LK,m,n(s, u, t, v; ν) = −q(s, u, t, v) + 1
2πi
√
(1− s)(1− t)
∫
Γc
e
w2
2(1−t)
− vw
1−t
×
N∑
k=1
e
− ν
2
k
2(1−s)
+
uνk
1−s
det(p1(µi, ν
(k)
j ))
det(p1(µi, νj))
dw.(2.11)
Note that, by (1.2),
(2.12) µN+1−i = a1 +
a
K
(δ+ < Km >)i.
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Using (2.12) we see that
det(p1(µi, νj)) =
1
(2π)N/2
det(e−(µj−νi)
2/2) =
1
(2π)N/2
N∏
j=1
e−(µ
2
j+ν
2
j )/2 det((eνi)µj )
=
(−1)N(N−1)/2
(2π)N/2
N∏
j=1
e−(µ
2
j+ν
2
j )/2+a1νj det((eaνi/K)(δ+<K
m>)j )
=
(−1)N(N−1)/2
(2π)N/2
N∏
j=1
e−(µ
2
j+ν
2
j )/2+a1νjaδ+<Km>(x),
where xi = exp(aνi/K). If we set x
(k)
i = exp(aν
(k)
i /K), then by (2.1),
(2.13)
det(p1(µi, ν
(k)
j ))
det(p1(µi, νj))
=
s<Km>(x
(k))
s<Km>(x)
aδ(x
(k))
aδ(x)
e(ν
2
k−w2)/2+a1(w−νk).
Recall that N = n+m, and set
(2.14) gK(ζ) =
n∏
j=1
(1 + eaνj/Kζ)
n+m∏
j=n+1
(1 + e−aνj/Kζ−1).
Note that
ζ−m
N∏
j=1
(1 + x
(k)
j ζ) =
1 + eaw/Kζ
1 + eaνk/Kζ
ζ−m
N∏
j=1
(1 + xjζ).
Hence, by (2.6),
(2.15)
s<Km>(x
(k))
s<Km>(x)
=
DK
[
1+eaw/Kζ
1+eaνk/Kζ
gK(ζ)
]
DK [gK(ζ)]
.
Also, note that by the definition of aδ,
(2.16)
aδ(x
(k))
aδ(x)
=
∏
j 6=k
eaw/K − eaνj/K
eaνk/K − eaνj/K .
If we insert (2.15) and (2.16) into (2.13) and use (2.11) we obtain
LK,m,n(s, u, t, v; ν) = −q(s, u, t, v) + 1
2πi
√
(1− s)(1− t)
∫
Γc
e
t
2(1−t)
w2+a1w− vw1−t
×
n+m∑
k=1
e
− s
2(1−s)
ν2k−a1νk+
uνk
1−s
DK
[
1+eaw/Kζ
1+eaνk/Kζ
gK(ζ)
]
DK [gK(ζ)]
n+m∏
j=1,j 6=k
eaw/K − eaνj/K
eaνk/K − eaνj/K dw.
(2.17)
Note that
(2.18) DK
[
1 + eaw/Kζ
1 + eaνk/Kζ
gK(ζ)
]
= ea(w−νk)DK
[
1 + e−aw/Kζ
1 + e−aνk/Kζ
gK(ζ
−1)
]
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Set,
(2.19) FK(w, k) =
DK
[
1+eaw/Kζ
1+eaνk/Kζ
gK(ζ)
]
DK [gK(ζ)]
,
for 1 ≤ k ≤ n, and
(2.20) FK(w, k) =
DK
[
1+e−aw/Kζ
1+e−aνk/Kζ
gK(ζ
−1)
]
DK [gK(ζ−1)]
,
for n < k ≤ n+m. Define
LK,m,n(s, u, t, v; ν) =
1
2πi
√
(1− s)(1− t)
∫
Γc
e
t
2(1−t)
w2+a1w− vw1−t
×
n∑
k=1
e
− s
2(1−s)
ν2k−a1νk+
uνk
1−sFK(w, k)
n+m∏
j=1,j 6=k
eaw/K − eaνj/K
eaνk/K − eaνj/K dw(2.21)
and
LˆK,m,n(s, u, t, v; ν) =
1
2πi
√
(1− s)(1− t)
∫
Γc
e
t
2(1−t)
w2+a2w− vw1−t
×
n+m∑
k=n+1
e
− s
2(1−s)
ν2k−a2νk+
uνk
1−sFK(w, k)
n+m∏
j=1,j 6=k
eaw/K − eaνj/K
eaνk/K − eaνj/K dw.(2.22)
Then,
(2.23)
LK,m,n(s, u, t, v; ν) = −q(s, u, t, v)+LK,m,n(s, u, t, v; ν)+LˆK,m,n(s, u, t, v; ν).
This representation is useful for the analysis of the limit K →∞.
2.2. Proof of theorem 1.4. We want to take the limit K → ∞ in (2.21)
and (2.22). Before we can do that we rewrite the Toeplitz determinants
in (2.19) and (2.20) using the Geronimo-Case/Borodin-Okounkov (GCBO)
identity, [21], [10]. Consider first the kernel LK,m,n(s, u, t, v; ν). To simplify
the notation we write
α = eaw/K , β = eaz/K ,
γj = e
aνj/K , 1 ≤ j ≤ n, δj = e−aνn+j/K , 1 ≤ j ≤ m.
We assume that Re z < 0 and Rew < 0 so that all numbers have absolute
value less than 1. This means that we assume that c < 0 in Γc in (2.21).
The function gK in (2.14) can now be written
(2.24) gK(ζ) =
n∏
j=1
(1 + γjζ)
m∏
j=1
(1 + δjζ
−1).
Note that β = γk if z = νk.
We want to express
DK
[
1 + αζ
1 + βζ
gK(ζ)
]
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using the GCBO identity. We use the formulation given in [8]. Let
φ(ζ) =
1 + αζ
1 + βζ
gK(ζ) = φ+(ζ)φ−(ζ),
where
φ+(ζ) =
1 + αζ
1 + βζ
n∏
j=1
(1 + γjζ),
φ−(ζ) =
m∏
j=1
(1 + δjζ
−1).
Note that φ+ is analytic and non-zero in |ζ| < 1, and φ− is analytic and
non-zero in |ζ| > 1. Also, φ+(0) = φ−(∞) = 1. Let
(2.25) K(r, s) =
∞∑
ℓ=1
(
φ−
φ+
)
r+ℓ
(
φ+
φ−
)
−ℓ−s
and
Z =
∞∑
j=1
j(log φ)j(log φ)−j .
Then the GCBO identity states that
(2.26) DK [φ(ζ)] = e
Z det(I −K)ℓ¯2(K),
where we have introduced the notation ℓ¯2(K) = ℓ2({K,K + 1, . . . }).
A computation gives
(2.27) eZ =
m∏
j=1
1− βδj
1− αδj
n∏
i=1
m∏
j=1
(1− γiδj)−1.
We also get
(2.28)(
φ−
φ+
)
r+ℓ
=
1
2πi
∫
Cs1
1 + βζ
1 + αζ
m∏
j=1
(1 + δjζ
−1)
n∏
j=1
(1 + γjζ)
−1ζ−(r+ℓ)
dζ
ζ
,
where Cs denotes a circle of radius s around 0. We have to assume that
|αs1| < 1, γjs1 < 1, 1 ≤ j ≤ n, i.e.
(2.29) s1 < e
−aRew/K , e−aνj/K , 1 ≤ j ≤ n.
Furthermore,
(2.30)(
φ+
φ−
)
−s−ℓ
=
1
2πi
∫
Cs2
1 + αω
1 + βω
m∏
j=1
(1 + δjω
−1)−1
n∏
j=1
(1 + γjω)ω
s+ℓdω
ω
,
where we require |βs2| < 1 and |δs−12 | < 1, i.e.
(2.31) e−aνn+j/K < s2 < e−aRe z/K , 1 ≤ j ≤ m.
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Inserting (2.28) and (2.30) into (2.25) we obtain (after changing ζ to −ζ and
ω to −ω),
(2.32)
K(r, s) = (−1)
r−s
(2πi)2
∫
Cs1
dζ
∫
Cs2
dω
(1− βζ)(1− αω)
(1− αζ)(1− βω)
ωs
ζr+1
1
ζ − ω
H˜m,n(ζ)
H˜m,n(ω)
,
provided that also
(2.33) s1 > s2.
Here,
(2.34) H˜m,n(ζ) =
m∏
j=1
(1− δjζ−1)
n∏
j=1
(1− γjζ)−1.
Hence, by (2.26) and (2.27),
(2.35) DK
[
1 + αζ
1 + βζ
gK(ζ)
]
=
m∏
j=1
1− βδj
1− αδj
n∏
i=1
m∏
j=1
(1−γiδj)−1 det(I−K)ℓ¯2(K)
with K given by (2.32), and where s1, s2 satisfy (2.29), (2.31) and (2.33).
We can take w = z so that α = β. This gives
(2.36) DK [gK(ζ)] =
n∏
i=1
m∏
j=1
(1− γiδj)−1 det(I −K0)ℓ¯2(K),
where
(2.37) K0(r, s) = (−1)
r−s
(2πi)2
∫
Cs′
1
dζ
∫
Cs′
2
dω
ωs
ζr+1
1
ζ − ω
H˜m,n(ζ)
H˜m,n(ω)
,
From (2.29), (2.31) and (2.33) we can summarize the restrictions on s1, s2,
s1 < min(e
−aRew/K , e−aνi/K),
e−aνn+j/K < s2 < min(s1, e−aRe z/K),(2.38)
1 ≤ i ≤ n, 1 ≤ j ≤ m. For s′1, s′2 there are no conditions related to z and w
so we get instead
(2.39) e−aνn+i/K < s′2 < s
′
1 < e
−aνj/K ,
1 ≤ i ≤ m, 1 ≤ j ≤ n.
The factor (−1)r−s in (2.32) and (2.37) can be removed without changing
the Fredholm determinant. The change of variables ω → 1/ω then gives the
following kernel, which we denote by K(z,w)(r, s;K) to indicate the depen-
dence on z, w and K,
K(z,w)(r, s;K)
=
1
(2πi)2
∫
Cs1
dζ
∫
Cs3
dω
(1− βζ)(1− αω−1)
(1− αζ)(1− βω−1)
1
ωsζr+1
1
ζω − 1
H˜m,n(ζ)
H˜m,n(ω−1)
,
(2.40)
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where s3 = 1/s2. We get the following condition on s3 from (2.38),
max(
1
s1
, eaRe z/K) < s3 < e
aνn+j/K ,
1 ≤ j ≤ m. We can take s1, s3 > 1 in (2.40) and notice that we are
interested in r, s ≥ K, where K is very large, actually tending to infinity.
Looking at the integrand in (2.40) we see that in ζ we have poles at ζ = 0,
ζ = 1/ω, ζ = 1/α ≈ 1 − aw/K and ζ = 1/γj ≈ 1 − aνj/K, 1 ≤ j ≤ n. In
the ω variable we have poles at ω = 0, ω = 1/ζ, ω = β ≈ 1 + az/K and
ω = 1/δj ≈ 1 + aνn+j/K, 1 ≤ j ≤ m, compare (2.38). Hence, we can, for
large r, s, deform Cs1 and Cs3 through infinity without hitting any poles to
curves given by
(2.41) ζ = 1− aζ
′
K
, ζ ′ ∈ γ1,w, ω = 1 + aω
′
K
, ω′ ∈ γ2,
where γ1,w and γ2 are as defined in Remark 1.1. We obtain
K(z,w)(r, s;K) = −a
(2πi)2K
∫
γ1,w
dζ ′
∫
γ2
dω′
(1− β(1 − aζ ′/K))(1 − α(1 + aω′/K)−1)
(1− α(1 − aζ ′/K))(1− β(1 + aω′/K)−1)
× 1
(1 + aω′/K)s(1− aζ ′/K)r+1
1
K
a [(1− aζ ′/K)(1 + aω′/K)− 1]
H˜m,n(1− aζ ′/K)
H˜m,n((1 + aω′/K)−1)
.
(2.42)
Define
(2.43) K˜(z,w)(x, y;K) = KK(z,w)([xK], [yK];K).
We can expand the determinant det(I−K(z,w))ℓ¯(K) in a Fredholm expansion
and use (2.43) to obtain
det(I −K(z,w))ℓ¯2(K) =
∞∑
m=0
(−1)m
m!
∞∑
r1,...rm=K
det(K(z,w)(ri, rj ;K))m×m
=
∞∑
m=0
(−1)m
m!
∫
[1,∞)m
det(K˜(z,w)(xi, xj ;K))m×m dmx.(2.44)
In (2.43) we can take the limit K →∞. Note that
H˜m,n(1− aζ ′/K) =
m∏
j=1
(1− e−aνn+j/K(1− aζ ′/K)−1)
n∏
j=1
(
1− eaνj/K(1− aζ ′/K)
)−1
∼
( a
K
)m−n m∏
j=1
νn+j
n∏
j=1
ν−1j

Hm,n(ζ),
as K →∞, where
(2.45) Hm,n(ζ) =
m∏
j=1
(1− ζ/νn+j)
n∏
j=1
(ζ/νj − 1)−1.
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Also,
H˜m,n((1 − aω′/K)−1) =
m∏
j=1
(1− e−aνn+j/K(1 + aω′/K))
n∏
j=1
(
1− eaνj/K(1 + aω′/K)−1
)−1
∼
( a
K
)m−n m∏
j=1
νn+j
n∏
j=1
ν−1j

Hm,n(ω),
as K → ∞. The other parts of the integrand in (2.42) are easy to analyze
as K →∞ and it is not hard to see that for any fixed x, y, z, w all the limits
hold uniformly for ζ ′ ∈ γ1,w and ω′ ∈ γ2. In this way we see that pointwise
in x, y, z, w,
(2.46) lim
K→∞
K˜(z,w)(x, y;K) =M (z,w)(x, y),
where
(2.47)
M (z,w)(x, y) =
a
(2πi)2
∫
γ1,w
dζ
∫
γ2
dω
(z − ζ)(w − ω)
(w − ζ)(z − ω)
eaxζ−ayω
ζ − ω
Hm,n(ζ)
Hm,n(ω)
,
for Re z < 0, Rew < 0, x, y ≥ 1. Note that
(1−aζ ′/K)−[xK] = exp(−[xK] log(1−aζ ′/K)) = exp([xK]
∞∑
k=1
(aζ ′/K)m/m)
for ζ ′ ∈ γ1,w and large enough K. Since γ1,w lies in the open left half plane
there is an ǫ > 0 such that Re ζ ′ ≤ −ǫ < 0 for all ζ ′ ∈ γ1,w. Hence,∣∣∣(1− aζ ′/K)−[xK]∣∣∣ ≤ e−aǫx/2
for all ζ ′ ∈ γ1,w and large K. In this way we see from (2.42) that there is a
constant C independent of K such that
(2.48)
∣∣∣K˜(z,w)(x, y;K)∣∣∣ ≤ Ce−aǫ(x+y)/2
for all x, y ≥ 1, K sufficiently large.
It follows from (2.44), (2.46), (2.48), the Hadamard inequality and the
dominated convergence theorem that
lim
K→∞
det(I −K(z,w))ℓ¯2(K)
=
∞∑
m=0
(−1)m
m!
∫
[1,∞)m
det(M (z,w)(xi, xj))m×m dmx,(2.49)
where K(z,w) is given by (2.40) and M (z,w) by (2.47). By lemma 4.1 (a)
M (z,w) is a finite rank operator and hence the Fredholm determinant exists
and equals its Fredholm expansion. We obtain
(2.50) lim
K→∞
det(I −K(z,w))ℓ¯2(K) = det(I −M (z,w))L2[1,∞).
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Set M0 = M
(z,z) so that M0 is given by (1.9). It then follows from (2.50)
and (2.37) that
(2.51) lim
K→∞
det(I −K0)ℓ¯2(K) = det(I −M0)L2[1,∞),
and we know from lemma 4.1 (b) that the right hand side is positive.
If we combine (2.19), (2.35) and (2.36) we see that
FK(w, k) =
m∏
j=1
1− γkδj
1− αδj
det(I −K(νk ,w))ℓ¯2(K)
det(I −K0)ℓ¯2(K)
.
Since
lim
K→∞
m∏
j=1
1− γkδj
1− αδj =
m∏
j=1
νn+j − νk
νn+j −w ,
we see from (2.50) and (2.51) that, pointwise in w, Rew < 0,
(2.52) lim
K→∞
FK(w, k) =
m∏
j=1
νn+j − νk
νn+j −w
det(I −M (νk,w))L2[1,∞)
det(I −M0)L2[1,∞)
for 1 ≤ k ≤ n.
We can now use (2.52), the estimates (4.6), (4.8), which will be proved in
section 4, and the dominated convergence theorem to conclude that, point-
wise in s, u, t, v,
lim
K→∞
Lm,n,K(s, u, v, t; ν) =
1
2πi
√
(1− s)(1− t)
∫
Γc
dwe
t
2(1−t)
w2+a1w− vw1−t
×
n∑
k=1
e
− s
2(1−s)
ν2k−a1νk+
uνk
1−s
n∏
j=1,j 6=k
w − νj
νk − νj
det(I −M (νk,w))L2[1,∞)
det(I −M0)L2[1,∞)
(2.53)
for c < 0.
The argument used above to analyze Lm,n,K(s, u, v, t; ν) can also be ap-
plied to Lˆm,n,K(s, u, v, t; ν). If we look at (2.20) we see that we can per-
form exactly the same argument with the changes n ↔ m, ν1, . . . , νn →
−νn+1, . . . ,−νn+m and νn+1, . . . , νn+m → −ν1, . . . ,−νn, as well as w → −w
and z → −z. Define,
(2.54)
Mˆ (z,w)(x, y) =
a
(2πi)2
∫
γ1
dζ
∫
γ2,w
dω
(z − ζ)(w − ω)
(w − ζ)(z − ω)
e−axζ+ayω
ω − ζ
Hm,n(ω)
Hm,n(ζ)
,
for x, y ≥ 1, Re z > 0, Rew > 0. Also, set Mˆ0 = Mˆ (z,z) so that Mˆ0 is given
by (1.13). We get,
(2.55) lim
K→∞
FK(w, k) =
n∏
j=1
νj − νk
νj − w
det(I − Mˆ (νk,w))L2[1,∞)
det(I − Mˆ0)L2[1,∞)
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pointwise in w for Rew > 0, n < k ≤ n+m. Similarly to above we obtain,
pointwise in s, u, t, v,
lim
K→∞
Lˆm,n,K(s, u, v, t; ν) =
1
2πi
√
(1− s)(1− t)
∫
Γc
dwe
t
2(1−t)
w2+a2w− vw1−t
×
n+m∑
k=n+1
e
− s
2(1−s)
ν2k−a2νk+
uνk
1−s
n+m∏
j=n+1,j 6=k
w − νj
νk − νj
det(I − Mˆ (νk,w))L2[1,∞)
det(I − Mˆ0)L2[1,∞)
(2.56)
for c > 0. It follows from the residue theorem that the right hand side of
(2.53) can be written as
Lm,n(s, u, v, t; ν) =
1
(2πi)2
√
(1− s)(1− t)
∫
γ1
dz
∫
Γc1
dwe
t
2(1−t)
w2+a1w− vw1−t
e
− s
2(1−s)
z2−a1z+ uz1−s 1
w − z
n∏
j=1
w − νj
z − νj
det(I −M (z,w))L2[1,∞)
det(I −M0)L2[1,∞)
,
(2.57)
and similarly for the right hand side of (2.56) we obtain
Lˆm,n(s, u, v, t; ν) =
1
(2πi)2
√
(1− s)(1− t)
∫
γ2
dz
∫
Γc2
dwe
t
2(1−t)
w2+a2w− vw1−t
e
− s
2(1−s)
z2−a2z+ uz1−s 1
w − z
n+m∏
j=n+1
w − νj
z − νj
det(I − Mˆ (z,w))L2[1,∞)
det(I − Mˆ0)L2[1,∞)
,
(2.58)
Here c1 < 0 is chosen so that Γc1 lies to the right of γ1 and c2 > 0 is chosen
so that Γc2 lies to the left of γ2.
To prove theorem 1.4 it remains to show that these expressions agree with
those given in (1.14) and (1.15) respectively. Since
(z − ζ)(w − ω)
(w − ζ)(z − ω) = 1−
(w − z)(ζ − ω)
(ζ − w)(ω − z)
we see that
(2.59) M (z,w) =M0 − (w − z)bw1 ⊗ bz2
as operators on L2[1,∞), where
(2.60) bw1 (x) =
√
a
2πi
∫
γ1,w
Hm,n(ζ)
eaxζ
ζ − w dζ
and
(2.61) bz2(y) =
√
a
2πi
∫
γ2
Hm,n(ω)
−1 e
−ayω
ω − z dω.
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Define
(2.62) Fu,s(z) =
d1
2πi
√
1− se
− s
2(1−s)
z2−a1z+ uz1−s
n∏
j=1
(
z
νj
− 1
)−1
and
(2.63) Gv,t(w) =
d2
2πi
√
1− te
t
2(1−t)
w2+a1w− vw1−t
n∏
j=1
(
w
νj
− 1
)
.
From (2.57) we now obtain
d1d2Lm,n(s, u, t, v; ν) =
∫
γ1
dz
∫
Γc1
dwFu,s(z)Gv,t(w)
1
w − z
× det(I −M0 + (w − z)b
w
1 ⊗ bz2)L2[1,∞)
det(I −M0)L2[1,∞)
.(2.64)
Next we use the following lemma that will be proved in section 4.
Lemma 2.1. The following identity holds∫
γ1
dz
∫
Γc1
dwFu,s(z)Gv,t(w)
1
w − z det(I −M0 + (w − z)b
w
1 ⊗ bz2)L2[1,∞)
=
[∫
γ1
dz
∫
Γc1
dwFu,s(z)Gv,t(w)
1
w − z − 1
]
det(I −M0)L2[1,∞)
+ det
(
I −M0 +
(∫
Γc1
Gv,t(w)b
w
1 dw
)
⊗
(∫
γ1
Fu,s(z)b
z
2 dz
))
L2[1,∞)
.
(2.65)
Now,∫
γ1
Fu,s(z)b
z
2 dz =
d1
√
a
(2πi)2
√
1− s
∫
γ1
dz
∫
γ2
dωe
− s
2(1−s)
z2−a1z+ uz1−s
×
n∏
j=1
(
z
νj
− 1
)−1
Hm,n(ω)
−1 e
−ayω
ω − z = Cu,s(y),(2.66)
where Cu,s(y) is given by (1.8). Also,∫
Γc1
Gv,t(w)b
w
1 dw =
d2
√
a
(2πi)2
√
1− t
∫
Γc1
dw
∫
γ1,w
dζe
t
2(1−t)
w2+a1w− vw1−t
×
n∏
j=1
w/νj − 1
ζ/νj − 1
m∏
j=1
(1− ζ/νj+n) e
axζ
ζ − w.
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We can move γ1,w to a contour γ
′
1,w in the left half plane that contains
ν1, . . . , νn but does not contain w. This gives,∫
Γc1
Gv,t(w)b
w
1 dw =
d2
√
a
(2πi)2
√
1− t
∫
Γc1
dw
∫
γ′1,w
dζe
t
2(1−t)
w2+a1w− vw1−t
×
n∏
j=1
w/νj − 1
ζ/νj − 1
m∏
j=1
(1− ζ/νj+n) e
axζ
ζ − w
+
d2
√
a
2πi
√
1− t
∫
Γc1
dwe
t
2(1−t)
w2+a1w+
vw
1−t
+axw
m∏
j=1
(1− w/νj+n).
(2.67)
In the first integral in the right hand side of (2.67) we can choose c1 > b2,
where b2 is defined in (1.3), and then deform γ
′
1,w to γ1. We see that∫
Γc1
Gv,t(w)b
w
1 dw = Bv,t(x) + βv,t(x),
where Bv,t is given by (1.6) and βv,t by (1.7). It follows that the right hand
side of (1.14) agrees with the right hand side of (2.64).
For the rewriting of Lˆm,n we obtain instead of (2.59) the kernel
(2.68) Mˆ (z,w) = Mˆ0 + (w − z)bˆw1 ⊗ bˆz2,
where Mˆ0 is given by (1.13),
(2.69) bˆw1 (x) =
√
a
2πi
∫
γ2,w
Hm,n(ζ)
−1 e
−axζ
ζ − w dζ
and
(2.70) bˆz2(y) =
√
a
2πi
∫
γ1
Hm,n(ω)
eayω
ω − z dω.
Also, instead of (2.62) and (2.63) we need
(2.71) Fˆu,s(z) =
d1
2πi
√
1− se
− s
2(1−s)
z2−a2z+ uz1−s
m∏
j=1
(
1− z
νn+j
)−1
(2.72) Gv,t(w) =
d2
2πi
√
1− te
t
2(1−t)
w2+a2w− vw1−t
m∏
j=1
(
1− w
νn+j
)
.
From (2.58) we obtain
d1d2Lˆm,n(s, u, t, v; ν) =
∫
γ2
dz
∫
Γc2
dwFˆu,s(z)Gˆv,t(w)
1
w − z
× det(I − Mˆ0 − (w − z)bˆ
w
1 ⊗ bˆz2)L2[1,∞)
det(I − Mˆ0)L2[1,∞)
.(2.73)
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Using lemma 2.1 again we get∫
γ2
dz
∫
Γc2
dwFˆu,s(z)Gˆv,t(w)
1
w − z det(I − Mˆ0 − (w − z)bˆ
w
1 ⊗ bˆz2)L2[1,∞)
=
[∫
γ2
dz
∫
Γc2
dwFˆu,s(z)Gˆv,t(w)
1
w − z − 1
]
det(I − Mˆ0)L2[1,∞)
+ det
(
I − Mˆ0 −
(∫
Γc2
Gˆv,t(w)bˆ
w
1 dw
)
⊗
(∫
γ2
Fˆu,s(z)bˆ
z
2 dz
))
L2[1,∞)
.
(2.74)
Now,∫
γ2
Fˆu,s(z)bˆ
z
2 dz =
d1
√
a
(2πi)2
√
1− s
∫
γ2
dz
∫
γ1
dωe
− s
2(1−s)
z2−a2z+ uz1−s
×
m∏
j=1
1− ω/νn+j
1− z/νj+n
n∏
j=1
1
ω/νj − 1
eayω
ω − z = Cˆu,s(y),(2.75)
where Cˆu,s(y) is given by (1.12). Also,∫
Γc2
Gˆv,t(w)bˆ
w
1 dw =
d2
√
a
(2πi)2
√
1− t
∫
Γc2
dw
∫
γ2,w
dζe
t
2(1−t)
w2+a2w− vw1−t
×
m∏
j=1
1− w/νn+j
1− ζ/νn+j
n∏
j=1
(ζ/νj − 1) e
−axζ
ζ − w.
We can move γ2,w to a contour γ
′
2,w in the right half plane that contains
νn+1, . . . , νn+m but does not contain w in its interior. This gives,∫
Γc2
Gˆv,t(w)bˆ
w
1 dw =
d2
√
a
(2πi)2
√
1− t
∫
Γc2
dw
∫
γ′2,w
dζe
t
2(1−t)
w2+a2w− vw1−t
×
m∏
j=1
1− w/νn+j
1− ζ/νn+j
n∏
j=1
(ζ/νj − 1) e
−axζ
ζ − w
+
d2
√
a
2πi
√
1− t
∫
Γc2
dwe
t
2(1−t)
w2+a2w− vw1−t−axw
n∏
j=1
(w/νj − 1).(2.76)
In the first integral in the right hand side of (2.76) we can choose c2 < b2
and then deform γ′2,w to γ2. We see that∫
Γc2
Gˆv,t(w)bˆ
w
1 dw = Bˆv,t(x) + βˆv,t(x),
where Bˆv,t is given by (1.10) and βˆv,t by (1.11). We conclude that the right
hand side of (2.73) agrees with the right hand side of (1.15). This completes
the proof of theorem 1.4
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3. Asymptotics and the extended tacnode kernel
In this section we will prove theorem 1.5 by analyzing the asymptotics of
the kernel Ln(s, u, t, v) which we get from Lm,n(s, u, t, v; ν) when we make
the special choice m = n, a1 = −a/2 = −a2, ν1 = · · · = νn = b1 = −a/2,
νn+1 = · · · = νn+m = b2 = a/2, where a > 0. By (1.19) it is enough to
investigate the asymptotics of Ln(s, u, t, v) and q(s, u, t, v) under the scaling
given by (1.20). Note that, by (1.14),
d1d2Ln(s, u, t, v) =
d1d2
(2πi)2
√
(1− s)(1− t)
∫
Γ0
dw
∫
γ1
dz
1
w − z
× e− s2(1−s) z2+az/2+ uz1−s+ t2(1−t)w2−aw/2− vw1−t
(
1 + 2w/a
1 + 2z/a
)n
− 1 +
det (I −M0 + (Bv,t + βv,t)⊗ Cu,s)L2[1,∞)
det(I −M0)L2[1,∞)
.(3.1)
In this case,
Bv,t(x) = d2
√
a
(2πi)2
√
1− t
∫
Γ0
dw
∫
γ1
dζe
t
2(1−t)
w2−aw/2− vw
1−t
+axζ 1
ζ − w
×
(
1− 2ζ/a
1 + 2ζ/a
)n
(1 + 2w/a)n,(3.2)
(3.3) βv,t(x) =
d2
√
a
2πi
√
1− t
∫
Γ0
dwe
t
2(1−t)
w2−aw/2− vw
1−t
+axw
(1− 2w/a)n,
Cu,s(y) = d1
√
a
(2πi)2
√
1− s
∫
γ1
dz
∫
γ2
dωe
− s
2(1−s)
z2+az/2+ uz
1−s
−ayω 1
ω − z
×
(
1 + 2ω/a
1− 2ω/a
)n 1
(1 + 2z/a)n
,(3.4)
and
(3.5)
M0(x, y) =
a
(2πi)2
∫
γ1
dζ
∫
γ2
dω
eaxζ−ayω
ζ − ω
(
1 + 2ω/a
1− 2ω/a
)n (1− 2ζ/a
1 + 2ζ/a
)n
.
Here γ1 can be taken to be a circle of radius < a/2 around −a/2 and γ2 a
circle of radius < a/2 around a/2.
The functions Bv,t, βv,t, Cu,s and M0 can all be expressed in terms of
Hermite and Laguerre polynomials. This means that we can use known
asymptotic results for these polynomials in our asymptotic analysis. It would
also be possible to use the above formulas directly in a saddle-point analysis.
In (3.2) we make the change of variables ζ → −aζ/2 and w → aw/2. Let
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D1 be a circle with radius < 1 around 1. Then,
Bv,t(x) = a
3/2d2
2(2πi)2
√
1− t
∫
Γ0
dw
∫
D1
dζe
a2t
8(1−t)
w2−a2w/4− avw
2(1−t)
−a2xζ/2 1
ζ + w
×
(
1 + ζ
1− ζ
)n
(1 + w)n.(3.6)
In (3.3) we make the change of variables w → −aw/2, which gives
(3.7) βv,t(x) =
a3/2d2
(4πi
√
1− t)
∫
Γ0
dwe
a2t
8(1−t)
w2+
(
a2
4
+ av
2(1−t)
− a2x
2
)
w
(1 + w)n.
Furthermore, in (3.4) we make the change of variables ω → aω/2, z → az/2.
Let D−1 be a circle around −1 with radius < 1. Then,
Cu,s(y) = a
3/2d1
2(2πi)2
√
1− s
∫
D−1
dz
∫
D1
dωe
− a2s
8(1−s)
z2+a2z/4+ auz
2(1−s)
−a2yω/2 1
ω − z
×
(
1 + ω
1− ω
)n 1
(1 + z)n
,
(3.8)
Finally, in (3.5), we make the change of variables ω → aω/2, ζ → −aζ/2,
which gives
(3.9)
M0(x, y) =
a2
2(2πi)2
∫
D1
dζ
∫
D1
dω
e−a2(xζ+yω)/2
ζ + ω
(
1 + ω
1− ω
)n (1 + ζ
1− ζ
)n
.
We will use the following formulas for the Hermite and Laguerre polynomi-
als. Let hn(x) denote the normalized Hermite polynomials w.r.t. the weight
e−x2 on R. Then
(3.10)
1
2πi
∫
Γ0
(w + 1)neAw
2−2Bw dw =
√
n!
π1/4
√
2
e−B
2/A
(
√
2A)n+1
hn(
B√
A
+
√
A),
and
(3.11)
1
2πi
∫
D−1
e−Az2+2Bz
(z + 1)n
dz =
π1/4(
√
2A)n−1√
(n− 1)! e
−A−2Bhn−1(
B√
A
+
√
A).
These formulas follow from the classical integral representations of the Her-
mite polynomials. Let ℓ1n(x) denote the normalized Laguerre polynomial
with weight xe−x on [0,∞) and with positive leading coefficient. Then,
(3.12)
1
2πi
∫
D1
e−xζ/2
(
1 + ζ
1− ζ
)n
dζ = −2√ne−x/2ℓ1n−1(x),
as can be derived from the contour integral formula for Laguerre polynomi-
als. In (3.6) we can write
1
ζ + w
=
∫ ∞
0
e−λ(ζ+w) dλ,
NON-COLLIDING BROWNIAN MOTIONS AND THE TACNODE 25
since Re (ζ + w) > 0. Hence, by (3.10) and (3.12),
Bv,t(x) = a
3/2d2
2
√
1− t
∫ ∞
0
(
1
2πi
∫
Γ0
(w + 1)ne
a2t
8(1−t)
w2−2(a2/8+ av
4(1−t)
+λ/2)w
dw
)
×
(
1
2πi
∫
D1
e−(a
2x+2λ)ζ/2
(
1 + ζ
1− ζ
)n
dζ
)
dλ
= − a
3/2d2
√
n!
√
n√
2π1/4
√
1− t
(
a2t
4(1− t)
)−(n+1)/2 ∫ ∞
0
e
− 8(1−t)
a2t
(
a2/8+ av
4(1−t)
+λ/2
)2
× hn
(√
8(1 − t)
a2t
(
a2
8
+
av
4(1 − t) +
λ
2
)
+
√
a2t
8(1− t)
)
e−a
2x/2−λℓ1n−1(a
2x+ 2λ) dλ.
(3.13)
In (3.7) we can use (3.10) directly and obtain
βv,t(x) =
a3/2d2
√
n!
2π1/4
√
2(1− t)
(
a2t
4(1− t)
)−(n+1)/2
e
− 8(1−t)
a2t
(
a2x
4
− a2
8
− av
4(1−t)
)2
× hn
(√
8(1− t)
a2t
(
a2x
4
− a
2
8
− av
4(1 − t)
)
+
√
a2t
8(1− t)
)
.(3.14)
Next, in (3.8) we use (3.11), (3.12) and
1
ω − z =
∫ ∞
0
e−λ(ω−z) dλ,
to get
Cu,s(y) = − a
3/2d1
√
nπ1/4√
(n− 1)!√1− s
(
a2s
4(1 − s)
)−(n−1)/2 ∫ ∞
0
e
− a2s
8(1−s)
− a2
4
− au
2(1−s)
−λ
× hn−1
(√
8(1 − s)
a2s
(
a2
8
+
au
4(1 − s) +
λ
2
)
+
√
a2s
8(1 − s)
)
e−a
2y/2−λℓ1n−1(a
2y + 2λ) dλ.
(3.15)
Finally, in (3.9) we use (ζ + ω)−1 =
∫∞
0 exp(−λ(ζ + ω)) dλ to get
(3.16)
M0(x, y) = 2a
2n
∫ ∞
0
e−(a
2x/2+λ)ℓ1n−1(a
2x+2λ)e−(a
2y/2+λ)ℓ1n−1(a
2y+2λ) dλ
We would now like to insert the scalings (1.20) into (3.1) and take the
limit as n → ∞. For this we use the following asymptotic results for the
Hermite and Laguerre polynomials.
Lemma 3.1. Uniformly for ξ in a compact set we have the limit
(3.17) n1/12hn
(√
2n
(
1 +
ξ
n2/3
))
e−n(1+ξ/n
2/3)2 → 21/4Ai (2ξ)
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as n→∞. Also, there are constants c, C > 0 so that
(3.18)
∣∣∣∣n1/12hn
(√
2n
(
1 +
ξ
n2/3
))
e−n(1+ξ/n
2/3)2
∣∣∣∣ ≤ Ce−cξ3/2
for all ξ ≥ 0, and
(3.19)
∣∣∣∣n1/12hn
(√
2n
(
1 +
ξ
n2/3
))
e−n(1+ξ/n
2/3)2
∣∣∣∣ ≤ Ce−ξ2/3n1/3
for all ξ ≥ n2/3. Furthermore, uniformly for ξ in a compact set,
(3.20) n5/6ℓ1n
(
4n
(
1 +
ξ
n2/3
))
e−2n(1+ξ/n
2/3) → 2−4/3Ai (22/3ξ)
as n→∞. There are constants c, C > 0, so that
(3.21)
∣∣∣∣n5/6ℓ1n
(
4n
(
1 +
ξ
n2/3
))
e−2n(1+ξ/n
2/3)
∣∣∣∣ ≤ Ce−cξ,
for all ξ ≥ 0.
Proof. Fix δ > 0 small and let
F (x) =
∣∣∣∣
∫ 1
x
√
|1− y2|2 dy
∣∣∣∣ .
From [13], theorem 2.2, we have the following asymptotic formulas for the
normalized Hermite polynomials
hn(
√
2nx)e−nx
2
= (2n)−1/4
{(
1 + x
1− x
)1/4
[3nF (x)]1/6Ai (−[3nF (x)]2/3)
−
(
1− x
1 + x
)1/4
[3nF (x)]−1/6Ai ′(−[3nF (x)]2/3)
}
(1 +O(n−1)),(3.22)
for 1− δ ≤ x ≤ 1,
hn(
√
2nx)e−nx
2
= (2n)−1/4
{(
x+ 1
x− 1
)1/4
[3nF (x)]1/6Ai ([3nF (x)]2/3)
−
(
x− 1
x+ 1
)1/4
[3nF (x)]−1/6Ai ′([3nF (x)]2/3)
}
(1 +O(n−1)),(3.23)
for 1 ≤ x ≤ 1 + δ and
(3.24)
∣∣∣hn(√2nx)e−nx2∣∣∣ ≤ Cn−1/4e−nF (x)
for x ≥ 1 + δ. These asymptotic formulas and estimates together with
asymptotics for the Airy function and its derivative can be used to prove
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(3.17) to (3.19). Let us give the proof of (3.19). If ξ ≥ n2/3, then x =
1 + ξ/n2/3 ≥ 2 so we can use the estimate (3.24). We obtain∣∣∣∣n1/12hn
(√
2n
(
1 +
ξ
n2/3
))
e−n(1+ξ/n
2/3)2
∣∣∣∣
≤ C
n1/6
exp
(
−n
∫ 1+ξ/n2/3
1
√
t2 − 1 dt
)
for all ξ ≥ n2/3. Now,∫ 1+ξ/n2/3
1
√
t2 − 1 dt ≥
∫ 1+ξ/n2/3
√
2
t
√
1− 1/t2 dt ≥ 1√
2
∫ 1+ξ/n2/3
√
2
t dt
=
1
2
√
2
((
1 +
ξ
n2/3
)2
− 2
)
=
1
2
√
2
(
2ξ
n2/3
− 1 + ξ
2
n4/3
)
≥ 1
2
√
2
ξ2
n4/3
if ξ ≥ n2/3. This proves (3.19).
In [34] formulas similar to (3.22) to (3.24) are given for generalized La-
guerre polynomials and specializing to the Laguerre polynomilas we are
considering we can use the results of [34] to prove (3.20) and (3.21). (In
the notation of [34] we are considering the case when α = 1, Q(x) = x,
which gives hn(x) = 4, dµn(x) = 2π
−1√(1− x)/x, βn = 4n and ψn(z) =
2(πi)−1(z − 1)1/2/z1/2. We can then use Theorem 2.4 in [34].) 
These asymptotic results and estimates can be used to prove the next
lemma, which contains the essential asymptotic results that we need.
Lemma 3.2. Consider the scaling (1.20) and choose d1, d2 as in (1.21).
We have the following pointwise limits,
(3.25)
lim
n→∞n
−1/3Bv,t(1+xn−2/3) = −
√
2
∫ ∞
0
e2
1/3τ2λAi (ξ2+τ
2
2+σ+2
1/3λ)Ai (22/3x+σ˜+λ) dλ,
(3.26) lim
n→∞n
−1/3βv,t(1 + xn−2/3) =
√
2e2τ2(x−ξ2)Ai (−ξ2 + σ + 2x+ τ22 ),
(3.27)
lim
n→∞n
−1/3Cu,s(1+yn−2/3) = −
√
2
∫ ∞
0
e−2
1/3τ1λAi (ξ1+τ
2
1+σ+2
1/3λ)Ai (22/3y+σ˜+λ) dλ
and
(3.28)
lim
n→∞n
−2/3M0(1 + xn−2/3, 1 + yn−2/3) = 22/3KAi(22/3x+ σ˜, 22/3y + σ˜).
We also have the following estimates. There are constants c, C > 0 so that,
for all x, y ≥ 0,
(3.29)
∣∣∣n−1/3Bv,t(1 + xn−2/3)∣∣∣ ≤ Ce−cx,
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(3.30)
∣∣∣n−1/3βv,t(1 + xn−2/3)∣∣∣ ≤ Ce−cx,
(3.31)
∣∣∣n−1/3Cu,s(1 + yn−2/3)∣∣∣ ≤ Ce−cy,
and
(3.32)
∣∣∣n−2/3M0(1 + xn−2/3, 1 + yn−2/3)∣∣∣ ≤ Ce−c(x+y).
Proof. Set
Xn(λ) =
√
8(1− t)
a2t
(
a2
8
+
av
4(1− t) +
λ
2
)
+
√
a2t
8(1− t)
=
√
2n
(
1 +
a
2
√
n
√
t+
√
1− t√
4(1 − t) − 1 +
v
2
√
n
√
1− t
t
+
λ
a
√
n
√
1− t
t
)(3.33)
and
Yn(λ) = −8(1− t)
a2t
(
a2
8
+
av
4(1 − t) +
λ
2
)2
+
1
2
Xn(λ)
2
=
a2
8
+
a2(2t− 1)
16t(1− t) +
(
2t− 1
2t
− v
at
)
λ− (1− t)λ
2
a2t
− v
2
4t(1 − t) +
av(2t− 1)
4t(1− t) .
(3.34)
Also set
(3.35) Zn =
√
n!n1/3
π1/4
√
2
(
a2t
4(1− t)
)−(n+1)/2
.
Furthermore, set
(3.36) Wn(λ) = a
2(1 + xn−2/3) + 2λ = 4n
[
1 +
a2
4n
− 1 + a
2
4n
xn−2/3 +
λ
2n
]
Then, by (3.13),
n−1/3Bv,t(1 + xn−2/3)
= − a
3/2d2
n
√
1− t
∫ ∞
0
Zne
Yn(λ)−Xn(λ)2/2hn(Xn(λ))n5/6e−Wn(λ)/2ℓ1n−1(Wn(λ)) dλ.
(3.37)
Now, using (3.17), (3.33), (3.34), (3.35) and Stirling’s formula a somewhat
lengthy but straightforward computation shows that
(3.38)
Zne
Yn(λn1/3)−Xn(λn1/3)2/2hn(Xn(λn1/3))→ eτ2(ξ2+σ+λ)+2τ32 /3Ai (ξ2+τ22+σ+λ)
pointwise as n → ∞. Also, from (3.33), (3.34), (3.35) and (3.18) it follows
that there are constants c, C > 0 so that
(3.39)
∣∣∣ZneYn(λn1/3)−Xn(λn1/3)2/2hn(Xn(λn1/3))∣∣∣ ≤ Ce−cλ3/2
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for all λ ≥ 0. From (3.20) and (3.36) it follows that
(3.40) n5/6e−Wn(λn
1/3)/2ℓ1n−1(Wn(λn
1/3))→ 2−4/3Ai (22/3(x+ σ + λ/2))
pointwise as n → ∞. Furthermore it follows from (3.21) and (3.36) that
there are constants c, C > 0 so that
(3.41)
∣∣∣n5/6e−Wn(λn1/3)/2ℓ1n−1(Wn(λn1/3))∣∣∣ ≤ Ce−c(x+λ).
We now make the change of variables λ → λn1/3 in (3.37) and use (1.20),
(1.22) to get
n−1/3Bv,t(1 + xn−2/3) = −(2 + σn
−2/3)3/2e−τ2(ξ2+σ)−2τ32 /3√
2(1− t)
×
∫ ∞
0
Zne
Yn(λn1/3)−Xn(λn1/3)2/2hn(Xn(λn1/3))n5/6e−Wn(λn
1/3)/2ℓ1n−1(Wn(λn
1/3)) dλ.
(3.42)
Using (3.38) to (3.41) and the dominated convergence theorem we see that
n−1/3Bv,t(1 + xn−2/3)→ −23/2−4/3
∫ ∞
0
eτ2λAi (ξ2 + τ
2
2 + σ + λ)Ai (2
2/3(x+ σ + λ/2)) dλ
= −
√
2
∫ ∞
0
e2
1/3τ2λAi (ξ2 + τ
2
2 + σ + 2
1/3λ)Ai (22/3x+ σ˜ + λ) dλ,
which proves (3.25). If we use the estimates (3.39) and (3.41) in (3.42) we
obtain the estimate (3.29).
Consider now βv,t(x). Note that
a2(1 + xn−2/3)
4
− a
2
8
− av
4(1 − t) =
a2
8
− av
4(1 − t) +
a2
4
xn−2/3 + o(n−2/3).
If we set λ˜ = a2x/2n + o(n−1), then we see from (3.14) that
(3.43)
n−1/3β−v,t(1+xn−2/3) =
a3/2d2n
−2/3
2
√
1− t Zne
Yn(λ˜n1/3)−Xn(λ˜n1/3)2/2hn(Xn(λ˜n1/3)).
We can now use (3.38) and the definition of d2 to get the following limit.
Note that changing v to −v corresponds to changing ξ2 to −ξ2 in (3.38).
This gives
lim
n→∞n
−1/3βv,t(1 + xn−2/3) =
√
2e−2τ2ξ2+2τ2xAi (2x− ξ2 + σ + τ22 ),
which proves (3.26). The estimate (3.30) follows from (3.39) and (3.43).
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Next, we turn to Cu,s. We proceed similarly to the analysis of Bv,t. Set
Xˆn(λ) =
√
8(1− s)
a2s
(
a2
8
+
au
4(1− s) +
λ
2
)
+
√
a2s
8(1− s)
=
√
2(n− 1)
[
1 +
a
2
√
n− 1
√
s+
√
1− s√
4(1− s) − 1 +
u
2
√
n− 1
√
1− s
s
+
λ
a
√
n− 1
√
1− s
s
]
,
(3.44)
Yˆn(λ) = − a
2s
8(1− s) −
a2
4
− au
2(1− s)
+
1
2
[√
8(1 − s)
a2s
(
a2
8
+
au
4(1− s) +
λ
2
)
+
√
a2s
8(1 − s)
]2
= −a
2
8
− a
2(2s− 1)
16s(1 − s) −
(
2s − 1
2s
− u
as
)
λ− au(2s − 1)
4s(1− s) +
u2
4s(1− s) +
(1− s)λ2
a2s
(3.45)
and
(3.46) Zˆn =
(
a2s
4(1− s)
)(n−1)/2
π1/4n1/3√
(n− 1)! .
Now, similarly to (3.38) and using (3.17), we obtain
(3.47)
Zˆne
Yˆn(λn1/3)−Xˆn(λn1/3)2/2hn−1(Xˆn(λn1/3))→ e−τ1(ξ1+σ+λ)−2τ31 /3Ai (ξ1+τ21+σ+λ),
pointwise as n→∞. We can also get the estimate analogous to (3.39)
(3.48)
∣∣∣ZˆneYˆn(λn1/3)−Xˆn(λn1/3)2/2hn−1(Xˆn(λn1/3))∣∣∣ ≤ Ce−cλ3/2
for some constants c, C > 0. The added difficulty in proving this compared
to (3.39) is that we now have a factor exp((1 − s)λ2n2/3/a2s) instead of
exp(−(1− t)λ2n2/3/a2t). For large λ we cannot ignore this factor. We have
that (1 − s)λ2n2/3/a2s ∼ λ2/4n1/3 for large n. Hence we can use (3.19)
instead of (3.18) when λ ≥ c0n2/3 with an appropriate c0.
Now, by (3.15) and (3.44) to (3.46),
n−1/3Cu,s(1 + yn−2/3)
= −a
3/2d1n
−2/3
√
1− s
∫ ∞
0
Zˆne
Yˆn(λn1/3)−Xˆn(λn1/3)2/2hn−1(Xˆn(λn1/3))
× n5/6e−Wn(λn1/3)/2ℓn−1(Wn(λn1/3)) dλ.(3.49)
It follows from (3.40), (3.41),(3.47), (3.48) and the dominated convergence
theorem that
lim
n→∞n
−1/3Cu,s(1+yn−2/3) = −
√
2
∫ ∞
0
e−2
1/3τ1λAi (ξ1+τ
2
1+σ+2
1/3λ)Ai (22/3y+σ˜+λ) dλ,
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pointwise. This proves (3.27). The estimate (3.31) follows from (3.41) and
(3.48).
It remains to consider M0. Here, we note that by (3.16) and (3.36),
n−2/3M0(1 + xn−2/3, 1 + yn−2/3) =
2a2
n
∫ ∞
0
n5/6e−Wn(λn
1/3)/2ℓn−1(Wn(λn1/3))
× n5/6e−Wˆn(λn1/3)/2ℓn−1(Wˆn(λn1/3)) dλ,
where Wˆn is the same as Wn but with x replaced by y. The limit (3.28)
and the estimate (3.32) now follow from (3.40), (3.41) and the dominated
convergence theorem. 
We are now ready for the proof of theorem 1.5.
Proof. (of theorem 1.5). Note that by (1.19) it is enough to show that
(3.50) lim
n→∞ d1d2Ln(s, u, t, v) = Ltac(τ1, ξ1, τ2, ξ2)
and
(3.51) lim
n→∞ d1d2q(s, u, t, v) = p(τ1, ξ1, τ2, ξ2)
under the scaling limit (1.20), (1.21). If we accept these limits we can
complete the proof. Set
dˆ1 =
n−1/12√
2
eτ1(σ−ξ1)+
2
3
τ31
dˆ2 =
n−1/12√
2
e−τ2(σ−ξ2)−
2
3
τ32 .
Then, by (3.50),
lim
n→∞ dˆ1dˆ2Ln(s,−u, t,−v) = Ltac(τ1,−ξ1, τ2,−ξ2).
By (1.16) and (1.19),
d1d2Ln(s, u, t, v)
= d1d2Ln(s, u, t, v) + e
2τ1ξ1−2τ2ξ2 dˆ1dˆ2Ln(s,−u, t,−v) + d1d2q(s, u, t, t, v)
and (1.30) follows.
It is straightforward to show (3.51) from the definitions of d1, d2, q and
p, so we omit the proof. To prove (3.50) we will use (3.1). Consider the first
integral in (3.1). This is actually an extended Hermite kernel so we could
use known results but since we have all the ingredients we give a proof. In
this integral we make the change of variables z → az/2, w → aw/2, which
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gives
d1d2a
2(2πi)2
√
(1− s)(1− t)
∫
Γ0
dw
∫
D−1
dz
1
w − z e
− a2s
8(1−s)
z2+ a
2
4
z+ auz
2(1−s)
× e a
2t
8(1−t)
w2− a2
4
w− auw
2(1−t)
(
1 + w
1 + z
)n
=
d1d2an
−1/3
2
√
(1− s)(1− t)
∫ ∞
0
Zne
Yn(λn1/3)−Xn(λn1/3)2/2hn(Xn(λn1/3))
× ZˆneYˆn(λn1/3)−Xˆn(λn1/3)2/2hn−1(Xˆn(λn1/3)) dλ.(3.52)
Here we have have used (3.10), (3.11) and the notation in the proof of
lemma 3.2. We can now use (1.20), (1.21), (3.38), (3.39), (3.47), (3.48) and
the dominated convergence theorem to see that the last expression in (3.52)
converges to
(3.53)∫ ∞
0
eλ(τ2−τ1)Ai (ξ1+τ21+σ+λ)Ai (ξ2+τ
2
2+σ+λ) dλ = A˜(τ1, ξ1+τ
2
1+σ, τ2, ξ2+τ
2
2+σ).
It remains to show that
det(I −M0 + (Bv,t + βv,t)⊗ Cu,s)L2[1,∞)
det(I −M0)L2[1,∞)
→ 1
F2(σ˜)
det(I −KAi + (Bξ2+σ,τ2 − βξ2+σ,τ2)⊗Bξ1+σ,−τ1)L2[σ˜,∞)(3.54)
as n→∞. Write
Dv,t(x, y) =M0(x, y)− (Bv,t(x) + βv,t(x))Cu,s(y)
and consider the Fredholm expansion of the numerator in the left hand side
of (3.54),
∞∑
m=0
(−1)m
m!
∫
[1,∞)m
det(Dv,t(ρi, ρj))m×m dmρ.
Here we make the change of variables ρj = 1 + xjn
−2/3 to get
∞∑
m=0
(−1)m
m!
∫
[0,∞)m
det(n−2/3Dv,t(1 + xin−2/3, 1 + xjn−2/3))m×m dmx.
Using lemma 3.2, Hadamard’s inequality and the dominated convergence
theorem we see that, as n→∞, this converges to
(3.55)
∞∑
m=0
(−1)m
m!
∫
[0,∞)m
det(D(xi, xj))m×m dmx,
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where
D(x, y) = 22/3KAi(2
2/3x+ σ˜, 22/3y + σ˜)
+
(√
2
∫ ∞
0
e2
1/3τ2λAi (ξ2 + τ
2
2 + σ + 2
1/3λ)Ai (22/3x+ σ˜ + λ) dλ
−
√
2e−2τ2ξ2+2τ2xAi (−ξ2 + σ + τ22 + 2x)
)
×
∫ ∞
0
e−2
1/3τ1λAi (ξ1 + τ
2
1 + σ + 2
1/3λ)Ai (22/3y + σ˜ + λ) dλ.(3.56)
If we make the change of variables xi = 2
−2/3(yi − σ˜) in (3.55) we see that
(3.55) is the Fredholm expansion of
det(I −KAi + (Bξ2+σ,τ2 − βξ2+σ,τ2)⊗Bξ1+σ,−τ1)L2[σ˜,∞).
A similar argument shows that
det(I −M0)L2[1,∞) → F2(σ˜)
as n→∞. This completes the proof of theorem 1.5. 
We turn now to the proof of the alternative form of Ltac, i.e. proposition
1.6.
Proof. (of proposition 1.6). All operators are operators on the space L2[σ˜,∞).
We have that
1
F2(σ˜)
det(I −KAi + (Bξ2+σ,τ2 − βξ2+σ,τ2)⊗Bξ1+σ,−τ1)L2[σ˜,∞) − 1
=
∫ ∞
σ˜
(Bξ2+σ,τ2(x)− βξ2+σ,τ2(x))Bξ1+σ,−τ1(x) dx
+
∫ ∞
σ˜
∫ ∞
σ˜
R(x, y)(Bξ2+σ,τ2(y)− βξ2+σ,τ2(y))Bξ1+σ,−τ1(x) dxdy.(3.57)
Let T (x, y) = Ai (x+ y − σ˜) as a kernel on L2[σ˜,∞). Then KAi = T 2 and
R =
∞∑
r=1
T 2r.
Set
Sξ,τ (x) = 2
1/6e−2στ+2
1/3τxAi (ξ + τ2 − σ + 21/3x).
Then,
Bξ+σ,τ (x) =
∫ ∞
σ˜
T (x, y)Sξ,τ (y) dy =
∫ ∞
σ˜
Sξ,τ (y)T (y, x) dy.
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Write S˜ξ,τ (x) = bξ+σ,τ (x). The last expression in (3.57) can then be written∫ ∞
σ˜
(TSξ2,τ2(x)− S˜ξ2,τ2(x))TSξ1,−τ1(x) dx
+
∫ ∞
σ˜
∫ ∞
σ˜
∞∑
r=1
T 2r(x, y)(TSξ2,τ2(y)− S˜ξ2,τ2(y))TSξ1,−τ1(x) dxdy
=
∫ ∞
σ˜
Sξ2,τ2(x)(T
2Sξ1,−τ1)(x) dx−
∫ ∞
σ˜
S˜ξ2,τ2(x)(TSξ1,−τ1)(x) dx
+
∞∑
r=1
∫ ∞
σ˜
Sξ2,τ2(x)(T
2r+2Sξ1,−τ1)(x) dx −
∞∑
r=1
∫ ∞
σ˜
S˜ξ2,τ2(x)(T
2r+1Sξ1,−τ1)(x) dx
=
∫ ∞
σ˜
∫ ∞
σ˜
Sξ2,τ2(x)R(x, y)Sξ1,−τ1(y) dxdy
−
∫ ∞
σ˜
∫ ∞
σ˜
S˜ξ2,τ2(x)T (x, y)Sξ1,−τ1(y) dxdy
−
∫ ∞
σ˜
∫ ∞
σ˜
∫ ∞
σ˜
S˜ξ2,τ2(x)R(x, y)T (y, z)Sξ1 ,−τ1(y) dxdydz.
If we add A˜(τ1, ξ1 + τ
2
1 + σ, τ2, ξ2 + τ
2
2 + σ) to this we get exactly the right
hand side of (1.32). 
4. Auxiliary results
In this section we will prove some results used in the previous sections.
Lemma 4.1. (a) The kernelM (z,w) given by (2.47) and the kernel Mˆ (z,w)
defined by (2.54) define finite rank operators on L2[1,∞).
(b) We have that det(I −M0)L2[1,∞) > 0 and det(I − Mˆ0)L2[1,∞) > 0,
where M0 is given by (1.9) and Mˆ0 is given by (1.13).
(c) For z, w in a compact subset of the left half plane, there are constants
C, ǫ > 0 so that
|M (z,w)(x, y)| ≤ Ce−ǫ(x+y),
and the analogous statement holds for Mˆ (z,w) with z, w in a compact
subset of the right half plane.
Proof. We will prove the statements for M (z,w) and M0. The proofs for
Mˆ (z,w) and Mˆ0 are analogous.
(a) We see from (2.59) that it is enough to prove that M0 has finite rank.
If we use the residue theorem in (2.47) with (z, w) = (0, 0) we see that
M0(x, y) =
m∑
r=1
n∑
s=1
eaxνs−ayνn+r
m∏
j=1
(νs − νn+j)
n∏
j=1,j 6=s
(νs − νj)−1
×
n∏
j=1
(νn+r − νj)
m∏
j=1,j 6=r
(νn+r − νn+j)−1 1
νs − νn+r .
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From this formula we see that M0 has finite rank.
(b) It follows from (2.6), (2.14) and (2.36) that
s<Km>(x) =
m∏
j=1
eaνn+jDK [gK(ζ)] =
m∏
j=1
eaνn+j
n∏
i=1
m∏
j=1
(1−γiδj)−1 det(I−K0)ℓ¯2(K),
where xj = exp(aνj/K), exp(aνi/K), γi = exp(aνi/K) and δj = exp(−aνn+j/K).
Note that
n∏
i=1
m∏
j=1
(1− γiδj)−1 ∼ K
mn
amn
n∏
i=1
m∏
j=1
(νn+j − νi)−1
as K →∞. We want to show that
(4.1) lim
K→∞
K−mns<Km>(x) > 0.
Let us use the combinatorial formula for the Schur polynomial
s<Km>(x) =
∑
T ; sh (T )=<Km>
xT .
Since ν1 ≤ νj, 1 ≤ j ≤ n +m we see that xT ≥ eamν1 if sh (T ) =< Km >
and hence
s<Km>(x) ≥ eamν1s<Km>(1n+m).
Now,
sλ(1
n+m) =
∏
1≤i<j≤n+m
λi − λj + j − i
j − i
and ℓ(λ) = m. Thus,
s<Km>(1
n+m) =
m∏
i=1
m+n∏
j=m+1
K + j − i
j − i ∼ cK
mn,
as K →∞, where c > 0. This proves (4.1).
(c) The inequality follows by a direct estimation of the integral in the
right hand side of (2.47) using the fact that γ1,w lies strictly in the open left
half plane and that γ2 lies strictly in the open right half plane.

In order to prove the estimates we need for F (w, k) we will use the fol-
lowing lemma.
Lemma 4.2. . Let xj = exp(aνj/K) and x
(k)
j = exp(aν
(k)
j /K), 1 ≤ j ≤
n+m. Then,
(4.2) |s<Km>(x(k))| ≤ ea(|Rew|+|νk|)|s<Km>(x)|
for 1 ≤ k ≤ N .
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Proof. Let y1, . . . , yN be x
(k)
1 , . . . , x
(k)
N ordered so that yN = x
(k)
k = e
aw/K ,
and y1, . . . , yN−1, zN be x1, . . . , xN ordered so that zN = xk = eaνk/K . By
the symmetry of the Schur polynomial and a well known identity we have
(4.3)
s<Km>(x
(k)) = s<Km>(y1, . . . , yN ) =
∑
µ
sµ(y1, . . . , yN−1)s<Km>/µ(yN ).
In order for s<Km>/µ(yN ) to be 6= 0 we must have µ = (K, . . . ,K, r, 0, . . . )
with m− 1 elements equal to K and 0 ≤ r ≤ K. Hence
(4.4) s<Km>/µ(yN ) = y
K−r
N =
(
yN
zN
)K−r
s<Km>/µ(zN ).
Now,
(4.5)∣∣∣∣∣
(
yN
zN
)K−r∣∣∣∣∣ ≤
∣∣∣e(K−r)a(w−νk)/K ∣∣∣ = ea(Rew−νk)(K−r)/K ≤ ea(|Rew|+|νk|).
Inserting (4.4) into (4.3) and using this estimate we obtain (4.2). 
We can now establish the estimates that were used in section 2.2. From
(4.2) and (2.15) we obtain
(4.6) |FK(w, k)| ≤ ea(|Rew|+|νk|)
for 1 ≤ k ≤ n. By (2.15), (2.18) and (4.2) we obtain
(4.7) |FK(w, k)| ≤ e2a(|Rew|+|νk|)
for n < k ≤ N .
Let us also note the following estimate. Using the inequality |ez − 1| ≤
|z|e|Re z| for z ∈ C we see that there is a constant C independent of K such
that
(4.8)
∣∣∣∣∣∣
n+m∏
j=1,j 6=k
eaw/K − eaνj/K
eaνk/K − eaνj/K
∣∣∣∣∣∣ ≤ C
n+m∏
j=1,j 6=k
|w − νj |ea|Rew|.
Finally we give the proof of lemma 2.1.
Proof. (of lemma 2.1). We know by lemma 4.1 that M0 is finite rank oper-
ator so we can write
M0 =
p∑
j=1
φj ⊗ ψj ,
for some p, where φj, ψj ∈ L2[1,∞). Write
c1 =
∫
Γc1
Gv,t(w)b
w
1 dw, c2 =
∫
γ1
Fu,s(z)b
z
2 dz
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and let < , > denote the inner product on L2[1,∞) We have that
det(I −M0 + (w − z)bw1 ⊗ bz2) = det
(
δjk− < φj , ψk > < φj, bz2 >
< (w − z)bw1 , ψk > 1+ < (w − z)bw1 , bz2 >
)
= det
(
δjk− < φj , ψk > 0
< (w − z)bw1 , ψk > 1
)
+ det
(
δjk− < φj , ψk > < φj , bz2 >
< (w − z)bw1 , ψk > < (w − z)bw1 , bz2 >
)
= det(I −M0) + (w − z) det
(
δjk− < φj , ψk > < φj, bz2 >
< bw1 , ψk > < b
w
1 , b
z
2 >
)
.
(4.9)
Here the determinants are of size (p + 1)× (p + 1). It follows that∫
γ1
dz
∫
Γc1
dwFu,s(z)Gv,t(w) det
(
δjk− < φj , ψk > < φj, bz2 >
< bw1 , ψk > < b
w
1 , b
z
2 >
)
= det
(
δjk− < φj, ψk > < φj, c2 >
< c1, ψk > < c1, c2 >
)
= det
(
δjk− < φj, ψk > < φj , c2 >
< c1, ψk > 1+ < c1, c2 >
)
− det
(
δjk− < φj, ψk > 0
< c1, ψk > 1
)
= det(I −M0 + c1 ⊗ c2)− det(I −M0).
Combining this with (4.9) proves the formula (2.65). 
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