Culler-Shalen seminorms of fillings of the Whitehead link exterior by Indurskis, Gabriel
ar
X
iv
:m
at
h/
06
11
71
3v
1 
 [m
ath
.G
T]
  2
3 N
ov
 20
06
Culler-Shalen seminorms of fillings of the Whitehead
link exterior
Gabriel Indurskis
Abstract We determine the total Culler-Shalen seminorms for the 3-
manifolds Wp/q := W (p/q, · ) obtained by Dehn filling with slope p/q on
one boundary component of the Whitehead link exterior W when p is odd.
As part of the proof, we use an explicit parametrization of the eigenvalue
variety of W to find a one-variable polynomial whose roots characterize
characters of p-reps of pi1(Wp/q), i.e. representations with values in SL2(C)
which are parabolic on the peripheral subgroup.
AMS Classification 57M27; 20C15, 57N10, 57R65
Keywords 3-manifold, Dehn surgery, character variety, Culler-Shalen semi-
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1 Introduction
Let W be the exterior of the right-handed Whitehead link in S3 with the
canonical framing (µ0, λ0) and (µ1, λ1) as indicated in figure 1. Let Wp/q :=
W (p/q, · ) be the manifold obtained from W by Dehn filling the first1 boundary
torus along the slope p/q , i.e. by attaching a solid torus by identifying its
meridian with the curve µp0λ
q
0 . Here p and q are coprime integers, and unless
otherwise noted we will fix the convention q > 0.
µ0
µ1
Figure 1: The right-handed Whitehead link
1Note that there is an ambient isotopy taking one component of the link to the
other, so in fact W (p/q, · ) ∼= W ( · , p/q). To avoid confusion, we will nevertheless
always consider the boundary with curves µ0 , λ0 to be filled, and the curves µ1 and
λ1 to lie on the remaining boundary torus of Wp/q after filling.
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The manifolds Wp/q constitute a rich class of 3-manifolds whose boundary
consists of one torus, and contain important infinite subfamilies of well-known
manifolds such as the twist knot exteriors (for p/q = 1/n, n ∈ Z) and an
important class of once-punctured torus bundles (for p/q = m ∈ Z, cf. [19]).
Note that for example the figure-8 knot complement (p/q = −1) and its so-
called sister manifold (p/q = 5) are part of this family. Since the Whitehead
link exterior admits a complete hyperbolic structure of finite volume, the same
is true for all but a finite number of the manifolds Wp/q (cf. [31]). Furthermore,
unless p/q ∈ {0, 4}, all manifolds Wp/q are small manifolds, i.e. they do not
contain any closed essential surfaces (cf. [3, Appendix]).
The goal of this paper is to determine the total Culler-Shalen seminorm of the
filled manifold Wp/q when p is odd, in terms of the filling slope p/q . This work
can be seen as a generalization of similar work previously done for twist knots
by Boyer, Mattman and Zhang ([4]). The results given in this paper completely
include these previous results, and extend them to a much larger class of fillings.
A future version of this paper will also discuss the fillings with p even, thereby
covering all manifolds Wp/q .
Theorem 1 Let p and q be coprime integers with q > 0 and p odd, p/q 6= 3.
The total Culler-Shalen seminorm of the manifold Wp/q = W (p/q, · ) is given
by
‖γ‖ =
3∑
j=1
aj∆(γ, βj),
where ∆(·, ·) denotes the geometric intersection number of two slopes, the slopes
βj (j = 1, 2, 3) are the possible boundary slopes for Wp/q given in table 1, and
the coefficients a1 , a2 , and a3 are given in table 2. Furthermore, the minimal
non-zero total norm s is as given in the last column of table 2.
Since aj > 0 implies that the fundamental polygon
2 of the Culler-Shalen semi-
norm has a vertex corresponding to βj , Lemma 6.1 of [5] shows that in this
case βj is a strongly detected, strict boundary slope, i.e. the slope of an essential
surface associated to some ideal point of the character variety of Wp/q , which
is neither a fibre nor semi-fibre. This implies:
Corollary 2 Let p and q be coprime integers with q > 0 and p 6= 3 odd.
(1) β1 = 4 is a strongly detected slope of Wp/q unless p = 2q ± 1 (which
implies p > 0).
2The boundary of the norm-ball of radius s .
2
r = p/q ∈ β1 β2 β3
[−∞, 0] 4 4r−1 = 4q
p
∈ [−∞, 0] 0
[0, 2] 4 4r−1 + 2 =
2p + 4q
p
∈ [4,∞] 0
[2, 4] 4 6− r = −p+ 6q
q
∈ [2, 4] 0
[4,∞] 4 4(r − 2)−1 = 4q
p− 2q ∈ [0, 2] 0
Table 1: Possible boundary slopes of Wp/q
p/q ∈ a1 a2 a3 s
(−∞, 0) −p+ 2q − 1 2 2q − 2 −3p+ 4q − 3
(0, 2) −p+ 2q − 1 2 2q − 2 p+ 4q − 3
(2, 4) \ {3} p− 2q − 1 4 2q − 2 p+ 4q − 3
(4,∞) \ {6} p− 2q − 1 2 2q − 2 3p − 4q − 3
Table 2: The parameters for the total Culler-Shalen seminorm of Wp/q for p
odd, q > 0
3
(2) β2 is always a strongly detected slope of Wp/q .
(3) β3 = 0 is a strongly detected slope of Wp/q iff q > 1, otherwise it is the
slope of a fibre in the once-punctured torus bundle W (p).
An interesting by-product of the proof of Theorem 1 is the complete determi-
nation of the so-called p-reps of the fundamental group of Wp/q , which are of
interest in their own right. These are representations into SL2(C) which are
parabolic on the peripheral subgroup3, and were first studied for knot groups by
Riley (cf. [26]). In his classical work, he showed how under certain conditions on
the group presentation (e.g. for the fundamental group of a 2-bridge knot) all
such p-reps can be characterized by the complex roots of a single one-variable
polynomial, while in the general situation only a characterization by a system
of several polynomial equations can be expected.
Passing through the so-called eigenvalue variety (as defined by Tillmann in
[33]) of the unfilled Whitehead link exterior W , we are able to find a simi-
lar approach which seems naturally adapted to the situation of Dehn filling to
determine a single one-variable polynomial whose roots are in two-to-one corre-
spondence with the set of eigenvalues of p-reps. This in turn is shown to be in
bijective correspondence with the set of p-reps itself, and we obtain a complete
characterization of all p-reps of Wp/q :
Theorem 3 The conjugacy classes of irreducible p-reps of the manifold Wp/q
are in two-to-one correspondence with the non-trivial roots s /∈ {0,±1} of the
Laurent polynomial
resp,q(s) = s
p−2q + (−1)q+12Tq(y) + s−p+2q,
where y = −s2 + 2− s−2 , and Tq(y) is the q -th Chebyshev polynomial of first
type. The conjugacy classes of non-abelian reducible p-reps are in two-to-one
correspondence with the non-trivial roots of unity s 6= ±1, sp = 1.
We remark that whereas it seems a hard analytic problem to determine if the
non-trivial roots of these polynomials are always simple, this is in fact a conse-
quence of Theorem 1 when p is odd:
Corollary 4 When p is odd, the roots s /∈ {0,±1} of resp,q are simple.
3To be precise, the generator corresponding to the meridian of the boundary torus
is sent to a non-trivial element of trace ±2 in SL2(C). As a consequence, the generator
corresponding to the longitude will be either parabolic as well, or ±I .
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The organization of this paper is as follows:
Section 2: After discussing some preliminaries about character varieties and
the Culler-Shalen seminorm, we give the general outline for the proof of
Theorem 1. We also determine the set of possible boundary slopes of
Wp/q .
Section 3: In this section, we identify the p-reps of the manifold Wp/q with
points in the eigenvalue variety of the unfilled manifold W characterized
by the roots of a single one-variable Laurent polynomial resp,q . A detailed
analysis of the properties and symmetries of these recursively defined
polynomials is given, including an upper bound for the number of their
roots in terms of p and q .
Section 4: We show that the minimal nonzero value of the Culler-Shalen semi-
norm of Wp/q is precisely equal to the number of conjugacy classes of
p-reps: Using group cohomology calculations and the characterization of
p-reps from section 3, it is shown that each character of a p-rep is a
smooth point on a non-trivial curve in the character variety of Wp/q , and
that it furthermore is a simple root of the trace function fµ1 .
Section 5: We explicitly determine the Culler-Shalen seminorm of slopes σ
resulting in Seifert-fibered manifolds Wp/q(σ). This is done by a detailed
study of representations of the orbifold fundamental groups of their base
orbifolds.
Section 6: The total Culler-Shalen seminorm is determined for p odd: Com-
bining the results from the previous sections, we solve the linear systems
relating the seminorms obtained for the Seifert fillings with the coefficients
determining the seminorm.
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2 Preliminaries and outline
We briefly recall the construction of the Culler-Shalen norm developed in [11],
and its generalization to a seminorm by Boyer and Zhang in [6].
Let M be a connected, orientable, compact, irreducible and boundary-irredu-
cible 3-manifold with boundary ∂M consisting of one torus. Unless noted
otherwise, we will generally suppress the base point of fundamental groups.
Denote by R(M) := Hom(pi1(M); SL2(C)) the representation variety of M , and
by X(M) the character variety, i.e. the set of characters of representations in
R(M) (cf. [12]). These two sets are in fact affine algebraic varieties and as such
can be identified with subsets of CN (for appropriate N ∈ N), defined by a set
of polynomial equations. We will occasionally need to consider representations
into PSL2(C), which we will denote by ρ ∈ R(M) := Hom(pi1(M); PSL2(C)).
Since M is boundary-irreducible, we can identify pi1(∂M) with its image under
the natural inclusion pi1(∂M) → pi1(M) (defined up to conjugation). Denote
the first homology of the boundary with integer coefficients H1(∂M ;Z) by L
and regard it as a lattice in the 2-dimensional real vector space V = H1(∂M ;R).
Using the Hurewicz homomorphism, we can identify L with pi1(∂M).
A slope r is the isotopy class of an essential, unoriented, simple closed curve
on ∂M . It can be identified with a pair of elements ±δ = (p, q) ∈ L, or with
the rational number p/q ∈ Q ∪ {∞}, where ∞ = 0/1 and −∞ = 0/(−1) are
identified. Let α(r) be either one of ±δ . We will often slightly abuse notation
and interchange freely between these notations; for example writing M(δ) or
M(p/q) instead of M(r) to denote the manifold obtained by Dehn filling M
along the slope r . A slope is called a boundary slope if it represents the isotopy
class of the boundary components (on one component) of ∂M of an essential
surface S ⊂ M . A boundary slope is called strict if it is the boundary slope
of an essential surface S which is neither a fibre or a semi-fibre in a fibre or
semi-fibre bundle structure on M . For two elements δ1, δ2 ∈ L, we denote their
geometric intersection number, called their distance, by ∆(δ1, δ2).
Let X0 ⊂ X be a curve in the character variety X = X(M), i.e. an irreducible
algebraic component of complex dimension 1. Call X0 non-trivial if it contains
the character of an irreducible representation.
For γ ∈ pi1(M), define the regular function Iγ : X0 → C by Iγ(χρ) = χρ(γ) =
trace ρ(γ). Use this to define the map fγ := I
2
γ − 4, which is also regular and
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can hence be pulled back to the smooth projective model4 X˜0 of X0 (we will
denote this map also by fγ ).
For γ ∈ L, define ‖γ‖
X0
as the degree of the map fγ : X˜0 → CP1 . This can be
extended naturally to define a function
‖·‖
X0
: H1(∂M ;R)→ [0;∞) (1)
on V := H1(∂M ;R).
This function is a seminorm on H1(∂M ;R), called the Culler-Shalen seminorm
associated to the curve X0 (cf. [11, Proposition 1.1.2] for the case of a norm,
and [6, Section 5] for the general case). Seen as a seminorm on a 2-dimensional
real vector space, ‖·‖
X0
is either a norm, a nonzero indefinite seminorm, or
identically zero. When M is small, the last possibility cannot occur (cf. [6,
Proposition 5.5]). Furthermore dimX(M) ≤ 1 in this case (cf. [9]), and it
is therefore natural to consider the sum of the Culler-Shalen seminorms over
all non-trivial curves Xi ⊂ X(M), which we will call the total Culler-Shalen
seminorm:
‖γ‖ :=
∑
i
‖γ‖i (2)
We denote the union of all non-trivial curves in X(M) by Xirr(M).
If fγ is non-constant on X0 for some γ ∈ L, define
sX0 := min{‖γ‖X0 | γ ∈ L, γ 6= 0, fγ not constant on X0}, (3)
otherwise set sX0 := 0. We call sX0 the minimal seminorm on X0 , the corre-
sponding value for the total seminorm is the total minimal seminorm, denoted
by s.
The following lemma enables us to determine the Culler-Shalen seminorm from
only a few known values:
Lemma 5 ([5, Lemma 6.2]) If βj are the boundary slopes of M and Xi ⊂
X(M) is a non-trivial curve (i.e. a curve which contains the character of an
irreducible representation), then
‖γ‖
Xi
=
∑
j
aij∆(γ, βj),
where the aij are non-negative, even integers independent of γ ∈ pi1(M). 
4The unique non-singular projective variety birationally equivalent to the curve X0 ,
cf. [28, Ch. II, §4.5 and 5.3].
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For the total seminorm, we therefore get
‖γ‖ =
∑
j
aj∆(γ, βj), (4)
with non-negative even integers aj .
To determine the total seminorm for the manifolds Wp/q , it therefore suffices to
determine the boundary slopes βj and the corresponding coefficients aj . Fol-
lowing a technique due to Mattman (cf. [24]), we will use explicit calculations
of the seminorm of certain slopes (cf. section 5) together with equation (4) to
set up a system of linear equations with unknowns aj and s. In our case, this
system turns out to be underdetermined, requiring one more piece of informa-
tion to successfully solve it. We therefore first study the set of p-reps of Wp/q
(cf. section 3) and use this knowledge to explicitly determine the minimal total
seminorm s (cf. section 4). With this information, we are then able to solve
the linear systems in section 6, completing the proof of Theorem 1.
We finish this section by determining the set of possible boundary slopes of
Wp/q :
2.1 Boundary slopes of the unfilled Whitehead link exterior
In [20], Hoste and Shanahan give an explicit algorithm5 to determine the bound-
ary slopes of 2-bridge links. In particular, they show that up to symmetry
between the two boundary tori, the left-handed Whitehead link (L3/8 in 2-
bridge notation) has boundary slope pairs (0, 0), (0,∅), (−4,−2), (−4,∅)
(here ∅ signifies that the intersection with one of the boundary components is
empty) and the continuous spectrum of slope pairs (2t−1, 2t), (−2t−1,−2−2t),
(−3 + s,−3 − s) parametrized by t ∈ (Q ∪ {∞}) ∩ [0,∞] and s ∈ Q ∩ [−1, 1]
(cf. table 4 in [20]).
After applying an orientation-reversing homeomorphism to switch to the right-
handed Whitehead link (which simultaneously changes the signs of all slopes),
we use the symmetry between the two boundary components and reparametrize
the slope pairs such that the first is always equal to r = p/q . The results are
shown in table 3.
5Building on work of Floyd and Hatcher (cf. [14]) and on the unpublished dissertation
of Lash (cf. [22])
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r = p/q on T0 p
′/q′ on T1
0 0 or ∅
4 2 or ∅
∅ 0
2 or ∅ 4
r ∈ [−∞, 0] 4r−1 = 4q
p
∈ [−∞, 0]
r ∈ [0, 2] 4r−1 + 2 = 2p+ 4q
p
∈ [4,∞]
r ∈ [2, 4] 6− r = −p+ 6q
q
∈ [2, 4]
r ∈ [4,∞] 4(r − 2)−1 = 4q
p− 2q ∈ [0, 2]
Table 3: Boundary slope pairs of the right-handed Whitehead link W
2.2 Boundary slopes of the once-filled Whitehead link exterior
Denote the two boundary components of W by T0 and T1 . We now proceed
to determine the boundary slopes of the once-filled Whitehead link exterior
Wp/q = W (p/q, · ) = W ∪µp
0
λq
0
V , where V is the attached solid torus. Note
that we can view W as lying inside Wp/q .
Lemma 6 Let S be an essential surface in Wp/q . Then either S is in fact an
essential surface in W ⊂ Wp/q , or it is the cap-off of an essential surface S′ in
W ⊂Wp/q . In particular, S has non-empty intersection with at least one of T0
and T1 .
Proof Let S be an essential surface in Wp/q . We can isotope S so it trans-
versely intersects T0 ⊂ W ⊂ Wp/q and T1 ⊂ Wp/q , as well as the core of the
filling torus V . If S ∩ T0 = S ∩ T1 = ∅, S can be viewed as a closed essential
surface in W , which is a contradiction, since W is small. We therefore see that
S has to intersect at least one of T0 or T1 . 
We now have two cases to consider:
S ∩ intV = ∅: In this case, S is in fact an essential surface in W ⊂Wp/q with
empty intersection with T0 . According to table 3, it therefore must have
boundary slope on T1 equal to either 0 or 4.
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S ∩ intV 6= ∅: In this case, the intersection S ∩ T0 must consist of simple
closed curves of slope p/q . This implies that S′ = S ∩W is an essential
surface in W with boundary slope p/q on T0 . Unless p/q ∈ {0, 4}, this
implies that S′ ∩ T1 6= ∅, and we get the corresponding boundary slope
on T1 from table 3, dependent on p/q . We remark that if p/q ∈ {0, 4},
S could in fact be a closed essential torus in Wp/q .
We therefore have at most three candidates for boundary slopes in the manifold
Wp/q , as summarized in table 1 on page 3: We have two fixed slopes β1 =
4 and β3 = 0, and one varying slope β2 which depends on p and q . The
parametrization of the latter depends on the range of the filling slope p/q .
Note that we have at this point not determined if these slopes are in fact
boundary slopes of Wp/q . For the following, we will rather only assume that
the set of boundary slopes of Wp/q is contained in the set {β1, β2, β3}. The
proof of Theorem 1 will then in turn imply Corollary 2, showing that unless
p = 2q ± 1 or q = 1, all three slopes are indeed strongly detected, strict
boundary slopes.
3 The set of p-reps of a once-filled Whitehead link
exterior
The fundamental group of the Whitehead link exterior admits the presentation
pi1(W ) =
〈
µ0, µ1 | µ0µ1µ−10 µ−11 µ−10 µ1µ0µ1 = µ1µ0µ1µ−10 µ−11 µ−10 µ1µ0
〉
(5)
which then gives the following presentation for the fundamental group of the
filled manifold:
pi1(Wp/q) =
〈
µ0, µ1 | µ0µ1µ−10 µ−11 µ−10 µ1µ0µ1 = µ1µ0µ1µ−10 µ−11 µ−10 µ1µ0,
µp0λ
q
0 = 1
〉
,
(6)
where
λ0 = µ0µ1µ0µ
−1
1 µ
−1
0 µ
−1
1 µ0µ1µ
−2
0 = µ1µ0µ
−1
1 µ
−1
0 µ
−1
1 µ0µ1µ
−1
0 (7)
(since it commutes with µ0 ) and
λ1 = µ0µ1µ
−1
0 µ
−1
1 µ
−1
0 µ1µ0µ
−1
1 . (8)
Following [32, section 5.1.9], we first describe a convenient subset of the repre-
sentation variety R(W ): Let ρ ∈ R(W ) be a non-abelian representation. Then
ρ can be conjugated to be of the following normal form:
ρ(µ0) =
(
s c
0 s−1
)
and ρ(µ1) =
(
u 0
1 u−1
)
(9)
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for s, u ∈ C∗ and c ∈ C (note that c = 0 when ρ is non-abelian reducible). We
will denote the subset of representations in R(Wp/q) of this form by C(Wp/q).
Applying (9) to the left-hand side w1 and right-hand side w2 of the defining
relation in (5) yields
0 = ρ(w1)− ρ(w2) =
(
− c
u2s2
f c(u
2−1)
u3s2
f
s2−1
u2s3
f c
u2s2
f
)
, (10)
where
f(s, u, c) = (s− s−1)(u− u−1) + c(s−2u−2 − u−2 − s−2 + 4− s2 − u2 + s2u2)
+c2(2s−1u−1 − su−1 − s−1u+ 2su) + c3.
(11)
This shows that C(W ) ⊂ C3 is defined by the equation f(s, u, c) = 0.
Let now ρ ∈ R(Wp/q) be a representation which sends the meridian µ1 to
a parabolic6 element, and which has non-abelian image in SL2(C). Since µ1
and λ1 commute, this implies that ρ(λ1) is either ±I or also parabolic. Fol-
lowing Riley (cf. [26] and [27]) we call such a representation an SL2(C) p-
representation, or short p-rep7.
Denote by P ⊂ C(Wp/q) the subset of p-reps of pi1(Wp/q) of the form (9).
Note that by construction, C(Wp/q) projects generically 4-to-1 to X(Wp/q),
corresponding to the action of the Kleinian four-group8 on the set of possible
bases for the normal form (9). However, for a p-rep ρ ∈ C(Wp/q), we have
u2 = 1 (and s2 6= 1) and hence the projection is 2-to-1. Each conjugacy class
of p-reps has therefore precisely two representatives in P.
Since R(Wp/q) ⊂ R(W ), each p-rep ρ ∈ R(Wp/q) induces a non-abelian repre-
sentation ρ′ ∈ R(W ) satisfying ρ′(µp0λq0) = I which still sends µ1 to a parabolic
element. We will call such a representation ρ′ a partial p-rep. Conversely, each
partial p-rep ρ′ factors through pi1(Wp/q), and we therefore have a bijection be-
tween the set P ⊂ C(Wp/q) of p-reps in normal form (9) and the set P′ ⊂ C(W )
of partial p-reps in normal form.
Instead of trying to translate the filling relation µp0λ
q
0 = 1 into defining equations
for the parameters s, c and u in C(Wp/q) (which is difficult for general p and
q), we will now restrict our attention to the eigenvalues of p-reps.
6A matrix A 6= ±I with | traceA| = 2.
7Note that Riley used the name p-rep for PSL2(C) representations only, whereas a
SL2(C) representation which projects to a p-rep was called sl-rep, c.f. [27]
8This group is generated by the inversions (s, u, c) 7→ (s−1, u−1, c) and (s, u, c) 7→(
s, u−1, c+ (s− s−1)(u− u−1)) .
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3.1 Detour through the eigenvalue variety
The eigenvalue variety of a manifold whose boundary consists of a finite num-
ber of tori was introduced by Tillmann in [33] as a generalization of the A-
polynomial for knots, and an explicit parametrization of the eigenvalue variety
of the Whitehead link exterior can be found in his thesis (cf. [32, section 5.4.3]).
Let ρ ∈ C(W ). For γ ∈ pi1(W ), let
θγ : C(W )→ C
ρ 7→ ρ(γ)1,1
(12)
be the map taking ρ to the upper left entry of the image ρ(γ). Now define the
eigenvalue map to be
e : C(W )→ C4
ρ 7→ (θµ0(ρ), θλ0(ρ), θµ1(ρ), θλ1(ρ)) .
(13)
Note that this is well-defined, as each ρ ∈ C(W ) is triangular on the peripheral
subgroup.
The image e(C(W )) ⊂ C4 is a subset of the eigenvalue variety which we will
denote by E0(W ). Tillmann showed in [32] that the map e has degree one, and
that furthermore:
Lemma 7 (Lemma 5.6 in [32]) The varieties C(W ) and E0(W ) are bira-
tionally equivalent. 
In particular, the map e has the following inverse map for s 6= ±1 and u2 6= s2 :
e−1 : E0(W )→ C(W ), (s, t, u, v) 7→
(
s, u,
s2(t− 1) + u2(1− v)
s−1u−1(s2 − u2)
)
(14)
We remark that one can in fact find a pair of inverse maps which together are
defined on all but eight points of E0(W ). Four of these points correspond to the
discrete faithful representations of pi1(W ) associated to the complete hyperbolic
structure of W , parametrized by t = v = −1 and s2 = u2 = 1. The remaining
four points are given by t = v = −1 and s2 = u2 = −1.
Since a partial p-rep ρ′ ∈ C(W ) satisfies u2 = 1 and s2 6= 1, we see that the
eigenvalue map e sends the set P′ bijectively onto a set P′′ ⊂ E0 , as shown in
the following diagram:
C(Wp/q)
⊂
// C(W )
≃
// E0(W )
P
OO
∼=
// P′
OO
∼=
// P′′
OO
(15)
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We therefore have a bijective correspondence between the set P of p-reps in
normal form and a set P′′ of eigenvalue tuples in E0 . Since each p-rep ρ ∈
C(Wp/q) and each partial p-rep ρ
′ ∈ C(W ) satisfies ρ(µp0λq0) = I , we obtain that
the set P′′ lies in the intersection F of the following subvarieties of E0(W ):
P′′ ( F := E0(W ) ∩ {sptq = 1} ∩ {u2 = 1}. (16)
It is important to note that P′′ is a proper subset of F, as there are indeed
points in E0(W ) ∩ {sptq = 1} corresponding to representations which do not
factor through pi1(Wp/q) (we will see that these are precisely points which satisfy
s2 = 1).
In summary, we have reduced the generally hard problem of determining the
set P to the problem of determining the set P′′ . This task is made feasible by
the fact that we can first intersect E0(W ) with the set {u2 = 1} (which will
significantly simplify the defining polynomials involved), and then intersect the
resulting set with the subset {sptq = 1} corresponding to the Dehn filling.
3.2 The subset of the eigenvalue variety corresponding to p-
reps
Using the defining polynomial (11) of C(W ) and using elementary elimination
theory, one finds that e(C(W )) = E0(W ) ⊂ C4 can be defined as an algebraic
set by the following three polynomials (cf. [32, section 5.4.3]):
h1 = t− s2t+ s2t2 − s4t2 − u2 − 2s2tu2 + s4tu2 − t2u2 + 2s2t2u2
+ s4t3u2 + tu4 − s2tu4 + s2t2u4 − s4t2u4,
(17a)
h2 = s
2 − v − s4v + u2v + 2s2u2v + s4u2v − s2u4v + s2v2 − u2v2
− 2s2u2v2 − s4u2v2 + u4v2 + s4u4v2 − s2u4v3,
(17b)
h3 = s
4t− s6t− s2tu2 + s4tu2 + s6t2u2 − s2u2v
+ u4v + s2u4v − 2s4tu4v − u6v + s2u6v2.
(17c)
Intersecting with the subvariety given by {u2 = 1} then simplifies the defining
polynomials to
g1 = (t− 1)
[
t(t− 1)s4 + 4ts2 + (1− t)] , (18a)
g2 = s
2(1− v)(v + 1)2, (18b)
g3 = s
2
[
t(t− 1)s4 + 2t(1− v)s2 + (v2 − t)] . (18c)
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Since s 6= 0, it can be easily verified that the subvariety defined by these
polynomials splits into the following two irreducible components:
E0(W ) ∩ {u2 = 1} =
{u2 = 1, t = v = 1} ∪ {u2 = 1, v = −1, s4t2 + (−s4 + 4s2 − 1)t+ 1 = 0}
(19)
Note that points in the first component correspond to reducible representations.
Intersecting this set further, we obtain the set F = E0(W )∩{u2 = 1}∩{sptq = 1}
as
F = Fr ∪ Fi = {u2 = t = v = 1, sp = 1}
∪ {u2 = 1, v = −1, s4t2 + (−s4 + 4s2 − 1)t+ 1 = 0, sptq = 1}.
(20)
Let us denote the subsets of P′′ corresponding to reducible and irreducible p-
reps by (P′′)r ( Fr and (P′′)i ( Fi , respectively, so that P′′ = (P′′)r ∪ (P′′)i .
3.3 Eigenvalues of reducible p-reps
From equation (20), we can immediately read off the points corresponding to
reducible representations as
Fr = {(s, 1,±1, 1) | sp = 1} , (21)
i.e. the eigenvalue s is necessarily a |p|-th root of unity.
We now need to determine which of these points also correspond to p-reps
ρ ∈ R(Wp/q), or equivalently to partial p-reps ρ′ ∈ R(W ).
The reader can easily verify that a reducible representation ρ′ ∈ C(W ) corre-
sponding to the eigenvalues (±1, 1,±1, 1) is necessarily abelian9 and hence not
a partial p-rep. On the other hand, all points (s, 1,±1, 1) ∈ Fr with s 6= ±1 give
indeed rise to partial p-reps: Since u2 = t = v = 1 implies ρ′(λ0) = I , we have
ρ′(µp0λ
q
0) = ρ
′(µp0) = I and hence ρ
′ factors through pi1(Wp/q). Furthermore,
s2 6= 1 implies that ρ′ is indeed non-abelian.
This means that the subset (P′′)r ( Fr is given by
(P′′)r = {(s, 1,±1, 1) | sp = 1, s 6= ±1} . (22)
9The conditions f(s, u, c) = 0 (cf. equation (11)) and t = v = 1 imply that c = 0
in the normal form (9).
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To obtain the cardinality of this set, first note that −1 is a |p|-th root of unity
iff p is even. Since we always have two choices for u = ±1, we therefore obtain
#(P′′)r =
{
2(|p| − 1) if p is odd,
2(|p| − 2) if p is even. (23)
3.4 Eigenvalues of irreducible p-reps
Let us denote the defining polynomials of Fi by
k1 = s
ptq − 1, (24)
k2 = s
4t2 + (−s4 + 4s2 − 1)t+ 1, (25)
so that Fi = {u2 = 1, v = −1, k1 = k2 = 0}.
To determine the solutions of k1 = k2 = 0 we will use the resultant of k1 and k2
with respect to t, which we determine by induction on q ≥ 1 as the determinant
of the corresponding Sylvester matrix:
resp,q(s) : = Resultant(k1, k2, t)
= det

sp 0 s4
0 sp −s4 + 4s2 − 1 s4
0 1 −s4 + 4s2 − 1
1
. . .
...
...
. . .
. . . s4
−1 0 −s4 + 4s2 − 1
0 −1 1

(q+2)×(q+2)
= sp+2q
(
sp−2q + (−1)q+12Tq(y) + s−p+2q
)
.
= sp−2q + (−1)q+12Tq(y) + s−p+2q,
(26)
where Tq(y) is the q -th Chebyshev polynomial of first type
10, and y = y(s) =
1
2 (−s2 + 4− s−2).
Note that resp,q is in fact a Laurent polynomial
11 in Z[s±1] when p < 0. Since
we are only interested in solutions with s 6= 0, we will always regard this
polynomial as being defined up to multiplication by a unit sk (k ∈ Z), which
10T0(y) = 1, T1(y) = y and Tk+1(y) = 2y Tk(y)− Tk−1(y) for k ≥ 1 (see standard
literature on orthogonal polynomials, e.g. [30]).
11We will often use the word polynomial to also include Laurent polynomials.
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we indicate with the symbol
.
=. Since Tq(y) is a polynomial of degree q in
y , the middle terms of resp,q are formed by a symmetrical Laurent polynomial
of span 4q in the variable s, containing only even powers. Note that we can
consider equation (26) as a formal definition for the case p/q = 1/0, as then
res1,0
.
= (s− 1)2 = 0 is equivalent to k1 = 0, implying s = 1, t = −1.
For us, the main importance of this resultant is that its roots characterize the
solutions of the system {k1 = k2 = 0}: The extension theorem of elimination
theory (cf. [10, §1, Theorem 3]) shows that the system {k1 = 0, k2 = 0} has a
solution (s, t) if and only if s 6= 0 is a root of this resultant. We will call s a
partial solution in this case.
Furthermore note that given a partial solution s, the value for t is uniquely
determined by k1 = 0 and k2 = 0: To see this, note that k2 = 0 implies
t2 = −s−4 ((−s4 + 4s2 − 1)t+ 1), and hence higher powers of t can recursively
be replaced by linear terms in t. The equation k1 = s
ptq − 1 = 0 can therefore
always be expanded to an equation which is linear in t.
Denote the unique solution for t for a given s by ts — each root s 6= 0 of
the resultant therefore corresponds to two eigenvalue points (s, ts,±1, 1) in
Fi ⊂ E0(W ), so that we have
Fi = {(s, ts,±1, 1) | resp,q(s) = 0}. (27)
As in the reducible case, not all of these points correspond to representations
which will factor through pi1(Wp/q) to give p-reps in R(Wp/q). This is due to
the fact that the eigenvalue condition sptq = 1 does not necessarily imply that
ρ(µ0)
pρ(λ0)
q = I . In fact, we have:
Proposition 8 The roots s /∈ {0, 1,−1} of resp,q correspond to irreducible
p-reps of pi1(Wp/q); the roots s = ±1 (when they arise) correspond to dis-
crete faithful representations of pi1(W ) which therefore do not factor through
pi1(Wp/q).
Proof For s = ±1, a direct calculation shows that an irreducible representa-
tion with s2 = u2 = 1 is conjugate to the form
ρ(µ0) =
(
s −su± i
0 s
)
, ρ(µ1) =
(
u 0
1 u
)
, and ρ(λ0) =
(−1 4su
0 −1
)
,
(28)
where s, u ∈ {±1}. (These are in fact, up to conjugation, all discrete faithful
representations into SL2(C) corresponding to the unique complete hyperbolic
structure of the unfilled Whitehead link complement.) For each choice of s =
16
±1, there are four such representations. As the subgroup generated by the
parabolic elements ρ(µ0), ρ(λ0) ∈ SL2(C) is therefore isomorphic to Z2 , the
equation ρ(µ0)
pρ(λ0)
q = I can only be satisfied by p = q = 0 (which is not a
valid filling slope).
For s 6= ±1, first note that the inverse map (14) of the eigenvalue map is well
defined (since u2 = 1). The two points (s, ts,±1,−1) associated to a root s
therefore correspond to two partial p-reps in C(W ). To see that these indeed
factor through pi1(Wp/q), note that for s 6= ±1, both ρ(µ0) and ρ(λ0) are
simultaneously diagonizable, since they are not parabolic and commute. The
condition sptq = 1 then immediately implies ρ(µ0)
pρ(λ0)
q = I . 
Note that this concludes the proof of Theorem 3. For the following application
to the minimal total Culler-Shalen seminorm in section 4, we now need to study
the number of conjugacy classes of p-reps.
3.4.1 Roots of the resultant
We summarize some key facts about the roots of the resultant resp,q :
Lemma 9 (Trivial roots)
If q is even (and hence p odd), s = 1 is a root of order 2 of resp,q . If both q
and p are odd, s = −1 is a root of order 2 of resp,q . In the remaining case (q
odd and p even), neither of ±1 is a root of resp,q .
Proof This can be directly verified from the equations k1 = k2 = 0 (cf. (24)
and (25)): If s = ±1, equation k2 = 0 necessarily implies ts = −1. Using
k1 = 0, we then immediately see that (1,−1) is a solution iff q is even, and
that (−1,−1) is a solution iff p + q is even (which — under the assumption
that p and q are coprime — is equivalent to both p and q being odd). To show
that the order is equal to 2, note that
res′p,q = (p− 2q)
(
sp−2q−1 − s−p+2q−1)+ (−1)q+12qUq−1(y)y′
and
res′′p,q = (p− 2q)
(
(p− 2q − 1)sp−2q−2 + (−p+ 2q − 1)s−p+2q−2)
+(−1)q+12q
(
y′′Uq−1(y) + (y
′)2 ddyUq−1(y)
)
,
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where U(y) is the Chebyshev polynomial of second type12. Since y′(±1) = 0,
we immediately get res′p,q(±1) = 0. Furthermore, res′′p,q(±1) 6= 0 unless p/q =
0/1 or p/q = 4/1, but in those cases resp,q degenerates and has no non-zero
roots. 
Lemma 10 (Symmetries)
(1) resp,q(s) = 0 ⇐⇒ resp,q(s−1) = 0.
(2) resp,q(s) = 0 ⇐⇒ resp,q(s¯) = 0.
(3) (resp,q(s) = 0 ⇐⇒ resp,q(−s) = 0) iff p is even.
(4) resp,q(s)
.
= res−p+4q,q(s).
Proof For (1), observe that y(s−1) = y(s). For (2), note that resp,q is a
Laurent polynomial with real (in fact integer) coefficients. For (3), first note
that y(−s) = y(s) and hence
resp,q(−s)− resp,q(s) = ((−1)p − 1)
(
sp−2q + s−p+2q
)
.
This is clearly 0 when p is even. Conversely, assume this difference to be 0 but
p to be odd. Then s2(p−2q) = −1, which implies s = eiφ for some 0 ≤ φ < 2pi .
But then resp,q(s) = (−1)q+12Tq(y(s)) = (−1)q+12Tq(2 − cos(2φ)) 6= 0, since
the roots of Tq(y) lie in the interval (0, 1) (cf. [30]). The last statement is
obvious from (26). 
Lemma 11 (Real roots)
When p > 4q > 0 or p < 0, the only possible real-valued roots of resp,q are ±1.
When 0 < p < 4q and p is odd, there are two additional real-valued, positive
roots. When 0 < p < 4q and p is even (and hence q odd), there are precisely
four real-valued roots in total, none of which is ±1.
Proof Assume resp,q(s) = resp,q(s) = 0 with s > 0. Then
sp−2q + s−(p−2q) = (−1)q2Tq(y(s)).
Denote the left-hand side of this equation by φ(s), the right-hand side by ψ(s).
We will study intersections of these two real-valued functions. Note that φ(s) is
strictly monotonously decreasing for 0 < s < 1, has a global minimum of value
2 at s = 1, and is strictly monotonously increasing for s > 1. Furthermore,
note that the range of y(s) is (−∞, 1), with global maximum at s = 1. This
12U0(y) = 1, U1(y) = 2y and Uk+1(y) = 2yUk(y)− Uk−1(y) for k ≥ 1.
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implies that the range of ψ(s) = (−1)q2Tq(y(s)) is (−∞, 2), using the fact that
Tq(y) is a polynomial of degree q in y , whose zeros and relative extrema of value
±1 are all contained in the interval [−1, 1]. More specifically, ψ oscillates with
values between −2 and 2 for s ∈ [1 − √2, 1 +√2] (with ψ(1) = (−1)q2) and
tends strictly monotonously to +∞ for s→ 0 and s→∞.
Apart from the possibility of an intersection at s = 1 (in the case that q is
even), other intersections between φ and ψ can therefore only occur outside
the interval (1−√2, 1+√2) when the maximal degree in s of ψ is larger than
that of φ. But maxdegs φ = |p − 2q| = −mindegs φ and maxdegs ψ = 2q =
−mindegs ψ . It is then easy to see that for p > 4q > 0 or p < 0, maxdegs ψ <
maxdegs φ and there are no such intersections. The same argument then shows
that for 0 < p < 4q , there are precisely two positive real-valued roots different
from 1 (which are inverses of each other, by Lemma 10 (1)).
To analyze the remaining case s < 0, note that φ(−s) = (−1)pφ(s) while
ψ(−s) = ψ(s). If p is odd, this means that there cannot be any intersection
apart from possibly s = −1 (which arises if q is odd), as the two functions
diverge in opposite directions. If p is even (and hence q odd), we get as roots
the negatives of the roots found for s > 0. In total, there are either 0 or 4 real
roots in this case, as resp,q(±1) 6= 0. 
Note that this includes the case p/q = 2/1, when there are only four non-zero
roots in total, all of which are real and distinct from ±1.
Lemma 12 (Imaginary roots)
When p > 4q > 0 or p < 0, resp,q has imaginary roots iff p ∈ 4Z. In that case,
there are four such roots. When 0 < p < 4q , there are no imaginary roots.
Proof Similar to the proof of Proposition 11. Assume resp,q(ix) = 0 with
x > 0. Then
i−p+2q
(
(−1)pxp−2q + x−p+2q) = (−1)q2Tq (x2+4+x−22 ) .
Now note that the right-hand side is always real-valued, while the same for
the left-hand side is only true when p is even. In that case, the equation is
equivalent to
φ(x) := (−1)p/2 (xp−2q + x−p+2q) = 2Tq (x2+4+x−22 ) =: ψ(x).
As ψ(x) > 0 for all x ∈ R, this equation can only be satisfied if p/2 is even,
i.e. if p ∈ 4Z. Under this assumption, comparison of the maximal degrees then
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shows that there is no intersection of φ and ψ when 0 < p < 4q , and precisely
two intersections (which are inverses of each other) when p > 4q > 0 or p < 0.
The symmetry with respect to complex conjugation then shows that there are
in total four pure imaginary roots in this case, and none when p /∈ 4Z. 
Lemma 13 None of the roots s /∈ {±1} of resp,q lies on the unit circle.
Proof Simply note that for φ ∈ [0, 2pi),
resp,q(e
iφ) = 2(cos(p − 2q)φ︸ ︷︷ ︸
∈[−1,1]
+(−1)q+1 Tq(2− cos 2φ)︸ ︷︷ ︸
≥1
) = 0
implies φ = 0 or φ = pi . 
Examples of the typical distribution of the roots are shown in figures 2(a), 2(b)
and 2(c).
(a) res65,3 (p > 4q > 0)
(b) res65,23 (0 < p < 4q) (c) res65,16 (p− 4q > 0, but small)
Figure 2: Examples of the distribution of the non-zero roots of resp,q
We will now determine the number of non-zero roots of the resultant. The
number of non-zero roots (with multiplicities) of a Laurent polynomial is given
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by its span, i.e. the difference of the maximal and minimal degrees. From (26),
we see that unless p/q ∈ {0, 4}, the span of resp,q is 2max(|p − 2q|, 2q) (recall
that we always assume q > 0). When p/q ∈ {0, 4}, resp,q .= 1, and there are
therefore no irreducible p-preps13.
Discarding 0, 1 and −1 from the roots of resp,q , we therefore obtain an upper
bound for the number of distinct non-trivial roots as given in table 4. We
remark that it is a hard problem to analytically show that all non-trivial roots
are in fact simple — but the proof of Theorem 2 will in fact imply this for odd
p (cf. Corollary 4).
p/q ∈ (−∞, 0) (0, 4) (4,∞)
p odd 2|p|+ 4|q| − 2 4|q| − 2 2|p| − 4|q| − 2
p even 2|p|+ 4|q| 4|q| 2|p| − 4|q|
Table 4: Upper bound for the number of distinct roots s 6∈ {0,±1} of resp,q
3.5 The number of conjugacy classes of p-reps
We will now put together the results of the previous sections to obtain the count
of conjugacy classes of p-reps for the manifold Wp/q .
We have determined the two components of the set P′′ of eigenvalue tuples
corresponding to p-reps as
(P′′)r = {(s,±1, 1, 1) | sp = 1, s 6= ±1}, (29)
(P′′)i = {(s,±1, ts,−1) | resp,q(s) = 0, s 6= ±1}, (30)
with their cardinalities given in equation (23) and table 4, respectively.
Now recall that by construction, the cardinality of P′′ is equal to the cardinality
of P′ and that of P. Furthermore, we saw that each conjugacy class of p-reps in
C(Wp/q) is represented by two elements in C(Wp/q) (corresponding to the pair
of eigenvalue points (s, t, u, v) and (s−1, t−1, u, v)). To obtain the number of
conjugacy classes of p-reps, we therefore have to divide the cardinality of P by
2. Since the two representatives for a conjugacy class in C(Wp/q) clearly have
the same character independent of whether they are reducible or irreducible,
we see that this number also coincides with the number of characters of p-reps.
The final results are summarized in table 5.
13We remark that this matches the fact that W0 and W4 are toroidal manifolds
which do not admit a complete hyperbolic structure.
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p/q ∈ (−∞, 0) (0, 4) (4,∞)
p odd 3|p|+ 4|q| − 3 |p|+ 4|q| − 3 3|p| − 4|q| − 3
p even 3|p|+ 4|q| − 2 |p|+ 4|q| − 2 3|p| − 4|q| − 2
Table 5: Upper bound for the number of conjugacy classes of SL2(C) p-reps of
pi1(Wp/q)
4 The minimal total Culler-Shalen seminorm and p-
reps
The goal of this section is to show:
Theorem 14 The minimal total Culler-Shalen seminorm of the manifold Wp/q
is equal to the number of characters of p-reps of pi1(Wp/q). In particular, it is
less than or equal to the bounds given in Table 5.
Since Dehn filling along the meridian µ1 of Wp/q gives a closed manifold with
cyclic fundamental group, while µ1 is not a boundary slope, Corollary 1.1.4
of [11] implies that its Culler-Shalen seminorm is in fact equal to the minimal
total Culler-Shalen seminorm s:
s = ‖µ1‖ . (31)
We can therefore find s by explicitly determining ‖µ1‖.
Recall that ‖µ1‖ = deg(fµ1 : X˜irr(Wp/q)→ CP1). We will determine this degree
as a count of the roots of fµ1 . First note that we can in fact restrict our
attention to X(Wp/q), since fµ1 has poles at each ideal point in X˜(Wp/q) (see
e.g. the remarks after Corollary 9.2.7 in [29]).
Since fµ1 = 0 is equivalent to χρ(µ1) = trace ρ(µ1) = ±2, we immediately see
that zeroes of this function are characters of representations ρ ∈ R(Wp/q) which
send the meridian µ1 ∈ pi1(Wp/q) to ±I or a parabolic element of SL2(C). Since
we only regard non-trivial curves in X(Wp/q), the representations in question
have to be non-abelian, and are therefore p-reps.
Theorem 14 will therefore be a direct consequence of the following two propo-
sitions, which are the subject of the bulk of this section:
Proposition 15 Each character of a p-rep of pi1(Wp/q) is a smooth point of
a unique non-trivial curve in Xirr(Wp/q).
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Proposition 16 Each character of an irreducible p-rep of pi1(Wp/q) is a simple
zero of fµ1 . If p/q 6= 0, also each character of a non-abelian reducible p-rep of
piq(Wp/q) is a simple zero of fµ1 .
We will begin in section 4.1 by using work of Heusener and Porti (cf. [17]) to
show Proposition 15 for a general non-abelian reducible representation (there-
fore including the case of reducible p-reps). We remark that this is a subtle
question, as it asks when the character of a non-abelian reducible representa-
tion can be deformed into the character of an irreducible representation. This
result will also be needed in section 5.
To show Proposition 15 for an irreducible p-rep, we then exhibit a useful
partially-diagonal normal form for p-reps in section 4.2, and use this in sec-
tion 4.3 to determine an explicit presentation of the cohomology of pi1(Wp/q)
with coefficients in slρ2 (the Lie algebra sl2(C) viewed as a pi1(Wp/q) module
via the map Ad ◦ρ for a given p-rep ρ). The knowledge of the dimension of
this cohomology group then implies our claim using Theorem A of [2].
Finally, Proposition 16 will be shown in section 4.4 by studying the degree of
the trace function fµ1 in relation to deformations of representations.
4.1 Smoothness of the characters of general non-abelian re-
ducible representations
We will show:
Proposition 17 Let ρ ∈ R(Wp/q) be a non-abelian reducible PSL2(C) rep-
resentation. For p/q 6= 4, the character χρ of ρ is contained in precisely two
irreducible components of X(Wp/q), both of which are curves, one trivial, the
other non-trivial. In addition, χρ is a smooth point of both curves and the inter-
section at χρ is transverse. When p/q = 4, the above is true for all non-abelian
reducible representations ρ with trace ρ(µ0) 6= ±2.
Since every non-abelian reducible SL2(C) representation ρ ∈ R(Wp/q) induces
a non-abelian reducible PSL2(C) representation ρ ∈ R(Wp/q), this then im-
plies the following stronger version of Proposition 15 in the case of non-abelian
reducible representations:
Corollary 18 Every non-abelian reducible SL2(C) character χρ ∈ X(Wp/q) is
a smooth point on a unique non-trivial curve X0 ⊂ X(Wp/q).
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Proof Let ρ ∈ R(Wp/q) be a non-abelian reducible representation, and let
ρ ∈ R(Wp/q) be its image under the natural projection pi : R(Wp/q)→ R(Wp/q).
Proposition 17 now shows that ρ lies as a smooth point on a unique non-trivial
curve X0 ⊂ X(Wp/q), and we only need to show that this curve lifts to a
non-trivial curve X0 ⊂ X(Wp/q). But this is immediately clear, since ρ lifts
to ρ by construction, and pi is a regular covering map onto its image (cf. [6,
Section 3]). 
We start by determining all possible non-abelian reducible representations of
pi1(Wp/q) up to conjugation:
Lemma 19 Let ρ be a non-abelian reducible representation in R(Wp/q). Then
up to conjugation, ρ has the form
ρ(µ0) = ±
(
s 0
c s−1
)
and ρ(µ1) = ±
(
u 0
d u−1
)
,
where either
(1) s2 = 1, c 6= 0 and u2 = 12q (−p+2q±
√
p(p− 4q)) (where p/q = 0 cannot
arise), or
(2) u2 = 1, d 6= 0 and sp = ±1, but s2 6= 1.
Proof Let ρ ∈ R(Wp/q) be non-abelian reducible. Since it is reducible, we can
conjugate it into lower triangular form as in the claim. The first group relation
of pi1(Wp/q) (cf. equation (6)) now implies that either du(1−s2)+cs(u2−1) = 0
(in which case ρ would be abelian, a contradiction), or one of s2 = 1 or u2 = 1
— but not both (otherwise ρ would again be abelian).
If s2 = 1, we hence have u2 6= 1 and c 6= 0. We can now conjugate by diagonal
matrices to let c = 1. Then ρ(λ0) = ±
(
1 0
s−1u−2(u2−1)2 1
)
, and we get
±I = ρ(µ0)pρ(λ0)q = ±
(
sp 0
sp+1p sp
)(
1 0
qs−1u−2(u2 − 1)2 1
)
= ±
(
sp 0
psp+1 + spqs−1u−2(u2 − 1)2 sp
)
.
Since s2 = 1, the lower left entry implies qu4+u2(p−2q)+q = 0, and therefore
u2 = 12q (−p + 2q ±
√
p(p− 4q)) as claimed. Note that these roots are distinct
unless p/q = 0 or p/q = 4. When p/q = 0, this implies that u2 = 1, a
contradiction since ρ is non-abelian. When p/q = 4, we get u2 = −1, which
yields a valid non-abelian reducible representation.
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In the remaining case, when s2 6= 1, we have u2 = 1 and can assume d = 1.
Then ρ(λ0) = ±I and we immediately get ±I = ρ(µ0)pρ(λ0)q = ρ(µ0)p which
implies sp = ±1. 
Following [17], we now determine the twisted Alexander polynomial associated
to the diagonal representation ρα obtained from a non-abelian reducible rep-
resentation ρ ∈ R(Wp/q) as in Lemma 19 by setting all non-diagonal matrix
entries to be zero. In particular, this representation has the same character as
ρ, i.e. χρα = χρ .
Lemma 20 Let ρ be a non-abelian reducible representation in R(Wp/q), and
let ρα be the diagonal representation with the same character as ρ as described
above. The twisted Alexander polynomial associated to ρα is given by:
∆Φσ(t)
.
=
{
t− 1 if s2 6= 1,
qt2 + (p− 2q)t+ q if s2 = 1.
Proof We follow the notation of [17] to facilitate comparison for the reader.
First note that H1(Wp/q;Z) ∼= Z/p ⊕ Z = 〈µ0 〉 ⊕ 〈µ1 〉, where we use the same
symbols for the generators of pi1(Wp/q) and their images under abelianization.
We now define the following homomorphisms:
α : pi1(Wp/q)→ H1(Wp/q;Z)→ C∗, µ0 7→ s2, µ1 7→ u2,
φ : pi1(Wp/q)→ Z = 〈 t 〉 , µ0 7→ 1, µ1 7→ t,
σ : pi1(Wp/q)→ torsH1(Wp/q;Z) α→ C∗, µ0 7→ s2, µ1 7→ 1,
where s and u are the upper left entries of ρ(µ0) and ρ(µ1), respectively.
Using these maps, we can now define a map Φσ : pi1(Wp/q) → C[t±]∗ to the
units of the ring of Laurent polynomials C[t±1] by Φσ(γ) := σ(γ)t
φ(γ) for
γ ∈ pi1(Wp/q). This map can be linearly extended to the group ring Zpi1(Wp/q)
which allows us to define the twisted Alexander polynomial ∆Φσ(t) ∈ C[t±1] (cf.
[17, Section 2] or e.g. [34] for more background). Since we have a presentation
with two generators µ0 and µ1 and two relators
r1 = µ0µ1µ
−1
0 µ
−1
1 µ
−1
0 µ1µ0µ1µ
−1
0 µ
−1
1 µ0µ1µ0µ
−1
1 µ
−1
0 µ
−1
1
and r2 = µ
p
0λ
q
0 , the twisted Alexander polynomial can be obtained as the great-
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est common divisor of the entries of the twisted Fox Jacobian JΦσ :
JΦσ =

∂r1
∂µ0
∂r1
∂µ1
∂r2
∂µ0
∂r2
∂µ1

Φσ
=
(
s−2t−1(t− 1)2(s2 − 1) s−2t−1(1− t)(s2 − 1)2∑p−1
k=0 s
2k + s2pqt−1(t− 1)2 s2pqt−1(1− t)(s2 − 1)
)
.
This matrix can be obtained by hand by first determining the Fox derivatives of
the group relators (cf. [15, Ch. 9B] or [8] for background on Fox free differential
calculus), and then applying the map Φσ to the obtained elements of the group
ring Zpi1(Wp/q).
We now have two cases: If s2 = 1, we get
JΦσ =
(
0 0
p+ qt−1(t− 1)2 0
)
,
and thus that ∆Φσ(t) = p+ qt−1(t− 1)2 .= qt2+(p− 2q)t+ q (where .= denotes
equivalence up to multiplication by units of C[t±1]). Note that this is in fact
the untwisted Alexander polynomial of Wp/q , as s
2 = 1 implies that σ is the
trivial 1-dimensional representation (cf. also e.g. [19], taking into account that
the authors work with the left-handed Whitehead link).
If on the other hand s2 6= 1, we have s2p = 1 and ∑p−1k=0 s2k = 0 which yields
JΦσ =
(
s−2t−1(t− 1)2(s2 − 1) s−2t−1(1− t)(s2 − 1)2
qt−1(t− 1)2 qt−1(1− t)(s2 − 1)
)
.
As a result, ∆Φσ(t) = t−1(t− 1) .= t− 1 in this case. 
We can now proceed to prove the main result:
Proof of Proposition 17 Let ρ ∈ R(Wp/q) be non-abelian reducible. Lem-
ma 19 shows that s2 6= 1 implies u2 = 1 (i.e. u2 is the root of the polynomial
t − 1), and s2 = 1 implies u2 is a root of qt2 + (p − 2q)t + q . But these are
precisely the twisted Alexander polynomials found in Lemma 20 for these cases,
and so we have that u2 is a simple root of the twisted Alexander polynomial,
unless s2 = 1 and p/q = 4 (in which case u2 = −1 is a double root). Apart
from this exception, Theorems 1.2 and 1.3 of [17] (with δ = µ1 ) then show that
the character of the diagonal representation ρα (which is equal to the character
of ρ) satisfies the claim of the Theorem. 
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4.2 A partially diagonal parametrization of p-reps
We determine a parametrization of p-reps similar to the normal form (9) from
section 3.1, but which is better suited to the following cohomology calculations.
Let ρ ∈ R(Wp/q) ⊂ R(W ) be a p-rep. We therefore can assume that ρ(µ0) is
not parabolic, and that furthermore trace ρ(µ1) = ±2. For clarity of exposition,
we will in the following restrict ourselves to the case trace ρ(µ1) = +2 — the
negative trace case proceeds completely analogously14.
As a consequence, ρ can be conjugated into the form
ρ(µ0) =
(
s 0
0 s−1
)
and ρ(µ1) =
(
a −(a− 1)2
1 2− a
)
, (32)
where s ∈ C∗ , a ∈ C, subject to the condition (obtained from applying (32) to
the first group relation)
r+1 = (a− 1)
[−(s2 − 1)2a2 + (s2 − 1)(s2 − 3)a− 2] = 0. (33)
Note that this implies a 6= 0 and a 6= 2 (otherwise r+1 = 2s4 6= 0).
We will in the following use this condition to simplify all arising polynomials
modulo r+1 , i.e. we will replace each polynomial
15 f by its canonical form f0
modulo the ideal generated by r+1 , in notation f ≡r+
1
f0 (see e.g. [10]).
Using this parametrization, we then obtain for the longitude that ρ(λ0) =(
t 0
0 t−1
)
with t ≡r1 a/(2 − a), which implies that ρ is diagonal on the whole
peripheral subgroup of the first boundary torus. This fact will be of great
importance in section 4.3.
Applying (32) to the filling relation, ρ(µp0λ
q
0) = I , now yields
16
r+2 ≡r+
1
sp
(
a
2−a
)q
− 1 = 0. (34)
Denote by D+(Wp/q) ⊂ R(Wp/q) the subset of representations in partially-
diagonal normal form (32) satisfying r+1 = r
+
2 = 0.
Now note that ρ ∈ D+(Wp/q) is reducible iff a = 1. In this case the polynomial
r+1 is identically zero, and poses therefore no further condition on s and a.
Then ρ ∈ C(Wp/q) ∩ D+(Wp/q), and a = u = 1 is equal to the eigenvalue of
ρ(µ1). The condition r
+
2 = 0 then implies s
p = 1, just as we found in section 3.
14The symbol “+” will be attached to related sets and expressions to indicate this
choice of sign.
15We also extend this to rational functions by setting f/g ≡r+
1
f0/g if f ≡r+
1
f0 .
16Note that t 6= 0 implies a 6= 0 and a 6= 2.
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If ρ ∈ D+(Wp/q) is irreducible, we have a 6= 1, and we can further simplify r+1
to:
r+1 = −(s2 − 1)2a2 + (s2 − 1)(s2 − 3)a− 2. (35)
For simplicity, we will denote this polynomial again by r+1 , since there will
be no danger of confusion. Now note that the system r+1 = r
+
2 = 0 (for the
coefficients s and a) is completely equivalent to the system k1 = k2 = 0 (for
eigenvalues s and t) for p-reps (with positive trace on ρ(µ1), i.e. u = +1) in
section 3, where we showed that its solutions are characterized by the roots
of the polynomial resp,q . Instead of explicitly solving this system in the new
parametrization, we will therefore use the properties of resp,q where appropriate
(in particular in section 4.4).
4.3 The twisted cohomology and smoothness at p-reps
This section is dedicated to proving Proposition 15 for irreducible p-reps by de-
termining an explicit presentation for the cohomology group H1 := H1(Wp/q; sl
ρ
2) =
H1(pi1(Wp/q); sl
ρ
2). Good background references are [7] and [35], we also recom-
mend the articles [18] and [17] for a good summary in our context.
4.3.1 Preliminaries
Consider the Lie group SL2(C) and its Lie algebra sl2(C), and denote the
adjoint homomorphism by Ad: SL2(C) → Aut(sl2(C)) acting by conjugation,
i.e. for A ∈ SL2(C) and U ∈ sl2(C) we have Ad(A)(U) = AUA−1 .
Let Γ be a finitely presented group, and let ρ ∈ R(Γ) = Hom(Γ; SL2(C)). The
Lie algebra sl2(C) can then be viewed as a (left) Γ module via the map Ad ◦ρ,
i.e. for γ ∈ Γ and A ∈ SL2(C) we have the left action γ · A := Ad(ρ(γ))(A).
Denote sl2(C) with this left Γ module structure by sl
ρ
2 .
Denote by C∗(Γ; slρ2) = C
∗(Γ; slρ2) the space of cochains with coefficients in sl
ρ
2 .
Similarly, let B∗(Γ; slρ2) and Z
∗(Γ; slρ2) denote the coboundaries and cocycles,
respectively, and H∗(Γ; slρ2) the cohomology group with coefficients in sl
ρ
2 .
Note that a cocycle d ∈ Z1(Γ; slρ2) is a map d : Γ→ slρ2 satisfying
d(γ1γ2) = d(γ1) + γ1 · d(γ2) for all γ1, γ2 ∈ Γ, (36)
using the short notation for the Ad ◦ρ action of Γ on sl2(C). A cochain b : Γ→
sl
ρ
2 is a coboundary if there exists an U ∈ sl2(C) such that b(γ) = γ ·U −U for
all γ ∈ Γ.
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It was an observation of Weil ([35], cf. also [25]) that the Zariski tangent space
TZarρ (R(Γ)) at a point ρ ∈ R(Γ) can be identified with a subspace of the
space of 1-cocycles Z1(G; slρ2), and thus dimT
Zar
ρ (R(Γ)) ≤ dimZ1(Γ; slρ2). The
knowledge of the dimension of the space of cocycles can therefore be used to
determine whether a given representation or its character is a smooth point in
the representation or character variety, respectively.
4.3.2 Coboundaries at p-reps
First we determine the coboundaries B1 := B1(Wp/q; sl
ρ
2) for a p-rep in partially-
diagonal normal form ρ ∈ D±(Wp/q). As in section 4.2, we will restrict ourselves
to the case ρ ∈ D+ , as the negative trace case proceeds analogously.
Let
e1 =
(
0 1
0 0
)
, e2 =
(
1 0
0 −1
)
and e3 =
(
0 0
1 0
)
(37)
be a basis for the Lie algebra sl2 := sl2(C). For a matrix A ∈ sl2 , let uA ∈ B1
be the 1-coboundary defined by uA(γ) = A− γ ·A for γ ∈ pi1(Wp/q). Given a
representation ρ ∈ D+(Wp/q), the coboundaries are then generated by
ue1 : µ0 7→
(
0 1− s2
0 0
)
, µ1 7→
(
a 1− a2
1 −a
)
, (38)
ue2 : µ0 7→
(
0 0
0 0
)
, µ1 7→
(
2(a− 1)2 −2a(a− 1)2
2(a− 2) −2(a− 1)2
)
, (39)
ue3 : µ0 7→
(
0 0
1− s−2 0
)
, µ1 7→
(
(2− a)(a− 1)2 (a− 1)4
−(a− 1)(a − 3) −(2− a)(a− 1)2
)
.
(40)
Since cochains are determined by their images on the generators, we will im-
plicitly use the isomorphism τ : sl22 → C6 given by((
x1 x2
x3 −x1
)
,
(
y1 y2
y3 −y1
))
7→ (x1, x2, x3, y1, y2, y3) (41)
to identify a cochain u with an element of C6 . We can therefore think of
Z1 := Z1(Wp/q; sl
ρ
2) and B
1 as subspaces of C6 .
All coboundaries are now of the form α1ue1 +α2ue2 +α3ue3 with αi ∈ C. Seen
as elements of C6 , they hence lie in the span of the row vectors of the matrix
B :=
0 1− s2 0 a 1− a2 10 0 0 2(a− 1)2 −2a(a− 1)2 2(a− 2)
0 0 1− s−2 (2− a)(a− 1)2 (a− 1)4 −(a− 1)(a− 3)
 .
(42)
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Since s 6= ±1, one sees that the rank of this matrix, and hence the dimension
of the subspace of coboundaries, is 3.
Note that this remains true when ρ is reducible, as then a = 1 and B becomes
Bred =
0 1− s2 0 1 0 10 0 0 0 0 −2
0 0 1− s−2 0 0 0
 . (43)
4.3.3 Cocycle condition from the first relation
Let (B1)⊥ be the orthogonal complement of the subspace of coboundaries B1
in C6 with respect to the standard inner product. For each cohomology element
u¯ ∈ H1 there then is a unique representative u ∈ (B1)⊥ such that u¯ = u+B1 .
The orthogonal complement is given by the kernel of the matrix B , and we can
therefore identify H1 with a subspace of (B1)⊥ in C6 . In particular, we can
obtain it as the kernel of the linear map given by the matrix B adjoined with
additional rows corresponding to the cocycle versions of the group relations.
We therefore examine the effect of the first group relation on cocycles: Using
w1 := µ1µ0µ1µ
−1
0 µ
−1
1 µ
−1
0 µ1µ0 = µ0µ1µ
−1
0 µ
−1
1 µ
−1
0 µ1µ0µ1 =: w2 , we see that
each cocycle u ∈ Z1 has to satisfy the matrix equation u(w1) − u(w2) = 0.
Assuming that u(µ0) = (
x1 x2
x3 −x1 ) and u(µ1) =
( y1 y2
y3 −y1
)
as in (41), we can
iteratively use the cocycle condition (36) to expand this expression, yielding a
matrix with entries which are polynomials in x1 , x2 , x3 , y1 , y2 and y3 with
coefficients in C[a±1, s±1].
When ρ is reducible (but non-abelian), we find that only the lower left entry of
u(w1) = u(w2) gives a non-vanishing equation, which we write in vector form
as 
0
−2(s2 − 1)
0
−2(s2 − 1)2
s−2(s2 − 1)2(s4 − s2 − 1)
0

T 
x1
x2
x3
y1
y2
y3
 = 0. (44)
This vector can now easily be seen to be linearly independent from the row
vectors in the matrix Bred in (43).
On the other hand, when ρ is irreducible (and hence a 6= 1), the matrix obtained
is far more complicated. After dividing the entries by a common nonzero factor
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of s−8(s2 − 1)(a − 1) and reducing all coefficient polynomials in C[a±1, s±1]
modulo r+1 , one finds that the upper left entry yields the equation
vT
(
x1 x2 x3 y1 y2 y3
)T
= 0, (45)
where the vector v is given by

−4(a3s2 − a3 − 7a2s2 + 7a2 + 2as4 + 8as2 − 14a + 4s2 + 8)
−2(a2s2 − a2 − 2as4 − as2 + 3a+ s4 − 2s2 − 2)
2(a4s2 − a4 − 9a3s2 + 9a3 + 24a2s2 − 29a2 − as6 − 16as2 + 39a + s6 − 2s4 − 8s2 − 18)
2s2(−6as2 + 3a2s2 − as4 − a2 + 3a− 2)
as6 + 2as4 − 2as2 + a− 2s4 + 4s2 − 2
−3a3s2 + a3 + 16a2s2 − 8a2 − 4as4 − 19as2 + 17a− 2s2 − 10
 ,
(46)
and vT denotes the transposed vector. Denote the first coefficient of v (cor-
responding to x1 ) by ψ1 . One way to see that v is linearly independent from
the row vectors in the matrix B in (42) is to verify that ψ1 does not vanish at
a representation ρ ∈ D+(Wp/q): Calculating17 a reduced Groebner basis with
respect to the pure lexicographic order a > s for the ideal generated by ψ1
and r+1 , we find that its first generator is a power of s, implying that the only
common zeros with r+1 lie in the subspace defined by s = 0, a contradiction to
our assumptions.
We remark that the other entries of u(w1) − u(w2) yield equations which can
be shown to be consequences of the coboundary conditions and equation (46).
4.3.4 Cocycle condition from the filling relation
We now study the condition forced on the cocycles after applying p/q -filling
on the first cusp. Letting u(µ0) = (
x1 x2
x3 −x1 ) and u(µ1) =
( y1 y2
y3 −y1
)
as before,
we first determine the image u(λ0) = u(µ1µ0µ
−1
1 µ
−1
0 µ
−1
1 µ0µ1µ
−1
0 ). A direct
calculation shows that
u(λ0) =:
(
l1 l2
l3 −l1
)
, (47)
17With the help of Maple
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where the normalized entries l1 , l2 and l3 are given by
l1 =− 4s
−6(a3s2 − a3 − 2a2s2 + 4a2 − as6 − 2as4 − as2 − 5a+ s6 + 2s4 + 2s2 + 2)
− 2s−8(a2s2 − a2 − as2 + 3a− 2s6 − 2s4 − 2s2 − 2)
+2s−4(a4s2 − a4 − 3a3s2 + 5a3 − 3a2s2 − 7a2 + 2as4
+11as2 + a− 2s4 − 2s2 + 2)
− 4s−2(a3s2 − a3 − 3a2s2 + 4a2 + 2as2 − 5a+ 2)
− s−4(2a2s2 − 2a2 − as6 − 3as2 + 6a− 4s4 − 2s2 − 4)
+2s−6(a4s2 − a4 − 6a3s2 + 7a3 + 12a2s2 − 19a2
−5as2 + 23a− 2s4 − 6s2 − 10),
(48)
l2 =4s
−6(a4s2 − a4 − a3s2 + 3a3 − 11a2s2 + 3a2 + 17as2 − 15a + 2s2 + 10)
+ s−8(2a3s2 − 2a3 + 4a2 − 15as4 + a− s4 − 8s2 − 3)
−s−4(2a5s2 − 2a5 − 4a4s2 + 8a4 − 12a3s2 − 6a3 + 32a2s2 − 12a2
−as4 − 20as2 + 21a+ s4 − 9)
+ 2s−2(2a3s2 − 2a3 − 5a2s2 + 7a2 + 2as2 − 8a+ s2 + 3)a
+ s−4(2a3s2 − 2a3 − 5a2s2 + 7a2 − 5as4 + 2as2 − 7a+ s4 − s2 + 2)
−s−6(2a5s2 − 2a5 − 11a4s2 + 13a4 + 18a3s2 − 32a3 + 4a2s2
+30a2 − 28as2 + 2a− s2 − 11)
(49)
and
l3 =− 4s
−6(a2s2 − a2 − 2as8 + 2as6 − as2 + 3a+ 2s8 − 6s6 − 2s4 − 2s2 − 2)
+ s−2(as6 − 6as4 + 7as2 − 2a− s6 + 8s4 − 15s2 + 4)
+s−4(2a3s2 − 2a3 − 8a2s2 + 12a2 + as12 − 6as10 + 11as8 − 4as6 − 4as4
+2as2 − 22a − s12 + 8s10 − 19s8 + 12s6 + 12s4 + 12s2 + 12)
− 2s−2(2a2s2 − 2a2 − 2as4 − 3as2 + 7a+ 2s4 − 2s2 − 6)
+s−4(as10 − 7as8 + 13as6 − 12as4 + 6as2 − a− s10
+9s8 − 22s6 + 22s4 − 12s2 + 2)
+s−6(2a3s2 − 2a3 − 13a2s2 + 15a2 + as8 + 5as6 + 11as2
−31a− s8 − 3s6 + 10s4 + 14s2 + 18).
(50)
The relation µp0λ
q
0 = 1 then translates to u(µ
p
0λ
q
0) = (
0 0
0 0 ), where
18
u(µp0λ
q
0) = u(µ
p
0) + µ
p
0 · u(λq0) =
=
(
1 + µ0 + · · · + µp−10
)
· u(µ0) + µp0
(
1 + λ0 + · · · + λq−10
)
· u(λ0)
=
(
px1 + ql1 x2
∑p−1
k=0 s
2k + s2pl2
∑q−1
j=0 t
2j
x3
∑p−1
k=0 s
−2k + s−2pl3
∑q−1
j=0 t
−2j −px1 − ql1
)
.
(51)
18This computation is the reason for our choice of the parametrization in section 4.2,
as we could otherwise not have arrived at a general form in terms of p and q .
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Now s 6= ±1 implies that we can use
p−1∑
k=0
s2k =
s2p − 1
s2 − 1 (52)
and
p−1∑
k=0
s−2k = s−2(p−1)
p−1∑
k=0
s2k = s−2(p−1)
s2p − 1
s2 − 1 . (53)
We now need to distinguish between the reducible and irreducible case: When
ρ is reducible, a = 1 implies t = 1 and hence
∑q−1
j=0 t
2j = q . But then sptq = 1
also implies sp = 1, and equation (51) becomes(
0 0
0 0
)
=
(
px1 + ql1 ql2
ql3 −px1 − ql1
)
. (54)
But note that a = 1 implies that l1 = (s
2− s−2)y2 , l2 = 0 and l3 = −2s−2x2+
2(s−2 − 1)y1 + (s−4 − 2 + s2)y2 . It is then easy to see that ql3 = 0 is already
a consequence of the coboundary conditions, and so the only new condition
remaining from (54) is (p/q)x1+ l1 = 0. Adjoining this condition in row vector
form together with the vector corresponding to equation (44) to the matrix
from (43), we then obtain a presentation matrix for the cohomology group
H1(Wp/q; sl
ρ
2), viewed as a subspace of C
6 :
0 1− s2 0 1 0 1
0 0 0 0 0 −2
0 0 1− s2 0 0 0
0 2(1− s2) 0 2s−2(−s4 + 2s2 − 1) s−2(s4 − s2 − 1)(s2 − 1)2 0
p/q 0 0 0 s−2(s4 − 1) 0
 . (55)
The rank of this matrix can easily be seen to be 5 for all s 6= ±1, and we
therefore obtain
dimCH
1(Wp/q; sl
ρ
2) = 1. (56)
On the other hand, when ρ is irreducible, we can use t 6= ±1 to rewrite (51) as
u(µp0λ
q) =
(
px1 + ql1
s2p−1
s2−1 x2 + s
2p t2q−1
t2−1 l2
s−2(p−1) s
2p−1
s2−1 x3 + s
−2pt−2(q−1) t
2q−1
t2−1 l3 −px1 − ql1
)
=
(
px1 + ql1
s2p−1
s2−1
x2 +
1−s2p
t2−1
l2
s2 1−t
2q
s2−1
x3 − t2 1−t2qt2−1 l3 −px1 − ql1
)
=
 px1 + ql1 (s2p − 1)( 1s2−1x2 − 1t2−1 l2)
s−2p(s2p − 1)
(
s2
s2−1
x3 − t2t2−1 l3
)
−px1 − ql1
 .
(57)
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From the upper right and lower left entries of this matrix we now see that either
s2p = 1 (which we know cannot be true by Lemma 13, since s is also a root of
resp,q ), or (t
2 − 1)x2 = (s2 − 1)l2 and s2(t2 − 1)x3 = t2(s2 − 1)l3 . After some
careful algebraic manipulations, it can be verified that these last two conditions
are in fact consequences of the coboundary conditions (42) and equation (46).
The only new information comes therefore from the upper left matrix entry.
Since q > 0, we can rewrite this in the form l1 + (p/q)x1 = 0, which gives us
(after normalizing with respect to r+1 ) the condition
wT
(
x1 x2 x3 y1 y2 y3
)T
= 0, (58)
where the vector w is given by
p/q − 4s−6(a3s2 − a3 − 2a2s2 + 4a2 − as6 − 2as4 − as2 − 5a+ s6 + 2s4 + 2s2 + 2)
−2s−8(a2s2 − a2 − as2 + 3a− 2s6 − 2s4 − 2s2 − 2)
2s−4(a4s2 − a4 − 3a3s2 + 5a3 − 3a2s2 − 7a2 + 2as4 + 11as2 + a− 2s4 − 2s2 + 2)
−4s−2(a3s2 − a3 − 3a2s2 + 4a2 + 2as2 − 5a + 2)
−s−4(2a2s2 − 2a2 − as6 − 3as2 + 6a− 4s4 − 2s2 − 4)
2s−6(a4s2 − a4 − 6a3s2 + 7a3 + 12a2s2 − 19a2 − 5as2 + 23a− 2s4 − 6s2 − 10)
 .
(59)
Adjoining the two row vectors corresponding to equations (46) and (59) to the
matrix B , we now obtain a presentation matrix for H1(Wp/q; sl
ρ
2). With some
care19, we can row-reduce this matrix to the form
ψ1 0 0 0 ∗ ∗
0 s2 − 1 0 0 −1 −(a− 1)−2
0 0 s−2 − 1 0 s2(a− 1)2 s2
0 0 0 (a− 1)2 −a(a− 1)2 a− 2
0 0 0 0 ∗ ∗
 , (60)
where each ∗ denotes a non-zero polynomial in a and s (normalized modulo
r+1 ), and ψ1 is the first coefficient of the vector in equation (46). This shows
that the rank of this matrix is 5, and we therefore find that
dimCH
1(Wp/q; sl
ρ
2) = 1 (61)
or equivalently,
dimC Z
1(Wp/q; sl
ρ
2) = 4. (62)
Since Corollary 18 showed that a non-abelian reducible p-rep lies on a non-
trivial curve in R(Wp/q), and an irreducible p-rep does so automatically, The-
orem A of [2] now shows:
19Making sure no polynomial used in division can be zero on D+ .
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Proposition 21 The character χρ of a (reducible or irreducible) p-prep ρ ∈
R(Wp/q) is a smooth point of X
irr(W ) and is contained in a unique non-trivial
curve. Furthermore, we have TZarχρ (X(Wp/q))
∼= H1(Wp/q; slρ2), presented as a
subset of C6 as the kernel of the matrix (55) in the reducible, and the matrix
(60) in the irreducible case. 
This then concludes the proof of Proposition 15, and furthermore provides
an explicit parametrization for non-trivial cocycles in Z1(M ; slρ2) at a given
representation ρ ∈ D+ . This will be needed in the following section, when we
will study deformations of these representations.
4.4 Deformations of representations and degree of the trace
function
We now turn our attention to the proof of Proposition 16.
Since Proposition 21 showed that Xirr(Wp/q) is smooth and positive-dimensional
at the character of a p-rep ρ, we can use the existence of non-trivial cocycles
to find a smooth deformation ρν of ρ0 = ρ, which admits an expansion of the
form
ρν = exp
(
νu1 + ν
2u2 + ν
3u3 + . . .
)
ρ (63)
where uj : pi1(G)→ sl2(C), and u1 ∈ Z1(G; slρ2) (see e.g. [18, § 3] or [16]).
Developing fχρν = (trace ρν(γ))
2 − 4 using the expansion
exp(A) =
∞∑
j=1
Aj/j! (64)
for A ∈ sl2(C), we find that the trace function fµ1(χρν ) has the following Taylor
expansion at ρ0 (see e.g. Lemma 1.3 in [1]):
fµ1(χρν ) = fµ1(χρ0) + 2Iµ1(χρ0) trace
(
u1(µ1)ρ0(µ1)
)
ν +O(ν2). (65)
Note that in our case G := pi1(Wp/q) and Iµ1(χρ0) = (trace ρ0(µ1))
2 = 4 for
ρ0 ∈ D± . Since fµ1(χρ0) = 0 at a p-rep ρ0 , the order of this zero is 1 iff there
is a non-trivial cocycle u1 ∈ Z1(Wp/q; slρ2) satisfying
trace
(
u1(µ1)ρ0(µ1)
) 6= 0. (66)
To prove this, note that for ρ0 ∈ D+ and an arbitrary cochain u1 we have
trace
(
u1(µ1)ρ0(µ1)
)
= trace
(
y1 y2
y3 −y1
)(
a −(a− 1)2
1 2− a
)
= 2(a− 1)y1 + y2 − (a− 1)2y3,
(67)
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and an analogous expression for ρ0 ∈ D− .
Let P be the matrix obtained by adjoining the row vector corresponding to this
expression to the presentation matrix for H1(Wp/q; sl
ρ
2) from (55) or (60), re-
spectively. The existence of a non-trivial cocycle u1 such that (67) is equal
to a non-zero value c ∈ C∗ is now equivalent to finding a solution u1 :=
(x1, x2, x3, y1, y2, y3) to the linear equation system
P (x1, x2, x3, y1, y2, y3)
T = (0, 0, 0, 0, 0, c)T (68)
and hence a non-trivial element in H1(Wp/q) represented by a cocycle u1 which
satisfies (66). In particular, if we can show that detP 6= 0, the system (68) will
in fact have a unique solution u1 for any given c ∈ C∗ .
Again restricting attention to ρ0 ∈ D+ , we will first discuss the case when ρ0
is reducible: In this case, the matrix P is given by
P =

0 1− s2 0 1 0 1
0 0 0 0 0 −2
0 0 1− s2 0 0 0
0 2(1− s2) 0 2s−2(−s4 + 2s2 − 1) s−2(s4 − s2 − 1)(s2 − 1)2 0
p/q 0 0 0 s−2(s4 − 1) 0
0 0 0 0 1 0
,
(69)
and we find detP = (4p/q)s−4(s2−1)2(s4−2s2+2). Now recall from section 3.3
that the eigenvalue s of a reducible p-rep must satisfy sp = 1, s 6= ±1. None
of the roots of s4− 2s2+2 = 0 lie on the unit circle, and so detP 6= 0 unless20
p = 0. This implies Proposition 16 in the case of a non-abelian reducible p-rep,
p/q 6= 0.
We will now discuss the remaining case, when ρ0 ∈ D+ is irreducible. Append-
ing the row vector corresponding to the expression (67) to the matrix (60) and
applying Gauss-Jordan to reduce the matrix, we obtain the 6× 6-matrix
P =

ψ1 ∗ ∗
∗ ∗ ∗
∗ ∗ ∗
∗ ∗ ∗
∗ ∗
2a2 − 2a+ 1 (1− a)−1(a3 − 3a2 + 5a− 5)
 (70)
20When p = 0, the trace in (67) will indeed be zero for all cocycles u1 , and hence the
order of a zero of fµ1 at the character of a reducible non-abelian p-rep is indeed greater
than 1. This also reflects the fact that there is a whole curve of non-abelian reducible
p-reps for s ∈ C∗ − {±1} in this case (since p = 0, q = 1 implies sptq = t = 1, and
there are no further conditions on s).
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Denote by d the determinant of the lower right 2× 2-block of this matrix. We
wish to show that this determinant is not zero for ρ0 ∈ D+ . To show this, we
used the computer algebra system Maple to calculate a Groebner basis of the
ideal generated by r+1 and the numerator of d with respect to a lexicographic
ordering with a > s. We find21 that the first basis element is given by s30d1d2
where
d1 = p(p− 4q)s4 + (−6p2 + 24pq − 32q2)s2 + p(p− 4q) (71)
and
d2 = 22s
40 − 438s38 + 4185s36 − 24868s34 + 101875s32 − 304088s30
+ 683740s28 − 1182928s26 + 1598312s24 − 1708564s22 + 1466502s20
− 1027864s18 + 595850s16 − 286072s14 + 115452s12 − 41808s10
+ 14586s8 − 4582s6 + 1097s4 − 164s2 + 11. (72)
If d were to vanish at an irreducible representation ρ0 ∈ D+ , each of the poly-
nomials in the Groebner basis, and in particular the first element, would have to
vanish. We will therefore show that neither d1 nor d2 vanish at a representation
ρ0 ∈ D+ , which shows that d cannot vanish there. For this, we will make use
of the fact that the parametrization of any irreducible representation ρ0 ∈ D±
also satisfies resp,q = 0 (as determined in section 3.4). It suffices therefore to
show that resp,q has no roots in common with d1 and d2 .
As for d1 , we note that its four roots are
±
((
3(p− 2q)2 + 4q2)± (2|p − 2q|√2(p − 2q)2 + 8q2))1/2√
p(p− 4q) (73)
It is easy to see that in fact these roots are all real-valued when p > 4q > 0 or
when p < 0 < 4q , and all imaginary when 0 < p < 4q . To see this, simply note
that(
3(p − 2q)2 + 4q2)2 − (2|p− 2q|√2(p− 2q)2 + 8q2)2 = p2(p − 4q)2 ≥ 0 (74)
which shows that the numerator in (73) is always real-valued.
But note that for p > 4q > 0 or p < 0 < 4q , apart from ±1, none of the
non-zero roots of resp,q are real-valued by Lemma 11. Similarly for 0 < p < 4q ,
none of its non-zero roots are pure imaginary by Lemma 12. So d1 in fact does
not share any roots with resp,q .
21We remark that this computation took more than 24 hours on a modern PC.
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It now remains to be shown that the polynomial d2 has no common roots with
resp,q . To see this, first observe that d2 is an irreducible polynomial, while its
leading coefficient is 22 6= 1. On the other hand, while resp,q is in general not
irreducible22, it is a monic polynomial with integer coefficients — and therefore
so are its irreducible factors. We conclude that all roots of resp,q are algebraic
integers, while this is not true for any of the roots of d2 . This shows that d2
and resp,q have no roots in common. We show the 40 roots of d2 in figure 3.
Figure 3: The roots of the polynomial d2
We can therefore conclude that the 2× 2 minor d is indeed non-zero at charac-
ters of p-reps, and that hence rankP = 6 and detP 6= 0, proving Proposition 16
for irreducible p-reps.
This then concludes the proof of Theorem 14, showing that the minimal semi-
norm s is given by the number of characters of p-reps.
5 Seifert fillings
It is well-known (see e.g. [23, § 9] or [13]) that for σ ∈ {1, 2, 3}, the closed
manifold Wp/q(σ) = W (p/q, σ) is Seifert fibered with base orbifold a sphere
with three cone points23:
• W (p/q, 1) is Seifert fibered over S2(2, 3, |p − 6q|) if p/q 6= 6
• W (p/q, 2) is Seifert fibered over S2(2, 4, |p − 4q|) if p/q 6= 4
• W (p/q, 3) is Seifert fibered over S2(3, 3, |p − 3q|) if p/q 6= 3
22For example when q = 1 and p is even.
23Such manifolds are often called small Seifert.
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This can be seen from the fact that W (1), W (2) and W (3) are all Seifert
fibred with base orbifold a disc with two cone points: D2(2, 3), D2(2, 4) and
D2(3, 3), respectively. Furthermore, the corresponding fibre slopes are 6, 4 and
3, respectively. Therefore, all but one24 Dehn filling W (1, p/q) ∼= W (p/q, 1) is
Seifert fibred with base orbifold a sphere with three cone points, and similarly
for W (2, p/q) and W (3, p/q).
We will use this fact to prove:
Proposition 22 For p odd, the total Culler-Shalen seminorms of the three
Seifert filling slopes 1, 2 and 3 of Wp/q are given by
‖1‖ = s+ 2|p − 6q| − 2,
‖2‖ = s+ 3|p − 4q| − 3,
‖3‖ = s+ 4|p − 3q| − 4,
where s is the minimal total Culler-Shalen seminorm.
Proof The proof is mainly an explicit computation using the results of [1],
where the authors give all necessary tools to study the Culler-Shalen seminorm
of small Seifert manifolds.
Let σ ∈ {1, 2, 3} be one of the Seifert filling slopes for Wp/q . Theorem C
of [1] shows that in this situation ‖σ‖ = s + 2A, where A is the number of
characters of non-abelian representations ρ ∈ R(Wp/q) satisfying ρ(σ) = ±I
whose characters lie on non-trivial curves in X(Wp/q).
Note that such a representation necessarily induces a (non-abelian25) PSL2(C)
representation ρ ∈ R(Wp/q) with ρ(σ) = ±I , which in turn factors through
to give a representation ρ′ ∈ R(Wp/q(σ)). Since Wp/q(σ) has base orbifold
S2(a, b, c), a sphere with three cone points, there is a presentation of pi1(Wp/q(σ))
of the form
pi1(Wp/q(σ)) =
〈
x, y, h | h central, xa = ha′ , yb = hb′ , (xy)c = hc′
〉
(75)
where gcd(a, a′) = gcd(b, b′) = gcd(c, c′) = 1 (cf. [21, § VI]).
24The reader can easily verify that the exceptions are connected sums of lens spaces:
W (1, 6) ∼= L2#L3 , W (2, 4) ∼= L2#L4 and W (3, 3) ∼= L3#L3 .
25An abelian irreducible representation ρ ∈ R necessarily has image isomorphic to
Z/2⊕Z/2 , generated by ±
(
i 0
0 −i
)
and ±
(
0 −b
b−1 0
)
for some b ∈ C∗ . This possibility is
excluded in our situation by the fact that p is odd.
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Lemma 3.1 from [1] now shows that the representation ρ′ ∈ R(Wp/q(σ)) again
factors through to give a representation ρ′′ ∈ R(∆(a, b, c)), where ∆(a, b, c) ∼=
piorb1 (S
2(a, b, c)) is the (a, b, c) triangle group with presentation
∆(a, b, c) =
〈
x, y | xa = yb = (xy)c = 1
〉
. (76)
Conversely, a given representation ρ′′ ∈ R(∆(a, b, c)) induces a unique rep-
resentation ρ′ ∈ R(Wp/q(σ)), which in turn induces a unique representation
ρ ∈ R(Wp/q) satisfying ρ(σ) = ±I . We summarize the situation in the follow-
ing diagram:
pi1(Wp/q)
ρ
//

ρ
&&N
NN
NN
NN
NN
NN
SL2(C)

pi1(Wp/q(σ))

ρ′
// PSL2(C)
∆(a, b, c)
ρ′′
77ppppppppppp
(77)
Using Theorem D of [1] together with the fact that H1(Wp/q(r/s)) = Z/|p| ⊕
Z/|r| , one can now explicitly determine the number of PSL2(C) characters of
∆(a, b, c), and hence of pi1(Wp/q), for each of the Seifert filling slopes
26. The
results are summarized in tables 6, 7 and 8. Also included are the numbers of
non-abelian reducible characters, which can be found by direct calculation.
It now remains to determine the number of non-abelian SL2(C) characters,
i.e. to determine which of the PSL2(C) representations ρ ∈ R(Wp/q) lift to
representations ρ ∈ R(Wp/q). There is in general an obstruction to this lifting,
which is contained in the cohomology group
H2(Wp/q;Z/2) ∼=
{
0 if p is odd,
Z/2 if p is even.
(78)
We therefore have no obstruction to lifting when p is odd. The number of lifts
of a given PSL2(C) representation (if they exist) is generically given by the
cardinality of
H1(Wp/q;Z/2) ∼=
{
Z/2 if p is odd,
Z/2 ⊕ Z/2 if p is even.
(79)
Note that dihedral representations only lift half as many times as given by this
number (see e.g. Lemma 5.5 of [5] and the remarks following it for more details).
26We remark that there is a small misprint in the statement of Theorem D (1) in [1]:
The numerator in the first term should be |aqr + bpr − cpq| (note the negative sign).
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gcd(6, p) total irreducible dihedral reducible non-ab. red.
1 12 (|p|+ |p− 6q|) 12 (|p− 6q| − 1) 0 12 (|p|+ 1) 0
3 12 (|p|+ |p− 6q|) 12 (|p− 6q| − 1) 0 12 (|p|+ 1) 0
2 12 (|p|+ |p− 6q|) + 1 12 |p− 6q| 1 12 |p|+ 1 0
6 12 (|p|+ |p− 6q|) 12 |p− 6q| − 1 1 12 |p|+ 1 1
Table 6: Number of PSL2(C)-characters of pi1Wp/q(1)
gcd(4, p) total irreducible dihedral reducible non-ab. red.
1 |p|+ |p− 4q| |p− 4q| − 1 12 (|p− 4q| − 1) |p|+ 1 0
2 |p|+ |p − 4q|+ 2 |p− 4q| 12 |p− 4q|+ 1 |p|+ 2 0
4 |p|+ |p − 4q|+ 1 |p− 4q| − 1 12 |p− 4q|+ 1 |p|+ 2 1
Table 7: Number of PSL2(C)-characters of pi1Wp/q(2)
gcd(6, p) total irreducible dihedral reducible non-ab. red.
1 32 (|p| − 1) + |p− 3q| |p− 3q| − 1 0 32 (|p| − 1) + 1 0
3 32 (|p| − 1) + |p− 3q| − 1 |p− 3q| − 2 0 32 (|p| − 1) + 1 1
2 32 |p|+ |p− 3q| |p− 3q| − 1 0 32 |p|+ 1 0
6 32 |p|+ |p− 3q| − 1 |p− 3q| − 2 0 32 |p|+ 1 1
Table 8: Number of PSL2(C)-characters of pi1Wp/q(3)
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In our case, dihedral PSL2(C) characters are therefore covered by only one
SL2(C) character, whereas the remaining non-abelian characters are covered
by two. We therefore get the results listed in table 9, where the total number
of non-abelian SL2(C) characters gives the constant A needed to conclude the
proof of Theorem 22. 
irred. non-dihedral dihedral non-ab. red. total
Wp/q(1) |p− 6q| − 1 0 0 |p− 6q| − 1
Wp/q(2) |p− 4q| − 1 12(|p − 4q| − 1) 0 32 (|p− 4q| − 1)
Wp/q(3)
{
2|p − 3q| − 2 if 3 ∤ p
2|p − 3q| − 4 if 3 | p 0
{
0 if 3 ∤ p
2 if 3 | p 2 (|p − 3q| − 1)
Table 9: Number of non-abelian SL2(C) characters for Seifert fillings of Wp/q
when p is odd
6 The total Culler-Shalen seminorm
Putting together the results of the previous sections, we now completely de-
termine the total Culler-Shalen seminorm of the manifolds Wp/q for p odd,
proving Theorem 1.
Using the possible boundary slopes βj from section 2.2, we apply equation (4)
with unknown coefficients aj and s to the Seifert filling slopes 1, 2, 3 and
compare with the explicit values (relative to s) obtained in Proposition 22.
From these equations, we then obtain a linear system which we can try to solve
for the unknown coefficients aj and s. Note that depending on the range of
the filling slope p/q , the parametrization of the boundary slope β2 changes
(cf. table 3 on page 9), and hence we get different distances and accordingly
different linear systems for each range. We will therefore discuss each range in
sequence.
While there are some cases (when p/q ∈ (3, 4) or p/q ∈ (4, 6)), when the linear
system already determines a unique solution, it is in general underdetermined
and we need more information. This is where we use the upper bound for the
total minimal seminorm s obtained in Theorem 14 (cf. section 4).
As in the previous sections, we will always assume q > 0 and p ∈ Z with
(p, q) = 1.
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6.1 Solving for p/q ∈ (−∞, 0)
For p/q ∈ (−∞, 0), p odd, q > 0, we obtain the following distances between
the boundary, Seifert and meridional slopes:
∆ β1 = 4 β2 =
4q
p β3 = 0 1 2 3 µ =∞
β1 0 4(−p+ q) 4 3 2 1 1
β2 0 4q −p+ 4q −2p+ 4q −3p+ 4q −p
β3 0 1 2 3 1
Table 10: Distances between slopes in Wp/q for p/q ∈ (−∞, 0), p odd, q > 0
Using the expressions of the seminorms for the Seifert slopes from Proposition 22
in terms of the minimal seminorm s on one hand and the corresponding linear
combinations with the slope distances on the other, we get the following linear
system to solve for s, a1 , a2 and a3 :
s+ 2(−p+ 6q − 1) = ‖1‖ = 3a1 + (−p+ 4q)a2 + a3 (80a)
s+ 3(−p+ 4q − 1) = ‖2‖ = 2a1 + (−2p+ 4q)a2 + 2a3 (80b)
s+ 4(−p+ 3q − 1) = ‖3‖ = a1 + (−3p + 4q)a2 + 3a3 (80c)
s = ‖∞‖ = a1 − pa2 + a3 (80d)
which is equivalent in matrix form to
3 −p+ 4q 1 −1
2 −2p+ 4q 2 −1
1 −3p+ 4q 3 −1
1 −p 1 −1

︸ ︷︷ ︸
A

a1
a2
a3
s
 =

2(−p− 1) + 12q
3(−p− 1) + 12q
4(−p− 1) + 12q
0
 (81)
Since the second row of A is equal to one half of the sum of the first and third
rows, the rank of A is seen to be three, and the system is therefore underde-
termined. We therefore need more information to determine the solution.
Using the bound from table 5, we have s ≤ −3p + 4q − 3. In other words, we
have
s = −3p + 4q − 3− z, (82)
where z = z(p, q) ≥ 0 is some positive, integer-valued function in p and q .
Using this expression for s, we can formally solve the system (81) to obtain the
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following solution in terms of z :
a1
a2
a3
s
 =

−p+ 2q − 1− z2
2 + z4q
2q − 2 + z p−2q4q
−3p+ 4q − 3− z
 . (83)
We can now use the fact that a1 , a2 , a3 and s all are even, non-negative
integers: The expression for a2 then implies that z is divisible by 8q , i.e.
z = 8qz′ for some non-negative integer-valued z′ = z′(p, q). Using this in the
expression for a3 then shows that 2q − 2 + 2z′(p− 2q) ≥ 0, which implies that
z′(p − 2q) ≥ 1− q. (84)
Since p < 0 and q > 0 implies p− 2q < 0, we then get
z′ ≤ 1− q
p− 2q =
q − 1
2(q + |p|/2) < 1. (85)
But since z′ ∈ Z+ , we must conclude that in fact z′ = z = 0.
This proves Theorem 1 and Corollary 4 for p/q < 0.
6.2 Solving for p/q ∈ (0, 2)
For p/q ∈ (0, 2), p odd, q > 0, we obtain the following distances between the
relevant slopes:
∆ β1 = 4 β2 =
2p+4q
p β3 = 0 1 2 3 µ =∞
β1 0 −2p+ 4q 4 3 2 1 1
β2 0 2p + 4q p+ 4q 4q −p+ 4q p
β3 0 1 2 3 1
Table 11: Distances between slopes in Wp/q for p/q ∈ (0, 2), p odd
The corresponding linear system is in this case given by the equations:
s+ 2(−p + 6q − 1) = ‖1‖ = 3a1 + (p + 4q)a2 + a3 (86a)
s+ 3(−p + 4q − 1) = ‖2‖ = 2a1 + 4qa2 + 2a3 (86b)
s+ 4(−p + 3q − 1) = ‖3‖ = a1 + (−p+ 4q)a2 + 3a3 (86c)
s = ‖∞‖ = a1 + pa2 + a3 (86d)
Using the upper bound s ≤ p+ 4q − 3 from table 5, we can assume
s = p+ 4q − 3− z, (87)
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where z = z(p, q) ≥ 0 is some positive, integer-valued function in p and q .
Using this expression for s, we can formally solve the system (86) to obtain the
following solution in terms of z :
a1
a2
a3
s
 =

−p+ 2q − 1− qz2q−p
2− z2(2q−p)
2q − 2− z2
p+ 4q − 3− z
 . (88)
Now recall that a1 , a2 , a3 and s all are even, non-negative integers. The
expression for a2 then implies that z is divisible by 4(2q−p), i.e. z = 4(2q−p)z′
for some non-negative integer-valued z′ = z′(p, q). Using this in the expression
for a1 then shows that −p+ 2q − 1− 4qz′ ≥ 0, which implies that
z′ ≤ −p+ 2q − 1
4q
= 1− p+ 1 + 2q
4q
< 1, (89)
so in fact z′ = z = 0, proving Theorem 1 and Corollary 4 in the case p/q ∈
(0, 2).
6.3 Solving for p/q ∈ (2, 4)− {3}
For p/q ∈ (2, 4), p odd, we obtain the following distances between the relevant
slopes:
∆ β1 = 4 β2 =
p−6q
q β3 = 0 1 2 3 µ =∞
β1 0 p− 2q 4 3 2 1 1
β2 0 −p+ 6q −p+ 5q −p+ 4q |p− 3q| q
β3 0 1 2 3 1
Table 12: Distances between slopes in Wp/q for p/q ∈ (2, 4), p odd
In this case, the corresponding linear system is:
s+ 2(−p+ 6q − 1) = ‖1‖ = 3a1 + (−p+ 5q)a2 + a3 (90a)
s+ 3(−p+ 4q − 1) = ‖2‖ = 2a1 + (−p+ 4q)a2 + 2a3 (90b)
s+ 4(|p − 3q| − 1) = ‖3‖ = a1 + |p− 3q|a2 + 3a3 (90c)
s = ‖∞‖ = a1 + qa2 + a3 (90d)
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If p/q ∈ (3, 4), this system already has rank 4, and we can determine the unique
solution without further assumptions:
a1
a2
a3
s
 =

p− 2q − 1
4
2q − 2
p+ 4q − 3
 . (91)
This proves Theorem 1 and Corollary 4 for 3 < p/q < 4.
If on the other hand p/q ∈ (2, 3), the system has rank 3 and we need to use
the upper bound s ≤ p+ 4q − 3 from table 9, i.e.
s = p+ 4q − 3− z, (92)
where z = z(p, q) ≥ 0 is some positive, integer-valued function in p and q .
Using this expression for s, we can solve the system (90) to obtain the following
solution in terms of z :
a1
a2
a3
s
 =

−p− 2q − 1− z(p−4q)2(p−2q)
4− zp−2q
2q − 2− z2
p+ 4q − 3− z
 . (93)
We can now use the fact that a1 , a2 , a3 and s all are even, non-negative
integers: Since p is odd, the expression for a1 implies that z is divisible by
4(p−2q), i.e. z = 4(p−2q)z′ for some non-negative integer-valued z′ = z′(p, q).
Then a2 = 4 − 4z′ ≥ 0 implies that z′ ≤ 1. Now suppose z′ = 1, but then
a1 = −p − 2q − 1 − 2(p − 4q) = −3p + 6q − 1 < −6q + 6q − 1 = −1 < 0
(since p > 2q), a contradiction. So in fact z′ = z = 0, and we obtain the same
solution as in equation (91), thereby proving Theorem 1 and Corollary 4 for
p/q ∈ (2, 3).
6.4 Solving for p/q ∈ (4,∞)− {6}
For p/q ∈ (4,∞), p odd, we obtain the distances between the relevant slopes
shown in table 13.
Similar to the previous cases, we obtain the corresponding linear system as:
s+ 2(|p − 6q| − 1) = ‖1‖ = 3a1 + |p− 6q|a2 + a3 (94a)
s+ 3(p − 4q − 1) = ‖2‖ = 2a1 + (2p − 8q)a2 + 2a3 (94b)
s+ 4(p − 3q − 1) = ‖3‖ = a1 + (3p− 10q)a2 + 3a3 (94c)
s = ‖∞‖ = a1 + (p− 2q)a2 + a3 (94d)
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∆ β1 = 4 β2 =
4q
p−2q β3 = 0 1 2 3 µ =∞
β1 0 4p − 12q 4 3 2 1 1
β2 0 4q |p − 6q| 2p− 8q 3p− 10q p− 2q
β3 0 1 2 3 1
Table 13: Distances between slopes in Wp/q for p/q ∈ (4,∞), p odd
If p/q ∈ (4, 6), this system has rank 4, and we can determine the unique
solution without further assumptions:
a1
a2
a3
s
 =

p− 2q − 1
2
2q − 2
3p− 4q − 3
 . (95)
This then proves Theorem 1 and Corollary 4 for 4 < p/q < 6.
If p/q ∈ (6,∞), the system has only rank 3. Furthermore, using the upper
bound for the minimal seminorm as in the previous case does not seem to
completely determine the system in this case.
But now recall from Lemma 10 (4) that resp,q
.
= res−p+4q,q . Furthermore,
p/q > 6 if and only if −p/q + 4 < −2, and so the simplicity of the non-
trivial roots of resp,q follows from the simplicity of the non-trivial roots of
res−p+4q,q , which we have already proven in section 6.1. We can therefore
assume Corollary 4 for p/q ∈ (6,∞) and use that s attains the upper bound
from table 5, i.e. s = 3p−4q−3. Solving the linear system with this information,
we then obtain the same solution as given in equation (95), completing the proof
of Theorem 1.
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