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On the power propagation time of a graph
Chassidy Bozeman∗
Abstract
In this paper, we give Nordhaus-Gaddum upper and lower bounds on the sum of the
power propagation time of a graph and its complement, and we consider the effects of edge
subdivisions and edge contractions on the power propagation time of a graph. We also
study a generalization of power propagation time, known as k−power propagation time, by
characterizing all simple graphs on n vertices whose k−power propagation time is n − 1
or n − 2 (for k ≥ 1) and n − 3 (for k ≥ 2). We determine all trees on n vertices whose
power propagation time (k = 1) is n− 3, and give partial characterizations of graphs whose
k−power propagation time is equal to 1 (for k ≥ 1).
1 Introduction
Phasor Measurement Units (PMUs) are machines used by energy companies to monitor
the electric power grid. They are placed at selected electrical nodes (locations at which
transmission lines, loads, and generators are connected) within the system. Due to the high
cost of the machines, an extensive amount of research has been devoted to minimizing the
number of PMUs needed while maintaining the ability to observe the entire system. In [8],
Haynes et al. studied this problems in terms of graphs.
An electric power grid is modeled by a graph by letting vertices represent the electrical
nodes and edges represent transmissions lines between nodes. The power domination process
is defined as follows [8]: A PMU placed at a vertex measures the voltage and phasor angle
at that vertex, at the incident edges, and at the vertices at the endpoints of the incident
edges. These vertices and edges are said to be observed. The rest of the system is observed
according to the following propagation rules:
1. Any vertex that is incident to an observed edge is observed.
2. Any edge joining two observed vertices is observed.
3. If a vertex is incident to a total of t > 1 edges and if t− 1 of these edges are observed,
then all t of these edges are observed.
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Here we give an equivalent formulation of the power domination process using our no-
tation as done in [7]. Let G = (V,E) be a simple graph and v ∈ V (G). The set of
neighbors of v is denoted N(v). For a set S of vertices, the open neighborhood of S is given
by N(S) = ∪s∈SN(s) and the closed neighborhood of S is N [S] := S ∪ N(S). Given a set
S ⊆ V (G), define the following sets:
1. S[0] = S, S[1] = N [S].
2. For t ≥ 1, S[t+1] = S[t] ∪ {w ∈ V (G)| ∃ v ∈ S[t], N(v) \ S[t] = {w}}.
For vertices w and v given in (2) we say v forces w. A set S is said to be a power
dominating set if there exists an ℓ such that S[ℓ] = V (G). The power domination number of G,
denoted γP (G), is the minimum cardinality over all power dominating sets of G. Computing
S[1] is the domination step and the computations of S[t+1] (for t ≥ 1) are the propagation
steps. The authors of [7] defined the power propagation time: the power propagation time of
G with S, denoted ppt(G,S), is the smallest ℓ such that S[ℓ] = V (G). The power propagation
time of G, denoted ppt(G), is given by
ppt(G) = min{ppt(G,S)|S is a minimum power dominating set}.
A minimum power dominating set S of a graph G is efficient if ppt(G,S) = ppt(G).
In Section 3, we give Nordhaus-Gaddum upper and lower bounds for the sum of the power
propagation time of a graph and its complement, and in Section 4 we study the effects of
edge subdivision and edge contraction on power propagation time. In Sections 5.1 and 5.2,
we characterize graphs with low and high k−power propagation times, respectively. (Note
that by letting k = 1, we characterize graphs with low and high power propagation times.)
Power domination is closely related to the well known domination problem in graph
theory. A set S ⊆ V (G) is a dominating set if N [S] = V (G). The domination number of
a graph G, denoted γ(G), is the minimum cardinality over all dominating sets of G. Note
that each dominating set is a power dominating set, so γP (G) ≤ γ(G) [8].
1.1 Zero Forcing
The zero forcing problem from combinatorial matrix theory is also closely related to power
domination, and in Sections 3 and 5.1 we use results from zero forcing theory to prove
statements about power domination. Zero forcing is a game played on a graph using the
following color change rule: Let B be a set of vertices of G that are colored blue with V \B
colored white. If v is a blue vertex and u is the only neighbor of v that is colored white, then
change the color of u to blue. In this case, we say u forces v and write u→ v. For a set B of
vertices that are initially colored blue, the set of blue vertices that results from applying the
color change rule until no more color changes are possible is the final coloring of B. A set
B is said to be a zero forcing set if the final coloring of B is the entire vertex set V (G). The
minimum cardinality over all zero forcing sets of G is the zero forcing number of G, denoted
Z(G). The zero forcing number was first introduced in [1] as an upper bound on the linear
algebraic parameter of a graph known as the maximum nullity, and independently in [3] to
study the control of quantum systems.
2
Observation 1. [2] A set S is a power dominating set of G if and only if N [S] is a zero
forcing set of G. It follows that N(S) \ S is a zero forcing set of G \ S.
The authors of [9] introduced the propagation time of a zero forcing set of a graph. Due
to the close relationship between zero forcing and power domination, many of the questions
studied in this paper were motivated by results of the propagation time of a zero forcing set.
1.2 More notation and terminology
We use Pn, Cn, and Kn to denote the path, cycle, and complete graph on n vertices, respec-
tively. The notation Kn− e represents the complete graph on n vertices minus an edge, and
Ks,t is the complete bipartite graph with bipartition X,Y where |X| = s and |Y | = t. The
graph L(s, t) is the lollipop graph consisting of a complete graph Ks and a path on t vertices
where one endpoint of the path is connected to one vertex of Ks via a bridge.
Let G = (V,E) be a graph and e = uv ∈ E(G). The graph resulting from subdividing
the edge e = uv, denoted Ge, is obtained from G by adding a new vertex w such that
V (Ge) = V (G) ∪ {w} and E(Ge) = (E(G) \ {uv}) ∪ {uw,wv}. To contract the edge e = uv
is to identify vertices u and v as a single vertex w such that N(w) = (N(u)∪N(v)) \ {u, v}.
The graph obtained from G by contracting the edge e is denoted by G/e.
A spider or generalized star is a tree formed from a K1,n (for n ≥ 3) by subdividing
any number of its edges any number of times. We use sp(i1, i2, . . . , in) to denote the spi-
der obtained from K1,n by subdividing edge ej a total of ij − 1 times for 1 ≤ j ≤ n. For
G = sp(i1, i2, . . . , in) and v the unique vertex in V (G) with degree at least 3, we say that
the n paths of G− v are the legs of G.
2 Preliminaries
In this section, we give preliminary results that will be used throughout the remainder of
the paper. In particular, Observation 2 and Lemma 3 are central. We also determine the
power propagation time of several families of graphs.
Observation 2. Let G be a graph on n vertices and S a power dominating set of G. Then,
ppt(G,S) ≤ n− |S| (1)
and
ppt(G,S) − 1 ≤ n− |N [S]| (2)
This follows from the fact that at least one vertex must be forced at each step.
Lemma 3. [8] Let G be a connected graph with ∆(G) ≥ 3. Then there exists a minimum
power dominating set S of G such that deg(s) ≥ 3 for each s ∈ S.
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2.1 Power propagation time for families
It is well known and clear that the power domination number of the graphs Pn, Cn,Kn, and
the spider sp(ii, i2, ..., in) is 1. For G = Kn, any one vertex is a power dominating set with
power propagation time 1. We now determine the power propagation times of the graphs
Pn, Cn, and sp(ii, i2, ..., in).
Proposition 4. Let Pn be the path on n vertices. Then γP (Pn) = 1 and ppt(Pn) =
⌊
n
2
⌋
.
Proof. Let G = Pn. Any one vertex of G is a minimum power dominating set. Label
the vertices of G with v1, . . . , vn where {vi, vi+1} ∈ E(G) for i ∈ {1, . . . , n − 1}. For any
vertex vt, ppt(G, {vt}) = max{t − 1, n − t}. It follows that for n odd, ppt(G) ≥
n−1
2 , and
equality is obtained by choosing the power dominating set to be {vt} where t =
n+1
2 . For n
even ppt(G) ≥ n2 , and equality is obtained by choosing the power dominating set {vt} with
t ∈ {n2 ,
n+1
2 }.
The proofs of the next three propositions are similar and omitted.
Proposition 5. Let Cn be the cycle on n vertices. Then γP (Cn) = 1 and ppt(Cn) =
⌊
n
2
⌋
.
Proposition 6. Let G = sp(i1, i2, ..., in) for some n ≥ 3. Then γP (G) = 1 and ppt(G) =
max{i1, i2, ..., in}.
Proposition 7. For s, t ≥ 3, γP (Ks,t) = 2 and ppt(Ks,t) = 1, for s ≥ 2 and t = 2,
γP (Ks,t) = 1 and ppt(Ks,t) = 2, and for s ≥ 1 and t = 1, γP (Ks,t) = 1 and ppt(Ks,t) = 1.
3 Nordhaus-Gaddum sum bounds for power prop-
agation time
In 1956, Nordhaus and Gaddum gave upper and lower bounds on the sum and prod-
uct of the chromatic number of a graph and its complement. Since then, many similar
“Nordhaus-Gaddum” bounds have been studied for other graph parameters. In particular,
the Nordhaus-Gaddum sum lower bound for the zero forcing number of a graph on n vertices
was established in [6]: n− 2 ≤ Z(G) + Z(G). In this section we use this result to show that
for all graphs on n vertices, ppt(G) + ppt(G) ≤ n+2. We also conjecture that n is the least
upper bound, and demonstrate an infinite family of graphs with ppt(G) + ppt(G) = n for
each G in the family.
The graph G = Kn demonstrates that the Nordhaus-Gaddum sum lower bound is 1. If
we require that both G and its complement have edges, then the graph G = Kn,n (for n ≥ 3)
demonstrates that Nordhaus-Gaddum sum lower bound is 2.
Proposition 8. Let G be a graph on n vertices. Then ppt(G) + ppt(G) ≤ n+ 2.
Proof. If G has no edges, then ppt(G) = 0 and ppt(G) = 1 so the claim holds. Suppose G
and G have an edge. Let S be an efficient power dominating set of G. Note that N [S] is a
zero forcing set of G, but it is not minimum: To see this, consider a fixed s ∈ S (such that
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deg(s) ≥ 1) and a vertex vs ∈ N(s). By removing vs, N [S]\{vs} is also a zero forcing set, so
Z(G) + 1 ≤ |N [S]|. Similarly, Z(G) + 1 ≤ |N [S′]|, where S′ is an efficient power dominating
set of G. It follows from inequality (2) that ppt(G) + ppt(G) ≤ 2n − (Z(G) + Z(G)), and
since n− 2 ≤ Z(G) + Z(G) ([6]), then ppt(G) + ppt(G) ≤ n+ 2.
We have not found a graph with ppt(G) + ppt(G) = n + 1, or one such that ppt(G) +
ppt(G) = n + 2. We have computationally checked all connected graphs on at most 10
vertices and found several graphs with ppt(G) + ppt(G) = n. Evidence suggests that this is
the least upper bound for all graphs. The next example gives an infinite family of graphs
such that ppt(G) + ppt(G) = n for all graphs in the family.
Example 9. Let G9 denote the graph given in the Figure 1. For n ≥ 10, let Gn be a
graph on n vertices constructed from Gn−1 by adding an n
th vertex and adding the edges
{vn−2, vn} and {vn−1, vn}. Note that the set V (Gn) \ {v2, v3} is not a zero forcing set of Gn
(since N(v2) = N(v3), v2 and v3 will never be forced). So for every power dominating set S
of Gn, N [S] must contain either v2 or v3. Also note that the sets {v2} and {v3} are minimum
power dominating sets of Gn with ppt(Gn, v2) = ppt(Gn, v3) = n− 3. Thus, γP (G) = 1. For
6 ≤ i ≤ n, the set {vi} is not a power dominating set since v2, v3 /∈ N [{vi}]. Furthermore,
it follows from inspection that the sets {v1}, {v4}, and {v5} are not power dominating sets.
Thus, ppt(Gn) = n− 3.
Similarly, we show that ppt(Gn) = 3. The sets {vn−1} and {vn} are power dominating
sets of Gn with ppt(Gn, {vn−1}) = ppt(Gn, {vn}) = 3, and the sets {v2} and {v3} are power
dominating sets with ppt(Gn, {v2}) = ppt(Gn, {v3}) = 4. Since N(v2) \ {v3} = N(v3) \ {v2},
the set V (Gn) \ {v2, v3} is not a zero forcing set of Gn. So for each power dominating set
S′ of Gn, N [S
′] must contain v2 or v3. It follows that for i ∈ {1, 4, 5}, the set {vi} is not
a power dominating set since v2, v3 /∈ N [{vi}]. We now show that for 6 ≤ i ≤ n − 2, {vi}
is not a power dominating set by showing that N [{vi}] is not a zero forcing set. Note that
N [{vi}] = V (Gn) \ {vi−2, vi−1, vi+1, vi+2}. If j < i− 2, vj is adjacent to vi+1 and vi+2 (since
vj is not adjacent to vi+1 and vi+2 in Gn). If j > i+2, vj is adjacent to vi−2 and vi−1. Thus,
no vertex in N [{vi}] is able to perform a force, so N [{vi}] is not a zero forcing set. This
shows that ppt(Gn) = 3, so ppt(Gn) + ppt(Gn) = n.
v1 v3 v5 v7 v9
v2 v4 v6 v8
v9
v8
v7
v6
v5
v4
v1
v2
v3
Figure 1: Graphs G9 (left) and G9 (right) in Example 9.
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Conjecture 10. For all graphs G on n vertices, ppt(G) + ppt(G) ≤ n.
We now show that the conjecture is true for graphs satisfying certain conditions.
Proposition 11. Let G 6= P4 be a connected graph on n vertices that has a leaf. Then
ppt(G) + ppt(G) ≤ n− 1 and this bound is tight. For G = P4, ppt(G) + ppt(G) = n = 4.
Proof. The claim holds when n ≤ 2, so let n ≥ 3. We first show that ppt(G) ≤ 2. Let
uv ∈ E(G) such that v is a leaf. If deg(u) = n − 1, then {v, u} is an efficient power
dominating set for G and ppt(G) = 1. If deg(u) 6= n − 1, then {v} is an efficient power
dominating set for G, and ppt(G) = 2.
Suppose first that ∆(G) ≥ 3. By Lemma 3, G has a minimum power dominating set S
such that each vertex in S has degree at least 3. Then |N [S]| ≥ 4, ppt(G) ≤ n − 3, and
ppt(G)+ppt(G) ≤ n−1. If ∆(G) = 2, then G is a path. By Proposition 4, ppt(Pn) =
⌊
n
2
⌋
, so
ppt(Pn) ≤ n−3 for all n ≥ 6. For P3, P4, P5, we have by inspection that ppt(P3)+ppt(P3) =
2,ppt(P4) + ppt(P4) = 4, and ppt(P5) + ppt(P5) = 4. Thus, ppt(G) + ppt(G) ≤ n − 1 for
all graphs G 6= P4 containing a leaf. The bound is tight for G = sp(1, 1, t) (t ≥ 2) since
ppt(G) = t = |G| − 3 by Proposition 6 and ppt(G) = 2.
The girth of a graph is defined to be the length of the shortest cycle contained in the
graph. If the graph is acyclic, the girth is defined to be infinity. We now show that Conjecture
10 is true for all graph with girth at least 5.
Theorem 12. Let G be a graph on n ≥ 5 vertices that has girth at least 5. Then ppt(G) ≤ 3.
Proof. Let S′ be an efficient power dominating set for G. We will show that |N [S′]| ≥ n−2.
Then it follows from Observation 2 that ppt(G) ≤ 3.
Assume that |N [S′]| ≤ n− 3, so that V \N [S′] ≥ 3. Let u be in V \N [S′] such that u is
forced by some v ∈ N [S] \S in step 2. Recall that in order for v to force u in step 2, u must
be the only neighbor of v in V \N [S′]. Let x and w be two vertices in V \N [S′] such that
x 6= u and w 6= u. We first show that x and w must be adjacent. Since G has no 3 cycles,
then for any three vertices in V (G), two of them must be adjacent. Choose s ∈ S′ such that
v ∈ N(s) (this s is guaranteed since v ∈ N [S′]\S′). Note that x,w /∈ N(s), so x and w must
be adjacent. Then the graph induced by {x,w, s, v} is K2 ∪K2 = C4. This contradicts the
hypothesis that the girth of G is at least 5. So |N [S′]| ≥ n− 2 and ppt(G) ≤ 3.
Corollary 13. Let G be a graph on n vertices with girth at least 5. Then ppt(G)+ppt(G) ≤
n.
Proof. It follows from inspection that the claim holds for n ≤ 4. Assume n ≥ 5. By Theorem
12, ppt(G) ≤ 3. Suppose first that ∆(G) ≥ 3, and let G1 be the connected component of
G that has a vertex of degree at least 3. Then there exists a minimum power domination
set S1 of G1 such that each vertex in S1 has degree at least 3 (Lemma 3). Therefore,
|N [S1]| ≥ 4, and for any minimum power dominating set S of G with S1 ⊆ S, |N [S]| ≥ 4,
so ppt(G) ≤ ppt(G,S) ≤ n− 3 (Observation 2). This gives that ppt(G) + ppt(G) ≤ n.
If ∆(G) ≤ 2, then G is the union of paths and cycles, and the power propagation time
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of G is equal to the power propagation time of the path or cycle with the largest number
of vertices. This component has at most n vertices, so its power propagation time of this
component is at most
⌊
n
2
⌋
(Propositions 4 and 5). It follows that ppt(G) ≤
⌊
n
2
⌋
, and since
n ≥ 5, ppt(G) + ppt(G) ≤ n.
Lemma 14. [4] Let G be a connected graph such that ∆(G) ≥ 3. Then there exists a
minimum power dominating set S such that each s ∈ S has at least two neighbors which are
not in N [S \ {v}].
Proposition 15. Let G and G be connected graphs on n vertices such that ∆(G) ≥ 3 and
∆(G) ≥ 3. Then ppt(G) + ppt
(
G
)
≤ n− (γP (G) + γp(G)) + 4.
Proof. By Lemma 14 and the assumption that ∆(G) ≥ 3, there is a minimum power
dominating set S of G such that each s ∈ S has at least one neighbor not in N [S \ {s}]. We
first show that Z(G) ≤ |N [S]| − γp(G). Recall that N [S] is a zero forcing set of G. For each
s ∈ S, choose a vs ∈ N(s) such that vs /∈ N [S \ {s}]. Then N [S] \ {v1, v2, . . . , v|S|} is also a
zero forcing set since s will force vs in step one. So, Z(G) ≤ |N [S]| − γp(G).
By the same argument, we have a minimum power dominating set S′ of G such that
Z(G) ≤ |N [S′]| − γp(G). Using the bounds ppt(G,S)− 1 ≤ n− |N [S]| and ppt(G,S
′)− 1 ≤
n− |N [S′]| (from inequality (2)), and n− 2 ≤ Z(G) + Z(G) from [6], it follows that
ppt(G) + ppt(G) ≤ ppt(G,S) + ppt(G,S′)
≤ 2n+ 2− (|N [S]| + |N [S′]|)
≤ 2n+ 2− (Z(G) + Z(G))− (γP (G) + γP (G))
≤ 2n+ 2− (n − 2)− (γP (G) + γP (G))
= n− (γP (G) + γP (G)) + 4.
Corollary 16. Let G and G be connected graphs on n vertices with γP (G) + γP (G) ≥ 4.
Then ppt(G) + ppt
(
G
)
≤ n.
Proof. We first show that ∆(G) ≥ 3 and ∆(G) ≥ 3. If ∆(G) ≤ 2 then G is a cycle or a
path. By the assumption that G and G are connected, G /∈ {P2, P3, C3, C4}. For n ≥ 4,
γP (Pn) = γP (Pn) = 1 and for n ≥ 5, γP (Cn) = γP (Cn) = 1. It follows from the assumption
that γP (G) + γP (G) ≥ 4 that neither G or G is a path or cycle. Thus, ∆(G) ≥ 3 and
∆(G) ≥ 3. By Proposition 15,
ppt(G) + ppt(G) ≤ n− (γP (G) + γP (G)) + 4 ≤ n.
4 Effects of edge subdivision and edge contraction
on power propagation time
Let Ge be a graph obtained from G = (V,E) by subdividing the edge e ∈ E and let G/e
denote the graph resulting from G by contracting the edge e. It is shown in both [2] and
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[5] that γP (G) − 1 ≤ γP (G/e) ≤ γP (G) + 1 and in [2] that γP (G) ≤ γP (Ge) ≤ γP (G) + 1.
We show that the power propagation time may increase or decrease by any amount when
subdividing or contracting an edge.
Proposition 17. For any t ≥ 0, there exists a graph G = (V,E) and edge e ∈ E such that
ppt(Ge) ≤ ppt(G)− t.
Proof. Construct the graphG in the following way: Starting with the path Pℓ = (v1, v2, . . . , vℓ),
(ℓ ≥ 7), add three leaves to vertex v1 and add three leaves to vertex vℓ. Add one leaf to
vertex vℓ−1 and add one leaf to vertex vℓ−2. (See Figure 2.) Then {v1, vℓ} is the unique
efficient power dominating set of G and ppt(G) = ℓ− 2. For e = {vl−2vl−1}, we consider the
graph Ge. Note that γp(Ge) = 3 because v1, vℓ ∈ S for any minimum power dominating set
S and {v1, vℓ} is not a power dominating set. For S = {v1, vl−2, vℓ},ppt(Ge, S) =
⌈
ℓ−4
2
⌉
. By
choosing ℓ ≥ 2t+ 1, ppt(Ge) ≤ ppt(G) − t.
Corollary 18. For any t ≥ 0, there exists a graph H = (V,E) and edge e ∈ E such that
ppt(H/e) ≥ ppt(H) + t.
Proof. From Proposition 17, there exist graphs G and Ge such that ppt(Ge) ≤ ppt(G) − t.
Let H = Ge and H/e = G. Then ppt(H/e) ≥ ppt(H) + t.
v1 v2
. . .
vℓ−2 vℓ−1 vℓ
v1 v2
. . .
vℓ−2 vℓ−1 vℓ
Figure 2: Graphs G and Ge in Proposition 17.
Similarly, subdividing an edge can cause the power propagation time to increase by any
amount, as demonstrated by the following proposition.
Proposition 19. For any t ≥ 0, there exists a graph G = (V,E) and edge e ∈ E such that
ppt(Ge) ≥ ppt(G) + t.
Proof. Let G be a graph on n ≥ 8 vertices constructed from the cycle (v1, v2, . . . , vn−4)
by adding the edges {v1, vn−3}, {v1, vn−2}, {v1, vn−1}, {v2, vn−1}, and {vn, vn−1}. Let e =
{v2, vn−1}, and consider Ge. The set {v1} is the unique minimum power dominating set of
G and ppt(G) =
⌊
n−4
2
⌋
. The set {v1} is also the unique minimum power dominating set of
Ge and ppt(Ge) = n− 4. So, by choosing n ≥ 2t+ 4, ppt(Ge) ≥ ppt(G) + t.
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vn−2
vn−3
vn−1
v1 v2
vn−4
vn−5
. . .
v4
v3
vn vn−2
vn−3
vn−1
v1 v2
vn−4
vn−5
. . .
v4
v3
vn
Figure 3: Graphs G and Ge in Proposition 19.
Corollary 20. For any t ≥ 0, there exists a graph H = (V,E) and edge e ∈ E such that
ppt(H/e) ≤ ppt(H)− t.
Proof. From Proposition 19, there exist graphs G and Ge such that ppt(Ge) ≥ ppt(G) + t.
Let H = G and H/e = Ge. Then ppt(H/e) ≤ ppt(H)− t.
5 k-power propagation
The authors of [4] introduced the following generalization of power domination, known as
k−power domination. Let k ≥ 1. For a set S ⊆ V (G), define the following sets:
1. S[0] = S, S[1] = N [S].
2. For t ≥ 1, S[t+1] = S[t] ∪ {w ∈ V (G)| ∃ v ∈ S[t], w ∈ N(v) \ S[t] and |N(v) \ S[t]| ≤ k}.
(For our purposes and convenience, we have defined S[0] = S. This is not done in [4].) A set
S is said to be a k−power dominating set if there exists an l such that S[l] = V (G). (Note
that when k = 1 the set is a power dominating set.) The k−power domination number of
G, denoted γP,k(G), is defined to be the minimum cardinality over all k−power dominating
sets of G, and γP,k(G) ≤ γP (G) ≤ γ(G) for all k ≥ 1 [4].
We define the k−power propagation time as follows:
Definition 21. Let S be a k−power dominating set. The k−power propagation time of G
with S, denoted pptk(G,S) is the smallest ℓ such that S
[ℓ] = V (G). The k−power propagation
time of G, denoted pptk(G) is given by
pptk(G) = min{pptk(G,S)|S is a minimum k−power dominating set}.
A minimum k−power dominating set S of a graph G is efficient if pptk(G,S) = pptk(G).
In this section, we study the k−power propagation time of a graph by characterizing
graphs with extreme high and extreme low k−power propagation times. Note that by letting
k = 1, we obtain characterizations of graphs with extreme high and extreme low power
propagation times.
The next observation and next two propositions are generalizations of Observation 2 and
Propositions 4 and 5, and the same arguments hold.
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Observation 22. Let G be a graph on n vertices and S a k−power dominating set of G.
Then,
pptk(G,S) ≤ n− |S| (3)
and
pptk(G,S) − 1 ≤ n− |N [S]| (4)
Proposition 23. Let Pn be the path on n vertices. Then pptk(Pn) =
⌊
n
2
⌋
.
Proposition 24. Let Cn be the cycle on n vertices. Then pptk(Cn) =
⌊
n
2
⌋
.
Remark 25. It is a well known fact that for a connected graph G of order at least 3, there
exists an efficient k−power dominating set of G in which every vertex has degree at least 2:
For if v is a leaf of an efficient k−power dominating set S and vw ∈ E(G), then w is not
a leaf since G is connected and G 6= K2. So, S
′ = (S \ {v}) ∪ {w} is a minimum k−power
dominating set, and pptk(G,S
′) ≤ pptk(G,S). Repeating this process for each leaf in S, we
obtain an efficient k−power dominating set of G with no leaves.
Lemma 26. [4] Let k ≥ 1 and let G be a connected graph with ∆(G) ≥ k + 2. Then there
exists a minimum k−power dominating set S of G such that deg(s) ≥ k + 2 for each s ∈ S.
Note that ∆(G) ≥ k + 2 does not guarantee that there exists an efficient k−power
dominating set S such that deg(s) ≥ k + 2 for each s ∈ S. This is demonstrated in the
following example with k = 1.
Example 27. LetG be the graph on n+2 vertices (n ≥ 5) obtained from a path (v1, v2, . . . , vn)
by adding a leaf to v2 and adding a leaf to v3. Then S = {v2, v3} is the unique power domi-
nating set such that deg(s) ≥ 3 for each s ∈ S, but for S′ = {v2, v4}, n − 4 = ppt(G,S
′) <
ppt(G,S) = n− 3.
Throughout the rest of this paper, we also use the following generalization of Lemma 26:
Lemma 28. For any 3 ≤ t ≤ k + 2, if G is connected with ∆(G) ≥ t, then there exists a
minimum k−power dominating set S such that every vertex in S has degree at least t.
Proof. Let 3 ≤ t ≤ k + 2 and let S be a minimum k−power dominating set of G. Suppose
s ∈ S and deg(s) < t. Since G is connected, we may choose v ∈ V (G) such that deg(v) ≥ t
and deg(u) < t for all interior vertices u on the shortest path from s to v. Then (S\{s})∪{v}
is also a minimum k-power dominating set. Continuing this process for all vertices in S with
degree less than t, we construct a minimum k-power dominating set of G such that every
vertex has degree at least t.
5.1 Low k-power propagation time
We first consider graphs with low k−propagation time. If G is a graph with k-propagation
time 1, then any efficient k-power dominating set of G is also a dominating set, so γ(G) ≤
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γP,k(G). Since it is always true that γP,k(G) ≤ γ(G), it follows that γP,k(G) = γ(G). In this
section, we study graphs with k−power propagation time equal to 1.
For k ≥ 1, a vertex v in V (G) is called a k-strong support vertex if v is adjacent to k + 1
or more leaves. A 1−strong support vertex is also known as a strong support vertex and was
originally defined in [8].
Remark 29. Note that every k-strong support vertex of a graph G is in every minimum
dominating set of G. Also, if S is a k−power dominating set of G and v is a k-strong support
vertex of G then either v is in S or all but k of the leaves adjacent to v are in S. So γP,k(G)
is at least the number of k-strong support vertices in G. Since γP,k(G) ≤ γ(G), it follows
that if S is a dominating set of G such that every vertex in S is a k-strong support vertex,
then S is the unique minimum dominating set of G, γP,k(G) = γ(G), and pptk(G) = 1.
For a minimum k−power dominating set S and a vertex v in S, the private neighborhood
of v with respect to S, denoted pn[v, S], is the set N [v]\(N [S\{v}]). Every vertex of pn[v, S]
is called a private neighbor of v with respect to S, and Av denotes the set V \ (S ∪ pn[v, S])
[8].
The next theorem and proof is a generalization of Theorem 9 given in [8].
Theorem 30. For k ≥ 1, let G be a connected graph on at least k+2 vertices that does
not contain C3 or K2,k+1 as an induced subgraph. Then pptk(G) = 1 if and only if G
has a minimum dominating set S such that every vertex in S is a k-strong support vertex.
Furthermore, S is the unique minimum dominating set of G.
Proof. If G has a dominating set S such that each vertex in S is a k−strong support vertex,
then by Remark 29, γP,k(G) = γ(G) and pptk(G) = 1.
Conversely, let pptk(G) = 1 (i.e γP,k(G) = γ(G)). To obtain a contradiction, suppose
S is a minimum dominating set of G such that there exists a vertex v ∈ S that is not a
k−strong support vertex. If pn[v, S] = ∅, then S \ {v} is a smaller dominating set. Suppose
that pn[v, S] = {v}. Then S \ {v} dominates V \ {v}, and since G is connected, v will be
forced in step 1. So S \ {v} is a smaller k-power dominating set. Thus, pn[v, S] contains at
least one vertex that is not v.
Suppose first that pn[v, S] contains a vertex w 6= v that is not a leaf. We show again
that S \ {v} is a smaller k-power dominating set. Since w is not a leaf, it is adjacent to
a vertex in Av: To see this, note that w has no neighbor in pn[v, S] (except for v if v is
in pn[v, S]) since every other vertex in pn[v, S] is also adjacent to v and G contains no 3
cycles. Furthermore, by the definition of pn[v, S], w has no neighbor in S \ {v}. Since w
is not a leaf, then w is adjacent to some vertex wu in Av. To see that S \ {v} is a smaller
k-power dominating set, first note that wu is not adjacent to v (since (v,wu, w) could give
a 3 cycle) and |N(wu) ∩ (pn[v, S] \ {v})| ≤ k (since G is K2,k+1-free and the vertices of
N(wu) ∩ (pn[v, S] \ {v}) form the induced graph K2,t where t = |N(wu) ∩ (pn[v, S] \ {v})|).
It follows that S \ {v} is a k−power dominating set of G since S \ {v} dominates Av in step
1, each w in pn[v, S] \ {v} that is not a leaf is forced by a neighbor wu from Av step 2, if
necessary any such w can force v in step 3, and since v is adjacent to at most k leaves, then
v will force these leaves (if any) in step 4. So each vertex in pn[v, S] that is not v must be a
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leaf.
Suppose vertices w1, ..., wt are leaves in pn[v, S], where 1 ≤ t ≤ k since v is not a
k−strong support vertex. Since G is connected and each wi is only adjacent to v, v must
have a neighbor in S \{v} or in Av. In either case, we show that S \{v} is a smaller k−power
dominating set. If v has a neighbor in S \ {v}, then S \ {v} dominates Av ∪ {v} in step 1,
and v will force {w1, ..., wt} in step 2. If v has a neighbor in Av (and no neighbor in S \{v}),
then S \ {v} dominates Av in step 1, v is forced by a neighbor from Av in step 2, and v
forces w1, ..., wt in step 3. This completes the proof of the first statement in the theorem.
Note that we have shown that if pptk(G) = 1, then every minimum dominating set of G
contains only k−strong support vertices. Thus, if S is a minimum dominating set such that
each vertex in S is a k−strong support vertex, then S is the unique minimum dominating
set of G.
5.2 High k-power propagation time
Here we consider graphs with high k−power propagation times. First we characterize all
graphs on n vertices with pptk(G) = n− 1 or pptk(G) = n− 2.
Theorem 31. For a graph G on n vertices and k ≥ 1, pptk(G) = n − 1 if and only if
G = K1 or G = K2.
Proof. Let S be an efficient k-power dominating set of G. Since pptk(G) = n − 1, then
S = {s} for some s ∈ V (G), and G is connected. Note that at most 1 vertex may be forced
at each step, including the domination step, so deg(s) ≤ 1. By Remark 25, n ≤ 2, so G = K1
or G = K2.
Theorem 32. Let k ≥ 1 and let G be a graph on n vertices with pptk(G) = n − 2. Then
G ∈ {K1 ∪K1,K1 ∪K2, P3, P4, C3, C4}.
Proof. Since pptk(G) = n−2, then for any minimum k−power dominating set S, |S| ≤ 2 and
|N [S]| ≤ 3. Suppose ∆(G) ≥ 3 and let G1 be a connected component of G with ∆(G1) ≥ 3.
By Lemma 28, there exists a minimum k−power dominating set S1 of G1 such that each
s ∈ S1 has degree at least 3. Then for any minimum k−power dominating set S of G such
that S1 ⊆ S, we have that |N [S]| ≥ 4, contradicting |N [S]| ≤ 3. So ∆(G) ≤ 2 and G is
the union of cycles and paths. Since |S| ≤ 2, then G has at most 2 components. If G has
exactly one component, G is a path or a cycle, and it follows from Propositions 23 and 24
that G ∈ {P3, P4, C3, C4}. Suppose G has 2 components. Since |N [S]| ≤ 3, one component
is K1, and by Remark 25 (or Theorem 31), the other component is K1 or K2.
Next we consider graphs G whose k−power propagation time is n − 3. The case with
k = 1 behaves differently than the cases with k ≥ 2, so we first consider the latter.
We use G to denote the family of connected graphs G on 5 vertices with ∆(G) = 3 (see
Figure 4).
Theorem 33. Let k ≥ 2 and let G be a graph on n vertices with pptk(G) = n−3. Then G ∈
{P5, P6, C5, C6,K1,3, L(3, 1),K4−e,K4,K1∪P3,K1∪P4,K1∪C3,K1∪C4,K2∪K2,K3,K2∪
K2} ∪G.
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Figure 4: G: Connected graphs G on 5 vertices with ∆(G) = 3.
Proof. Since pptk(G) = n − 3, then for any minimum k−power dominating set S, |S| ≤ 3
and |N [S]| ≤ 4. It follows from Lemma 28 that ∆(G) ≤ 3.
If ∆(G) ≤ 2, then G is the union of paths and cycles. Since |S| ≤ 3 for any minimum
k-power dominating set S, G has at most 3 components. If G is connected, it follows from
Propositions 23 and 24 that G ∈ {P5, P6, C5, C6}.
Suppose G has two connected components, G1 and G2, and first suppose |G1| ≥ 3. By
applying Remark 25 to G1, there exists an efficient k−power dominating set S of G such that
|NG1 [S]| ≥ 3, whereNG1 [S] = N [S]∩V (G1). Since |N [S]| ≤ 4, we have G2 = K1,pptk(G1) =
|G1| − 2, and it follows from Theorem 33 that G ∈ {K1 ∪ P3,K1 ∪ P4,K1 ∪ C3,K1 ∪ C4}.
Otherwise, |G1| ≤ 2 and |G2| ≤ 2, and G = K2 ∪K2.
If G has 3 connected components, it follows from |N [S]| ≤ 4 that G ∈ {K3,K2 ∪K2}.
Suppose ∆(G) = 3. Let S be a minimum k−power dominating set such that every ver-
tex in S has degree at least 3 (S is guaranteed to exist by Lemma 26 ). Since |N [S]| ≤ 4,
then S = {s} and N [S] = {s, u1, u2, u3} for some s, u1, u2, u3 ∈ V (G). If n = 4, then
G ∈ {K1,3, L(3, 1),K4 − e,K4}.
For n > 4, we show that n = 5: Since |N [S]| = 4 and pptk(G) = n − 3, then after the
domination step, exactly one force is performed during each step. Without loss of generality,
suppose u1 forces v in step 2.
Claim 1: For i ∈ {1, 2, 3}, if w ∈ N(ui), then w ∈ {s, u1, u2, u3, v} : To see this, recall
that ∆(G) = 3. So if u1 has a neighbor w not in {s, u2, u3, v}, it has exactly one such neigh-
bor. Then u1 will force w and v in step 2, which contradicts pptk(G) = n− 3. Similarly, if
ui (for i = 2, 3) has a neighbor w not in {s, u1, u2, u3, v}, it has at most two such neighbors,
so u1 will force v in step 2 and ui will force w in step 2, contradicting pptk(G) = n− 3.
Claim 2: Vertex v has no neighbor not in {u1, u2, u3}. To see this, suppose v has a
neighbor w not in {u1, u2, u3}. Since ∆(G) = 3 and v is adjacent to u1 by assumption, then
v has at most two such neighbors. Then {u1} is a minimum k−power dominating set with
pptk(G, {u1}) ≤ n − 4 since u1 will dominate {v, s} in step 1, and if necessary, s will force
{u2, u3} in step 2 and v will force w in step 2.
Therefore, G is a connected graph on 5 vertices with ∆(G) = 3. Also note that all
connected graphs on 5 vertices with maximum degree 3 have pptk(G) = 2 (for k ≥ 2). This
completes the proof.
Next we consider graphs with ppt(G) = n − 3. We first characterize all trees with
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ppt(G) = n−3. then we characterize all graphs with ppt(G) = n−3 and γP (G) ∈ {2, 3}. In
Figure 5, we provide some graphs with ppt(G) = n − 3 and γP (G) = 1, but characterizing
all such graphs is less tractable.
...
. . .
. . . . . .
. . .
Figure 5: Graphs G with ppt(G) = n − 3 and γP (G) = 1. An efficient power dominating set in
blue.
Proposition 34. Let T be a tree on n vertices such that ppt(T ) = n − 3. Then T ∈
{P5, P6, sp(1, 1, k) (for some k ≥ 1)}.
Proof. Suppose T is a tree on n vertices with ppt(T ) = n− 3. If ∆(T ) ≤ 2, then T must be
a path, and by Proposition 4, T = P5 or T = P6. Suppose ∆(T ) ≥ 3. From Lemma 3, there
exists a minimum power dominating set S such that each vertex in S has degree at least 3,
so |N [S]| ≥ 4 and ppt(T, S) ≤ n− 3. Since ppt(T ) = n− 3 by assumption, then it must be
the case that ppt(T, S) = n− 3. Thus, |S| = 1 and |N [S]| = 4.
Let S = {s} and N [S] = {s, u1, u2, u3}. Note that the path (ui, s, uj) (for i 6= j) is the
unique path from ui to uj (since T is a tree), so the graph T
′ = T − s has 3 connected
components T1, T2, T3 with ui ∈ Ti. By Observation 1, {u1, u2, u3} is a zero forcing set for
T ′, and it follows that {ui} is a zero forcing set of Ti. Since Ti has zero forcing number 1,
then Ti is a path and ui is an endpoint of Ti ([10]). This gives that T = sp(1, 1, k) for some
k ≥ 1.
Theorem 35. Let G be a graph on n vertices with ppt(G) = n−3 and γp(G) ∈ {2, 3}. Then
G ∈ {K3,K2 ∪K2,K1 ∪ C3,K1 ∪ P3,K1 ∪ P4,K1 ∪ C4,K2 ∪K2}.
Proof. For any minimum power dominating set S of G, |S| ≤ 3 and |N [S]| ≤ 4. Suppose
∆(G) ≥ 3, and let G1 be a connected component of G containing a vertex of degree at least
3. By Lemma 26, G1 has a minimum power dominating set S1 such that each s ∈ S1 has
degree at least 3. Let S be a minimum power dominating of G such that S1 ⊆ S. Since
|S| ∈ {2, 3} and each s ∈ S1 has degree at least 3, it follows that |N [S]| ≥ 5, which is a
contradiction. Thus, ∆(G) ≤ 2 and G is the union of paths and cycles. Furthermore, G has
at least 2 connected components (since γP (G) 6= 1 then G is not a path or cycle), and G has
at most 3 connected components (since γP (G) ≤ 3).
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Suppose G has only two components, G1 and G2, so γp(G) = 2. If G1 is a path on at least
3 vertices or a cycle, then G2 = K1 (since |N [S]| ≤ 4) and ppt(G) = ppt(G1) = |G1|− 2. By
Proposition 33, G1 ∈ {P3, P4, C3, C4}. Otherwise, G = K2 ∪K2.
If G has three components G1, G2, G3, then γp(G) = 3 and exactly one force is performed
at each step. So, G2 = G3 = K1, and ppt(G) = ppt(G1) = |G1| − 1. By Proposition 31,
G1 ∈ {K1,K2}.
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