We present some perturbation results for least squares problems with equality constraints. Relative errors are obtained on perturbed solutions and Lagrange multipliers of the problem, based on the equivalence of the problem to a consistent system of linear equations. 0 1998 Elsevier Science Inc.
INTRODUCTION
Let A E R"'I~", B E R"QX'l be two real matrices, and let f E IS"", g E R"'1 be two real vectors. Consider the equality-constrained least squares problem (abbreviated as LSE) of finding a solution x E R" to the following optimization problem:
minIlAx -fll subject to .T E s,
where S is the solution set to the least squares problem (LSP) l/Bx -gll = min l/Z32 -gl].
IER"
Here ]I 1) is the usual Euclidean S-norm. In particular, if A is the identity matrix I, then the LSE is just the problem of orthogonally projecting a point onto the linear manifold S, and if in addition f = 0, then it is reduced to the minimal norm least squares problem. Moreover, the usual least squares problem is a special case of the LSE, where B is the zero matrix. The LSE has applications in many applied fields, such as optimal design of structures and signal processing [7] . Its application to electromagnetics data processing was given in [15] , in which the rank of the problem is deficient.
The rank-preserving perturbation theory for LSPs has been standard; it can be found in [2] and [lo] . A f t irs serious approach to arbitrary perturbations was given in [12] , followed by a series of papers [3, 4, 13 The basic idea in Elden and Wei's approaches is that the LSE (1) is equivalent to the following LSP of size Z X I with Z = m, + m2 + n:
where in which r =f -Ax is the least squares residual and /.L is a vector of Lagrange multipliers. See [7, 15, 161 for more details.
When the LSE is of full rank, an expression for the generalized inverse M + of M above was obtained in [7] . Let P = Z -BtB, and let A disadvantage of the approach based on (2) and (3) quantities. Recently, a perturbation result for the LSE has been obtained in [6] , based on th e e mva ence of the LSE (1) to an LSP of the same size and q . 1 the optimal perturbation result for LSPs from [5] . Therefore, the result obtained is simpler than those in [$I and [16] . However, there are still two drawbacks in the approach of [6] . In the next section, we present some preliminary results for obtaining the main result in Section 3.
PRELIMINARY RESULTS
Since we shall use some properties of generalized inverses, we recall the definition of the generalized inverse of a matrix first. N(C) and R(C) will denote the null space and the range of C E R"" ", respectively. (6)
Proof.
Since x is the orthogonal projection of z onto an affine set that is the translation of N(C) along C +d,
Since CtC is the projection matrix onto R(C+),
By Lemma 2.1, CtCx = Ctd; hence (6) is valid.
??
Let the LSP (4) be perturbed to IISdll + ll6CII
Proof. Let x be the orthogonal projection of z onto the solution set of ??
REMARK 2.1. Lemma 2.3 gives an optimal perturbation bound for consistent linear systems, and it generalizes a classical result in numerical linear algebra when C is nonsingular. A more general perturbation result for inconsistent linear systems has been proved in [5] .
Before ending this section, we develop the equivalence of solving the LSE Now (11) and (12) give the first equality in (10).
Conversely, suppose (x, /..L) solves (10) . Let r = f -Ax. Then (11) is true. Subtracting the first equality in (10) On the other hand, (11) and the second equality in (10) imply ATr + BTBx + A%X = BTg + ATg. Now (13) , (14), and (15) give (9). 
BTBx = B'g.
Since R(BT) = R( Bt>, it is clear that ( Btg, p) is a solution of (16) for some p and every solution (x, ZJ) to (16) must satisfy x = Btg.
THE PERTURBATION OF THE LSE
In this section we give a perturbation analysis for the LSE (1). Let (1) be perturbed to
where A= A + SA, f=f + Sf, and s is the solution set to the LSP.
where B = B + 6B, g = g + Sg. Then the corresponding linear system (10) is perturbed to = pg.
For the perturbation analysis of the LSE (11, we first consider the case of g E R(B) that was studied in [7] . Then 4 E R(M) in (21, and eliminating r from (2) gives the equivalent consistent system
with r = f -Ax. Equation (19) can also be obtained from (10) Hence, in this special case KC < (Ibll" + llBlI)(llA+l12 + lIB+ll)
=(I+~)K~+(~+~)K~=(~(K~+K~).
(30)
Now we turn to the perturbation analysis for general LSEs, which is equivalent to the perturbation analysis of the consistent linear system (10).
Writing ( 
The proof of the next theorem is the same as that of Theorem 3.1. llC+ll =s IIA+l12 + lIB+ll' + IIB+ll. 
