In this paper, we conduct a large dimensional study of regularized discriminant analysis classifiers with its two popular variants known as regularized LDA and regularized QDA. The analysis is based on the assumption that the data samples are drawn from a Gaussian mixture model with different means and covariances and relies on tools from random matrix theory (RMT). We consider the regime in which both the data dimension and training size within each class tends to infinity with fixed ratio. Under mild assumptions, we show that the probability of misclassification converges to a deterministic quantity that describes in closed form the performance of these classifiers in terms of the class statistics as well as the problem dimension. The result allows for a better understanding of the underlying classification algorithms in terms of their performances in practical large but finite dimensions. Further exploitation of the results permits to optimally tune the regularization parameter with the aim of minimizing the probability of misclassification. The analysis is validated with numerical results involving synthetic as well as real data from the USPS dataset yielding a high accuracy in predicting the performances and hence making an interesting connection between theory and practice.
I. INTRODUCTION
Linear Discriminant analysis (LDA) is an old concept that dates back to Fisher that generalizes the Fisher discriminant [2] , [3] . Given two statistically defined datasets, or classes, the Fisher discriminant analysis is designed to maximize the ratio of the variance between classes to the variance within classes and is useful for both classification and dimensionality reduction [4] , [5] . LDA, on the other hand, relying merely on the concept of model based classification [4] , is conceived so that the misclassification rate is minimized under a Gaussian assumption for the data. Interestingly, both ideas lead to the same classifier when the data of both classes share the same covariance matrix. Maintaining the Gaussian assumption but considering the general case of distinct covariance matrices, quadratic discriminant analysis (QDA) becomes the optimal classifier in terms of the minimization of the misclassification rate when both statistical means and covariances of the classes are known.
In practice, these parameters are rarely given and only estimated based on training data.
Assuming the number of training samples is high enough, QDA and LDA should remain asymptotically optimal. It is however often the case in practice that the data dimension is large, if not larger, than the number of observations. In such circumstances, the covariance matrix estimate becomes ill-conditioned or even non invertible, which leads to poor classification performance.
To overcome this difficulty, many techniques can be considered. One can resort to dimensionality reduction so as to embed the data in a low-dimensional space that retains most of the useful information from a classification point of view [6] , [7] . This ensures a higher number of training samples than the effective data size. Questions as to which dimensions to be selected or to what extent dimension should be reduced remain open. Another alternative involves the regularized versions of LDA and QDA denoted, throughout this paper, by R-LDA and R-QDA [5] , [8] . Both approaches constitute the main focus of the article.
There exist many works on the performance analysis of discriminant analysis classifiers. In [9] , an exact analysis of QDA is made by relying on properties of Wishart matrices. This allows for exact expressions of the probability misclassification rate for all sample size n and dimension p. This analysis is however only valid as long as n ≥ p . Generalizing this analysis to regularized versions is however beyond analytical reach. This motivated further studies to consider asymptotic regimes. In [10] , [11] the authors consider the large p asymptotics and observe that LDA and QDA fall short even when the exact covariance matrix is known. [10] thus proposed improved LDA and PCA that exploit sparsity assumptions on the statistical means and covariances, however not necessarily met in practice. This leads us to consider in the present work the double asymptotic regime in which both p and n tend to infinity with fixed ratio. This regime leverages results from random matrix theory [12] , [13] , [14] , [15] , [16] . For LDA analysis, this regime was first considered in [17] under the assumption of equal covariance matrices. It was extended to the analysis of R-LDA in [8] and to the Euclidean distance discriminant rule in [18] . To the best of the authors' knowledge, the general case in which the covariances across classes are different was never treated. As shown in the course of the paper, a major difficulty for the analysis resides in choosing the assumptions governing the growth rate of means and covariances to avoid nontrivial asymptotic classification performances.
This motivates the present work. Particularly, we propose a large dimensional analysis of both R-LDA and R-QDA in the double asymptotic regime for general Gaussian assumptions.
Precisely, under technical, yet mild, assumptions controlling the distances between the class means and covariances, we prove that the probability of misclassification converges to a nontrivial deterministic quantity that only depends on the class statistics as well as the ratio p/n.
Interestingly, R-LDA and R-QDA require different growth regimes, reflecting a fundamental difference in the way they leverage the information about the means and covariances. Notably, R-QDA requires a minimal distance between class means of order O( √ p) while R-LDA necessitates a difference in means of order O(1). However, R-LDA does not seem to leverage the information about the distance in covariance matrices. The results of [8] are in particular recovered when the spectral norm of the difference of covariance matrices is small. These findings lead to insights into when LDA or QDA should be preferred in practical scenarios.
To sum up, our main results are as follows:
• Under mild assumptions, we establish the convergence of the misclassification rate for both R-LDA and R-QDA classifiers to a deterministic error as a function of the statistical parameters associated with each class.
• We design a consistent estimator for the misclassification rate for both R-LDA and R-QDA classifiers allowing for a pre-estimate of the optimal regularization parameter.
• We validate our theoretical findings on both synthetic and real data drawn from the USPS dataset and illustrate the good accuracy of our results in both settings. 4 The remainder is organized as follows. We give an overview of discriminant analysis for binary classification in Section II. The main results are presented in Section III, the proofs of which are deferred to the Appendix. In Section IV, we design a consistent estimator of the misclassification error rate. We validate our analysis for real data in Section V and conclude the article in Section VI.
Notations
Scalars, vectors and matrices are respectively denoted by non-boldface, boldface lowercase and boldface uppercase characters. 0 p×n and 1 p×n are respectively the matrix of zeros and ones of size p × n, I p denotes the p × p identity matrix. The notation . stands for the Euclidean norm for vectors and the spectral norm for matrices. (.) T , tr (.) and |.| stands for the transpose, the trace and the determinant of a matrix respectively. For two functionals f and g, we say that
a.s.
− − → respectively denote the probability measure, the convergence in distribution, the convergence in probability and the almost sure convergence of random variables. Φ (.) denotes the cumulative density function (CDF) of the standard normal distribution, i.e. Φ (x) =
2 dt.
II. DISCRIMINANT ANALYSIS FOR BINARY CLASSIFICATION
This paper studies binary discriminant analysis techniques which employs a discriminant rule to assign for an input data vector the class to which it most likely belongs. The discriminant rule is designed based on n available training data with known class labels. In this paper, we consider the case in which a bayesian discriminant rule is employed. Hence, we assume that observations from class C i , i ∈ {0, 1} are independent and are sampled from a multivariate Gaussian distribution with mean µ i ∈ R p×1 and non-negative covariance matrix
Formally speaking, an observation vector x ∈ R p×p is classified to C i , i ∈ {0, 1}, if
As stated in [19] , for distinct covariance matrices Σ 0 and Σ 1 , the discriminant rule is equivalent to assigning x to class 0 if
is positive and class 1 otherwise, where π i is the prior probability for class i. In particular,
When the considered classes have the same covariance matrix, i.e., Σ 0 = Σ 1 , the discriminant function simplifies to [5] , [4] , [8] 
Classification obeys hence the following rule:
Since W LDA is linear in x, the corresponding classification method is referred to as linear discriminant analysis. As can be seen from (3) and (5), the classification rules assume the knowedge of the class statistics, namely their associated covariance matrices and mean vectors.
In practice, these statistics can be estimated using the available training data. As such, we assume
are respectively available to estimate the mean and the covariance matrix of each class i. For that, we consider the following sample estimateŝ
where Σ is the pooled sample covariance matrix for both classes. To avoid singularity issues when n i < p, we use the ridge estimator of the inverse of the covariance matrix [5] 
where γ > 0 is a regularization parameter. Replacing Σ −1 and Σ i for i ∈ {0, 1} by (6) and (7) into (4) and (3), we obtain the following discriminant rules
The corresponding classification methods will be denoted respectively by R-LDA and R-QDA.
Conditioned on the training samples T i , i ∈ {0, 1}, the classification errors associated with R-LDA and R-QDA when x belongs to class C i are given by
R−QDA i
while the total classification errors are respectively given by
In the following, we propose to analyze the asymptotic classication errors of both R-LDA and R-QDA when p, n i grow large at the same rate. For R-LDA, our results cover a more general setting than the one studied in [8] , in that they apply to the case where both classes have distinct covariance matrices.
III. MAIN RESULTS
The main contributions of the present work are two fold. First, we carry out an asymptotic analysis of the classification error rate for both R-LDA and R-QDA, showing that they converge to some deterministic quantities that depend solely on the observations statistics associated with each class. Such a result allows a better understanding of the impact of these parameters on the performances. Second, we build consistent estimates of the asymptotic misclassification error rates for both estimators. An estimator of the misclassification error rate has been provided in [8] but for the R-LDA when the classes are assumed to have identical covariance matrices. Our results regarding R-LDA in this respect extends the one in [8] when the covariance matrices are not equal. The treatment of R-QDA is however new and constitute the main contribution of the present work.
A. Asymptotic Performance of R-LDA with Distinct Covariance Matrices
In this section, we present an asymptotic analysis of the R-LDA classifier. Our analysis is mainly based on recent results from RMT concerning some properties of Gram matrices of mixture models [16] . We recall that [8] made a similar analysis of R-LDA in the double asymptotic regime when both classes have a common covariance matrix, thereby not requiring these advanced tools. As such, our results can be viewed as a generalization of [8] when both classes have distinct covariance matrices. This permits to evaluate the performance of R-LDA in practical scenarios when the assumption of common covariance matrices cannot always be guaranteed. To allow derivations, we shall consider the following growth rate assumptions
Assumption. 2 (Class scaling).
These assumptions are mainly considered to achieve an asymptotically non-trivial classification error. Assumption 3 is frequently met within the framework of random matrix theory [16] . Under the setting of Assumption 3, Assumption 4 ensures that a nontrivial classification rate is obtained:
, then perfect asymptotic classification is achieved; however,
, classification is asymptotically impossible. Assumptions 1 and 2 respectively control the growth rate in the data and the training.
1) Deterministic Equivalent:
We are in a position to derive a deterministic equivalent of the misclassification error rate of the R-LDA. Indeed, conditioned on the training data x 1 , · · · , x n , the probability of misclassification is given by: [8] R−LDA i
where
The total misclassification probability is thus given by
Prior to stating the main result concerning R-LDA, we shall introduce the following quantities, which naturally appear, as a result of applying [16] . LetQ (z) be the matrix defined as follows
where g i (z), i ∈ {0, 1}, satisfies the following fixed point equations
Also define A i = Σ iQ (z) and Q i (z) as
The quantities in (17) can be computed in an iterative fashion where convergence is guaranteed after few iterations (see [16] for more details). Moreover, define
where µ = µ 0 − µ 1 . With these definitions at hand, we state the following theorem Theorem. 1. Under Assumptions 1-4, we have
As a consequence, the conditional misclassification probability converges almost surely to a deterministic quantity¯
Proof: See Appendix A.
Remark. 1. As stated earlier, if µ scales faster than O (1), perfect asymptotic classification is achieved. This can be seen by noticing that
would grow indefinitely large with p, thereby making the conditional error rates vanish.
When Σ 0 − Σ 1 converges to zero, the asymptotic misclassification error rate of each class coincides with the one derived in [8] obtained when
Corollary. 1. In the case where
where Σ 0 = Σ 1 = Σ), the conditional misclassification error rate converges almost surely to
where Σ = Σ 0 or Σ = Σ 1 , and δ is the unique positive solution to the following equation:
, we first prove that up to an error o(1), the key deterministic equivalents can be simplified to depend only on Σ 0 (or Σ 1 ). In the sequel, we take Σ = Σ 0 .
+o (1), ∀i ∈ {0, 1}.
It follows that
The above relations allow to simplify functionals involving matrixQ. To see that, we decomposeQ as
where (a) follows from the resolvent identity and o .
(1) denotes a matrix with spectral norm converging to zero. It can be easily shown using the inequality AB ≤ A B for A and B two matrices in R p×p that:
,
. Using the same notations as in [8] we have in particular for z = − 
It follows that
Using the same arguments, it is easy also to show that
Corollary 1 is useful because it allows to specify the range of applications of Theorem 1 in which the information on the covariance matrix is essential for the classification task. Also, it shows how R-LDA is robust against small perturbations in the covariance matrix. Similar observations have been made in [20] where it was shown via a Monte Carlo study that LDA is robust against the modeling assumptions.
B. Asymptotic Performance of R-QDA
In this part, we state the main results regarding the derivation of deterministic approximations of the R-QDA classification error. Such results have been obtained by considering some specific assumptions, carefully chosen such that an asymptotically non-trivial classification error (i.e., neither 0 nor 1) is achieved. We particularly highlight how the provided asymptotic approximations depend on such statistical parameters as the means and covariances within classes, thus allowing a better understanding of the performance of the R-QDA classifier. Ultimately, these results can be exploited in order to improve the performances by allowing optimal setting of the regularization parameter.
1) Technical Assumptions:
We consider the following double asymptotic regime in which n i , p → ∞ for i ∈ {0, 1} with the following assumptions met
Assumption. 7 (Covariance scaling).
The remaining eigenvalues are of order O(
Assumption 5 implies also that π i → 1 2 for i ∈ {0, 1}. As we shall see later, if this is not satisfied, the R-QDA perform asymptotically as the classifier that assigns all observations to the same class. The second assumption governs the distance between the two classes in terms of the Euclidean distance between the means. This is mandatory in order to avoid asymptotic perfect classification. This is a much stronger assumption than Assumption 2 in R-LDA since we allow larger values for µ 0 − µ 1 . This can be understood as R-QDA being subject to strong noise induced when estimating Σ i , i ∈ {0, 1} which requires a large value µ 0 − µ 1 so that it can play a role in classification. A similar assumption is required to control the distance between the covariance matrices. Particularly, the spectral norm of the covariance matrices are required to be bounded as stated in Assumption 7 while their difference should satisfy Assumption 8.The latter assumption implies that for any matrix A of bounded spectral norm,
2) Central Limit Theorem (CLT): It can be easily shown that the R-QDA conditional classification error in (11) can be expressed as
where 
Then,
Proof: The proof is mainly based on the application of the Lyapunov's CLT for the sum of independent but non identically distributed random variables [21] . The detailed proof is postponed to Appendix B.
The condition in (27) will be proven to hold almost surely. Hence, as a by-product of the above Proposition, we obtain the following expression for the conditional classification error i
Corollary. 2. Under the setting of Proposition 1 , the conditional classification error in (11)
As such an asymptotic equivalent of the conditional classification error can be derived. This is the subject of the next subsection.
3) Deterministic Equivalents: This part is devoted to the derivation of deterministic equivalents of some random quantities involved in the R-QDA conditional classification error. Before that, we shall introduce the following notations which basically arise as a result of applying standard results from random matrix theory. We define for i ∈ {0, 1}, δ i as the unique positive solution to the following fixed point equation
Define T i as
, and the scalar φ i andφ i as
Define ξ i , b i and B i as
As shall be shown in Appendix C, these quantities are deterministic approximations in probability of ξ, b i and B i . We therefore get
Theorem. 2. Under assumptions 5-8, the following convergence holds for i ∈ {0, 1}
Proof: The proof is postponed to Appendix C.
At first sight, quantity ξ i − b i appears to be of order O( √ p), since
. Following this line of thought, the asymptotic misclassification probability error is expected to converge to a trivial misclassification error. This statement is, hopefully false.
Assumption 8 and 5 were carefully designed so that converges to a non-trivial deterministic quantity that depends only on the statistical means and covariances within each class. The major importance of this result is that it allows to find a good choice of the regularization γ as the value that minimizes the asymptotic classification error. While it seems to be elusive for such value to possess a closed-form expression, it can be numerically approximated by using a simple one-dimensional line search algorithm.
Remark. 3. Using Assumption 8, it can be shown that B i can asymptotically simplified to
where φ = φ 0 or φ = φ 1 . The above relation comes from the fact that, up to an error of order o(1), matrices Σ 1 or Σ 0 can be used interchangeably in φ 0 or φ 1 and in the terms involved in B i . This, in particular, implies that B 0 and B 1 are the same up to a vanishing error. It is noteworthy to see that the same artifice could not work for the terms ξ i and b i because the normalization, being with
, is not sufficient to provide vanishing terms. We should also mention that, although (33) takes a simpler form, we chose to work in the simulations and when computing the consistent estimates of B i with the expression (32) since we found that it provides the highest accuracy.
4) Some Special cases:
1) It is important to note that we could have considered µ 0 − µ 1 = O(1). In this case, the classification error rate would still converge to a non trivial limit but would not asymptotically depend on the difference µ 0 − µ 1 . This is because in this case, the difference in covariance matrices dominate that of the means and as such represent the discriminant metric that asymptotically matters.
2) Another interesting case to highlight is the one in which
Theorem 2 and using (33), it is easy to show that the total classification error converges
where φ,φ and T have respectively the same definitions as φ i ,φ i and T i upon dropping the class index i, since quantities associated with class 0 or class 1 can be used interchangeably in the asymptotic regime. It is easy to see that in this case if µ 0 − µ 1 2 scales slower than O √ p , classification is asymptotically impossible. This must be contrasted with the results of R-LDA, which provides non-vanishing misclassification rates for µ 0 − µ 1 = O(1).
This means that in this particular setting, R-QDA is asymptotically beaten by R-LDA which achieves perfect classification. i and as such the misclassification error probability associated with both classes converge respectively to 1 − η and η with η some probability depending solely on the statistics. The total misclassification error associated with R-QDA converges to 0.5.
4)
When n 1 − n 0 → ∞, quantities ξ i and b i grow unboundedly as the dimension increases.
This unveils that asymptotically, the discriminant score of R-QDA will keep the same sign for all observations. The classifier would thus return the same class regardless of the observation under consideration.
The above remarks should help to draw some hints on when R-LDA or R-QDA should be used.
Particularly, if the Frobenius norm of Σ 0 − Σ 1 is O(1), using the information on the difference between the class covariance matrices is not recommended. We should rather rely on using the information on the difference between the classes' means, or in other words favoring the use of R-LDA against R-QDA.
IV. GENERAL CONSISTENT ESTIMATOR OF THE TESTING ERROR
In the machine learning field, evaluating the performances of algorithms is a crucial step that not only serves to ensure their efficacy but also to properly set the parameters involved in the design thereof, a process known in the machine learning parlance as model selection.
The traditional way to evaluate performances consists in devoting a part of the training data to the design of the underlying method whereas performances are tested on the remaining data called testing data, treated as unseen data since they do not intervene in the design step.
Among the many existing computational methods that are built on these ideas are the crossvalidation [22] , [23] and the bootstrap [24] , [25] techniques. Despite being widely used in the machine learning community, these methods have the drawback of being computationally expensive and most importantly of relying on mere computations, which does not lead to gain a better understanding of the performances of the underlying algorithm. As far as LDA and QDA classifiers are considered, the results of the previous section allow to gain a deeper understanding of the classification performances with respect to the covariances and means associated with both classes. However, as these results are expressed in terms of the unknown covariances and means, they could not be relied upon to assess the classification performances. In this section, we address this question and provide consistent estimators of the classification performances for both R-LDA and R-QDA classifiers that approximate in probability their asymptotic expressions.
A. R-LDA
The following theorem provides the expression of the class-conditional true error estimator
, for i ∈ {0, 1}.
Theorem. 3. Under Assumptions 1-4, denote
Proof: The proof is postponed to Appendix E.
Remark. 4. From Theorem 3, it is easy to recover the general consistent estimator of the conditional classification error constructed in [8] . In particular, in the case where
we have the following
Thus, upon dropping the class index i, θ is equivalent to δ used in [8] .
B. R-QDA
Based on the deterministic equivalent of the conditional classification error derived in Theorem 2 , we construct a general consistent estimator of 
Proof: See Appendix F.
C. Validation with synthetic data
We validate the results of Theorems 3 and 4 by examining the accuracy of the proposed general consistent estimators in terms of the RMS defined as follows
We also compare the proposed general consistent estimator (that we denote by the G-estimator)
for both R-LDA and R-QDA with the following benchmark estimation techniques fully described in [26] • 5-fold cross-validation with 5 repetitions (5-CV).
• 0.632 bootstrap (B632).
• 0.632+ bootstrap (B632+).
• Plugin estimator consisting of replacing the statistics in the deterministic equivalents by their corresponding sample estimates. 1p×1. The first row treats the case where n0 = p/2 whereas the second row treats the case n0 = p. The testing error is evaluated over a testing set of size 1000 samples for both classes and averaged over 1000 realizations.
In Figure 1 , we observe that the naive plugin estimator has the worst RMS performance for both classifiers in most cases. This is simply explained by the fact that when p and n i have the same order of magnitude, the sample estimates are inaccurate which leads to a medicocre RMS performance. On another front, it is clear for both settings (n i = p/2 and n i = p) that the proposed G-estimator achieves a suitable RMS performance beating 5-fold cross validation and 
1p×1. The testing error is evaluated over a testing set of size 1000 samples for both classes and averaged over 1000 realizations.
the bootstrap. In Figure 2 , we examine the performance of the different error estimators against the regularization parameter. As shown in the Figure 2 , R-LDA is less vulnerable to the choice of γ as compared to R-QDA where the choice of γ tends to have a higher influence on the performance. Also, for both classifiers, the proposed G-estimator is able to track the empirical error and thus permits to predict the optimal regularizer with high accuracy.
V. EXPERIMENTS WITH REAL DATA
In this section, we examine the performance of the proposed G estimator on the public USPS dataset of handwritten digits [27] (see Figure 3) . different class labels. The RMS is determined by averaging the error over a number of training sets randomly selected from the total training dataset. As shown in Figure 4 , the proposed Gestimator gives a good RMS performance especially for R-QDA where it can actually outperform state-of-the art estimators such as cross validation and Bootstrap. Moreover, it is clear that the plugin estimator has a higher RMS performance for most of the considered scenarios. Now, we turn our attention to finding the optimal γ that results in the minimum testing error.
Since the construction of the G-estimator is heavily based on the Gaussian assumption of the data, picking the regularizer that minimizes the estimated error using the G-estimator will not necessarily minimize the error computed on the testing data for USPS. One straightforward approach is to compute the testing error for all possible value of γ in the range (0, ∞), then pick the regularizer resulting in the minimum error 3 . Obviously, this approach is far from being practical and is simply unfeasible. Motivated by this issue, we propose a two-stage optimization explained as follows. Empirical Error R-QDA G R-QDA 5-CV R-QDA B632 R-QDA B632+ R-QDA Plugin Fig. 4 . RMS performance of the proposed general consistent estimators (R-LDA G and R-QDA G) compared with the benchmark estimation techniques. We consider equal training size (n0 = n1) and γ = 1. The first row gives the performance for the USPS data with digits (5, 2) whereas the second row considers the digits (5, 6).
A. Two-stage optimization
Although real data are far from being Gaussian, the proposed G-estimator can be used to have a glimpse on the optimal regularizer. More specifically, we can use the G-estimator to determine the interval in which the optimal regularizer is likely to belong, then we perform cross validation (or testing if we have enough testing data) for multiple values of γ inside that interval and finally pick the value that results on the minimum cross-validation error (or testing error). As seen in Figure 5 , both the R-LDA and the R-QDA G-estimators are able to mimic the real behavior of the testing error when γ varies for both situations when n 0 < p and n 0 > p. Similarly to synthetic data, Figure 5 also shows how R-QDA is vulnerable to the choice of γ which justifies the need to find a good regularization parameter γ. In Table I , we provide numerical values for the output of the two-step optimization using a confidence interval
with a uniform grid of 50 points where γ G is a minimizer of the G-estimator built based on the Gaussian assumption.
VI. CONCLUDING REMARKS
In this work, we carried out a performance analysis of the asymptotic misclassification rate leveraged by both methods. Unlike the R-LDA which tends to leverage only the information about the means, the R-QDA exploits both discriminative statistics, but requires a higher order in the mean difference so that it is reflected in the classification performances.
This work can be extended to study more sophisticated classifiers such as kernel Fisher discriminant analysis [28] or kernel discriminant analysis [29] where data is mapped into a feature space through a non-linear kernel prior to the application of the classifier. The extension is though not trivial since the non-linear mapping of data makes it difficult to examine the misclassification probability in closed-form.
APPENDIX A PROOF OF THEOREM 1
A. Notations
Through this appendix, the following notations are used. For i ∈ {0, 1}, we let X i ∈ R p×n i the matrix of n i observations associated with class i. Thus, there exists
where 1 n i ∈ R n i is the vector of all ones, and
where z i,j are independent random vectors with standard multivariate Gaussian distribution. We define the following resolvent matrix:
the behavior of which has been extensively studied in [16, Proposition 5] . Particularly, it was
shown that under assumptions 1, 2 and 3, Q (z) is equivalent to a deterministic matrixQ (z) or
for all deterministic matrices M of bounded spectral norms and all deterministic vectors u and v of bounded euclidean norms. Moreover, it has been shown in [16, Proposition 6] that
where Q i is given in (18) . Based on the results of (42) and (43), we successively prove (22) and (23).
B. Proof of (22)
With the aforementioned notations at hand, it is easy to show that Σ i can be expressed as
, be the eigenvalue decomposition of
and O i is a n i × n i orthogonal matrix with first column
where y i,1 being the first column of Y i . Since the Gaussian distribution is invariant to multiplication by a unitary matrix,Ỹ i has the same distribution as Y i . and as such matrix H can be expressed as:
Then, the following relation holds for z = − n pγ
where O . (p −1 ) refers to a matrix whose spectral norm is O(p −1 ). We are now ready to handle the term G (µ i ,μ 0 ,μ 1 , H). To start with, we first express it as
and thus can be expanded as
It follows from (45) thatỹ 0,1 =
following convergence holds thus true
− − → 0.
On the other hand, we have
and thus from (42)
Moreover,
Again, from the independence of y i and H and the application of the trace Lemma [15, Theorem 3.7] it follows that:
which gives using (42),
This completes the proof of (22) .
C. Proof of (23)
Using the notations employed in the proof of (22) , D(x 0 , x 1 , H, Σ i ) can be expressed as:
As in the proof (22) , from the independence of
it is easy to see that the cross-products in (48) will converge to zero almost surely. We thus have:
Finally, we use (43) to obtain
which completes the proof of (23).
APPENDIX B PROOF OF PROPOSITION 1
To reduce the amount of notations, we drop the class subscript i. In all the proof B plays the role of B i and y plays the role of y i , for i ∈ {0, 1}. To begin with, let B = U b BU T b be the eigenvalue decomposition of B, so that z T Bz + 2z T r has the same distribution as: 
1 √ p (n 1 log (1 + γδ 1 ) − n 0 log (1 + γδ 0 )) = O (1)
Without loss of generality and relying on Assumption 5, we assume n 0 = n 1 = n 2
. To begin with, we first note that
On the other hand,
Recall that for invertible square matrices A and B, we have the resolvent identity given by
Thus,
Therefore, 
To guarantee that the left hand side of (65) does not blow up, we shall prove that lim inf = O (1) , which implies using Assumption 8 that
This gives the claim of (61). For (62), and using the inequality log (x) ≤ x − 1, for x > 0 we can show that log (1 + γδ 1 ) − log (1 + γδ 0 ) = log Following the result of (61), (62) also holds.
As for (63), it suffices to notice that: 
