Logistic regression (LR) is an important machine learning model for classification, with wide applications in text classification, image analysis, medicine diagnosis, etc. However, training LR generally entails an iterative the gradient descent method, and is quite time consuming when processing big data sets. To solve this problem, we present a quantum algorithm for LR to implement the key task of the gradient descent method, obtaining the gradients in the classical form in each iteration. The classical gradients are then utilized to update the model parameters for the next iteration by simple calculations, and finally the optimal model parameters are derived in the classical form. It is shown that our algorithm achieves exponential speedup over its counterpart in each iteration when the dimension of each data point M grows polylogarithmically with the the number of data points N , i.e., M = O(log N ).
I. INTRODUCTION
Quantum computing has exhibited obviously high efficiency compared to their classical counterpart owing to the unique properties of quantum-mechanical [1] in some research fields , such as quantum private query (QPQ) [2, 3] , numerical computation [15] , machine learning [4] , etc. Especially as an emerging interdisciplinary field, quantum machine learning (QML) [5] , which combines both quantum physics and machine learning, has now attracted worldwide attention. In 2009, a quantum matrix inversion algorithm (HHL) [6] was first proposed to solve the linear equation problem and exponential speed-up can be achieved under reasonable conditions, followed by a series of HHL-type quantum algorithms are proposed [7] [8] [9] . In addition, the development of QML also includes quantum neural network [10] , quantum Boltzmann machine [11] , quantum linear regression [8, 12, 21] , quantum dimensionality reduction [13, 14] .
Although many quantum algorithms have significant speedup over their classical counterparts, they have high quantum hardware requirements. A new class of algorithms, hybrid quantum-classical algorithm, have recently emerged, mainly including quantum variational eigensolver (QVE) [16, 17] , quantum approximate optimization (QAOA) [18] , quantum circuit learning [19] , quantum optimal control [20] . The common feature of such algorithms is the combination of quantum computer and classical computer, where the difficult part of the computation is accomplished on the quantum subroutine, whereas the computationally inexpensive calculations, which yet might consume many qubits or quantum states, are performed on the classical subroutine. These works motivate us to design fast quantum algorithms for solving more problems in machine learning.
Logistic regression is a widely used supervised machine learning classification method that can be solve two-classification and multi-classification problems. It has been applied to text classification [22] , image analysis [23, 24] , medical diagnosis [25, 26] , etc. It learns a neutral hyperplane in the feature space of a learning problem according to a probabilistic model, and classifies test data points accordingly. The output of the classification result does not only give a class label, but also a natural probabilistic interpretation.
Logistic regression requires the application of optimization algorithms [27] (such as gradient descent, Newton's method) to obtain the optimal model parameters, and to classify new data. In general, the logistic regression model parameters are solved in an iterative manner using the gradient descent method. The time complexity of logistic regression in each iteration is O(N M ), where N is the size of data set, M is the dimension of each data point. Therefore, when the size of the training set is large, logistic regression will takes a significant amount of time.
Fuelled by machine learning with big data analysis and quantum computing, we have designed a hybrid quantum-classical algorithm for binary logistic regression. Here we also adopted the optimization method, gradient descent, to obtain the model parameters. Our algorithm consists of two subroutines: quantum and classical. In the quantum subroutine, we can obtain the information of the gradient mainly based on quantum techniques amplitude estimation [28] , control rotation [6] and swap test [29] . It is worth emphasizing that the information of the gradient is classic here. [38, 39] are developed quantum versions of gradient descent algorithm which obtains the quantum state of the gradient. If the quantum state of the gradient was obtained, then multiple copies of the gradient quantum states need to be prepared in each iteration. This will greatly increases the complexity of the algorithm. However, our algorithm can obtain the classic information of the gradient, avoiding preparing multiple copies of the gradient quantum states in every iteration, which will greatly reduce the complexity of the algorithm. In the classical subroutine, the parameter w is updated according to the iterative rules. It is shown that our algorithm is exponentially faster than its counterpart in every iterative when M = O(log N ).
The remainder of the paper is organized as follows. In Sec. II, we give a brief overview of the classical binary logistic regression. In Sec. III, we propose hybrid quantum-classical logistic regression. In Sec. IV, we analyze the time complexity of our algorithm. Finally we present our conclusion in the last section. In addition, we also design quantum circuit of the sigmoid function 1 1+exp(−x) via Taylor's Theorem and QFTC circuit [30] in Appendix. A.
II. REVIEW OF THE BINARY LOGISTIC REGRESSION
Given training data set
T ∈ R M is a feature vector of M input (independent) variables and class label y i ∈ {0, 1} is an output (dependent) variable indicates the class to which x i belongs and X = (
T is called the data matrix. An intercept term can be easily included by setting the first element of x i to be 1. In the binary logistic regression problem, it is assumed that the probability distribution of a class label y given a data point x is as follows:
, (1a)
where σ(·) is the sigmoid function defined as above, and w ∈ R M is the model parameter to be learned. For convenience, let p(x; w) = p(y = 1|x; w), then p(y = 0|x; w) = 1 − p(x; w). Here we assume that the N data points are generated independently. It has been proposed to learn w by minimizing the negative log-likelihood function
L(w) is convex and has a unique global minimum. There are no closed-form analytical solutions to Eq.(2). In general, we need to use the numerical optimization method, gradient descent, to compute w. Taking the gradient of L(w) with respect to w, we obtain
where x j i represents the jth element of the vector x i , ▽w j represents the jth element of the gredient vector ▽w. Thus we can obtain a gradient update rule
where t = 0, 1, 2, · · · denotes the iteration number, η is the step factor and the negative sign represents the opposite direction of the gradient ▽w j . Apparently, each step of the gradient descent method involves a gradient computation. The overall procedure of the binary logistic regression includes the following steps.
Input: the data set T , ε is the precision, η is the step factor, w (0) is the initial value, t is the iteration number. Output: the parameter w. Algorithm process:
(1)Initialize t = 0; (2)compute the gradient ▽w
2 < ε then outputs the parameter w, otherwise continue the next step; (4)Update parameters according to iterative rules: w
5)t = t + 1, repeat steps (2) − (4) until the accuracy requirements are met before the optimal parameter w can be output.
To put it simply, the goal of the binary logistic regression is to classify a vector into one of two classes. A key component in solving the model with the gradient descent method is to obtain the gradient ▽w j of L(w).
Once we obtain the optimal parameter w, the new data x can be classified according to y = sgn(w T · x).
III. QUANTUM LOGISTIC REGRESSION
In this section, we designed a quantum algorithm for logistic regression. Through our algorithm, we assume that U R and U C are two unitary operators that can efficiently prepare the quantum states corresponding to the rows and columns of data matrix X separately.
One possibility to implement U R and U C is to store the data matrix X in a quantum random access memory (QRAM) [31] with an appropriate data structure.
The details about this structure can be found in the quantum recommendation system [32] , which has also been successfully applied to quantum linear system for dense matrices [33] and quantum data compression [34] . The structure allows us to perform U R and U C in O(polylogN M ) time. In addition, we have
The unitary operator U could be achieved through the above data structure and square root circuit [35] in time O(polylogN ). Then, we assume that the quantum oracle O y can access the elements of y = (y 1 , · · · , y N ), where y j ∈ {0, 1},
where O y could be implemented in time O(polylogN ) by QRAM [31] .
In addition, we can prepare the quantum state |w in O(polyM ) [36] because we know the classic information of the initial parameter w ∈ R M . That is
where the time complexity of the unitary U w is O(polyM ). Moreover, w could be accessed in time O(M ) via the classic computer.
A. Algorithm
We first proposed a quantum algorithm to obtain the classic information of the gradient. Then the parameter w is updated according to the iterative rules via a classical computer. The entire algorithm process is shown in Fig. 1 .
The quantum subroutine: Eq.(3) can be regarded as the inner product of two vec-
is obtained. To achieve this, our algorithm consists of two steps: (1) we generate a intermediate quantum state
|i |p(x i ; w) mainly based on amplitude estimation; (2) we perform swap test to obtain the classic information of ▽w j .
(1)Generate a intermediate quantum state
where L = log N means the first register of L qubits.
(1.2) Perform the Hadamard gate H L , H on the first and second register, respectively
FIG. 1. The whole process of quantum logistic regression algorithm, where ε is the precision, η is the step factor, w
is the initial value, t = 0, 1, 2, · · · is the iteration number , T is the data set. The brown rectangle represents the quantum algorithm, and the light purple rectangle represents the classical iterative update algorithm.
where i is represented in binary as
w to three registers, where U
1,3
R , U
w acts on the first and third register, conditioned on the second register, respectively
(1.4) Perform Hadamard gate H on the second register
We can rewrite |ψ i as
where |ψ 0 i , |ψ 1 i are the normalized quantum states of |0 (|x i +|w ) and |1 (|x i −|w ), respectively. Moreover,
Next we use amplitude estimation to estimate z i [28] .
For any l ∈ N, Q i acts as a rotation in the two subspace {|ψ 0 i , |ψ 1 i }, and it has two eigenvalues e ±i2θi with eigenstates |ψ ↑,↓ i (un-normalized). Therefore we can perform phase estimate to generate the quantum state
So we have (1.5) Perform the amplitude estimate of Q i on |ψ i can generate the quantum state, for all i
(1.6) Due to |z i = |2 sin 2 θ i − 1 , then perform quantum multiply-adder (QMA) and sine-gate to obtain |z i [30] , for all values i
(1.7) Perform the inverse of A i and the state becomes
(1.8) Because |x i and |w are normalized quantum states, we append two additional registers |0 |0 to perform operations U and access w
|i | x i |w | x i | w (20) (1.9) Perform the QMA gate twice to obtain nonnormalized state | x i |w · x i · w and run the inverse algorithm of step(1.8), we can obtain
|i |z i (21) (1.10) Perform the 1 1+exp(−x) gate (with details givens in Appendix. A) for each i to generate |p(x i ; w) , i = 1, 2, · · · , N , that is, generate a intermediate quantum state
The schematic quantum circuit of step (1) is given in Fig. 2 . (2)Obtain the classic information of the gradient (2.1) Append a anclia register to perform the oracle O y on the step(1.10), then perform QMA gate on |p(x i ; w) |y i to generate gate to obtain |p(xi; w) .
(2.2)uncompute the ancillas using the inverse of O y
(2.3) Add one qubit and rotate it from |0 to τ i |0 + 1 − (τ i ) 2 |1 controlled on |τ i , then uncompute the second register. The state will becomes
(2.4) Prepare two additional registers and perform the unitary operator U C to generate a quantum state
(2.5) In order to obtain the classic information of the gradient, we perform a swap test. Using an ancilla, construct the state |ω = 1 √ 2 (|0 |φ + |1 |ϕ ) and measure the ancilla in the state |ν = 1 √ 2 (|0 | + |1 ). The measurement has the success probability
Then we could be estimate the classic information of ▽w j from Eq. (27) and Eq. (28) , that is
The classical subroutine: Next we update parameter w according to w
j , j = 1, · · · , M via the classic computer. Because we get the classic information of w, we can be prepare the corresponding quantum state |w [36] . Set the precision ε in advance, if
2 < ε then outputs the parameter w, otherwise continue the iteration until the accuracy requirements are met before the optimal parameter w can be output. The new data x is classified according to y = sgn(w T · x) for two-class problem.
IV. COMPLEXITY ANALYSIS
In step(1), we first consider the complexity of the unitary operation A i (described in step(1.2)-step(1.4) ). It can be constructed using log N + 2 Hadamard gates, and only one call of U R and U w which their complexity are O(polylog(N M )) and O(polyM ) respectively. So A i can be implemented in O(polylog(N M ) + polyM ).
Next we discuss the complexity of step(1.5). Let 
We then apply the QMA and sine gate to obtain |z i . Due to the QFTC circuit complexity is O(polylog(1/ǫ)) with error ǫ [30], we will need to compute the error of step(1.6) according to Eq.(14)
where the second equation is derived using
, sin(2γ) = 2 sin γ cos γ. So the complexity of step(1.6) is O(polylog(1/2ǫ)), which is smaller than O(1/ǫ) in amplitude estimation so that we can ignore it. Note that in step(1.7), just as A i in step(1.2)-step(1.4), the unitary operator A −1 i also runs in time O(polylog(N M ) + polyM ), the error is also O(2ǫ).
In step(1.8), the complexity is O(polylogN ) + O(M ) comes from the unitary U and access w . The error of step(1.8) will become
In step(1.9), the error is also 2 w · x i ǫ, we can obtain the complexity is O(polylog(1/2 w · x i ǫ)). Finally we can estimate the error of step(1.10) as
where the first inequality comes from Taylor expansion [37] . According to Appendix. A, the 
Putting all the time together to get the complexity of step (1) as
with the error of step (1) 
where the second inequality comes from the error 1 2 w · x i ǫ of step(1) and the fourth inequality use (
We will combine the measurement error with the calculation error to get the final error
So p can be obtain the error ǫ+ 
This means that it has time complexity is O(polylogN ) when M = O(log N ), achieving exponential speedup over the classical logistic regression whose runtime is O(N M ) in every iteration.
V. CONCLUSION
In summary, we have designed a quantum algorithm for gradient-based logistic regression that could obtain the model parameter in an iterative manner. In particular, our algorithm has obtained classic information of ▽w j mainly based on amplitude estimate, control rotation and swap test. This can solve the problem that the quantum state needs to be repeatedly prepared in the iterative process, so that a large amount of quantum resources can be saved. Moreover, the algorithm can continue to perform multiple iterations to find the optimal value and is not limited by the number of iteration steps. When the dimension of data is M = O(log N ), the complexity of each iteration is O(polylogN ), which has exponential acceleration relative to classical counterpart. Our algorithm combines quantum with classical computing.
And it promises to be extended to multi-class logistic regression. We hope our quantum algorithm can stimulate more quantum algorithms that solve model parameters in an iterative manner.
