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a b s t r a c t
In [YoonMee Ham etal., Some higher-order modifications of Newton’s method for solving
nonlinear equations, J. Comput. Appl. Math., 222 (2008) 477–486], some higher-order
modifications of Newton’s method for solving nonlinear equations are constructed. But if
p = 2, then their main theorem did not hold. In this paper, we first give an example to
show that YoonMee Ham etal.’s methods are not always correct in the case p = 2. Then,
we present the condition that H(x, y) should satisfy such that the order of convergence
increases three or four or five units. Per iteration they only need two additional function
evaluations to increase the order. Based on this and multi-step Newton’s scheme, we give
further modifications of the method to obtain higher-order convergent iterative methods.
Finally, several examples are given to demonstrate the efficiency and performance of our
modified methods and compare them with some other methods.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
Consider iterative methods for finding a simple root α of the nonlinear equation
f (x) = 0, (1)
where f : I ⊆ R→ R for an open interval I is a scalar function and it is sufficiently smooth in a neighborhood ofα. The design
of iterative formulas for solving (1) is a very interesting and important task in numerical analysis. Many iterative methods
have been developed by using many different techniques including quadrature formulas, Taylor series and decomposition
techniques. For more details, see [1–12] and the references therein.
It is well known that the classical Newton’s method (NM) is a basic and important method [1] for solving nonlinear
equations via the iterative scheme
xn+1 = xn − f (xn)f ′(xn) (2)
which is quadratically convergent in the neighborhood of α.
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Recently in [2], YoonMee Ham etal. proposed and analyzed the following two-step iteration scheme for solving nonlinear
equations with an existing method of order p as the first step and a corrected form of the first-step method depending on
an unknown function as the second step, namely (YHM for simplicity)
zn = φp(xn),
xn+1 = zn − H(xn, yn) f (zn)f ′(xn) , (3)
where H(x, y) represents a two-variable function to be determined later and
yn = xn − f (xn)f ′(xn) . (4)
Then, they further showed that the newmodifications defined by (3) are of order at least p+ 3 for any iteration function
φp whose order of convergence is at least p, if H(x, y) satisfies condition
H(α, α) = 1, Hx(α, α) = f
′′(α)
f ′(α)
,
f ′′(α)
f ′(α)
Hy(α, α)+ Hxx(α, α) = f
′3(α)
f ′(α)
, (5)
where α is the simple root of nonlinear equation f (x) = 0.
However, this is not true for p = 2. For example, we consider the following iterative method:
Algorithm 1. For a given x0, compute the approximate solution xn+1 by the iterative schemes
zn = φ2(xn) = xn − f (xn)f ′(xn) ,
xn+1 = zn − H(xn, yn) f (zn)f ′(xn) , (6)
where
H(x, y) = f
′(x)+ f ′(y)
3f ′(y)− f ′(x) (7)
which satisfies condition (5) (see (23) in [2]).
It is well known that
zn = xn − f (xn)f ′(xn) (8)
is quadratically convergent. According to [2], Algorithm 1 should be at least fifth-order convergent. However, this is not true,
because the order of convergence of Algorithm 1 is four.
Now, we give the convergence analysis of Algorithm 1.
Theorem 1. Let α ∈ I be a simple zero of a sufficiently differentiable function f : I → R for an open interval I. If f (x) is
sufficiently smooth in the neighborhood of α, and initial value x0 is sufficiently close to α, and H(x, y) satisfies condition (4), then
the order of convergence of the Algorithm 1 defined by (6) is four, and this iterative method satisfies error equation
en+1 = −c32e4n + O(e5n), (9)
where c2 = f ′′(α)/(2f ′(α)).
Proof. Let α be the simple root of f (x), ck = f (k)(α)/(k!f ′(α)), k = 2, 3, . . ., and en = xn−α. Consider the iteration function
F(x) defined by
F(x) = z(x)− f
′(x)+ f ′(y(x))
3f ′(y(x))− f ′(x)
f (z(x))
f ′(x)
, (10)
where
z(x) = y(x) = x− f (x)
f ′(x)
. (11)
By some computations using Maple we can obtain
F(α) = α, F (i)(α) = 0, i = 1, 2, 3, F (4)(α) = −3f
′′3(α)
f ′3(α)
. (12)
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Furthermore, from the Taylor expansion of F(xn) around α, we get
xn+1 = F(xn) = F(α)+ F ′(α)(xn − α)+ F
′′(α)
2! (xn − α)
2
+ F
(3)(α)
3! (xn − α)
3 + F
(4)(α)
4! (xn − α)
4 + O((xn − α)5). (13)
Substituting (12) into (13) we obtain
xn+1 = α − f
′′3(α)
8f ′3(α)
e4n + O(e5n). (14)
Therefore, we have
en+1 = −c32e4n + O(e5n), (15)
which means that the order of convergence of the Algorithm 1 is four.
This completes the proof. 
If we use
H(x, y) = 2f
′2(y)
f ′2(x)− 4f ′(x)f ′(y)+ 5f ′2(y) , H(x, y) =
−2f ′2(x)
f ′2(x)− 4f ′(x)f ′(y)+ f ′2(y)
(defined by (23) and (24) in [2]), then the methods defined by (6) are both quadratically convergent, rather than fifth-order
convergent as claimed in [2] and their error equations respectively are
en+1 = 103 c2e
2
n + O(e3n), en+1 =
2
3
c2e2n + O(e3n).
2. Some newmodifications and convergence analysis
In order to increase the order of convergence three or more units, now, we consider the condition that H(xn, yn) should
satisfy. We consider the following two-step iterative scheme:
Algorithm 2. For a given x0, compute the approximate solution xn+1 via the iterative schemes
zn = φ2(xn) = xn − f (xn)f ′(xn) ,
xn+1 = zn − H(xn, yn) f (zn)f ′(xn) , (16)
where H(x, y) represents a two-variable function to be determined later such that the order of convergence of the method
φ2(xn) = xn − f (xn)f ′(xn)
can be increased three or four or five units.
For Algorithm 2, we have the following convergence results:
Theorem 2. Let α ∈ I be a simple zero of a sufficiently differentiable function f : I → R for an open interval I. If f (x) is
sufficiently smooth in the neighborhood of α, and initial value x0 is sufficiently close to α, and H(x, y) satisfies condition
H(α, α) = 1, Hx(α, α) = 2c2, 2c2Hy(α, α)+ Hxx(α, α) = 6c3 − 2c22 , (17)
then the order of convergence of the Algorithm 2 is five; if H(x, y) satisfies (17) and
c2Hxxx(α, α)+ (6c22 − 6c3)Hxx(α, α)+ 6c22Hxy(α, α) = −12c42 + 24c2c4 − 36c23 , (18)
then the order of convergence of Algorithm 2 is six; furthermore, if H(x, y) satisfies (17), (18) and
c22Hxxxx(α, α)+ (8c32 − 8c2c3)Hxxx(α, α)+ 12c42Hyy(α, α)+ 12c32Hxxy(α, α)
+ (48c23 − 36c2c4 − 12c22c3)Hxx(α, α)+ 12c42Hyy(α, α) = 2136c62 + 1608c22c23
− 4608c42c3 + 1680c32c4 − 192c22c5 + 288c33 − 816c2c3c4, (19)
then the order of convergence of Algorithm 2 is seven.
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Proof. Let α be the simple root of f (x), ck = f (k)(α)/(k!f ′(α)), k = 2, 3, . . ., and en = xn − α, and here zn = φ2(xn) =
xn−f (xn)/f ′(xn). Throughout the proof,H(α, α) is denoted byH ,Hy(α, α) byHy,Hxx(α, α) byHxx,Hxy(α, α) byHxy,Hyy(α, α)
byHyy andHxxx(α, α) byHxxx,Hxxy(α, α) byHxxy,Hxxxx(α, α) byHxxxx. By Taylor’s expansion and taking into account f (α) = 0,
we have
f (xn) = f ′(α)[en + c2e2n + c3e3n + c4e4n + c5e5n + O(e6n)], (20)
f ′(xn) = f ′(α)[1+ 2c2en + 3c3e2n + 4c4e3n + 5c5e4n + O(e5n)]. (21)
Dividing (20) by (21) yields
f (xn)
f ′(xn)
= en − c2e2n + 2(c22 − c3)e3n + (7c2c3 − 4c32 − 3c4)e4n + O(e5n), (22)
which is followed by
yn = xn − f (xn)f ′(xn) = α + c2e
2
n − 2(c22 − c3)e3n − (7c2c3 − 4c32 − 3c4)e4n
− (8c42 + 6c23 − 20c22c3 + 10c2c4 − 4c5)e5n + O(e6n). (23)
Again using the Taylor expansion of f (zn) about α gives us
f (zn) = f ′(α)[zn − α + c2(zn − α)2 + c3(zn − α)3 + O((zn − α)4)]. (24)
Dividing (24) by (21), we have
f (zn)
f ′(xn)
= (zn − α){1− 2c2en + [c2(zn − α)+ (4c22 − 3c3)]e2n + [−2c22 (zn − α)+ (−8c32 + 12c2c3 − 4c4)]e3n
+ [c3(zn − α)2 + (4c32 − 3c2c3)(zn − α)+ 16c42 − 36c22c3 + 9c23 + 16c2c4 − 5c5]e4n} + O(e7n). (25)
Since φ2(xn) = xn − f (xn)f ′(xn) is quadratically convergent, by (23) we have
zn = α + c2e2n − (2c22 − 2c3)e3n − (7c2c3 − 4c32 − 3c4)e4n − (8c42 + 6c23 − 20c22c3 + 10c2c4 − 4c5)e5n + O(e6n). (26)
Therefore we have
f (zn)
f ′(xn)
= c2e2n + (−4c22 + 2c3)e3n + (13c32 − 14c2c3 + 3c4)e4n
+ (−38c42 + 4c5 − 12c23 + 64c22c3 − 20c2c4)e5n + O(e6n). (27)
Applying the two-variable form of Taylor’s theorem around the point (α, α) and using (23) we have
H(xn, yn) = H + Hx(xn − α)+ Hy(yn − a)+ Hxx (xn − α)
2
2
+ Hxy(xn − α)(yn − α)+ Hyy (yn − α)
2
2
+Hxxx (xn − α)
3
6
+ Hxxy (xn − α)
2
2
(yn − α)+ Hxxxx (xn − α)
4
24
. (28)
Thus, from (26)–(28), we have
en+1 = (1− H)c2e2n + [−2c22 + 2c3 + (4c22 − 2c3)H − c2Hx]e3n
+
[
4c32 − 7c2c3 + 3c4 − (13c32 − 14c2c3 + 3c4)H + (4c22 − 2c3)Hx −
(
c2Hy + 12Hxx
)
c2
]
e4n
+
[
(38c42 − 4c5 + 12c23 − 64c22c3 + 20c2c4)H + (14c2c3 − 13c32 − 3c4)Hx − 8c42 − 6c23 + 20c22c3
− 10c2c4 + 4c5 + (4c22 − 2c3)
(
c2Hy + 12Hxx
)
+ (2c22 − 2c3)c2Hy −
1
6
c2Hxxx − c22Hxy
]
e5n + O(e6n). (29)
Therefore, if H = 1,Hx = 2c2, c2Hy + Hxx2 = 3c3 − c22 , i.e., condition (17) holds, then (29) reduces to
en+1 =
[
−2c42 + 6c22c3 + 4c2c4 − 6c23 + (c3 − c22 )Hxx −
1
6
c2Hxxx − c22Hxy
]
e5n + O(e6n). (30)
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If the following condition holds:
H = 1, Hx = 2c2, c2Hy + Hxx2 = 3c3 − c
2
2 ,
c2Hxxx + (6c22 − 6c3)Hxx + 6c22Hxy = −12c42 + 24c2c4 − 36c23 , (31)
then (29) reduces to
en+1 =
[
− 1
24
c2Hxxxx + (2c32 − 2c2c3)Hxy +
(
2c32 −
7
2
c2c3 + 32 c4
)
Hxx − 12 c
3
2Hyy
− 1
2
c22Hxxy + 93c52 − 26c3c4 − 208c32c3 + 62c22c4 + 91c2c23 − 8c2c5
]
e6n + O(e7n), (32)
which means that under condition (31), Algorithm 2 is sixth-order convergent.
Furthermore, if the following condition holds:
H = 1, Hx = 2c2, c2Hy + Hxx2 = 3c3 − c
2
2 ,
c2Hxxx + (6c22 − 6c3)Hxx + 6c22Hxy = −12c42 + 24c2c4 − 36c23 ,
c22Hxxxx + (8c32 − 8c2c3)Hxxx + 12c42Hyy + (48c23 − 36c2c4 − 12c22c3)Hxx + 12c32Hxxy
+ 12c42Hyy = 2136c62 + 1608c22c23 − 4608c42c3 + 1680c32c4 − 192c22c5 + 288c33 − 816c2c3c4, (33)
then (29) reduces to
en+1 = 112c22
(K1Hxxxx + K2Hxxx + K3Hxx + K4Hyy + K5)e7n + O(e8n), (34)
where
K1 = (c22c3 − c42 ), K2 = (−8c2c23 + 2c32c3 + 6c22c4),
K3 = (48c33 + 12c32c4 − 72c2c3c4 + 24c22c5 − 12c22c23 ), K4 = (−12c42c3 + 12c62 ),
K5 = 3408c52c4 + 5952c82 + 96c22c3c5 + 11328c42c23 − 2784c32c3c4 − 288c43
+ 1440c2c23c4 − 2856c22c33 − 288c22c24 − 480c42c5 − 15432c62c3,
which means that under condition (33), Algorithm 2 is seventh-order convergent. The proof is completed. 
From Theorem 2, we can see that the order of Newton’smethod can be improved three or four or five units at the expense
of only two additional evaluations of the function or its first derivative. So the order of convergence and computational
efficiency of the method are greatly improved.
3. Some fifth-order iterative methods
In this section, we present some examples of the methods obtained as special cases. It is not difficult to find H(x, y)
satisfying condition (17) or (17)–(18) or (17)–(19). For example, in condition (17) case,
H1(x, y) = 3f
′(x)+ f ′(y)
−f ′(x)+ 5f ′(y) , H2(x, y) =
5f ′2(x)− 2f ′(x)f ′(y)+ f ′2(y)
4f ′(x)f ′(y)
, (35)
H3(x, y) = 3f
′2(x)+ f ′2(y)
2f ′(x)f ′(y)+ 2f ′2(y) , H4(x, y) =
−4f ′2(x)
f ′2(x)− 6f ′(x)f ′(y)+ f ′2(y) , (36)
H5(x, y) = 5f
′2(x)+ 3f ′2(y)
f ′2(x)+ 7f ′2(y) , H6(x, y) =
6f ′2(x)+ f ′(x)f ′(y)+ f ′2(y)
−f ′2(x)+ 7f ′(x)f ′(y)+ 2f ′2(y) . (37)
In (17)–(18) case,
H(x, y) = L1f
′2(x)+ L2f ′(x)f ′(y)+ L3f ′2(y)
L4f ′2(x)+ L5f ′(x)f ′(y)+ L6f ′2(y) , (38)
where α is the simple root of f (x) and
L1 = −9f ′′2(α)+ 16f ′(α)f (3)(α), L2 = 18f ′′2(α)− 20f ′(α)f (3)(α),
L3 = 3f ′′2(α)+ 4f ′(α)f (3)(α), L4 = 4f ′(α)f (3)(α),
L5 = −3f ′′2(α)+ f ′(α)f (3)(α), L6 = 6f ′′2(α)− 2f ′(α)f (3)(α).
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Table 1
Some fifth-order methods and their error equations.
Algorithm H(x, y) Error equation
FLM 1 H1(x, y) en+1 = (− 14 c22 c3 + 38 c42 )e5n + O(e6n)
FLM 2 H2(x, y) en+1 = (4c42 − c22 c3)e5n + O(e6n)
FLM 3 H3(x, y) en+1 = (3c42 − c22 c3)e5n + O(e6n)
FLM 4 H4(x, y) en+1 = (2c42 − c22 c3)e5n + O(e6n)
FLM 5 H5(x, y) en+1 = ( 72 c42 − 14 c22 c3)e5n + O(e6n)
FLM 6 H6(x, y) en+1 = ( 94 c42 − c22 c3)e5n + O(e6n)
In (17)–(19) case, we can also obtain corresponding H(x, y) similarly. Because it is very complicated, we omit it here.
Particularly, many new methods can be obtained by considering the different function H(x, y).
Taking H(x, y) defined by (35)–(37), then we obtain different two-step fifth-order methods (We use FLM i to denote the
algorithms which use Hi(x, y) for simplicity, i = 1, 2, . . . , 6) whose error equations are listed in Table 1.
4. Further modifications using multi-step iterations
It is well known that multi-step Newton’s method is expressed as
x(0)n = xn,
x(i)n = x(i−1)n −
f (x(i−1)n )
f ′(xn)
, i = 1, . . . ,m, andm ≥ 1,
xn+1 = x(m)n , (39)
whose order of convergence ism+ 1. Newton’s method can be viewed as a particular case form = 1 in (39).
Now, we consider a class of newmulti-step iterativemethodswith higher-order convergence and give their convergence
analysis.
Algorithm 3. For a given x0, compute the approximate solution xn+1 via the following new multi-step iterations:
zn = yn − f (yn)f ′(yn) ,
x(0)n = zn,
x(i)n = x(i−1)n − H(xn, yn) ·
f (x(i−1)n )
f ′(xn)
, i = 1, . . . ,m, andm ≥ 1,
xn+1 = x(m)n , (40)
where yn = xn − f (xn)/f ′(xn), H(xn, yn) is defined by (35)–(37).
For Algorithm 3, we have the following convergence results:
Theorem 3. Let α ∈ I be a simple zero of a sufficiently differentiable function f : I → R for an open interval I. If f (x) is sufficiently
smooth in the neighborhood of α, and initial value x0 is sufficiently close to α, and H(x, y) satisfies condition (35)–(37), then the
order of convergence of the Algorithm 3 is 3m+ 2.
Proof. From the proof of Theorem 2, and by Taylor’s expansion about α, we can see that
x(i)n − α =
[
−2c42 + 6c22c3 + 4c2c4 − 6c23 + (c3 − c22 )Hxx −
1
6
c2Hxxx − c22Hxy
]
(x(i−1)n − α)e3n
+O((x(i−1)n − α)e4n), i = 1, . . . ,m, (41)
which yields the desired results. 
When adding m + 1 evaluations of the function, the order of convergence of Algorithm 3 adds 3m, while the order of
multi-step Newton’s method only adds m + 1. This means that the new iterations (40) are vastly superior to multi-step
Newton’s method. Furthermore, the efficiency index of this class of new multi-step iterations is equal to (3m + 2)1/(m+3).
When m = 2, the efficiency index of the new multi-step method is 1.51572 which is bigger than that of Algorithm 2, and
when 1 ≤ m ≤ 5, their efficiency indices are all bigger than that of Newton’s method. Displayed in Table 2 are the efficiency
indices when 0 ≤ m ≤ 5.
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Table 2
Efficiency indices of some new multi-step iterative methods.
m = 0 (NM) m = 1 m = 2 m = 3 m = 4 m = 5
1.41421 1.49535 1.51572 1.49130 1.45792 1.42497
Table 3
Comparison of various iterative methods
f (x) x0 NM PPM FLM 1 FLM 2 FLM 3 FLM 4 FLM 5 FLM 6
f1 3.6 14 15 12 12 12 12 12 12
−1 10 9 8 8 8 8 8 8
f2 4.86 14 15 12 12 12 12 12 12
1.6 10 9 8 8 8 8 8 8
f3 3.2 14 15 12 12 12 12 12 12
2.2 10 9 8 8 8 8 8 8
f4 0.8 14 15 12 12 12 12 12 12
2.5 18 18 16 16 16 16 16 16
f5 −0.8 10 9 8 8 8 8 8 8
−0.65 8 9 8 8 8 8 8 8
f6 4 38 42 32 36 36 32 36 36
4.5 54 60 44 52 52 48 52 48
f7 −4.2 48 54 44 48 48 44 48 44
−5.8 80 90 68 80 76 72 80 72
5. Numerical results
Now, we employ the fifth-ordermethods (FLM 1)–(FLM 6) suggested in this paper to solve some nonlinear equations and
compare them with Newton’s method (NM), and (PPM) [6] defined by
xn+1 = xn − f (xn)+ f (yn)f ′(xn) . (42)
Displayed in Table 3 are the number of function evaluations (NFE) required such that |f (xn)| < 1.E − 15, |xn − α| <
1.E − 15. All computations were done by using MATLAB 7.0.
In Table 3, we use the following test functions and display the approximate zeros x∗ found up to the 14th decimal place:
f1(x) = x2 − ex − 3x+ 2, x∗ = 0.25753028543983.
f2(x) = sin2(x)− x2 + 1, x∗ = 1.40449164885154.
f3(x) = (x− 1)3 − 1, x∗ = 2.
f4(x) = (x+ 2)ex − 1, x∗ = −0.44285440096708.
f5(x) = sin(x)ex + ln(x2 + 1), x∗ = −0.60323197152626.
f6(x) = ex2+7x−30 − 1, x∗ = 3.
f7(x) = xex2 − sin2(x)+ 3 cos(x)+ 5, x∗ = −1.20764782713287.
The computational results in Table 3 show that methods (FLM 1)–(FLM 6) require less NFE than NM and PPM. Therefore,
they are of practical interest and can compete with NM and work better than it.
6. Conclusion
Firstly, we point out a flaw in the results in [2]. Then, we consider two-step method which uses Newton’s method as
the first step and whose second step depends on an uncertain two-variable function H(x, y). We give the condition that
H(x, y) should satisfy such that the order of convergence of the method increases three or four or five units. Per iteration
it only needs two additional function evaluations to increase the order. Based on this and multi-step Newton’s scheme, we
give further modifications of the method to obtain higher-order convergent iterative methods. Finally, several examples
demonstrate that the new methods presented in the paper are more efficient and perform better than classical Newton’s
method and some other methods.
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