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NONRADIATING SOURCES AND TRANSMISSION
EIGENFUNCTIONS VANISH AT CORNERS AND EDGES
EEMELI BLA˚STEN
Abstract. We consider the inverse source problem of a fixed wavenum-
ber: study properties of an acoustic source based on a single far- or near-
field measurement. We show that nonradiating sources having a convex
or non-convex corner or edge on their boundary must vanish there. The
same holds true for smooth enough transmission eigenfunctions. The
proof is based on an energy identity from the enclosure method and the
construction of a new type of planar complex geometrical optics solution
whose logarithm is a branch of the square root. The latter allows us to
deal with non-convex corners and edges.
Keywords inverse source problem, nonradiating, corner scattering, com-
plex geometrical optics, interior transmission eigenfunction.
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1. Introduction and results
The inverse source problem is a longstanding open problem in scattering
theory. More formally let f have compact support, f = χΩϕ, Ω ⊂ Rn a
bounded domain and ϕ ∈ L∞(Rn). Given a wavenumber k > 0 the source
produces a scattered wave u ∈ H2loc(Rn) given by
(∆ + k2)u = f, lim
r→∞ r
n−1
2
(
∂r − ik
)
u = 0
where r = |x|. Then u can be expanded as follows
u(x) =
eik|x|
|x|(n−1)/2
u∞(xˆ) +O(|x|n/2)
where xˆ = x/ |x| is the radial variable. The function u∞ ∈ L2(Sn−1) is called
the far-field pattern of u and models the measurements. Knowing u∞ cannot
determine f . The reason is simple, if not informal: u∞ is a function of n− 1
independent variables, and f is a function n independent variables.
An alternative formulation for the inverse source problem is the follow-
ing: given the Fourier transform fˆ(ξ) for |ξ| = k > 0 fixed, what can one
determine from f or its support? This question is of great interest both
for harmonic analysis and applications in scattering theory. Studying the
properties of so-called nonradiating sources has picked up interest in the
recent years. For the mathematical and physical background we refer to the
excellent thesis [18]. In short the inverse source problem is ill-posed and
its solution requires a-priori knowledge. In contrast to the inverse scattering
problem where there is some control on the incident waves, the inverse source
problem has received less attention because. Despite this there are several
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reasons coming from applications for understanding the source problem. For
instance if the object of interest is far away or otherwise not accessible to
incident waves, then one can only study its radiated field.
In this paper we consider convex polyhedral sources and scatterers with
only one measurement. An early paper, but for the conductivity equation, is
[17] where the unique determination of constant penetrable inclusions was
proved by one boundary measurement. This was then extended by many
[2, 3, 27, 28, 32]. A reconstruction formula for the convex hull of a pene-
trable inclusion of the conductivity appeared in [23], and in [25] a nonzero
wavenumber is considered. In [22] the convex hull is reconstructed for the
inverse scattering and source problems. Impenetrable obstacles have also
been reconstructed, see [26] and the references therein. For more details see
Section 2.2 of [24] and also Section 5 in this article.
Our research started with an alternative point of view. Theorems for
the interior transmission problem imply that given an acoustic potential,
at certain wavenumbers there is a sequence of normalized incident waves
that produce arbitrarily small far-field patterns. In [9] it was shown that
acoustic potentials with corners always scatter any incident wave and so the
far-field energy cannot reach zero. As a consequence transmission eigenfunc-
tions must vanish at corners [8, 10]. Other studies [16, 21, 31] generalise
the geometric setting and show uniqueness for shape determination by one
incident wave–far-field pattern pair as long as the scatterer is polyhedral.
In [5] the whole acoustic potential is determined if it is known to be piece-
wise constant on a given grid. A recent result of similar flavour determines a
potential from a finite-dimensional subspace by a finite number of incident-
wave–far-field pattern pairs or boundary Cauchy data [1].
The first theorem in this article is for the inverse source problem. Any
source that has a corner or edge singularity scatters. This result is surprising
in the sense that there are nonradiating sources that are piecewise constant
in one dimension [18]. Similarly, f = f0χB(0,r0) is nonradiating of wavenum-
ber k in three dimensions if kr0 is a zero of the first order spherical Bessel
function. Somehow corners radiate more than finite curvature. The exact
formulation is in Theorem 4.1.
Theorem 1.1. Let f = χΩϕ with ϕ Ho¨lder-continuous around a convex or
non-convex corner or edge point xc ∈ ∂Ω that can be connected to infinity.
If (∆ + k2)u = f where u satisfies the Sommerfeld radiation condition but
u∞ = 0 then ϕ(xc) = 0.
A topic deeply tied to inverse scattering and nonradiation is the interior
transmission problem. The wavenumber k is a transmission eigenvalue for
an acoustic potential if the latter does not scatter some incident wave. The
converse is more delicate [9]. We refer to the survey [12]. The transmission
eigenvalue problem for a potential V ∈ L∞ on a bounded domain Ω ⊂ Rn
asks for k > 0 and v,w ∈ L2(Ω) such that

(∆ + k2)w = 0 Ω,
(∆ + k2(1 + V ))v = 0 Ω,
v − w ∈ H20 (Ω), ‖w‖L2(Ω) = 1.
(1.1)
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If this has a solution then k is called a transmission eigenvalue, and the pair
(v,w) transmission eigenfunctions.
The first result about intrinsic properties of the eigenfunctions themselves
that we know of was shown in [8, 10] and the addendum [6]. These showed
that transmission eigenfunctions vanish at corners if they are H2-smooth
nearby. Using the new methods presented here for the inverse source problem
we can generalise the geometric setting and the a-priori assumptions on
the eigenfunctions and potentials in [8]. The full statement and proof is in
Theorem 4.2.
Theorem 1.2. Let (v,w) ∈ L2(Ω) × L2(Ω) be transmission eigenfunctions
for the wavenumber k > 0 and acoustic potential V . If xc ∈ ∂Ω is a corner
point or edge around which V is Ho¨lder continuous and v,w are H2-smooth,
then v(xc) = w(xc) = 0.
Our final result is on shape determination. A single far-field measurement
gives a function of n − 1 independent variables, so maybe the shape of the
source could be recovered? This is known as Schiffer’s problem [14]: does u∞
determines Ω for a fixed k? The exact conditions under which this happens
is an open problem. If f = 0 then u∞ = 0. However there are nonradiating
sources. For example consider v ∈ H20 (Ω) and let f = (∆+k2)v. Then u = v
is the wave produced by f and u∞ = 0. What is recoverable in general is
the scattering support : see [30, 33] and the references therein. Despite the
lack of uniqueness for general sources, there are numerical algorithms, e.g.
[19, 20] for recovering sources that can be approximated by well-separated
point-sources. An even earlier result by [22] recovers the convex hull of a
polygonal source from a single measurement. The corner scattering methods
used to prove Theorems 4.1 and 4.2 can also show the theorem below.
Theorem 1.3. Let f = χΩϕ, f
′ = χΩ′ϕ′ with Ω,Ω′ convex polyhedra and
ϕ,ϕ′ bounded functions that are Ho¨lder continuous near the corners and
possibly edges of Ω,Ω′, respectively. If (∆ + k2)u = f , (∆ + k2)u′ = f ′ and
u∞ = u′∞, then Ω = Ω′ and ϕ = ϕ′ on the corners and the edges where they
are Ho¨lder-continuous.
As it turns out the two-dimensional case of this result is equivalent to what
was shown in [22]. Its exact formulation is Theorem 4.3. More comparison
is done in Section 5.
In contrast with the fairly involved series expansion method for corner
scattering by [16] we introduce a new type of complex geometrical optics
solution and use it in energy- or orthogonality identities. The original CGO
solutions [13, 34] were used for solving the Caldero´n problem, or the in-
verse potential scattering problem for a fixed wavenumber k with infinitely
many incident-wave–far-field pairs. Their principal part is an exponential of
a complex linear function. The two-dimensional case, at the time still un-
solved, required the use of a new type of solutions where the logarithm of
the principal part is a second degree polynomial [11]. These are all so-called
limiting Carleman weights all of which were classified in [15, 29].
In the single measurement setting, the enclosure method [22] and the
original corner scattering argument and following papers [4, 5, 8, 9, 21, 31]
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always used the linear phase form of the CGO solutions which decay in a
half-space. A limitation of that argument is that only convex corners could
be considered unlike in the fairly involved analysis of [16]. The Bukhgeim
solutions of [11] would make the situation even worse in two dimensions:
only corners smaller than π/2 could be dealt with. Here we remove this
limitation. By choosing a suitable branch of
√
x1 + ix2 we note that
u0 = exp(
√
s
√
x1 + ix2), s ∈ R+
is harmonic and decays exponentially in all directions except for the lone
branch cut. This is useful in higher dimensions too by a dimension reduction
argument. Methods from [7, 11] likely extend this function to a solution
u0 = exp(
√
s
√
x1 + ix2)(1 + r(x))
of the equation with potential, (∆+q)u0 = 0, but we only need the harmonic
version in this paper, so skip the full Neumann series construction.
2. A harmonic function decaying almost everywhere
In this section we construct a new type of test function that’s harmonic
and decays exponentially in all directions except one. An integral identity,
Lemma 3.2, allows us to use it for corner scattering instead of the complex
geometrical optics solutions. It is already known that more general solutions
can be used in inverse problems, e.g. by having more general limiting Carle-
man weights than the linear x 7→ ρ · x, see e.g. [15, 29], and also a complex
analytic phase function in [11]. By having an exponential that decays in all
directions except one we can consider any angle in corner scattering, includ-
ing non-convex ones. The construction is done by taking a non-principal
branch of exp((x1 + ix2)
a) where 0 < a < 1. Let us study its properties.
Lemma 2.1. Let a ∈ R be a given exponent, z = x1+ ix2 ∈ C the variable,
and m ∈ Z a branch number. Define the complex exponential exp za by
ua,m0 (z) := exp
(|z|a ( cos a(arg z + 2πm) + i sin a(arg z + 2πm))) .
Then it is complex analytic in C \ (R− ∪ {0}) if the complex argument is
defined as −π < arg z ≤ π.
Proof. The function z 7→ za = exp(a logm(z)) is analytic in the domain of
analyticity of logm(z), the m’th branch of the complex logarithm, which is
given by
logm(z) = ln |z|+ i(arg z + 2πm).
The branch cut of arg z is R− ∪{0} so logm(z) is analytic in C \ (R− ∪{0}).
Then
ua,m0 (z) = exp exp(a logm(z))
is complex analytic in that same set. 
Lemma 2.2. Let a = 1/2 and m = 1 for ua,m0 from Lemma 2.1. For x ∈ R2
denote r = |x|, θ = arg(x1 + ix2). We define
u0(x) := u
a,m
0 (x1 + ix2) = exp
(√
r
(
cos(θ2 + π) + i sin(
θ
2 + π)
))
. (2.1)
Then ∆u0 = 0 in R
2 \ (R− × {0} ∪ {(0, 0)}), and s 7→ u0(sx) decays expo-
nentially in R+ whenever x is in that same domain of harmonicity.
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Proof. The formula and domain of analyticity, which implies harmonicity,
follow directly from Lemma 2.1. Then
|u0(sx)| = exp
(√
s
√
r cos(θ2 + π)
)
.
For x in the domain of harmonicity we have θ2 + π ∈ 12 ]−π, π[ + π. This
implies that the cosine is evaluated in ]pi2 ,
3pi
2 [ where it is negative. 
Proposition 2.3. Let u0 : R
2 → C from Lemma 2.2 and consider the open
sector
C = {x ∈ R2 | x 6= 0, θm < arg(x1 + ix2) < θM}
for angles −π < θm < θM < π.
Let α, s > 0. Then∫
C
|u0(sx)| |x|α dx ≤ 2(θM − θm)Γ(2α + 4)
δ2α+4C
s−α−2 (2.2)
where δC = −maxθm<θ<θM cos(θ/2 + π) > 0. Moreover∫
C
u0(sx)dx = 6i(e
−2θM i − e−2θmi)s−2 (2.3)
and for h > 0∫
C\B(0,h)
|u0(sx)| dx ≤ 6(θM − θm)
δ4C
s−2e−δC
√
hs/2. (2.4)
Proof. By Lemma 2.2 and dx = rdrdθ∫
C
|u0(sx)| |x|α dx =
∫ θM
θm
∫ ∞
0
exp
(√
sr cos(θ2 + π)
)
rα+1drdθ
≤
∫ θM
θm
dθ
∫ ∞
0
exp(−δC
√
sr)rα+1dr
where δC > 0. Change variables t = δC
√
sr so r = (t/δC)2s−1 and dr =
2tdt/(δ2Cs). Recall the definition Γ(β) =
∫∞
0 exp(−t)tβ−1dt and the first
claim follows. In the third claim we have instead α = 0 and the incomplete
gamma function Γ(β, d) =
∫∞
d t
β−1 exp(−t)dt which we bound by
Γ(β, d) ≤ e−d/2
∫ ∞
d
tβ−1e−t/2dt = e−d/22β
∫ ∞
d/2
sβ−1e−sds ≤ 2βΓ(β)e−d/2
and this implies the estimate.
For the second claim we start similarly,∫
C
u0(sx)dx =
∫ θM
θm
∫ ∞
0
exp
(√
sr
(
cos(θ2 + π) + i sin(
θ
2 + π)
))
rdrdθ,
but the change of variables is more complicated and done as a path integra-
tion in the complex plane. Denote ω = − cos(θ/2 + π) − i sin(θ/2 + π) and
note ℜω > 0 when θm < θ < θM . Then∫ ∞
0
exp
(−ω√sr)rdr = 2
s2
∫ ∞
0
exp
(−ωt)t3dt.
Since ℜω > 0 the integral converges and we have∫ ∞
0
exp
(−ωt)t3dt = lim
ε→0+
∫ 1/ε
ε
exp
(−ωt)t3dt = lim
ε→0+
ω−4
∫
Aε
f(z)dz
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where Aε = {z ∈ C | z = |z|ω, ε < |z| < 1/ε} and f(z) = exp(−z)z3 is an
entire function. We shall deal with the case of argω > 0. The case argω < 0
is dealt with similarly, and argω = 0 is what we’ll reduce the other cases to.
Consider the contour integral over the path defined by
Aε = {z ∈ C | ε < |z| < 1/ε, arg z = argω},
Bε = {z ∈ C | |z| = 1/ε, 0 < arg z < argω},
Cε = {z ∈ C | ε < |z| < 1/ε, arg z = 0},
Dε = {z ∈ C | |z| = ε, 0 < arg z < argω}
in the anti-clockwise direction. The boundedness of f implies that the inte-
gral over Dε vanishes as ε→ 0. On Bε, the function’s modulus has maximum
exp(−ε−1 cos argω)ε−2 and the path has length ε−1 argω. Their product
tends to zero as ε→ 0 because ℜω > 0 so cos argω > 0 and the exponential
wins. Hence∫
Aε
f(z)dz = −
∫
Cε
f(z)dz =
∫ 1/ε
ε
e−tt3dt→ Γ(4) = 6.
by the holomorphicity of f . Combining all the integrals above we arrive at∫ ∞
0
exp
(−ω√sr)rdr = 12
ω4s2
.
Let us take the integral over θ next. Use the more convenient notation ω =
− exp i(θ/2 + π) so ω4 = exp i(2θ + 4π) = exp i2θ. Thus∫ θM
θm
∫ ∞
0
exp
(−ω√sr)rdrdθ = 12
s2
∫ θM
θm
exp(−i2θ)dθ
and the claim follows. 
3. Source corner scattering
Lemma 3.1. Let Ω ⊂ Rn be a bounded Lipschitz domain, k ≥ 0 and u, u′ ∈
H2(Ω), f, f ′ ∈ L2(Ω) be functions such that
(∆ + k2)u = f, (∆ + k2)u′ = f ′.
Given any u0 ∈ H2(Ω) satisfying (∆ + k2)u0 = 0, we have∫
Ω
(f − f ′)u0dx =
∫
∂Ω
(
u0∂ν(u− u′)− (u− u′)∂νu0
)
dσ.
Proof. The equations imply that∫
Ω
(f − f ′)u0dx =
∫
Ω
u0(∆ + k
2)(u− u′)dx
=
∫
∂Ω
(
u0∂ν(u− u′)− (u− u′)∂νu0
)
dσ
because (∆ + k2)u0 = 0. 
We cannot use Lemma 3.1 directly because u0 6∈ H2 near the origin.
Instead we have to pass by a limit and use the fact that in applications we
will have u = u′ on the boundary integral.
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Lemma 3.2. Let u0 : R
2 → C from Lemma 2.2 and
C = {x ∈ R2 | x 6= 0, θm < arg(x1 + ix2) < θM}
for given angles −π < θm < θM < π. Assume that u, u′ ∈ H2(C ∩B) where
B = B(0, h) for some h > 0. Moreover let u = u′ and ∂νu = ∂νu′ in B∩∂C.
Then ∫
C∩B
u0(sx)∆(u− u′)dx
=
∫
C∩∂B
(
u0(sx)∂ν(u− u′)− (u− u′)∂ν(u0(sx))
)
dσ
for s > 0.
Proof. Let Ωε = (C ∩B) \B(0, ε) for 0 < ε < h. Since |u0| ≤ 1 we have∫
C∩B
u0∆(u− u′)dx = lim
ε→0
∫
Ωε
u0∆(u− u′)dx
and recall also that u0 is smooth and harmonic in that same set. Hence
Green’s formula, and the condition of u = u′, ∂νu = ∂νu′ on ∂C ∩B give
. . . =
∫
C∩∂B
(
u0∂ν(u− u′)− (u− u′)∂νu0
)
dσ
− lim
ε→0
∫
C∩S(0,ε)
(
u0∂ν(u− u′)− (u− u′)∂νu0
)
dσ
where ∂ν = ∂r is the radial derivative.
We have |u0(sx)| = exp(
√
sr cos(θ/2 + π)) ≤ 1 and
|∂r(u0(sx))| =
∣∣∣∣
√
s exp (θ/2 + π)i
2
√
r
e
√
sr exp(θ/2+pi)i
∣∣∣∣ ≤ 12
√
s
r
.
Note also that H2(C ∩ B) →֒ C1/2(C ∩B) in two (and three) dimensions,
and that (u− u′)(0) = 0. Hence∣∣u(x)− u′(x)∣∣ = ∣∣(u− u′)(x)− (u− u′)(0)∣∣ ≤ C ∥∥u− u′∥∥
H2(C∩B) |x|
1/2
for x ∈ C ∩B and in particular for x ∈ C ∩ S(0, ε). This shows that∣∣∣∣∣
∫
C∩S(0,ε)
(u− u′)(x)∂ν(u0(sx))dσ(x)
∣∣∣∣∣
≤ C
∥∥u− u′∥∥
H2(C∩B) ε
1/2 1
2
√
s
ε
(θM − θm)ε→ 0
as ε→ 0.
For the remaining term, we can estimate |u0| ≤ 1 and use Cauchy-
Schwartz to get∣∣∣∣∣
∫
C∩S(0,ε)
u0∂ν(u− u′)dσ(x)
∣∣∣∣∣ ≤
√
(θM − θm)ε
∥∥∂r(u− u′)∥∥L2(C∩S(0,ε)) .
(3.1)
Denote g(x) = ∂r(u− u′)(x). Then g ∈ H1(C ∩B) and ‖g‖H1 ≤ ‖u− u′‖H2
in any given open set. Let G(y) = g(εy). Then dσ(x) = εdσ(y) so
‖g‖L2(C∩S(0,ε)) =
√
ε ‖G‖L2(C∩S(0,1)) ≤ C
√
ε ‖G‖H1(C∩B(0,1))
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by the trace-theorem, and C is independent of ε. However dx = ε2dy, and
∇yG(y) = ∇y(g(εy)) = ε(∇g)(εy) so
‖G‖L2(C∩B(0,1)) = ε−1 ‖g‖L2(C∩B(0,ε)) , ‖∇G‖L2(C∩B(0,1)) = ‖∇g‖L2(C∩B(0,ε))
in other words ‖G‖H1(C∩B(0,1)) ≤ ε−1 ‖g‖H1(C∩B(0,ε)). This implies
‖g‖L2(C∩S(0,ε)) ≤ Cε−1/2 ‖g‖H1(C∩B(0,ε)) ≤ Cε−1/2
∥∥u− u′∥∥
H2(C∩B(0,ε))
where C is independent of ε. Combining these with (3.1) gives
. . . ≤ C
√
θM − θm
∥∥u− u′∥∥
H2(C∩B(0,ε))
which tends to zero when ε→ 0 because ‖u− u′‖H2(C∩B) is finite. 
Proposition 3.3. Let Ω ⊂ R2 be a bounded domain and −π < θm < θM < π
with θM 6= θm + π. Assume that 0 ∈ ∂Ω is the centre of a ball B for which
Ω ∩B = C ∩B where
C = {x ∈ R2 | x 6= 0, θm < arg(x1 + ix2) < θM}
is a cone of opening angle θM − θm and vertex 0.
Let u, u′ ∈ H2(Ω ∩B) and f, f ′ ∈ Cα(Ω ∩B), α > 0 solve
∆u = f, ∆u′ = f ′
in Ω ∩B. If u = u′ and ∂νu = ∂νu′ on ∂Ω ∩B then
f(0) = f ′(0).
Proof. Lemma 3.2 gives∫
C∩B
(f − f ′)u0(sx)dx =
∫
C∩∂B
(
u0(sx)∂ν(u− u′)− (u− u′)∂ν(u0(sx))
)
dσ
when s > 0 and u0 is given by Lemma 2.2.
Let us split and estimate the integral over C∩B. By the Ho¨lder-continuity
of f and f ′ we get the splitting
f(x) = f(0) + δf(x), |δf(x)| ≤ ‖f‖Cα |x|α , (3.2)
f ′(x) = f ′(0) + δf ′(x),
∣∣δf ′(x)∣∣ ≤ ∥∥f ′∥∥
Cα
|x|α . (3.3)
By Proposition 2.3 the map x 7→ u0(sx) decays well enough for the following
telescope identity to be well-posed∫
C∩∂B
(
u0(sx)∂ν(u− u′)− (u− u′)∂ν(u0(sx))
)
dσ
=
∫
C∩B
(f − f ′)u0(sx)dx = (f(0)− f ′(0))
∫
C∩B
u0(sx)dx
+
∫
C∩B
δf(x)u0(sx)dx−
∫
C∩B
δf ′(x)u0(sx)dx,∫
C∩B
u0(sx)dx =
∫
C\B
u0(sx)dx−
∫
C
u0(sx)dx,
NONRADIATING SOURCES VANISH AT CORNERS 9
and hence
(f(0)− f ′(0))
∫
C
u0(sx)dx = (f(0)− f ′(0))
∫
C\B
u0(sx)dx
+
∫
C∩B
δf(x)u0(sx)dx−
∫
C∩B
δf ′(x)u0(sx)dx
−
∫
C∩∂B
(
u0(sx)∂ν(u− u′)− (u− u′)∂ν(u0(sx))
)
dσ(x). (3.4)
We will estimate the various terms in the identity (3.4) next. The first
term on the right-hand side decays exponentially as s → ∞ because of
Proposition 2.3. For the next two terms use (3.2) and (3.3) and then the
same proposition again. This gives the bound∫
C
|δf(x)| |u0(sx)| dx ≤ 2(θM − θm)Γ(2α + 4)
δ2α+4C
‖f‖Cα s−α−2
and similarly for δf ′. The boundary integral’s absolute value can be esti-
mated by first noting that if r is the radius of B and x ∈ ∂B, we have
|u0(sx)| = e
√
sr cos(θ/2+pi) ≤ e−δC
√
r
√
s
and
|∂ν(u0(sx))| =
∣∣∣∣∣
√
sei(θ/2+pi)
2
√
r
e
√
sr exp(i(θ/2+pi))
∣∣∣∣∣ =
1
2
√
s
r
e
√
sr cos(θ/2+pi)
≤ 1
2
√
s
r
e−δC
√
r
√
s
both of which decay exponentially as s→∞. This implies the same for their
L2(C ∩ ∂B)-norm. Note that the same norm of u− u′ and ∂ν(u− u′) can be
estimated above by ‖u− u′‖H2(C∩B) ≤ ‖u− u′‖H2(Ω) according to the trace
theorem. Hence∣∣∣∣
∫
C∩∂B
(
u0(sx)∂ν(u− u′)− (u− u′)∂ν(u0(sx))
)
dσ
∣∣∣∣ ≤ Ce−c′
√
s
when s→∞ for some c′ > 0.
For the lower bound of the left of (3.4) use the identity in Proposition 2.3∣∣∣∣(f(0)− f ′(0))
∫
C
eρ·xdx
∣∣∣∣ =
∣∣f(0)− f ′(0)∣∣ 6 ∣∣∣1− e2(θM−θm)i∣∣∣ s−2.
Since θM − θm 6∈ πZ the above does not vanish unless f(0) = f ′(0). Let-
ting s → ∞ in (3.4) and combining it with the estimates of the previous
paragraphs implies that f(0) = f ′(0). 
We prove that the above proposition can be used also in three dimensions
next. This is done by a dimension reduction argument involving the Fourier
transform along the edge of a polyhedron. One could also add a smooth
change of coordinates to deal with curvilinear edges, however we shall skip
that in this article to keep the argument simple.
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Lemma 3.4. Let C ⊂ Rn−1 be a locally Lipschitz set, L > 0, α > 0 and
u, u′ ∈ H2(C× ]−L,L[)∩Cα(C× [−L,L]) and f, f ′ ∈ Cα(C× [−L,L]). Write
x = (x′, xn) and assume that
∆u(x) = f(x), ∆u′(x) = f(x), x′ ∈ C,−L < xn < L
u = u′, ∂νu = ∂νu′, x′ ∈ Γ,−L < xn < L
for some open Γ ⊂ ∂C. Let ϕ ∈ C∞0 (]−L,L[) and fix ξ ∈ R. Define the
dimension reduction operator Tξ by
Tξg(x
′) =
∫ L
−L
e−ixnξϕ(xn)g(x′, xn)dxn
where x′ ∈ C.
Then Tξu, Tξu
′ ∈ H2(C) ∩Cα(C) and there is Fξ , F ′ξ ∈ Cα(C) such that
∆Tξu(x
′) = F (x′), ∆Tξu′(x′) = F ′(x′), x′ ∈ C
Tξu = Tξu
′, ∂νTξu = ∂νTξu′, x′ ∈ Γ.
Finally
(Fξ − F ′ξ)(x′) = Tξ(f − f ′)(x′), x′ ∈ ∂Γ.
Proof. Let us start by showing that Tξ : H
2(C × ]−L,L[)→ H2(C). Let u ∈
C∞(C × [−L,L]). Dominated convergence implies ∂βx′Tξu(x′) = Tξ∂βx′u(x′)
for any multi-index β ∈ Nn−1, so∣∣∣∂βx′Tξu(x′)
∣∣∣ ≤
∫ L
−L
‖ϕ‖∞
∣∣∣∂βx′u(x′, xn)
∣∣∣ dxn,
which gives
‖Tξu‖H2(C) ≤ ‖ϕ‖∞ ‖u‖H2(C×]−L,L[)
by the Minkowski integral inequality. This gives a unique bounded extension
to u ∈ H2. The case of u ∈ Cα(C × [−L,L]) follows even more directly:∣∣Tξu(x′)− Tξu(y′)∣∣ ≤ 2 ‖ϕ‖∞ ‖u‖Cα ∣∣x′ − y′∣∣α .
For the identities concerning ∆Tξu, recall that ∆x′u = f − ∂2xnu. Integra-
tion by parts gives
∆x′Tξu(x
′) = Tξf(x′)− Tξ∂2xnu(x′) = −
∫ L
−L
e−ixnξnϕ′′(xn)u(x′, xn)dxn
+ 2iξn
∫ L
−L
e−ixnξnϕ′(xn)u(x′, xn)dxn + ξ2nTξu(x
′) + Tξf(x′)
and we let Fξ(x
′) be the right-hand side above. Do the same for u′ and f ′.
These are easily seen to be in Cα with respect to x′, just as in the previous
paragraph.
Since u = u′ when x′ ∈ Γ, the same holds for Tξu and Tξu′. Also, ∂νu =
∂νu
′ on x′ ∈ Γ implies the same for ∂νTξu and ∂νTξu′, because ν · en = 0 in
R
n. These imply a fortiori that Fξ(x
′)−F ′ξ(x′) = Tξ(f−f ′)(x′) for x′ ∈ Γ. 
Proposition 3.5. Let Ω ⊂ R3 be a bounded domain with 0 ∈ ∂Ω. Let
−π < θm < θM < π with θM 6= θm + π and define
C = {x ∈ R2 | x 6= 0, θm < arg(x1 + ix2) < θM}.
NONRADIATING SOURCES VANISH AT CORNERS 11
Let B ⊂ R2 be an origin-centred ball and assume that there is L > 0 such
that (
B × ]−L,L[) ∩ Ω = (B ∩ C)× ]−L,L[
i.e. Ω has an edge of opening angle θM − θm.
Let u, u′ ∈ H2((B × ]−L,L[) ∩ Ω) and f, f ′ ∈ Cα((B × ]−L,L[) ∩ Ω),
α > 0 solve
∆u = f, ∆u′ = f ′
in B ∩ Ω. If u = u′ and ∂νu = ∂νu′ on B ∩ ∂Ω then
f(0) = f ′(0).
Proof. H2 embeds into C1/2 by the Sobolev embedding, and we may assume
that α ≤ 1/2. For any ξ ∈ R Lemma 3.4 implies the existence of U,U ′ ∈
H2(B ∩ C) ∩ Cα(B ∩ C) and Fξ, F ′ξ ∈ Cα(B ∩ C) such that
∆U = Fξ , ∆U
′ = F ′ξ
in B∩C and on B∩∂C we have U = U ′, ∂νU = ∂νU ′. Proposition 3.3 implies
that Fξ(0) = F
′
ξ(0). Since
0 = (Fξ − F ′ξ)(0) =
∫ L
−L
e−ixnξϕ(xn)(f − f ′)(0, xn)dxn
for any given ϕ ∈ C∞0 (]−L,L[) and for all ξ ∈ R, the Fourier inversion
formula shows that f(0) = f ′(0). 
4. Theorems
Theorem 4.1 (Sources with corners or edges radiate). Let f = χΩϕ for a
bounded domain Ω ⊂ Rn, n ∈ {2, 3} and bounded function ϕ ∈ L∞(Rn).
Assume that Ω has a corner (2D) or an edge (3D) and that ϕ is Ho¨lder-
continuous near it. Moreover there must be a chain of balls in Rn \ Ω con-
necting this corner or edge to infinity.
Let k > 0 and u ∈ H2loc(Rn) have acoustic source f , namely
(∆ + k2)u = f, lim
|x|→∞
|x|n−12
(
x
|x| · ∇ − ik
)
u(x) = 0
where the limit is uniform over the direction x/ |x|. If u(x) has zero far-field
pattern, then ϕ = 0 on the corner or edge i.e. f has no jumps at these
locations.
Proof. Rellich’s theorem and unique continuation imply that u = 0 in the
connected component of Rn \ Ω that reaches infinity. Hence u = 0 and
∂νu = 0 on the boundary of the corner or edge. On the other hand
∆u = f − k2u, ∆0 = 0
in Rn and all the smoothness assumptions of Proposition 3.3 and Proposi-
tion 3.5 are satisfied. They imply that ϕ − k2u = 0 at the corner or edge.
However u is zero there, so ϕ vanishes too. 
In [8] we showed that under the specialised condition below and certain
geometric assumptions the transmission eigenfunctions vanish at every cor-
ner of Ω.
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“If w can be approximated in the L2(Ω)-norm by a sequence
of Herglotz waves with uniformly L2(Sn−1)-bounded kernels,
then
lim
r→0
1
m(B(xc, r))
∫
B(xc,r)
|w(x)| dx = 0
where xc is any vertex of Ω such that V (xc) 6= 0.”
Using the new techniques we show the following
Theorem 4.2. Let n ∈ {2, 3} and Ω ⊂ Rn be a bounded domain. Let V ∈
L∞(Ω). Assume that k > 0 is a transmission eigenvalue: there exists v,w ∈
L2(Ω) such that (1.1) holds.
Let xc be any vertex or edge of Ω such that V is C
α smooth, α > 0 near xc.
If v or w is H2-smooth in a neighbourhood of xc in Ω then w(xc) = v(xc) = 0
if V (xc) 6= 0.
This new assumption is simply a condition on the boundary: elliptic reg-
ularity guarantees H2-smoothness in any domain in Ω whose boundary is
disjoint from ∂Ω. This is generally true based on numerical evidence [10].
That paper also shows a case where the transmission eigenfunctions are not
H2-smooth: if the corner is not convex then actually v and u blow up. This
observation screams for a mathematical proof.
Proof of Theorem 4.2. Set f = k2(1 + V )v, f ′ = k2w and u = v, u′ = w.
Let B ⊂ Rn be an xc-centred ball of sufficiently small radius so that V ∈
Cα(B ∩ Ω) and so that v,w ∈ H2(B ∩Ω). In two and three dimensions this
embeds into C1/2, and we may assume that α ≤ 1/2.
Let xc ∈ ∂Ω be a corner (2D) or edge point (3D). The source terms f, f ′
are Ho¨lder-continuous and u, u′ are H2-smooth in B ∩ Ω. Also u = u′ and
∂νu = ∂νu
′ on ∂Ω near xc because u− u′ = v−w ∈ H20 (Ω). Proposition 3.3
and Proposition 3.5 imply that f(xc) = f
′(xc). However v(xc) = w(xc) so
the latter implies k2V (xc)v(xc) = 0. The conclusion follows. 
Finally we can also determine the shape of a convex polyhedral source,
and also the source values at corners and edges. The two-dimensional case
was shown in [22] earlier.
Theorem 4.3 (Source shape and value determination). Let n ∈ {2, 3} and
Ω,Ω′ ⊂ Rn be bounded convex polyhedral domains. Let ϕ,ϕ′ ∈ L∞(Rn) be
Cα-smooth, α > 0 in some neighbourhoods of the vertices of Ω,Ω′, respec-
tively, and have nonzero value there.
Define f = χΩϕ, f
′ = χΩ′ϕ′. Let k > 0 and u, u′ ∈ H2loc(Rn) have acoustic
sources f, f ′, namely
(∆ + k2)u = f, (∆ + k2)u′ = f ′,
and
lim
|x|→∞
|x|n−12
(
x
|x| · ∇ − ik
)
u(x) = lim
|x|→∞
|x|n−12
(
x
|x| · ∇ − ik
)
u′(x) = 0
where the limit is uniform over the direction x/ |x|.
If u and u′ have the same far-field pattern then Ω = Ω′ and ϕ = ϕ′ at
each of their vertices. In three dimensions, if ϕ and ϕ′ are Ho¨lder-continuous
near the edges, then also ϕ = ϕ′ on these edges.
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Proof. By Rellich’s lemma and unique continuation (e.g. Lemma 2.11 in
[14]) we see that u = u′ in Rn \ (Ω ∪ Ω′).
We prove first that Ω = Ω′ by showing that the opposite leads to a
contradiction. Assume Ω 6⊂ Ω′. Then by convexity there is a corner (2D) or
edge (3D) point xc ∈ ∂Ω \Ω′ such that ϕ ∈ Cα near it and ϕ(xc) 6= 0. Since
u = u′ outside Ω ∪ Ω′ we have u = u′ and ∂νu = ∂νu′ on ∂Ω near xc. We
also have
∆u = ϕ− k2u, ∆u′ = −k2u′
in Ω near xc. Also, u, u
′ ∈ H2 there, and it embeds into C1/2 in two and
three dimensions. Hence the source terms ϕ − k2u and −k2u′ are Ho¨lder-
continuous. Proposition 3.3 and Proposition 3.5 imply that ϕ(xc)−k2u(xc) =
−k2u′(xc). But we already know that u(xc) = u′(xc). Thus ϕ(xc) = 0 but
this is a contradiction with the choice of xc. Hence Ω ⊂ Ω′. Similarly Ω′ ⊂ Ω.
Now, after Ω = Ω′ let xc be any of its vertices in 2D or an edge point
close to a vertex in 3D. We note that
∆u = ϕ− k2u, ∆u′ = ϕ′ − k2u′
in Ω and u, u′ ∈ H2 which embeds into C1/2. So the right-hand sides above
are Ho¨lder-continuous. Taking into account that u = u′ and ∂νu = ∂νu′ on
∂Ω near xc, Proposition 3.3 and Proposition 3.5 imply ϕ−k2u = ϕ′−k2u′ at
xc, and so ϕ(xc) = ϕ
′(xc). The same deduction works if xc is any arbitrary
edge point near which ϕ,ϕ′ are Ho¨lder-continuous. 
5. Relation to the enclosure method
After seeing a first version of this manuscript Professor Masaru Ikehata
kindly pointed us in the direction of [22] and other one measurement work
on the enclosure method [17, 23, 24, 25, 26]. In the former he shows the
following two results
Theorem. Let u ∈ H1(Ω) with Ω ⊂ R2 a bounded Lipschitz domain. Let
F ∈ (H10 (Ω))∗ and assume
(∆ + k2)u = F, Ω
for a fixed k > 0. If F is compactly supported in Ω with F = χDϕ, D a
polygon away from ∂Ω and ϕ ∈ L∞ Ho¨lder-continuous and non-vanishing
near the vertices of D, then the convex hull of D can be calculated from the
knowledge of (u, ∂νu) on ∂Ω.
Theorem. Let u ∈ H2(Ω) with Ω ⊂ R2 a bounded Lipschitz domain. Let
V = χDϕ with D ⊂ Ω a polygon away from ∂Ω, and ϕ ∈ L∞(Ω) Ho¨lder-
continuous and non-vanishing near any vertex of D. Let u satisfy
(∆ + k2(1 + V ))u = 0, Ω
for a fixed k > 0. Then (u, ∂νu) on ∂Ω determines the convex hull of D
assuming that u 6= 0 on any vertex of D.
These two theorems show that the enclosure method can be applied in the
context of a single measurement and polygonal geometry. The first theorem
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above is equivalent to Theorem 4.3 modulo smoothness index and in two
dimensions. Its proof starts with the integral identity∫
D
ϕu0dx =
∫
∂Ω
(
u0∂νu− u∂νu0
)
dx,
with the choice of using complex planar waves of the form
u0(x) = e
x·(τω+i√τ2+k2ω⊥)−τt
where ω, ω⊥ ∈ S1, ω · ω⊥ = 0, and he then calculates the exact asymptotic
behaviour of the integral
∫
D ϕu0dx as τ → ∞ but t ∈ R is fixed. It turns
out that the principal term arises, depending on ω, on a corner of D, and
is exponentially growing or decaying depending on whether t is too large to
too small. This gives an indicator function for the convex hull of D.
The argument of [22] looks quite similar to Lemma 3.1 and the proof
of Proposition 3.3, if not for the use of the different exponential solutions
of Equation (2.1): both use a similar integral identity and calculate the
asymptotic expansion of an integral while noting that the main contribution
comes from the value at a corner. In this sense Ikehata’s enclosure method
and the implied reconstruction algorithms should be of great interest to
people studying corner scattering and the transmission eigenvalue problem
at corners.
The above is a very general idea, and one which was the basis of studying
corner scattering starting from [9]. After a deeper study of Professor Ike-
hata’s article [22] we can claim the following. The enclosure method with a
single measurement of [22] applies to
• inverse source problems to recover the convex hull of a polyhedral
source, or show that it must vanish at corners, or
• in inverse scattering if the total wave does not vanish, to recover the
convex hull of a polyhedral scatterer.
This implies the following. Consider our recent articles [4, 5, 8]. If one could
modify their proofs to use Lemma 3.1 instead of the previously used identity
k2
∫
Ω
(V − V ′)u′u0dx =
∫
∂Ω
(
u0∂ν(u− u′)− (u− u′)∂νu0
)
dσ
with (∆+ k2(1 + V ))u = 0, (∆+ k2(1 + V ′))u′ = 0, (∆+ k2(1 + V ))u0 = 0,
then the enclosure method could give some new insight. In particular it
would give hope for reconstruction formulas. This merits further study and
collaboration.
Coming back to the results of this paper, we note that if we required all
corners and edges to be convex in Theorems 4.1 and 4.2, then Theorem 4.3
and a-fortiori in two dimensions [22] would imply them. In essence the en-
closure method with one measurement works well for determining the shape
in the source problem. However it seems to have difficulties extracting in-
formation about non-convex corners of the source or obstacle from a single
far-field or Cauchy data measurement.
6. Conclusions
In this article we studied the inverse source problem with acoustic sources
having a corner or edge. We showed that nonradiating sources must vanish
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at convex and non-convex corners or edges in two and three dimensions.
This is in stark contrast with one dimension and also the existence of n-
dimensional spherical constant sources that are known to be nonradiating.
We also showed that a far-field pattern determines the shape and corner and
edge values of acoustic sources in the class of polyhedral sources.
The above results were made possible by an integration by parts formula
that uses harmonic functions as test functions instead of complex geomet-
rical optics solutions. A new type of harmonic exponential solution that
decays in almost all directions allowed considering non-convex corners and
edges. Finally, these tools gave a simple proof for the vanishing ofH2-smooth
transmission eigenfunctions on corners and edges.
Some interesting questions still remain open. Our proof has similar major
ideas as Ikehata’s enclosure method. Could this give new insight for example
for reconstruction? Considering nonradiation, the inverse source problem for
the Maxwell equations is of great interest because it has a richer set of non-
radiating sources than the Helmholtz equation [18]. In addition there is still
the open question of under what geometrical conditions are the transmission
eigenfunctions H2-smooth.
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