ABSTRACT Graph-based ranking models, such as manifold ranking (MR), have been widely used in various image retrieval applications. To further improve such models, a current trend is to fuse the ranking results from multiple feature sets. Most of existing methods mainly concentrate on fusing the homogeneous feature sets derived from a single information channel, like the multiple modalities of image visual content, but little is known in fusing such heterogeneous feature sets derived from multiple information channels as the click-through data associated with images and their visual content. The primary challenge is how to effectively exploit the complementary properties of the heterogeneous feature sets. Another tough issue is the low-quality nature of the click-through data, which makes the exploration of such complementary properties more difficult. In this paper, we propose a heterogeneous MR (HMR) model, in which a couple of graphs built on the click and visual feature sets are fused to simultaneously encode the image ranking results. Specifically, our HMR model applies different solutions to fuse the heterogeneous feature sets in terms of whether the relevance feedback mechanism is available or not. In addition, we develop a click refinement technique to address the noiseness and sparseness problems inherent in the click-through data. Concretely, it prunes the inaccurate clicks from the click-through data using a neighbor voting strategy, and then enriches the pruned data with novel yet accurate clicks based on a novel collaborative filtering (CF) approach, which is devised by integrating the merits of three popularly used CF methods, thus called Tri-CF algorithm. Extensive experiments on the tasks of click refinement and image retrieval demonstrate the superior performance of the proposed algorithms over several representative methods, especially when the click-through data is highly noisy and sparse.
I. INTRODUCTION
The emergence of Web 2.0 technology along with the prevalence of mobile devices leads to an explosion of images being uploaded and shared online, which makes image retrieval become an important research topic during the past two decades [1] . In a typical image retrieval system, a search task may be launched by either keywords or examples provided by the user, termed as Query-by-Keyword (QBK) and Queryby-Example (QBE) respectively, and then the system ranks the images in the database according to their similarities to the user's query. However, the QBK paradigm is always limited by the so-called 'intent gap' between the expression of users' queries and the real intent of the users, while the QBE paradigm often suffers from the well-known 'semantic gap' existing between low-level image pixels captured by machines and high-level semantic concepts perceived by humans.
An effective solution to bridge the gaps is to exploit the image click-through data that can be used to model how the users perceive the images' visual content, such that the ranking models could be continuously refined with the accumulation of the click-through data [2] - [4] . Some recent studies along this direction [5] - [10] are designed for the QBK paradigm, while others [11] - [14] serve for the QBE paradigm.
In the meantime, a surge of efforts have been made for graph-based learning [15] , especially in the graph-based ranking model, or graph ranking (GR) [16] - [19] . By taking the intrinsic geometrical structure collectively hidden in data into consideration, GR assigns each data point a relative FIGURE 1. The flowchart of the proposed framework for image retrieval. Our approach first applies a click refiner to prune the noisy clicks from the click-through data and enrich it by predicting the missing clicks, and then casts the refined click feature in conjunction with the visual feature into a multi-view manifold ranker to output a ranking list of database images according to the user's query.
ranking score, instead of an absolute pairwise similarity as traditional ways. The score is treated as a distance metric defined on the data manifold, which is more meaningful to capture the semantics among data points. Also, data graph, behaving as an informative platform, can be utilized to integrate various feature sets. For instance, in [20] - [23] , multiple visual modalities are fused through a multi-graph ranking (MGR) framework. However, they can only achieve limited performance improvement, since such homogeneous modalities are derived from a single information channel. On the contrary, the heterogeneous feature sets from multiple sources are encouraged to be jointly exploited for higher information gain. For instance, in [24] and [25] , the clickthrough data associated with images and their visual content are regarded as two independent feature sets, and also integrated through the MGR framework to collaboratively encode the image ranking results.
Despite this success, the effectiveness of the image clickthrough data is limited by two major shortcomings when deployed by the MGR models for image retrieval applications. First, in a same session, the clicked images are likely, but not absolutely, relevant to the given query due to the user's prejudice, preference, interest or carelessness. Second, in contrast, the unclicked images are not necessarily irrelevant to the corresponding queries, and most web images have never been clicked by any web user in practice. We refer to these two problems inherent in the image click-through data as the noiseness problem and sparseness problem, respectively.
To address the above problems, we propose a novel method named Heterogeneous Manifold Ranking (HMR), based on two preliminary works [25] and [26] . Fig. 1 gives an overview of our proposed approach. First, based on a graph built on the visual feature set, our proposed approach prunes the probably noisy clicks from the click-through data by a neighbor voting mechanism. Second, it predicts the missing clicks by a novel method named Tri-CF algorithm, and then constructs another graph on the refined click-through data. Finally, with the two heterogenous graphs, it derives a ranking list of database images via a multi-view manifold ranking model. An empirical study validates the effectiveness and superiority of the proposed techniques compared with several representative approaches.
The main contributions of this work are summarized as follows.
• To our best knowledge, there has been no comprehensive study on the ranking problem with heterogeneous graphs for image retrieval. This work is among one of only a few pioneering investigations on incorporating heterogenous manifolds to elevate the image ranking effectiveness.
• We propose a click refinement technique to remove the inaccurate clicks from the image click-through data and enrich it with novel, yet accurate, clicks. The problems of noiseness and sparseness inherent in the image clickthrough data are jointly addressed.
• We extend the regular manifold ranking model [16] (a canonical GR model) from single-view to multi-view, aiming to exploit the complementary properties of different feature sets to encode the image ranking results.
The remainder of this paper is organized as follows. Section II briefly surveys some related works. Section III elaborates our proposed HMR approach in details. Section IV presents the experimental evaluations and discussions. Section V concludes this paper with future research directions.
II. RELATED WORK
We briefly group related work into three dimensions: multiview image ranking, click-through based image searching, and collaborative filtering, and introduce them separately in the following subsections.
A. MULTI-VIEW IMAGE RANKING
Multi-view image ranking aims to rank images based on multiple feature sets, in which each view corresponds to a feature set. For example, Pan et al. [7] suggested to learn a common latent subspace between text and image views, which allows direct comparison of text queries and images. Further, Li et al. [23] combined the subspace learning with the large-margin principle to maximally preserve the discriminative information in feature encoding. Zhang et al. [6] applied SimpleMKL [27] to learn the fusion weights of multiple visual modalities to derive a comprehensive ranked list. Moreover, some studies adopted a semi-supervised learning framework based on co-training [28] to combine multiple complementary feature sets [29] , [30] or distance measures [31] . Similarly, a few works applied MGR to fuse multiple feature sets, which is essentially a graphbased semi-supervised learning framework. Most MGR methods [20] - [22] applied the homogeneous graphs to image ranking, while only a few studies [24] , [25] took the heterogenous graphs into account.
However, little research effort has been dedicated to the feature refinement problem, especially when the usercontributed views (e.g. click-through data) are considered. By contrast, our proposed method is to address the noisy and sparse problems of the click-through data within a MGR framework.
B. CLICK-THROUGH BASED IMAGE SEARCHING
As a surrogate for (explicit) relevance feedback [32] , the image click-through data can be regarded as a kind of implicit feedback [2] and used by both QBK and QBE paradigms.
In the first paradigm, an initial ranked list of images is acquired by QBK, and then reordered based on visual features in conjunction with the click-through data, which belongs to the family of image re-ranking techniques [33] . In [5] - [7] , [10] , the click-through data, regarded as pseudolabel or side-information, is used to learn a Gaussian process regressor, a group of fusion weights of multiple modalities, a common subspace between text and image views, and an appropriate similarity measure, respectively, and further to adjust the initial ranked list.
In the second paradigm, the click-through data is taken as a kind of long-term experience to assist the short-term learning process of relevance feedback, often called collaborative image retrieval (CIR). For instance, Yin et al. [11] exploited the long-term experience to adaptively select the optimal online relevance feedback strategy based on reinforcement learning. Hoi et al. [12] transformed the long-term experience into a set of constraints, and then learned a distance metric using the constraints in conjunctions with labeled (online feedback) and unlabeled images. Su et al. [13] discovered the so-called navigation patterns from the long-term experience using an Apriori-like method, and then applied the patterns to speed up the convergence of short-term querying tasks. Wu et al. [14] proposed a hybrid similarity measure that preserves both visual and semantic resemblance by incorporating short-term with long-term feedback experiences.
Differently, in this work, the image click-through data is regarded as an independent feature set, rather than weak supervision signals or long-term experiences, because click feature is more reliable than visual and textual features in representing the real query intent of users.
C. COLLABORATIVE FILTERING
Collaborative filtering (CF) [34] is a family of algorithms popularly-used in recommendation systems. Depending on how the data of User-Item (UI) rating matrix are processed, two types of methods, memory-based and model-based, can be differentiated.
Memory-based methods use a certain similarity measure to select users (or items) that are similar to the active user (or the target item). Then, the prediction is calculated from the ratings of these neighbors, and thus they are also called neighbor-based approaches. Most of neighborbased approaches can be further categorized as user-based or item-based depending on whether the process of finding neighbors is focused on similar users [35] or items [36] . Model-based methods first construct a model using the data of UI matrix to represent the behavior of the users, and then to predict their ratings on target items. Usually, classification techniques can be used as CF models if the ratings are categorical, while regression models can be used for numerical ratings. Among various models, Matrix Factorization (MF) [37] might be one of the most promising techniques due to its excellent performance, as witnessed by the Netflix contest. Furthermore, more research effort has been made to further improve its effectiveness and efficiency, including maximum margin MF [38] , Bayesian MF [39] , online MF [40] and parallel MF [41] , etc. Besides UI matrix, a current trend is to leverage the plentiful sideinformation around user and item dimensions to enhance MF performance [42] , [43] .
However, demonstrated by [44] , the performance of a CF method is related to many factors, e.g., the number of users, items, and the density level of UI matrix, and different CF methods are applicable to different conditions. In this work, we try to integrate the merits of three popularly-used CF methods, i.e., the user-based CF, item-based CF, and MF, through a unified framework for the click prediction purpose.
III. THE PROPOSED HMR APPROACH
Our proposed HMR approach is developed based on two intuitions. For one thing, a 'good' ranker should be able to exploit the complementary property of different views. For another, the ranker should be tolerant to the low-quality views. For example, we have to confront the noiseness and sparseness problems when the click-through data is taken into consideration. First, an image graph is built on the visual feature set of the image collection. Based on this graph, a neighbor voting mechanism is used to prune the probably noisy clicks from the click-through data. Second, a hybrid CF algorithm is applied to predict the missing clicks of the pruned clickthrough data. At the same time, another image graph is then built on the refined click-through data. Finally, a multi-view manifold ranking method is utilized to integrate these two heterogeneous graphs and derive the image ranking list. For clarity, we present important notations throughout this paper in Table 1 .
A. PRELIMINARIES
Let U = {U 1 , · · · , U m } be a set with m users, and I = {I 1 , · · · , I n } denote a set with n images. All interactions associating U with I can be represented by a binary matrix R ∈ {0, 1} m×n whose element R ij indicates the clicking behavior of user U i performed on image I j , i.e., R ij = 1 if U i clicked I j in a query session, otherwise R ij = 0. In some sense, R can be regarded as an independent feature set corresponding to the image set I, i.e., each column of such matrix, R * j ∈ {0, 1} m , denotes the click feature vector of image I j . Similarly, a visual feature set corresponding to I can be represented by a real-valued matrix X ∈ R d×n , each column of which, X * j ∈ R d , denotes the visual feature vector of I j .
As a result, we are handling a two-view image dataset I = {I j = (X * j , R * j ), j = 1, · · · , n}, where each image instance I j = (X * j , R * j ) is with two feature representations. To discover the geometrical structures collectively hidden in the two-view image dataset, we build a couple of graphs
) on I, where z ∈ {X , R} is the graph identify. In details, V (z) is the node set, in which each node corresponds to an image instance; E (z) and W (z) ∈ R n×n + are the edge set and the edge weighting matrix respectively; each W (z) ij represents the weight of edge E (z) ij . Typically, the weight is defined by a certain similarity measure, and we apply different similarity measures to G X and G R due to the different input spaces.
For graph G X , its nodes are real-valued vectors, so the similarity between X * i and X * j is defined by a Gaussian kernel
where d(a, b) is a distance metric between two (real-valued) vectors (suggested by [17] , L1 distance is considered), and σ is a scale parameter that can be tuned by a local scaling technique, the effectiveness of which has been verified by spectrum clustering [45] and manifold ranking [18] . The basic idea of the local scaling technique is to determine a specific scale parameter for each data point according to the local statistics of its neighborhood. Let σ i and σ j denote the local scale parameters of data points X * i and X * j respectively. The distance from X * i to X * j as 'seen' by X * i can be defined as d(X * i , X * j )/σ i , while the converse is d(X * j , X * i )/σ j . Hence the square distance between such two data points can be generalized as
and Eq.(1) can be rewritten as
Considering the efficiency, we use the distance from X * i to its k-th nearest neighbor X (k) * i to represent the local statistic of the FIGURE 2. An illustration of our solution to click pruning, which is inspired by [46] . Our method regards each query session (corresponding to a historical user) as a unique implicit tag, and thus all sessions form a dictionary of implicit tags. Given a seed image, all clicks associated with it can be encode as a Bag-of-implicit-Tag (BoiT), and we can estimate the confidence of each implicit tag associated with the seed image by accumulating the votes from its visual neighbors.
For G R , its nodes are binary vectors, so the similarity between R * i and R * j is defined by a Jacquard coefficient
where A(a) denotes a set composed of the nonzero elements of a (binary) vector, and | • | denotes the size of a set.
Given the fact that different users may have different opinions on judging the same image, the noisy and sparse problems inherent in the click feature set is inevitable. Hence we will study the solution to click refinement in the next subsection.
B. CLICK REFINEMENT
Our solution to click refinement consists of two components, i.e., pruning and predicting, illustrated by Fig. 1 . The former aims at pruning the inaccurate clicks from the matrix R, and the latter focuses on predicting which images might be clicked by users, with the goal of enriching the matrix R.
Inspired by neighbor voting [46] , our click pruning solution is based on the intuition that if a user clicked a group of visually similar images, his or her clicks are likely to reflect the objective aspects of visual content. This intuition suggests that, given an image, the confidence of a click associated with it can be estimated from how its visual neighbors are judged (clicked or not) in the same session, i.e., accumulating the votes from its visual neighbors. An illustration of our click pruning solution is shown in Fig. 2 .
To facilitate voting, we construct a dictionary of implicit tags D = {t 1 , · · · , t m }, where each tag represents a query session performed by a historical user. Given an image I j , based on D, all clicks associated with it are encoded into a Bag-of-implicit-Tag (BoiT)
where b t denotes an implicit tag which is the id of a query session in practice.
Furthermore, we define a real-valued function f (I j , b t ) to measure the relevance of an implicit tag b t ∈ B j to the given image I j
where N (j) denotes a set of nearest visual neighbors of image I j identified by Eq.(2). The binary function
In this way, we can associate each click R ij with a votes f (I j , b t ). The higher votes a click receives, the more confident it is. Therefore, the clicks with low votes (less than a threshold Thr) can be pruned. We use the 'Three Standard Deviations' principle to set the threshold, i.e., Thr = µ v − 1.5σ v , where µ v and σ v are the mean and standard deviation of the voted results, respectively.
After neighbor voting, we can obtain a pruned click feature set denoted by R, which is more sparse than R. Hence a solution to predicting the missing clicks is desirable.
Inspired by recommender systems, 1 we refer to the problem of click prediction as a CF task and design a hybrid CF algorithm by integrating the merits of three popularly-used CF methods, i.e., user-based, item-based and MF, termed as Tri-CF.
Let P ∈ R f ×m and Q ∈ R f ×n be two matrices of latent factors of users and images. Concretely, a column vector P * i (or Q * j ) of P (or Q) represents the latent factors of a user U i (or an image I j ). Similar to most MF-like approaches, our Tri-CF method is to approximate the matrix R byR = P T Q. The cost function associated with P and Q is defined to be
where , i and j respectively denote the index set, row index set and column index set of observed entries;
denotes the similarity between U i and U k , and S
denotes the similarity between I j and I k (R i * and R * j denote the ith row and jth column of R respectively); • F denotes the Frobenius norm of a matrix; α, β, and γ are free parameters controlling the contribution made by each term. The first term of Eq. (6) is a fitting term that ensures the learnedR to be consistent with the observed clicking matrix; the second and third terms are two smoothness constraints that makes the similar users (or images) have similar latent factors of users (or images); in addition, the last term is the regularizer that is to alleviate model overfitting.
It is worth noting that the two smoothness terms in Eq. (6) follow the intuitions of user-based and item-based CF, respectively. This is motivated by the assumption that if two users have similar clicking behaviors on some images, they will have similar clicking behaviors on the remaining images. Alternatively if two images receive similar clicks from a portion of the users, the two images will receive similar clicks from remaining users. By adding the user and image smoothness terms into a generic MF framework, our Tri-CF can collaboratively exploit the merits of user-based, itembased and MF methods.
To solve Eq. (6), one can use gradient descent process. By differentiating E with respect to P * i and Q * j , we have
However, the computation cost of the gradient term per iteration would be huge if the index pairs in are huge, i.e., i and j are huge. Alternatively, we adopt a stochastic gradient descent (SGD) process to find the optimal solution of Eq. (6). SGD works in following way: iteratively uniformly randomly select an observed element index (i, j) from , and update P and Q using the corresponding stochastic gradients that are gained by omitting the j∈ j and i∈ i of Eq. (7) and Eq. (8), i.e.,
Algorithm 1 describes our SGD process in details. In the SGD process, we dynamically adapt the step-size η in order to accelerate the process while guaranteeing its convergence. Denoted by P (t) * i and Q (t) * j the values of P * i and Q * j in the t-th turn of the iterative process. If E(P
(t) * j ), i.e., the cost function obtained after gradient descent is reduced, then we double the step-size; otherwise, we halve the step-size and do not update P * i and Q * j , i.e., P Randomly select an index (i, j) from (in other words randomly select an observed element in R); 4: Update P (t+1)
else 8:
(t) * j , and η t+1 = η t /2;
end if 10: t = t + 1; 11: end while
C. MULTI-VIEW MANIFOLD RANKING
Our image ranking scheme is devised based on a generic graph ranking framework. Let r = [r 1 , · · · , r n ] T be a vector of ranking scores, which corresponds to the image set I = {I 1 , · · · , I n }. We also define a label vector y = [y 1 , · · · , y n ] T , where y j ∈ {0, 1} if only the user's query is available, and y j ∈ {0, ±1} if a relevance feedback mechanism is used by the retrieval system. Concretely, 'y j = 1', '-1' and '0' respectively mean image I j is positively labeled (including the user's query), negatively labeled, and unlabeled in a relevance feedback loop.
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Given I and y, a graph ranking task is to attain an optimal ranking score list r * by solving the following formulation r * = arg min r (Regu(r, I) + µLoss(r, y)) (11) where Regu(r, I) is a regularization term that makes the ranking scores of similar images close, Loss(r, y) is a loss term that makes the ranking result fitting to the label assignment, and µ > 0 is an adjustable parameter. The regularization term is usually defined as a graph Laplacian regularizer, i.e.,
Regu(r, I)
where W ∈ S n + is the weighting matrix a graph built on a feature set such as X and R, in which W ij denotes a similarity measure between two images I i and I j , and can be calculated by Eq. (2) 
However, in this work, we aim at dealing with the image dataset with two views X and R, and thus we have two similarity matrices W X and W R , which is inconsistent with the regular graph ranking formulation. Hence, we extend the regularizer term Eq. (12) to make it can exploit both visual feature and click feature to compute the similarity between images. The extended cost function associated with r is defined to be
where 0 < λ < 1 is a parameter to adjust the weight between two views, and 
+ µ(r * − y) = 0 where S z is the symmetrical normalization of W z , i.e.,
By regrouping, the equation can be transformed into
Let α = λ/(1+µ), β = (1−λ)/(1+µ) and γ = µ/(1+µ), and then we have
Note that α + β + γ = 1. Since (I n − αS X − βS R ) is invertible, we have
We can directly use the above closed form solution to compute the ranking scores of examples. However, in large scale problems, we prefer to use the iteration solution
It is easy to prove that Eq. (17) converges to Eq. (16) . Proof: Suppose the sequence {r(t)} converges to r * . Substituting r * for r(t + 1) and r(t) in the equation. We have r * = (αS X + βS R )r * + γ y that can be transformed into (I n − αS X − βS R )r * = γ y. Since (I n − αS X − βS R ) is invertible, we have r * = γ (I n − αS X − βS R ) −1 y. Note that, the effectiveness of the extended graph ranking method is closely related to the richness of the label vector y that acts as the supervision signal to facilitate the fusion of W X and W R in the process of learning r * . If only the user's query is available, the extended method might not work well.
To tackle this problem, we further propose a series of unsupervised solutions to similarity matrices fusion, i.e., bi-decay fusion, bi-enhancement fusion, visual-bias fusion, and clickbias fusion. The first two solutions are collectively referred to the bi-directional fusion, and the last two solutions are called the uni-directional fusion. An illustration of these four solutions is shown in Fig. 3 .
The bi-decay fusion solution is to preserve the elements appearing in both similarity matrices and eliminate the ones appearing in only one matrix, which is defined by
inversely, the bi-enhancement fusion solution is to preserve the elements appearing in either W X or W R , and enlarge the ones appearing in both matrices, which is defined by
The visual-bias fusion solution is to preserve all elements of W X and adjust them using the corresponding elements of W R , which is defined by
likewise, the solution to click-bias fusion solution is defined by
where tanh(a) =
exp(a)−exp(a) exp(a)+exp(a)
is a hyperbolic tangent function that is used to map the input value to (−1, +1). In fact, tanh(a) just map the input into [0, +1) in our solutions, since both W X ij and W R ij are not less than 0. The intuitions of our methods for similarity matrices fusion can be explained as follows. The bi-directional fusion treats two feature spaces equally. Specifically, the bi-decay fusion is a conservative solution, which claims that two images are similar to each other, if and only if they are similar in both visual and click feature spaces; inversely, the bi-enhancement fusion is a relatively aggressive solution, which claims that two images are similar to each other, if they are similar in either visual or click feature space. Differently, the uni-enhancement fusion emphasizes the importance of one feature space. It reinforces the similarities measured in one feature space using the counterparts measured in another feature space.
Given the fused similarity matrix W, we can rank the image set with two views by the regular GR method Eq. (11). Like solving Eq. (14), we get following closed solution
and the iteration solution
where τ = 1/(1 + µ) whose role is similar to the α and β in Eq. (16) and (17).
D. ALGORITHMIC FRAMEWORK
So far, we can assemble all things mentioned above into a unified image retrieval framework, which ranks images with respect to the user's query based on both visual feature and click feature. The algorithmic framework of the HMR-based image retrieval is outlined by Algorithm 2. Compute the normalized similarity matrices S X and S R by Eq. (15); 7: repeat 8: Calculate the ranking-score vector r based on S X , S R and y by Eq. (16) or Eq. (17); 9: Update y according to user's feedback; 10: until the user is satisfied with retrieval result 11: else 12: Compute the fused similarity matrix W (i) (i = 1, 2, 3, 4) based on W X and W R by Eq. (18) or (20) or (21) or (19) , and then compute its normalized form S (i) (i = 1, 2, 3, 4) by Eq. (15); 13: Calculate the ranking-score vector r based on S (i) (i=1,2,3,4) by Eq. (22) or (23); 14: end if
In our HMR approach, there are three main components that contribute the most to the computational costs. The first one is the kNN graphs construction (including G X and G R ), whose complexity is O(n 2 × log k). Since log k is regarded as a small constant, the time complexity in constructing the kNN graphs is approximately O(n 2 ). The major cost for the second component is in refining the click feature set, which is composed of two parts, i.e., pruning and predicting. The computational costs for the two parts are O(n × k × n B ) and O(m × f × n C × T ) respectively, where n B and n C denote the average size of BoiTs per image and of clicks performed by per user. Since k and n B are much smaller than n, the time complexity of click pruning can be approximated to O(n); likewise, since f , n C and T are much smaller than m, the time complexity of click predicting can be approximated to O(m). In other word, both pruning and predicting have sublinear time complexity. The major cost for the last component is in ranking the database images by either closed solution or iterative solution. For the closed solution, a matrix inversion is required with the complexity O(n 3 ); for the iterative solution, a matrix-vector multiplication is required with the complexity O(n 2 ).
Fortunately, the first two components can be implemented offline, and our approach can be quite efficient in processing the online component, i.e., image ranking. Moreover, the parallel computation of matrix-vector multiplication can be easily accomplished using modern super-computing platforms, such as Hadoop and Spark.
IV. EXPERIMENTS
In this section, we first introduce our experimental settings, and then present the experimental results that validate the effectiveness of our approach. The experiments actually contain three parts. In the first part, we will compare our click refinement solution with those CF methods that can be used for the task of click prediction. In the second part, we compare our HMR approach with several existing GR methods. At last, we evaluate our algorithm for the task of collaborative image retrieval (CIR), and compare it with another representative CIT scheme.
A. EXPERIMENTAL SETUP
We employ the '10K Images' dataset 2 which is publicly available on the web to make our experiments reproducible.
The images are from 100 semantic categories, with 100 images per category.
The visual feature set is derived by extracting three kinds of imagery feature from each image, including a 64-dimensional color histogram, an 18-dimensional wavelet-based texture and a 5-dimensional edge direction histogram. The clickthrough dataset consists of 1000 query sessions which are simulated based on the ground truth of the image dataset. The average number of clicks in each query session is 20. As a result, each image corresponds two vectors, i.e., a realvalued 87-dimensional visual feature vector and a binary 1000-dimensional click feature vector.
Furthermore, to evaluate the robustness of our methods, three noised click-through datasets are used in experiments, whose noise levels are 10%, 30% and 50%, respectively. In most experiments, the dataset with 30% noise level is used to approach the real-world scenario [2] , and other two noise levels are used to analysis the tolerance of methods to noise.
Essentially, our click refinement solution acts for the image recommendation task, while the image ranking problem is equivalent to the image retrieval task. Many measures are commonly used to evaluate both recommendation and retrieval tasks, such as precision and recall. In the top N recommendation scenario, precision and recall are often summarized as the F1 measure. Similarly, in the retrieval scenario, PR (Precision-Recall) graph is widely used to depict the relationship between precision and recall, and it could be further summarized as the MAP (Mean Average Precision) measure. In addition, for many web applications, only the top returned images can attract users' interests, so the precision at top N (P@N) metric is significant to evaluate the image recommendation and retrieval performance.
To evaluate the average performance of image retrieval methods, a query set with 200 images is equally sampled from all semantic categories, i.e., two images are randomly picked from each category.
B. ON THE REFINEMENT OF CLICK-THROUGH DATA
In the first set of experiments, we focus on evaluating our method for the task of click refinement, and compare our Tri-CF method with several representative CF approaches, including user-based method [35] , item-based method [36] , regular MF [37] and MF-Social [42] (an improved MF method by introducing social regularization). In essence, the MF-Social method can be regard as a degenerated variant of our Tri-CF approach by omitting the item smoothness constraint, i.e., the third term of Eq. (6) .
For the proposed Tri-MF method, there are three parameters, i.e., α, β and γ (see Eq. (6)). We tune the three parameters through 5-fold cross-validation, and the best settings are α = 0.03, β = 0.04 and γ = 0.1. For the iteration runs T (see the Algorithm1), we set it to 1000. In our experiments, we found that this value can lead to a well convergence of the optimization process. Figure 6 prints the P@N and F1@N curves of all comparing methods evaluated on the pruned click-through dataset whose original noise level is 30%. From the above experimental results, the following interesting observations are revealed. First, by examining all methods, the three MF-like methods generally outperform the two memorybased methods, which verifies the superiority of the latent factor models. Second, by comparing the three MF-like methods, the performance of regular MF is weaker than both MF-Social and Tri-CF, which indicates the importance of the smoothness constraints. At last, the proposed Tri-CF method achieves the best performance among all comparing methods. It well demonstrates that integrating the merits of different CF methods is beneficial to click refinement.
Note that our click refinement technique consists of two components, pruning and predicting. To study whether the click pruning solution is useful or not, we also compare the five methods on the unpruned click-through dataset (with 30% noise), and the corresponding experimental results in terms of P@N and F1@N curves are presented by Figure 7 . As expected, the performance of all methods degrades, and our Tri-CF method no longer performs best. This observation indirectly verifies usefulness of our click pruning mechanism to the task of click refinement.
C. ON THE COMPARISON OF DIFFERENT GR APPROACHES
With the refined click-through dataset, we can conduct image ranking based on two heterogeneous graphs. In most scenarios, only the user's query is available, and thus the unsupervised solution is encouraged to be considered for the similarity fusion purpose. We first evaluate our HMR method for the task of image ranking using the proposed four solutions to similarity matrices fusion, in which the parameter τ used in Eq. (23) is fixed at 0.01, consistent with the previous experiences [16] , [17] , [25] . The corresponding experimental results in terms of the PR graphs and P@N curves are presented by Figure 8 , where HMR-BE, HMR-BD, HMR-V and HMR-C denote our HMR method using Bi-Enhancement, Bi-Decay, Visual-bias and Click-bias solutions respectively. A detailed MAPs comparison of the four methods are shown by Figure 4 . From the experimental results, it can be seen that the HMR-BE method achieves the best performance. It reveals that the complementary information hidden in heterogeneous graphs is beneficial to the task of image ranking, and we should exploit that as much as possible. That is, the motivation of this work is empirically verified.
Furthermore, we compare our HMR-BE method with another MGR method, named Multi-Manifold Ranking (MMR) [21] , which also applies multiple feature sets to encode the ranking list. Also, two baseline methods (regular MR [17] using visual feature set, denoted as MR-V, and click feature set, denoted as MR-C) are included in comparisons to study whether using multiple feature sets is helpful or not. To be fair, all the GR methods in comparisons take the local scaling trick [45] to tune the scale parameter used by the Gaussian kernel. The corresponding quantitative results in terms of the PR graphs and P@N curves are presented by Figure 9 . A detailed MAPs comparison of the four methods are plotted by Figure 5 . We found that the two-view methods (HMR-BE and MMR) perform better than the single-view methods (MR-V and MR-C), and the performance of our HMR-BE method is the best among all comparing methods. It demonstrates that exploiting multiple feature sets is helpful to enhancing GR models, and the unsupervised solution to graphs fusion is recommended when only the user's query is available.
D. ON THE COMPARISON OF DIFFERENT CIR APPROACHES
To better empirically evaluate the effectiveness of the proposed method, we further conduct experiments for the task VOLUME 5, 2017 of CIT, which performs image retrieval using both longterm click-through data and short-term relevance feedbacks. An automatic labeling strategy is used to simulate relevance feedback: for each query, the top 10 returns' ground truth labels (relevant or irrelevant to the query) are used as relevance feedbacks. It is performed for only one round, since the users have no patience to do more.
We compare our HMR method using Multi-Graph Laplacian regularizer (HMR-MGL for short) with a representative CIT technique named HySim [14] that learns a hybrid similarity measure based on both visual and click features, with the aid of relevance feedback. To assess the tolerance of algorithms to noise, the two methods are evaluated on the click-through datasets with different noise levels. We also define a performance lower bound for an algorithm, which refers to the performance of an algorithm evaluated in the single-view case, i.e., no any click-through data is used. For our HMR-MGL method, there are three parameters, i.e., α, β and γ (see Eq. (17)). The best setting are α = 0.5, β = 0.49 and γ = 0.01. More details about the parameters setting can be found in our previous conference version [25] .
The corresponding experimental results of the HMR-MGL and HySim methods in terms of PR graphs and P@N curves evaluated under different noise levels are presented by Fig. 10 and Fig. 11 , respectively. A detailed MAPs comparison between two algorithms is summarized by Fig. 12 . From the experimental results, we can draw the observations as follows. First, when the noise level is 0%, the performances of two methods are very similar to each other, and both of them are much better than their performance low bounds, which verifies the usefulness of exploiting click-through data for image retrieval task. Moreover, the performances of both methods degrade as the noise level grows, but our HMR-MGL method is more robust to the noise than the HySim method. As illustrated, the performance of our HMR-MGL method is always above its lower bound and degrades gracefully, while the performance of the HySim method degrades sharply with the growing noise levels and drops blow its lower bound when the noise level hits 30%. This observation again demonstrates the effectiveness of our click refinement technique, and our HMR-MGL method is quite robust to the noisy clickthrough data, even if the noise level reaches 50%.
V. CONCLUSIONS
In this work, we have proposed a Heterogeneous Manifold Ranking (HMR) approach for image retrieval, which exploits the complementary information between the click-through data associated with images and their visual content. To well handle the noiseness and sparseness problems inherent in the click-through data, we also developed a click refinement technique that prunes the noisy clicks from the click-through data and enriches the pruned data by predicting the missing clicks. To our best knowledge, not much has been reported on investigating the ranking problem with heterogeneous graphs for the task of image retrieval. Experimental study has validated the superiority of the proposed methods in comparison to several existing approaches.
Note that this work mainly concentrates on the image set with two views. However, extending the proposed approach to more views will suffer from the inconvenience of tuning a number of parameters. In the future, we will study the self-tuning solution to our HMR method with more than two views. Moreover, the click-through data grows cumulatively in the real-world applications. Inspired by current data stream mining techniques [47] - [49] , another extension of this work is to study the online click refinement technique to process the click-through data streams. NA ZHAO received the Ph.D. degree in transportation planning and management from Dalian Maritime University, China, in 2008. She is currently an Associate Professor with the Logistics and E-Commerce College, Zhejiang Wanli University, China. Her current research mainly focuses on the optimization problems in the transportation planning and information system design.
