For enabling successful field pilots of Wireless Sensor Network (WSN) applications, the network reliability and prototype testing become limiting factors. Application pilot studies need to operate end-to-end, covering the physical durability of devices, embedded software, and infrastructure interfaces and data collection. This paper summarizes our pilot study experiences, and what tools and practices were required. Six lessons are proposed: a systematic pilot template results straightforward pilot completion; shared WSN infrastructure reduces labor; tailored embedded software testing tools are needed; the pilot must be prepared carefully; the WSN technology must be usable for research partners; and the pilot must be maintained and maintenance tools are required in large scale pilots. Our experiences base on over 20 pilot studies and over 1000 deployed devices. This paper describes 11 main pilots, which utilize from 10 to 377 devices per pilot.
INTRODUCTION
A Wireless Sensor Network (WSN) consists of several measuring devices (nodes), which autonomously form a communication network [1] . The nodes sense their environment, process and store data, and deliver data towards the sinks. These sinks act as gateways to other networks or infrastructure servers.
WSNs are widely studied, as they are an enabling technology for numerous ubiquitous applications in different fields, such as environmental and energy monitoring, building automation, and security. WSN technology is composed of complex distributed embedded systems. Typically, the targeted WSN nodes are small and low-cost, and operate years with small batteries or use solar panels. Thus, the technology is resource constrained in computational power, communications capacity, memory, and in energy.
WSN development has been relying for field piloting to achieve reliable performance and application feasibility results [2] . In practice, prototype applications are implemented on a selected WSN technology. For enabling successful field pilots of WSN applications, the networking reliability and prototype testing become limiting factors. Application pilots operate end-to-end, covering the physical durability of devices, embedded software, and infrastructure interfaces and data collection.
The resource constraints and demanding nature of pilot installations make the prototype testing and the management of pilot reliability difficult. Operability needs to be achieved on node level functionality, network level operations, and application level [2] . A laboratory testing with a small number of nodes is not enough to ensure application functioning in real conditions [2] , as constantly changing environmental conditions affect radio communication and hardware durability.
TUTWSN [3] is a WSN prototype technology developed at the Department of Computer Systems, Tampere University of Technology. TUTWSN has been used in over 20 field pilots with over 1000 nodes between 2007 and present. Field pilots have been organized with research partners and they have been concentrating on certain applications, such as building automation measurements, transport logistics, and personnel security.
TUTWSN prototypes are battery powered, embedded sensing devices operating on 2.4 GHz and 433 MHz ISM radio bands. The technology consists of hardware platforms, multihop mesh protocol stack, and end-to-end application infrastructure. TUTWSN represents a modern resource constrained battery powered WSN technology.
As a summary of pilot experiences, we present six lessons, which we consider the most important lessons in relatively large WSN pilot studies. A systematic pilot template is proposed for straightforward pilot study completion. A shared WSN infrastructure is shown, which can be cloned for parallel pilots to reduce labor and speed up piloting. Tools for difficult embedded software testing are described. Purpose of the tools is to ensure WSN functionality before the pilot. Required preparations before a pilot are described, such as a testing checklist. The role of partners must be taken into account. This requires deployment tools and integration support. Finally, the pilot must be maintained, which requires tools in large pilots.
The experiences are compared with four main related lessons publications. Langendoen et al. [4] present a troubled pilot study of potato field monitoring with 109 nodes. This is one the first lessons learned type of publications of WSN pilot studies. Barrenetxea et al. [2] present seven environment pilot studies with 179 nodes. Corke et al. present nine iterative environmental monitoring pilot studies with 355 nodes in [5] and provide lessons, which led to an end-toend WSN solution for environmental monitoring. A water quality monitoring network in a sugar cane farm is presented by Hu et al. in [6] with long range nodes (up to 1 km). These four publications give several lessons of pilot studies for the scientific community.
The contribution of this paper is to present experiences of pilot studies: practices and tools are proposed for pilot preparation, testing, deployment, monitoring, and maintenance. Compared to the related work, the experiences come from relatively larger pilots. These extend and confirm the work in related papers.
This paper is constructed as follows. First, the related work is settled by examining the pilot study lessons of others in Section 2. Then, the TUTWSN infrastructure is presented in Section 3. Section 4 presents the major pilots deployed with TUTWSN. The lessons from those pilot study experiences are given in Section 5. Finally, the paper is concluded in Section 6. Corke et al. [5] Hu et al. [6] Difficult embedded software testing X X X X Problems with backbone network connections (GPRS/3G etc.)
Problems with node enclosures X X X -Challenging software complexity X X X X Watchdog required and/or useful -X X X Deployment monitoring, controlling and/or tracing X X X -Installation and/or deployment tools -X X -Importance of partners -X X -
RELATED WORK
The related work concentrates on pilot study experiences of the mentioned four main related publications [2, 4, 5, 6] . Table 1 gathers reported experiences, which are mentioned at least in two of these publications. Difficult embedded software testing is constantly reported. Malfunctioning nodes cause trouble in deployment and if there is no tracing in deployed nodes, the problem is difficult to solve.
Typically, each deployment uses some server infrastructure for data storage. In remote deployments, an Internet connection is required. 3G/GPRS etc. modems are used, however, there are often problems with these. Node enclosures are also a difficult task. If the nodes need to be accessed during the deployment, the enclosure cannot be fully hermetic.
WSNs require complex software, e.g. protocol stacks. Complexity makes development challenging. Watchdogs have been useful on various levels, from nodes to servers. The WSN should be remotely monitored and controlled during the deployment. Tracing is required for the later analysis of possible problems. Deployments require tools for installation and maintenance.
Finally, partnering with other researches is vital, since one cannot master everything. Each of these lessons presented in Table 1 is covered in more detail in the lessons section.
Development experiences of ZigBee from standard to commercial products are presented in [7] . The main contribution compared to other publications is the necessity of simple installation tools. Two tools are described, which are courtesy of Eaton's Home Heartbeat product. First, a simple name insertion for a sensor node is described. When a node is activated with a key of a key chain fob, the name can be selected from the LCD screen in the key fob. Second, instead of full mesh network, Home Heartbeat uses range-extenders and the actual sensor devices are non-routing. This is easy to understand and install for everyone. These are similar approaches to our memorable IDs and deployment tool. However, we managed to make an easy-to-use deployment tool for a full mesh network. The tool is presented in Section 5.5.
WSN deployments have been reported constantly on various applications, such as habitat monitoring [8] , volcano monitoring [9] , semiconductor plant and oil tank monitoring [10] , and microclimate monitoring of a redwood [11] . These papers present the application, measurements, and experiences of the WSN technology. Emphasis is either on the application and measurements or on the WSN technology functionality. These papers provide technical lessons about protocols and hardware, whereas this paper targets to end-to-end studies.
TUTWSN INFRASTRUCTURE
TUTWSN is a full mesh network with multihop and ad-hoc features. It is autonomous and does not require configuration when deployed. The TUTWSN protocol stack consists of four layers: physical, low energy consumption [3, 12] and low latency [13] Medium Access Control (MAC) and routing layers, and application layer [14] . Also, systems software have been developed: operating system [15, 16] , middleware [17] and independent firmware update protocol with a bootloader [18] .
The TUTWSN hardware consists of three main boards, which share the same micro controller unit, and temperature and luminance sensors. Accelerometer and humidity sensors are optional. There is a connector for external sensors. This connector has pins for digital I/O, analog-to-digital converter input, I2C bus, SPI bus and UART interface. 2.4 GHz and 433 Mhz off-the-shelf radio transceivers are used. AA or AAA batteries are typically used as an energy source. A mains transformer or a solar panel are optional sources.
Ethernet gateways have additional UART-to-Ethernet bridge and an SD memory card slot for buffering data during possible Ethernet connection outtakes.
A server infrastructure is used with TUTWSN. It consists of a gateway software with a database. A Java user interface software, mobile web user interface, and SMS messages are provided for end users. Several server interfaces are provided for integration to other systems. As a result, TUTWSN is an end-to-end WSN infrastructure, which is presented in Figure 1 .
MAIN TUTWSN PILOTS
Pilots have tested TUTWSN on various environmental conditions from subzero temperatures on outdoors to high humidity and temperatures in sauna. Furthermore, pilots have tested quick installation, small and large networks, and various sensors for different usage. Finally, pilots provided knowledge of WSN usage in applications and usable data for the end user.
We have piloted TUTWSN with several research and industry partners. The main pilots are gathered in Table 2 and are explained in the following sections. The pilots are briefly introduced and given as a background for the lessons in the Section 5.
Sewer water level monitoring
In the sewer line monitoring, the problem was a waste water line of a chemical factory, which runs through the city and occasionally flooded to the streets. This water line was around 5 km long. The goals of the sewer water level monitoring pilot were: 1) Equip wells in a 5 kilometers long water line with water level sensors to monitor water level. 2) Test WSN functionality and performance in long-range alarming application. 3) Study the benefits of WSN installation speed and cost-efficiency.
In the installation, every well was equipped with a TUTWSN node, two water level sensors, and a temperature sensor. A line of extra routing TUTWSN nodes was constructed above the ground. Both ends of the line were equipped with gateways to the Internet to improve robustness. Data was gathered to a server and integrated into the existing factory system. The installation had 23 battery operated long range nodes (433 MHz) and two mains powered gateways. One maintenance visit was needed during the deployment due to the failed sewer nodes.
The experiences of this pilot study were: 1) The first sewer nodes did not withstand the very high humidity and rapid temperature variations of the wells. They had to be replaced with hermetically closed enclosures. This is presented in Figure 2. 2) The deployment tool was helpful for constructing reliable routing line. 3) A new server interface was needed for integrating TUTWSN into the existing systems. 5) A WSN functionality monitor was needed to alarm from possible failures.
Chemical factory monitoring
Chemical factory monitoring focused on two main cases: monitoring fault connections in the factory and monitoring loading of trucks at the premises. The goals were: 1) To study WSN functioning inside a factory, which is full of metal pipes and other metal structures. 2) To receive alarms from fault connections. 3) To measure loading levers positions and track trucks inside the factory premises.
The installation consisted of 60 nodes (2.4 GHz) and 2 gateways. The network was installed inside the factory and to the outside premises. In addition, few mobile nodes were placed in the trucks.
The experience of this pilot study was that a new server interface was needed for integrating TUTWSN into the existing systems.
Greenhouse temperature and humidity leveling
In Greenhouse monitoring, the network was installed temporarily in two greenhouses and a storage space. The goals were: 1) To find out temperature and humidity leveling the greenhouse spaces. 2) To study the installation speed of the WSN. 3) To study the benefits of the WSN for growing plants.
The installation consisting of 28 nodes (2.4 GHz) and 2 gateways took one day. The node constellation is shown in Figure 3 . During the deployment, the staff of the greenhouse studied temperature and humidity graphs and noticed that a part of the second greenhouse was significantly colder. They adjusted the air conditioning and added insulation according to the measurements. As a result, the temperature leveled across the greenhouse.
The experiences of this pilot study show that the clonable WSN infrastructure and automated configuration reduced the workload and allowed a quick and short pilot. (c) A robust sewer node, which is molded in epoxy resin inside a PVC pipe. 
Campus network for teaching
Our largest single deployment so far has been the campus network at the Tampere University of Technology campus. The goals were: 1) To study TUTWSN functionality in a large deployment. 2) To create a WSN platform for students to study and to create applications for. 3) To provide meaningful measurements for the facility management.
At the moment, the installation consists of 340 nodes, which are installed in the public areas of the campus. The network is used on a course, where students can develop their own applications on top of the network. Furthermore, the network is used as research test-bed [18] .
The experiences of this pilot study were: 1) 340 nodes require automated configuration and updating. 2) Node logistics must be precise in a such large scale.
Home monitoring in several homes
For home monitoring the goals were: 1) See the benefits of WSNs for home users. 2) Study the installation easiness of the WSN.
The installation was done by the home owners. Networks of 10-40 nodes were delivered to over 10 homes. These networks measured temperature, humidity, illumination and CO2 in various rooms, including sauna. Furthermore, passive infrared sensors, magnet switches, and piezo-electromechanical pressure sensors reported of unauthorized access.
The experiences of this pilot study were: 1) Labor amount was not significant due to WSN infrastructure cloning although there were over 10 parallel pilot locations. 2) Installing a mesh network requires a deployment tool. 3) People want simple physical identifiers for the nodes.
Transportation cargo monitoring
The goals were to test WSN functionality in a truck, gather useful information from the cargo, track the truck, and identify attached trailers.
The installation was done by the partner. A cargo space of a truck and its trailers were monitored with 10 nodes. Temperature, humidity and acceleration were measured. A notification of every over four g-force impact was sent. Furthermore, a GPS tracking of the truck was used. The attached trailer was identified from the node neighbor information.
The experience of this pilot study was that the battery holder springs were too soft to withstand over 4 g-force impacts, and the node briefly lost its supply current. This was noticed in the preliminary checks. The springs were replaced with solid contacts.
Building monitoring
Building monitoring pilots have concentrated on the working conditions of employees. The goals were: 1) To measure indoor air quality with WSN from multiple points. 2) To monitor room usage with the WSN. 3) To study WSN benefits for installing to existing buildings.
The installations were performed by our partners. Temperature, humidity and CO2 levels were measured. Also, room usage was monitored with CO2 and passive infrared sensors.
The experience of this pilot study was that installing a mesh network requires a deployment tool.
Environmental monitoring
An outdoor temperature and humidity environmental monitoring network was deployed to test long-range 433 MHz TUTWSN. The goals were: 1) Test TUTWSN functionality in outdoor environment with long-range hops. 2) Provide measurement data for local farmers and other interest groups.
The installation covers approx. six square kilometers with 60 nodes. It measures luminance, air temperature and humidity, ground temperature and moisture, and lake temperature. A web user-interface was developed for the measurement data. The pilot has been running since 2005 and it has been updated several times.
Environmental monitoring, ground frost and snow depth
The goals were: 1) The partner wanted to test WSN technology. 2) Ground frost and snow depth were measured with temperature sensors.
The installation took place in Lapland with 30 nodes. Ground frost and snow depth measurements based on multi-point temperature measurements, where depths were determined from the temperature. Sensors were attached to one cable with 10 cm between each sensor. For the ground frost measurement, a hole was dug and the sensors were set in to that hole. Sensors were hanged on air for the snow depth.
The experience of this pilot study was that lacquering the node circuit board for protection is enough for outdoor nodes.
Cattle living conditions in a barn
The goals were: 1) Test WSN technology in a barn. 2) Measure the living conditions of the cattle. 3) Monitor the security of the barn.
The installation in the barn comprised 30 nodes. Temperature, humidity, CO2 and luminance were the main measurements. In addition, passive infrared motion detectors and magnet switches were deployed to monitor the security of the barn and safety of the cattle. A water pressure switch was integrated into TUTWSN. It monitors the pressure of the cattle drinking water supply system. If the pressure drops, an alarm is sent.
Hospital personnel safety
The goals were: 1) Locate a person triggering the alarm from hospital at room level accuracy. 2) Test the low latency WSN.
Hospital personnel safety pilot study is presented in detail in [13] . The installation consists of nine sink nodes, 41 routing nodes and 12 mobile nodes. Personnel carry mobile nodes, which are continuously localized. An alarm can be activated from the mobile node when the person encounters a threatening situation. Then, the user interface shows the room, where the alarm sender is. In addition, the network delivers measurements and actuator commands.
The experience concerning this paper is the cloned WSN infrastructure. Different MAC and routing layers were used compared to other presented pilots. However, the WSN infrastructure was otherwise the same.
LESSONS
This section presents our experiences compared to the four related pilot study articles [2, 4, 5, 6].
Lesson 1. A systematic pilot plan is needed
Each of our pilots followed the same template. First, goals for the pilot were determined. This was done in close collaboration with our research partners. In addition to the goals, the required measurements and actuators, the deployment size, the expected deployment lifetime, and the schedule were settled. Second, the pilot was executed. This includes development, installation, and maintenance. Finally, the results of the pilot were drawn according to the original goals. This is a straightforward template to complete pilot studies.
Common goals for the pilots were testing the WSN suitability, possible technology benefits, and functioning in the application. Typically, each pilot required at least one new measurement. This required integration of new sensors to TUTWSN before deployment. A pilot plan document was created, which defined the goals, required new measurements, deployment size, and expected results of the pilot.
The pilot execution was divided into three phases. First, new sensors were integrated, nodes were assembled, and preliminary tests were performed. Then, the deployment was conducted with research partners. Finally, the pilot was monitored and maintained.
The pilot results were gathered after the agreed deployment time. The original goals were compared to the deployment execution. The collected results were disseminated to the pilot partners.
Lesson 2. WSN infrastructure must be shared by parallel pilots
Corke et al. presented an end-to-end WSN architecture as a result of several pilots in [5] . They had five different hardware, software, and network protocol combinations for their pilots, which eventually led to the end-to-end solution. All our pilots shared the same TUTWSN infrastructure. This was vital to reduce labor and management of the pilots and removed the need for extensive preliminary testing before each pilot.
Since we had a tested technology, the development before a pilot required only new sensor integrations. Adding a new sensor required a driver and a packet description development on to the node. Packet description had to be mapped in to the database on the server. After that the sensor was immediately usable in the architecture. This repeated often in our pilots, so we created a process definition for adding a new sensor. The process defined phases required for the integration. Also, it defined required new source code files for the new sensor.
As [5] states, end-to-end solution automates the recurring tasks of the WSN deployments. In order to conduct many parallel pilots, we needed the shared WSN infrastructure to reduce labor and speed up the start of the pilots.
Lesson 3. Tailored testing tools are required for the embedded WSN software
All four reference publications note the importance of software testing for successful deployment [4, 2, 5, 6] . WSNs are considered difficult to test, since they are resource constrained embedded devices and distributed [19] . There are no verbose debugging interfaces and the distribution requires debugging of several devices at once.
We had to develop tools for testing the embedded code, before the sufficient level of functionality was achieved for the pilot studies. These tools were run-time assertions with stack trace, static analyzers, a distributed debug printing interface, and a network sniffer.
The run-time assertions check that embedded code is working properly and prerequisites are not violated. If a failing assertion is encountered, the node will send file and line information about the error over radio, write it on to EEPROM, and print it through UART. The information can be caught with a sniffer, read with an EEPROM reading device, or received to a terminal through UART. Also, the stack trace is delivered with the same methods. This information help tracing the origins of the bug. The assertions resemble ones presented in [20] .
Static analyzers find the hazardous points of the embedded C code. We have used an open source Splint analyzer to ensure higher code quality. A static analyzer for the stack size consumption was needed, since the small MCU on a node has a limited function depth. If the stack overflows, the code might tangle. Due to the complex protocol stack, this has happened to us occasionally before using the static code analyzer. Corke et al. reported a stack analyzer tool for optimizing thread stack sizes to save memory [5] .
The distributed debug printing interface allows us to enable and disable debug prints in the embedded code. TUTWSN nodes and sinks are basically the same devices. Sinks are extended with an UART-to-Ethernet adapter. We used these sinks as nodes in testing. This allowed a distributed collection of debug prints to a server, which solved efficiently the problem of testing small embedded distributed devices.
Finally, the network sniffer gives an instant look to the protocol stack behavior on the field. It presents captured traffic in a human readable form and illustrates time and frequency division scheduling of the MAC layer. The sniffer allowed us to trace long term misbehaviors and find out if the MAC layer was operating according to the designed algorithms. Authors in [4] stated the necessity for such packet sniffer and in [2] presented a sniffer tool that presents measurement values on the field.
This testing tool set allowed us to find all major flaws from the embedded WSN code. Figure 4 presents an availability graph [21] of our protocol stack improvements in one test iteration. The availability graph shows the probability to receive a sample within the time interval. The dashed graphs show the worst and the average reception interval before updating the tested and improved protocol stack. The solid lines represent the intervals after updating. The updated worst node achieves the average of the older.
As [4] and [2] state, the protocol stack testing and functional verifying are a key factor for successful pilot study. In [2] , authors state that things should be kept as simple as possible to achieve this goal. However, the presented tools can significantly help testing even complex embedded WSN software.
Lesson 4. The preparation is important before the pilot
We had a checklist, which was reviewed before deploying the network. This checklist mainly consisted of basic functionalities (e.g. every node delivers correct data from every sensor), where the network was quickly put up on a desk and checked. In addition, the energy consumption of the nodes was continuously monitored. Adding a new sensor to the node is safe for the network operations, but it is easy to leave some I/O pin of the micro controller unit on a wrong position. One such pin can increase energy consumption significantly.
WSNs are often used in harsh conditions and protecting the embedded hardware has been difficult as stated by three reference papers [2, 4, 5] . Rain, condense water, and extreme temperatures are typically encountered conditions. We used lacquer to protect circuit boards from moisture in simple outdoor installations. In fact, this was enough for all our outdoor pilots, except for the sewer nodes. Figure 2b shows a destroyed sewer node. The sewer had a very high humidity and rapid temperature changes. If the conditions are very Fig. 4 : An availability graph presents improvements achieved in one iteration of testing with presented tools. 95% availability is achieved by average in 60 seconds after update. Before update, 95% availability was achieved in 90 seconds.
harsh, enclosing a node cannot be overdone. We molded nodes in to resin inside a PVC pipe. Figure 2c shows such sewer node. Two D batteries were used to ensure sufficient life-time, since such node is usable only once. D batteries have approx. ten times the capacity of AA batteries.
Enclosing is an often reported problem. Molding nodes hermetically protects them from moisture and corrosion. However, as the hardware is no longer accessible, the WSN must be thoroughly tested. Our pipe sewer nodes have been functioning for over one and half years without maintenance.
Backbone server connection problems are reported in [2] and [6] . We have encountered the same problem in two forms. First, the partner had a high network security and despite the preparations, correct ports had not been opened at the time of deployment. Second, the wireless Internet connection (GPRS/3G, Flash-OFDM or satellite) had a poor coverage at the deployment site. In our experiences, taking different connection options to the deployment site is important. This ensures that the deployment is got running, even if the partner network is not yet ready or the service of one wireless Internet connection is poor. When the deployment site is in a remote location, this saves time and money.
Lesson 5. The technology must be usable for the research partners
The gathered data is useless as itself, someone must know what to do with the data [2] . Thus, it is wise to partner with experts of the application area. Most of our pilot studies were originally composed by industry or research partners. We concentrated on providing the technology for the partners and the partners were responsible for interpreting data correctly. Furthermore, the partners typically wanted to do application case studies or exploration of WSN possibilities in their application area. The goal was to see benefits and usability of WSN in the studied application. This often required integration to the existing systems.
Our architecture provides several interfaces, which can be used to integrate TUTWSN as a part of other systems. However, some existing systems required new interfaces, for example XML SOAP, Java RMI and OPC connectivity. Our server software has a plug-in architecture, which allows extension with new interfaces.
Tabs for network, node and services configuraƟon
ConnecƟon log
ConnecƟon establishment
Selected services for the issued node Occasionally, the deployment was installed by a partner. Installing an autonomous mesh WSN should be easy. However, limited node amount and difficult to understand operation can make installation difficult even to an experienced engineer. We created a deployment tool that can be activated with a push of the press button. The node constantly scans the network and indicates immediately with LEDs if the current location is a good installation point. The deployment tool is deactivated with another push of the button or by itself after a certain time period. Energy is not wasted, since LEDs are used only for a short period of time, as LED energy consumption was discussed in [2] . We instructed to start the installation from the sink and advance there on. As a result, a network can be installed rapidly by anyone, and it is guaranteed to function well as long as the installer follows the LED user interface.
5.6. Lesson 6. The pilot must be maintained and maintenance tools are a necessity in large scale pilots.
WSNs are considered data-centric, it does not matter which device delivers the required data from the location. However, as [2] states, tracing the data to the original source is often required. For example, if a sensor fails, it must be replaced in most cases. In [2] every measurement packet were labeled with an ID. In our network, each packet contains a node ID. Thus, tracing the source is trivial. The problem is that when over 1000 nodes are deployed, it is a demanding task to keep up with network and node configurations. We had to develop two tools for configuration and tracing of the nodes in the pilots.
An auto-configurator was developed for an easy node configuration. Nodes were programmed with a bootloader and a program image at the factory. When the node is deployed (e.g. it is assigned to a network and required sensors are attached to it), the required configurations are set with the auto-configurator wirelessly. This allows a fast deployment configuration. The auto-configurator user interface is presented in Figure 5 . It has a connection establishment part, configurations for a network, a node, and services, and a status logging window.
The auto-configurator enables effective network wide programming, which is close to the requirement for network programming presented by Corke et al. at the discussion part [5] . The approach is still per-node programming, but the same program image is used on all nodes in the network. This simplifies the development of the large scale deployments, what Corke et al. demand.
Each node has a globally unique serial number which is set at the factory. In the auto-configuration, a logical node ID is given to each node. These are unique in one network. This scheme allows us to use simple IDs. In our experience, users want to see node IDs and they want them to be short. Thus, user can see the same number in the user interface and in the physical node on a pilot although this is not the data-centric idea. User can set a name for each node in the user interface and hide the ID. The IDs are used only for installation and maintenance to distinguish the physical node. Physical traceability is noted as a necessity in [2] . Nodes need to be replaced occasionally. In addition to the autoconfigurator, a web service was developed, which stores serial number, configuration, and software version of each node. If a node fails and requires replacing, a new factory programmed node can be configured to replace the malfunctioning one. The new node may have the same logical node ID. This same web service tracks deployed networks and provides directly server software configurations. This tool was a necessity, when the node and pilot amounts increased. Corke et al. discuss these practical issues as a not fully explored research area [5] .
In addition to node maintenance, automatic controlling and monitoring are useful tools for maintenance [2] . Our controlling is limited to automated data requests from the network. Otherwise the network is autonomous. For monitoring, we have automated server monitors for Internet connection between gateway nodes and server software, for malfunctioning nodes, and for server software and hardware. If something fails, an email or a SMS message is sent to persons with interest. These are a necessity on pilots, which monitor critical systems, such as the sewer water level monitoring network. Detecting node malfunctions and recovering from these faults is considered major challenge in [5] for large scale deployments.
As the authors in [2] state, the WSN deployments are not a case of leave and forget. Earlier experience are backed up by our experience that despite the data-centric approach, WSNs require traceability. With the presented approach, it is easy to trace faulty measurements and failures to nodes and sensors. Further, replacing a node does not require dramatic actions or skills of an engineer. Finally, the end-user has a continuous set of memorable IDs. This helps users, which are not familiar with the data-centric operation.
CONCLUSIONS
This paper presented six practical lessons of WSN pilot studies. A systematic WSN pilot study template was proposed for the straight-
