Accurate numerical computation of wave traveltimes in heterogeneous media is of major 9 interest for a large range of applications in seismics, among which phase identification, 
expressions for these equations in Section 3. In Section 4, we present the 2D RKDG discretization 
Isotropic case

122
In an isotropic medium with a speed c(x), the Hamiltonian can be written as
and the corresponding time-dependent Hamilton-Jacobi equation writes
The stationary state of (4) verifies Eikonal equation H = 0. Since we are only interested in the stationary state of (2), we are free to consider other Hamiltonians which yield the same final state, such as
and the corresponding time-dependent Hamilton-Jacobi equation
Equation (6) describes the propagation of a front with the local speed v(x) = c(x), whereas in (4) the 
where
and with the slowness vector p = (p x , p z ) defined by
The quantities V P and V S denote the P-and SV-wave velocities along the rotation-symmetry axis,
128
while and δ are known as the Thomsen's parameters (Thomsen 1986) . Their expressions in terms of 129 elastic parameters are given in Appendix A, as well as the derivation of Equation (7).
130
The identification of the components of p as spatial derivatives of the solution of Hamilton-Jacobi equation (2) leads to the VTI Hamiltonian
where the derivatives of u(x, z, t) with respect to x and z are respectively denoted by u ,x and u ,z .
131
Equation (10) is equivalent to the one proposed in (Postma 1955; Payton 1983; Carcione et al. 1988; 132Č ervený 2001; Slawinski 2003) . Setting = δ = 0, we retrieve the isotropic case for two roots corre-133 sponding to P waves and S waves. When = δ = 0, the coefficient c in front of the cross-term u 2 ,x u 2 ,z 134 cancels out, so that we obtain the so-called elliptical anisotropy. This particular case is equivalent 135 to a simple dilation applied to the isotropic case along the axis orthogonal to the rotation-symmetry 136 axis. Such a particular case is of little physical interest as discussed by Levin (1979) . In a typical VTI 137 medium, we have > δ, and corresponding anelliptic effects are important to account for.
138
As considered by Alkhalifah (2000) , Equation (10) can be simplified for the acoustic case which does not perturb the numerical solution since we only consider first-arrival traveltimes always related to P-wave propagation (we assume that compressional velocity is higher than shear velocity). Hence, for the acoustic case, V S = 0, and we have
The VTI Hamiltonian becomes
Introducing a TTI medium implies an additional local tilt angle θ(x), which is the angle between the local rotation-symmetry axis and the vertical axis. Hamiltonian (12) becomes H T T I = d(u ,x cos θ + u ,z sin θ) 2 + e(u ,z cos θ − u ,x sin θ) 2 + c(u ,x cos θ + u ,z sin θ) 2 (u ,z cos θ − u ,x sin θ) 2 − 1.
Other types of anisotropy might be derived the same way in a Hamiltonian formalism, such as tilted 139 orthorhombic (TOR) for 3D anisotropic structures (Waheed et al. 2015b) . The point source condition is known to impair accuracy and convergence orders of numerical solutions of Eikonal equation. More precisely, high-order numerical schemes exhibit large errors and are only first-order convergent if no special treatment is applied, due to the singularity of the solution close to the source (see for example the analysis by Qian & Symes (2002a) ). Several studies have been performed in order to mitigate this effect in finite-difference schemes. The celerity transform, initially described by Pica (1997) , was then further developed in Zhang et al. (2005a) and promoted under the word factorization in Fomel et al. (2009); Luo & Qian (2011) . We propose to extend these studies to DG discretizations. By the use of a reference solution u 0 (x), which does not depend on time, the factorization consists in computing a multiplicative numerical solution τ (x, t) such that u(x, t) = u 0 (x)τ (x, t),
or an additive numerical solution, as proposed in Luo & Qian (2012) , such that
Plugging expression (14) or (15) into Equation (2) yields a new equation to be solved for the new solution field τ (x, t). With the additive formulation (15), the new equation in τ (x, t) is of the same Hamilton-Jacobi type as the original one (2) in u(x, t), while the multiplicative formulation yields additional complexities out of the frame of Equation (2). For this reason, we shall only consider the additive formulation (15) in what follows. Rewriting (2) in terms of u 0 and τ for the isotropic Hamiltonian of Equation (3) yields
Applying the same strategy to the TTI Hamiltonian of Equation (13) gives
Using Equations (16) and (17), τ (x, t) can be computed for a given reference solution u 0 (x). In an arbitrarily heterogeneous isotropic medium, the simplest assumption one can make is that of a homogeneous speed in a small vicinity of the source. This seems to be a reasonable approximation in the high-frequency regime where the velocity model should be smooth. Therefore the reference solution u 0 (x) to be used in Equation (16) is chosen to be the exact solution in a homogeneous medium taking the speed value at the source. Such solution is the distance function to the source divided by the source speed:
This reference solution captures the source singularity and allows the gain of one order of convergence 146 and high level of accuracy. This property is illustrated in our numerical case studies. 
TI case
148
For the anisotropic case, Luo & Qian (2012) have considered a factored anisotropic Eikonal equation, but only for elliptical media ( = δ). Following their approach, the reference solution u 0 (x) in Equation (17) might be taken as the analytical solution in a homogeneous elliptical TI medium of velocity V p (x s ), thus accounting for V p (x s ), (x s ) and θ(x s ), but not δ(x s ). This yields
for the VTI case (θ(x s ) = 0). The TTI case is retrieved by the local rotation of coordinates
The reference solution would thus capture a part of the source singularity, although the remaining 149 source effect due to the anellipticity would not be well accounted for near the source. or unstructured meshes, convex and nonconvex Hamiltonians. This is the one we implement.
168
In the following, the formulation of this scheme for a 2D unstructured triangular mesh is described,
169
and the meaning of the contributions of each term of the scheme is detailed. In the general case, the 170 two-dimensional spatial domain Ω is partitioned into n triangular elements denoted by K i , i = 1, ..., n.
171
A local approximation space 
At cell interface, a two-component vector is defined by the expression
The first component 
181
The weak formulation of Equation (2) can be stated as
183
Find u h (., t) ∈ {v : v| K i ∈ P i , ∀i ∈ {1, ..., n}} ∀t 0 such that
for each i ∈ {1, ..., n} and for any test function v i ∈ P i , In Scheme (23), the following quantities are introduced:
The first term of Scheme (23) 
The second term of Scheme (23) penalizes the jump of the solution at the interface, [u h ], only in the cells where the Roe speed is negativeH
In other words, the downwind cell receives information from the upwind cell, and the upwind cell is not influenced by the downwind cell. When flows from both cells, determined by H n K , are oriented towards the other cell, the situation is equivalent to a shock in the case of hyperbolic conservation laws. If both flows are equivalent then the shock is captured at the interface. In this case, we havẽ
therefore the second term of Scheme (23) is equal to zero in both cells. In the case where flows 191 from both cells are inward, this is similar to what is called a rarefaction (see Qian & Symes (2001, 192 Appendix)). The entropy condition is violated in such cells.
193
Only in such a case, the third term of Scheme (23), referred to as the viscosity term, is non-zero.
194
This yields a penalization on the jump of the normal component of spatial derivatives of the solution Two types of boundary conditions are imposed and should take benefit from the discontinuous finite-209 element formulation.
210
The first one is related to the outside limit of the domain ∂Ω, expressed through the fourth term that
211
we add into Scheme (23). When considering a propagation problem in a unbounded physical domain,
212
we need to control that the outside of the computational domain has no influence on the inside. In ment. When we use the factorization, then the solution τ we compute is a perturbation to the reference 227 solution u 0 which is supposed to be a suitable approximation around the source. Consequently, the 228 solution τ (x, t) is set to zero everywhere inside the source element when the factorization is applied.
Finally, we use the reference solution u 0 (x) as the initial guess, so that we set the initial condition
Decomposing the numerical solution over each element K i in terms of degrees of freedom u j i we get
Replacing u h by expression (28) The stability of the time integration is constrained by a CFL condition, which can be a severe constraint in terms of computational cost as we are only interested in reaching the steady-state solution. This CFL condition establishes a proportional relationship between the maximum size of time steps and the characteristic length λ of the mesh. For a regular triangular mesh the characteristic length λ is generally taken as the radius of the circumcircle of a cell. For a rectangular Cartesian mesh, it is defined by half the length of the longest edge of a cell. To ensure stability when using a non-regular mesh, we must consider the cell where the CFL constraint is the strongest since the RK integration we perform is global. Therefore the characteristic length λ to consider for the CFL condition is the smallest one among all cells of the mesh. The CFL constraint also depends on the polynomial degree k we use for numerical approximation. We may write the CFL constraint into general form
The 1 2k+1 factor comes from the analysis performed in the case of hyperbolic conservation laws (Cock-
242
burn & Shu 1989).
243
The Q factor depends on the Hamiltonian we use and connects the constraint on the time steps to the propagation velocity of the solution. In other words, we need to ensure that the numerical solution is able to propagate as fast as the exact solution. The stability condition for RKDG schemes can be established in the case of hyperbolic conservation laws (see e.g. Cockburn & Shu (1989) ) which write in 1D
The Q factor is given by
where α is a constant.
244
This can be extended to the case of Hamilton-Jacobi equations in one dimension with a convex
Hamiltonian (Cheng & Shu 2007; Cheng & Wang 2014) . We must consider the quantities max |H K i | at cell boundaries and max |∂H(x, u ,x )/∂u ,x | inside cells, yielding
For two-dimensional and/or non-convex Hamiltonians, we have not found general proofs but we rely on the behaviors observed in our numerical tests. In a two-dimensional case, the vector H must be considered, the components of which are the derivatives of the Hamiltonian with respect to both components of the gradient of u, namely
A criterion for defining Q in the two-dimensional case is given by Zhang et al. (2005b) in a finitedifference framework, using H 1 and H 2 as well as characteristic lengths of the grid along both x and z directions. However, since we want to use unstructured meshes, we need to keep a general criterion and consider the norm of the vector H, instead of considering x and z directions as well as H 1 and H 2 separately as in Zhang et al. (2005b) . This yields
Such a norm is considered for instance by Qian & Symes (2002b) for the CFL derivation in a paraxial 245 approach, from where we find α = √ 2/2 in the general 2D case.
246
It is interesting to notice that for some choices of the Hamiltonian, the vector H is equivalent to the group velocity vector, which gives a physical meaning to the propagation of the solution inside the computational domain (Červený 2001, eq. 4.2.8). In our DG approach, we might also be careful about the quantity max |H n K i | at cell boundaries, which appears in the scheme. In the isotropic case, it can be shown from the definitions (24) that values of |H n K i | at cell boundaries are bounded by those of H 1 and H 2 in neighboring cells. We make the assumption that this also holds in the TTI case. The factor Q then simplifies:
Isotropic case 247
Isotropic Hamiltonian (3) gives the expression
whereas Hamiltonian (5) yields
The factor Q in Equation (29) is inversely proportional to the maximum of these quantities. We see that, in both cases, Q does not depend on the solution u nor its derivatives u ,i . If we consider a heterogeneous medium, the global constraint on time steps in (37) is imposed by the highest speed value since
This maximum speed value occurs only in a subdomain of Ω, so that the computation is not opti- Performing the same analysis is less straightforward in the anisotropic case. For the sake of clarity, we first consider the VTI case. The differentiation of Hamiltonian (12) yields
The VTI Hamiltonian is not Lipschitz continuous. The value of H depends on the derivatives of the solution u ,x and u ,z in an unbounded way. This is not desirable because we cannot assign a value to ∆t in (29) since the Q factor is virtually equal to zero (Equation (35)). For this reason we switch to another VTI Hamiltonian, which yields the same steady state as (12). The new VTI Hamiltonian is similar to the one given by Zhang et al. (2006, eq. 3.12) and writes
The equivalence of Hamiltonians (12) and (41) We have shown how to optimize the CFL constraint in both isotropic and anisotropic cases. We 260 emphasize that the use of the additive factorization technique does not change these conclusions.
261
NUMERICAL RESULTS
262
In the first case study, we illustrate the convergence properties of the RKDG scheme in a smooth 
269
In the second case study, we test a higher-order point-source factorization where we use an exact 270 solution known in a virtual medium the speed of which is similar at the source to two first terms of 271 the power series expansion of the velocity model of the real medium at the source. In other words, the 272 new reference solution accounts for the value of the speed at the source but also for its gradient. Doing 273 so, we show that we gain one more order of convergence.
274
The third case study illustrates the accuracy of the method in a homogeneous TTI case. We com- With a volcano model, the fourth case study illustrates the flexibility of the method for handling 279 complex topographies. We test the scheme on an unstructured mesh to highlight the ability of our 280 method to deal with complex topographies.
281
The fifth case study is an application inside a realistic TTI medium (BP TTI).
Case study 1: Smooth isotropic velocity
284
In this first case study, the computation is performed inside a 4x4 km square. Inside this domain, a constant vertical gradient is defined for the speed c(z) (km.s −1 ), such that
The point source is located in the center (x s = 2 km, z s = 2 km). The analytical solution of the Eikonal equation as well as its spatial derivatives are known in this case (Fomel et al. 2009 ). Isochrones of the solution are shown in Figure 1 together with the velocity model. The L 2 error is computed as
where the values of the numerical solution u h are compared to those of the analytical solution u a at without factorization is considered. Figure 2 illustrates the optimal k + 1 convergence orders reached 295 for P 1 , P 2 and P 3 approximation spaces regarding the L 2 error of the numerical solution. The optimal 296 k convergence orders for the x-derivative of the solution can also be observed. Here and after, results
297
concerning the z-derivative of the solution are not presented, however the z-derivative always yields 298 the same convergence orders and thus the same conclusions as for the x-derivative.
299
As discussed in Section 3, in a realistic application, the exact solution around the source might 300 not be analytically calculated, so that the previous treatment is not applicable. The above convergence 301 behavior is expected to collapse when the point source singularity is introduced. If no special treatment 302 is performed at the source point, when using Hamiltonian (3), Table 1 exhibits the expected non-303 optimal first-order-only convergence of the solver whatever the degree of polynomials used. However, given number of degrees of freedom.
306
When the factorization technique is applied with the use of Hamiltonian (16), a gain of one order of 307 convergence is observed, as shown in Table 2 . For P 1 , P 2 and P 3 polynomial approximations a second-308 order accuracy is achieved, which is optimal for P 1 . Here again, even if the convergence orders are the 309 same, the error magnitude decreases when the polynomial order increases. 
316
In conclusion, the factorization technique allows for an optimal P 1 second-order solver as well 317 as non-optimal second-order P 2 and P 3 solvers. The P 2 solver nearly reaches second-order optimality 318 in terms of derivatives. In all the cases, the factorization yields a significant decrease of the error freedom is higher, which is illustrated in the P 2 case in Figure 5 . 
328
The FD solver is based on local operators which also make use of the factorization principles. The purpose of this case study is to exhibit a way to gain one more order of convergence thanks to a Eikonal.
341
In this simple example, the same domain of computation and source location as in the first case study are considered, but with a different speed. Slowness s(x) is defined by
The medium is defined by a constant vertical gradient of the squared slowness (slowness unit s.km −1 ): 
which can be expanded around the source point as
The standard factorization technique would account for the first term of the above expansion, using the solution in a constant velocity model of value c 0 = 2 km.s −1 as the reference solution. Here we propose to account for both terms of the expansion using the exact solution in a constant gradient of velocity model as the reference solution. Therefore in this example u 0 (x) is the analytical solution for the point-source problem in a velocity model
with units of the equation (45). Computations are performed with P 1 , P 2 and P 3 in Cartesian meshes 342 and convergence behaviors are compatible with the order of selected polynomials (Figure 7) . Again,
343
results concerning the z-derivative of the solution are not presented for the sake of concision, but we 344 mention that it yields the same convergence orders and thus the same conclusions as the x-derivative.
345
This case study illustrates that this second-order factorization allows for reaching third-order con- In this case study, the ability of our solver to compute traveltimes in a TTI medium using the tilted angle of 32 km length and 8 km depth, and the point source is located at x = 2.025 km, z = 2.025 km.
358
For this anelliptic homogeneous medium, the exact solution is not known directly but a parametric for-359 mulation allows for computing the position of the wavefront at a given time for a given phase angle.
360
This formulation was established by Payton (1983, eq. 2.8.8 and 2.8.9) and by Carcione et al. (1988, 361 eq. 5.9). Hence we can build the wavefront at a given time t with a dense sampling of phase veloc-362 ities, and visually compare the isochrones of the traveltime maps computed by the solver with these 363 wavefronts.
364
The medium is discretized in a Cartesian frame with N x = 640 and N z = 160 and a P 1 approxi- 
376
We then approximate x-and z-derivatives using central differences. Once the required values are 377 precomputed and properly stored, we are able to proceed with the DG solver which calls these values 378 when needed.
379
Finally, a finite-difference solution is computed inside the same medium using the iterative fast-sweeping factored TTI Eikonal solver detailed in Waheed et al. (2015b) and Tavakoli F. et al. (2015) .
381
For that purpose, a finite-difference grid composed of 277 × 1105 points is considered, so that the 382 number of degrees of freedom is equivalent to the DG discretization: 306085.
383
Analytical wavefronts in the whole medium are plotted in Figure 9 . A zoom on the isochrone 384 corresponding to the time t = 2 seconds is shown in Figure 10 . There is an obvious improvement 385 between the first computation with no factorization and the second computation which uses the factor-386 ization with an elliptical reference solution. The third plot is nearly mingled with the exact solution.
387
This illustrates the great advantage of using precomputed anelliptical values as the reference solution.
388
Finally, the FD computation, with a comparable number of degrees of freedom, exhibits a solution 389 which is more or less equivalent to the DG computation with the elliptical solution as reference for the 390 factorization. These results illustrate the good behavior of our solver regarding the TTI configuration. 
418
The same finite-difference solver as in the previous case studies is used for comparison purpose, which 419 proceeds over a 1938 × 278 grid, so that the number of degrees of freedom is similar (538764). We body at x = 7 km.
426
Isochrones are superimposed over the maps of the spatial derivatives of the traveltime in Figure 17 , 427 for a source located at x s = 33 km, z s = 3 km. A detailed view in a smaller area is shown in Figure 18 . 
436
The same computation is performed using P 2 elements, with N x = 791 and N z = 113, yield-437 ing 536298 degrees of freedom. Profiles of the traveltime and its derivatives along x = 47 km and 438 z = 6.7 km are shown in Figure 19 . In Figure 20 , the profiles along x = 47 km of the traveltime 439 derivatives computed with P 1 and P 2 are compared near the shock occuring at 6.8 km. P 1 yields a 440 piecewise constant approximation of the derivatives, whereas P 2 yields a piecewise linear one. Re- 
446
In a finite-difference approach, the traveltime field, as well as its derivatives, are computed at 447 grid points, then interpolated if needed somewhere else, whereas in the DG approach, these quantities 448 are computed everywhere inside each element to a given order of accuracy. We emphasize that no 449 interpolation is required to obtain the maps of Figure 17 nor the profiles of Figure 19 and 20.
450
CONCLUDING REMARKS
451
We have presented a Runge-Kutta Discontinuous Galerkin method for solving time-dependent Hamilton-
452
Jacobi equations with a point-source condition. issues and is part of a forthcoming work.
458
The method we have presented is computationally intensive. At each time iteration, every cell methods, we will investigate on the following computational improvements in the future.
464
We firstly highlight that, in (23), the evolution of the degrees of freedom in time ∂ t u j i (t) of element 465 K i can be computed without knowledge of any ∂ t u j k (t), k = i. Therefore, the DG scheme is easily 466 parallelizable in space as a block-Jacobi method: one can compute ∂ t u j i (t) independently for each 467 element K i before updating the solution everywhere.
468
Another way to deal with the computational cost will be through a different solver for the DG For a vertical transversely isotropic medium (VTI), let us find out a first expression of the Hamiltonian.
Transverse isotropy involves five independent parameters in the elastic stiffness tensor, which writes
where the elastic stiffness components C ij are expressed with the Voigt notation. Christoffel's dispersion relation for an arbitrary direction of propagation for the three wave modes yields
In Equation A.2, n = (n x , n y , n z ) is the unit vector oriented towards the direction of propagation, and the z-axis is the rotation-symmetry axis in the VTI case (Slawinski 2003, p. 229) . We now assume that the elastic parameters are invariant along the y direction and we consider a 2D propagation inside the xz-plane, letting n y = 0. Equation A.2 exhibits two factors: the first one corresponding to SH propagation (shear wave propagating inside the xz-plane with a purely orthogonal displacement direction parallel to the y-axis), and the second one coupling both qP (quasi-pure compressional wave with a displacement direction contained in the xz-plane and quasi-parallel to the direction of propagation) and qSV (quasi-pure shear wave with a displacement direction contained in the xz-plane and quasiorthogonal to the direction of propagation) modes. These two factors can be solved independently. We consider here the coupled P-SV mode which contains the compressional mode. The slowness vector
We also define
(A.4)
DG method for TTI Eikonal equation 27
The quantities V P and V S denote the P-and SV-wave velocities along the rotation-symmetry axis, while and δ are known as the Thomsen's parameters (Thomsen 1986). The P-SV Eikonal for 2D
VTI medium can be written as
(A.6)
APPENDIX B: EQUIVALENCE OF VTI HAMILTONIANS
492
The two VTI Hamiltonians (12) and (41) are expected to yield the same steady state. This is demonstrated in this appendix. At steady state, with the notations X = u ,x , Z = u ,z , inserting (12) inside (2) writes
Adding a term on both sides and rearranging (B.1) yields
which is positive in practice for all realistic applications in geophysics. Therefore the square root of (B.3) can be taken without loss of generality, yielding
Since d > 0 and e > 0, the square root can be taken again, and dividing by √ d, the VTI Hamiltonian (41) is obtained:
APPENDIX C: LIPSCHITZ CONTINUITY OF THE VTI HAMILTONIAN
493
With the notations X = u ,x , Z = u ,z , for (X, Z) = (0, 0), the derivatives of VTI Hamiltonian (41) write
This yields
In the elliptical case, c = 0 thus (C.3) simplifies:
Since 0, then d > e and we have
which is obtained for Z = 0.
494
In the general anelliptical case, we use the polar coordinate system √ dX = r cos γ, √ eZ = r sin γ.
Changing variables in (C.3) yields Expression (C.7) holds for r = 0. The variable r simplifies so that H 2 is a function of one variable Getting back to the Thomsen's parameters and δ using (11), some calculus that we do not reproduce here gives
(C.10) 497 Since δ 0 and assuming (B.4) is positive, we have
Therefore E 0.
498
To state D 0, we define y = sin 2 2γ. Thus
with the notations
(C.13)
Since y 0, D is of the sign of the second-order polynomial in y in (C.12). Its discriminant writes
Using (C.13), we obtain 
Figure 2. L 2 error of the solution (left) and L 2 error of the x-derivative of the solution (right) with respect to the number of degrees of freedom (#dof) in the Cartesian case for P 1 , P 2 and P 3 polynomial approximations, for Case study 1 with a source area of radius 0.4 km: optimal k + 1 convergence of the solution and k convergence of its x-derivative in a setting with no point source. error of x-derivative P 1 no fact. P 1 fact. P 2 no fact. P 2 fact. Figure 3 . L 2 error of the solution (left) and L 2 error of the x-derivative of the solution (right) with respect to the number of degrees of freedom (#dof) in the Cartesian case for P 1 and P 2 polynomial approximations, for Case study 1 with factorization (fact.) and without factorization (no fact.). Left: Non-optimal first-order convergence of the solver without factorization; second-order convergence with factorization (optimal for P 1 ). Right: Degenerated first-order convergence of the x-derivative without factorization; optimal fully-first-order convergence (P 1 ) and nearly-second-order convergence (P 2 ) with factorization. 2 error of the numerical solution of Case study 1 with P 2 polynomial approximations, in both Cartesian and UJ triangular cases, and both without factorization (Cart. and UJ) and with factorization (Cart. fact. and UJ fact.). The first-order convergence of the standard case is improved to a second-order convergence when the factorization is applied. Both Cartesian and UJ discretizations achieve the same orders, although the magnitude of error is higher in the UJ case. error of x-derivative P 1 P 2 P 3 Figure 7 . L 2 error of the solution (left) and L 2 error of the x-derivative of the solution (right) with respect to the number of degrees of freedom (#dof) in the Cartesian case for P 1 , P 2 and P 3 polynomial approximations, for Case study 2 with a second-order factorization. Left: Optimal second-order convergence (P 1 ); optimal thirdorder convergence (P 2 ); non-optimal third-order convergence (P 3 ). Right: Optimal first-, second-and third-order convergences of the x-derivative for P 1 , P 2 and P 3 , respectively. Figure 8 . At any point (x, z) of a homogeneous TTI medium, the phase (ray) angle ψ defined by x, z and the source point differs from the group angle ϕ which is defined by the normal to the wavefront, except on the axes where they are equal. The parametric relationship between point coordinates and traveltime allows for explicitly computing a phase angle from a given group angle. We solve the inverse problem iteratively. Depth (km) Traveltime derivatives (s/km) Figure 20 . Profile of the traveltime derivatives along x = 47 km computed in the smoothed BP TTI model of Case study 5 for a source point located at x s = 33, z s = 3 km. P 1 computation (blue line) and P 2 computation (red line) with similar numbers of degrees of freedom. Top lines: x-derivative; bottom lines: z-derivative. P 1 yields a piecewise constant approximation of the derivatives, whereas P 2 yields a piecewise linear one. Note the local variation of the viscous solution quite sensitive to the element size and the polynomial interpolation while the solution accuracy is not impacted elsewhere. Table 1 . Number of degrees of freedom (#dof), L 2 error of the solution and convergence orders for several values of N in the Cartesian case for P 1 , P 2 and P 3 polynomial approximations, for Case study 1 without factorization: non-optimal first-order-only convergence due to the source singularity. Table 2 . Number of degrees of freedom (#dof), L 2 error of the solution and convergence orders for several values of N in the Cartesian case for P 1 , P 2 and P 3 polynomial approximations, for Case study 1 with factorization: second-order convergence is achieved, which is optimal in the P 1 case.
