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INTRODUCTION 
LET r BE the topological groupoid of germs of local orientation preserving real analytic 
homeomorphisms of R’. In this paper we give new proofs of two theorems of A. Haefliger. 
THEOREM 1. Let X be a compact C” manifold such that a,(X) is finite. Then X does not admit 
any r-foliations, (i.e. oriented real analytic foliations). 
THEOREM 2. BT, the classifying space of r, is a K(G, 1). 
Our proof makes use of the construction of BT as the geometric realization of the 
semi-simplicial space NT, the nerve of r. The proof of Theorem 1 procedes as follows. BT is 
shown to be homotopically equivalent to the semi-simplicial set ao(NT), the component complex 
of NT. This allows a computation of r,(Br) in terms of generators and relations, and in this 
presentation of 7~~ we show that the group is non-trivial. Moreover every generator represents an 
element of infinite order in the group. The proof of this fact relies on an elementary combinatorial 
analysis of the behaviour of the singularities of local real analytic homeomorphisms under 
composition. In contrast, in Haefliger’s original paper [2] this fact corresponds to the fundamental 
lemma: “On X every closed transversal to the leaves of an oriented real analytic foliation 
represents an element of infinite order in r,(X)“, and its proof relies on PoincarC-Bendixson 
theory of differential equations. That this fact implies Theorem 1 is not difficult. 
We obtain Theorem 2 as a consequence of the proof of Theorem 1 and an application of the 
main theorem in [4]. In [4] we construct a non-standard semi-simplicial model of a K(G, 1) if a 
certain condition is satisfied on a given presentation of G. %(NT) appears as such a model in its 
given presentation, and our proof that r,(Br) # {l} shows in effect that the required condition of 
[4] is satisfied by its presentation. 
$1. PROOF OF THEOREM 1 
Let r be the groupoid of germs of local orientation preserving real analytic homeomorphisms 
of R’. Give r the sheaf topology. Then all the structure maps of the category r are continuous. In 
particular the maps s, t : Morphisms (r)+Objects (r) defined by scf) = source of f and 
t cf) = target of f are continuous. 
The topological groupoid r gives rise in a natural manner to a semi-simplicial space NT, the 
nerve of r, and the classifying space BT is the geometric realization of NT, (NI’(. See [l] and [5]. 
We identify semi-simplicial sets with discrete semi-simplicial spaces in the sequel. 
Let 7~~” = %NT(n) be the set of components of the space NT(n) = 
I(&, . . . , g,,) .E Morphisms (r) x , . . x Morphism(r) n times It(gi) = s(giml) for all i}. The functor 
~~0: n + ran defines a semi-simplical set. The face and degeneracies of 7~~ are induced by those of 
NT. 
Let p: NT-+ no be the natural map. There is an induced map on their realizations IpI: 
Br+Inol. 
LEMMA 1. (p(: BI’+(Iro( is a homotopy equivalence. 
Proof. We note that each germ of a real analytic homeomorphism at x E R uniquely 
determines a real analytic homeomorphism in a maximal neighborhood of x so that in the sheaf 
topology each component of NT(l) is homeomorphic by both the source and target maps to an 
open interval. Similarly for all n 2 0 the components of NT(n) are all homeomorphic toan open 
interval, hence contractible. 
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With this observation it is apparent how to construct inductively a homotopy inverse to Ip I. 
The elements of 7~~’ can be viewed as orientation-preserving real analytic homeomorphisms 
defined over their maximal connected omains. Define the composition fg of two maximal real 
analytic homeomorphisms if t(g) II scf) # 4 in which case fg = f og, the maximal real analytic 
homeomorphism which is obtained by composing f and g as functions. That is, to form fg when 
defined pick any composable germs of f and g, u p(I), gx) and take the maximal real analytic 
homeomorphism defined by the germ cf 0 g)x. 
Hence we have the following corollary to Lemma 1. 
COROLLARY 1. m,(BlJ is the free group generated by the maximal, local, orientation preserving 
homeomorphisms of R’ modulo the relation f . g = fg when the right hand side is defined. 
Let S = 7~~’ and let G = r,(BlJ. Note that the identity element, 1, of G is represented by the 
identity homeomorphism of R, and that the inverse in G of a generator f is represented by f-‘, 
the inverse of f as a real analytic homeomorphism. 
LEMMA 2a. G # (1). In fact every element of S diflerent from the identity represents a non-trivial 
element of G. 
Proof. Let Sk = S X . . . x S, k times. Let 9’ = U Sk. Define a relation on Y by x - y if 
k=l 
x=(x1,... Xk) E S”, y =(x,, . . . , xidl, 2, x~+~, . . . , xk) E Sk-’ and Z = Xi . xi+1 is a relation in 
the given presentation of G. Denote by an arrow, +, the transitive relation on Y generated by the 
relation “-“. We will show that the following conditions holds in Y. 
Regularity condition 
Let x, s, t E 9’. If x -+ s, s E S x + t and t is minimal with respect o the arrow relation, then 
s = t. 
First observe that the regularity condition implies the Lemma 2a. Define a function i: 9 + G 
by i(X,, . . . , &) = XI.. . xk. Then i(q) = i(r) if and only if there exists p E Y such that p --) q and 
p + r, for the relation q is related to r if there exists a p such that p += q and p + r is an 
equivalence relation. To show transitivity suppose that q is related to r and r is related to t. Then 
there exists p such that p -+q and p + r, and also there exists pa such that po+ r and po+= t. 
Consider (p, p-l, pO) E 9. We have (p, p-l, po)+(l,po)-+po+t. Also we have (p, p-l, 
PO~-+(P, r-‘, r) + (p, 1) + p + q. Hence q is related to t and the relation is an equivalence r lation. 
The equivalence classes of elements form a group which is clearly isomorphic to G. Then the 
regularity condition implies iJS is one to one. 
Now suppose x =(x1,. . . , xk)+s, s E S, and (X1,. . . , xk)+ t, t minimal. We prove, by 
induction on k, that s = t, so assume the statement is true for i < k. 
x + s implies there exists a sequence x + rk--l + - + *+r2+s where ri E S’ and each ri E S’ 
is obtained by applying a defining relation of G to a successive pair of elements in ri+I. Now 
suppose also that rk + Sk-1 +. . . + t, t minimal. If we show that Sk-1 -+ s then by induction s = t. 
Wehaverz=(~,p)where~t(x,,...,xi)andpt(xi+l,...,xk)forsomei,1~i~k-1. 
where y=XjXj+l for some j, lsjsk-1. 
Suppose j < i. (x,, . . . , xi)-, a and i < k so by induction (x1, . . . , y, . . . , xi)+ a and hence 
Sk-1 +(a, &+I,. . . , xk) + (a, p) + s and we are done. Similarly if j > i. So we need to consider the 
case i = j, i.e., when Sk-l =(x1, . . . , xi-~, y, xi+2, . , = XiXi+l. 
Let(y,,..., y,,,) be minimal such that (y,, . . . , y,,,) +- (xc, . . . , xi-,). Also let (y,,,+,, . . . , y,,) be 
minimal such that (Y,+~, . . . , yn) t (xi+*, . . . , xk). By induction (ye, . . . , y,,,, xi)+ a and (xi+,, 
ym+1, . . . , YnbP. 
We are now reduced to verifying the following. Set v = xi, w = xi+]. 
LEMMA2b. Let (y,, . . . , y,,,) E Yand (y,+,, . . . , yn) E Y be minimal with respect to the arrow 
relation +. Let (v, w) E S x S have the property that (v, w)+ y, g E S. Suppose (YI, . . . , 
ym,v)+(U,(Y E S,(W,Ym+1,... , y,,)+P,P E Sand ((~,p)+x,x E S. Then (y,,.. .,Y,.,,Y,Y~+I, 
. . . , y,)+x. 
Proof. We will prove the Lemma 2b by induction on n. First we discuss the behaviour of the 
source and target of orientation preserving maximal real analytic homeomorphisms under 
composition. 
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For f E S let m(j) and Is(j) be the right and left end-points of the source of f respectively. 
Let rtcf) and It cf) be the left and right endpoints of the target of f respectively. 
Let (u, w) E S* satisfy (u, w)+ 7, y E S. Then t(w) II s(u) #Band one and only one of the 
following will be satisfied. 
(1) It(w)<Is(u)<rt(w)<rt(u). (2) It(w)=Is(u)<rt(w)<rt(o). 
(3) Is(u)<It(w)<rt(w)<rf(u). (4) It(w)<Is(u)<rs(u)<ti(w). 
(5) It(w) = Is(u)< rs(u) < H(W). (6) Is(u)< It(w) < rs(u) < I?(W). 
(7) It(w) < Is(u) < rs(u) = t?(w). (8) It(w) = Is(u) < rs(u) = rf(w). 
(9) Is(u)< It(w)< rs(u) = r?(w). 
In each of these cases the endpoints of the source and target of y = uw can be determined. 
(a) If rf(w) < rs(u) then rt(uw) = u(rt(w)) and rs(uw) = rs(w). 
(b) If rt(w) = rs(u) then rt(uw) L rt(u) and rs(uw)z rs(w). 
(c) If r?(w)> rs(u) then ti(uw) = rt(u) and rs(uw) = w-‘(rs(u)). 
The statements (a), (b) and (c) follow because uw cannot be extended as a real analytic 
homeomorphism beyond any singularity (=endpoint) of u or w unless the singularities cancel, as 
in (b). 
By symmetry Is(uw) and It(uw) can be similarly determined. 
I II 
IS(W) rs(w) = rs(vw) 
Inequaltty ( I 1 
We now return to the proof of the lemma and consider the case n = 1. Let y = ym = yl. (The 
case yl = y,,, is identical). We may assume (u, w)+-y, (y, u)+(u and ((w, w)+x and we wish to 
prove that (y, y) --,x. 
By way of contradiction assume (y, 7) is minimal and consider (u, w) which satisfies 
inequality (1). Then (y, y) minimal implies t(y) rl s (y ) = 0 and (y, u) not minimal implies 
t(u) rl s(y) # 0. This implies the inequality rt(u) > Is(y)> rf(y). Then Is(a) > r?(w). Hence 
t(w) n s(a) = 0 which contradicts the assumption that (a, w)+x. 
Now if (u, w) does not satisfy (l), then an identical or symmetrical set of inequalities leads to a 
contradiction when (u, w) satisfies (2), (3), or (9). And for (u, w) satisfying (4), (5), (7) or (8), we 
get the immediate contradiction (y, y) minimal implies (y, u) minimal. So we have settled the case 
n = 1. 
Let n = k and assume the theorem is true for n 5 k - 1. We need to show that either 
(ym yJ-0 or (75 Y,+I) + T for some (T and 7 E S. Once this is shown the case n = k - 1 of the 
proposition applies and we are done by induction. 
Suppose first that (y,, . . . , y,,,) = (y,, . . . , yk). This means we assume (y,, . . . , y,,,) minimal, 
(Yl, *. . , y,,,, v)+ (Y, (u, w)-+ y, and (a, w)+x. We wish to show that (y,, y) is not minimal. 
Assume that (y,, y) is minimal. Consider (u, w) which satisfy (1). Now (y,, . . , y,,,) mini- 
mal implies t(yi) n s(yi_,) =!3 for all i, so that (y,, . . . , y,,,, u) not minimal implies that 
t(yi.. . y,u) fl s(yi_,) # 0. Putting this information together gives the inequality e(y)< 
Is(y,)< H(U). Hence Is(y,,,~) > r?(w). 
It is easy to see that Is(yi.. y,,,u)> Is(y,,,u) so that finally we must have Is(y, . . . , 
y,u) > r?(w) which contradicts the assumption that ((r, w) is not minimal. 
If (u, w ) does not satisfy (1) then an identical or symmetrical argument leads to a contradiction 
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when (u, w) satisfies (2), (3), (6) or (9), and for (v, w) satisfying (4), (5), (7) or (8) we get the 
immediate contradiction (y,, y) minimal implies (y,, u) minimal. 
Finally, if m < k and (a, w) satisfy (I), the above argument applied to (y,, . . . , y,, u) and (w, 
ymt1, . . . , yk) gives Is(yl . . . y,v) > I?(W) and ti(wy,+, . . . yk) < Is(v). Hence rt(wy,+, . . . 
Yk)< Is(y1 . . . ~,,a), i.e. rt(p) < Is(a) which implies ((u, p) is minimal, a contradiction. Again, a 
similar argument leads to a contradiction when (u, w) does not satisfy (1). 
To conclude the proof of the Theorem 1 let X be a compact n-dimensional C” manifold and 
suppose X has a F-foliation. Let H’(X, F) be the set of Haefliger F-structures on X, i.e. 
equivalence classes of l-cycles on X with values in F, [2]. Let {U i, y) be a l-cycle representing 
the foliation on X Then there exists a C” vector field F on X normal to the leaves (the n - 1 
dimensional submanifolds of X obtained by setting the ‘yii equal to constants). Let h be an 
integral curve of F. Because X is compact h extends to a C” function on (-m, +m). Also because 
X is compact he points h(t) corresponding tothe value of the parameter t as t + m converge to a 
point x E X. Again by compactness there exists to E R such that for all t > to h(t) is arbitrarily 
close to x. By varying the curve slightly in a neighborhood of x we obtain a closed curve 
transversal to the leaves of the foliation. 
Let j: S’ +X be this transversal. The pullback j*(r) induces the structure of a real analytic 
manifold on S’. There is a unique such structure in H’(S’, F). By the classification theorem[ll, 
the class of j*(r) in the set T(S’) of homotopy classes of r-structures on S’ corresponds to a free 
homotopy class of elements in ?r,(BF). 
From the classification it is not hard to see that the analytic manifold structure j*(r) can be 
classified by the element of ?r,(BT) given by the maximal real analytic homeomorphism 
f(x)=x+l, x E R. 
Assume now that X is simply connected, for example X is S”, n 2 2. Then the map j: S’ +X 
extends to the disc so the real analytic manifold structure on S’ must extend to a F-structure on 
the disc. Hence j*(r) corresponds to 1 E Ir,(Br). This contradicts Lemma 2a and establishes 
that there are no real analytic foliations on a simply connected X. 
Now, following the argument of [2], if r,(X) is finite and a closed transversal represents an 
element of finite order k of rl(X), then a k-fold covering of this transversal will give a closed 
transversal homotopic to the identity. Again this contradicts Lemma 2a and establishes that there 
are no real analytic foliations on a compact manifold X with r,(X) finite. This concludes the 
proof of Theorem 1. 
$2. PROOF OF THEOREM 2 
We state the result of [4] without proof and apply it to prove Theorem 2. 
Let a group G be presented by generators S = {x,} and relations R. Let F be the free group on 
the set S. Then a relation in R is an equation of the form f = g with f, g E F, and G = F/N(R) 
where N(R) is the normal subgroup of F generated by cf*g-‘]f = g is a relation in R}. 
Assume all relations defining G are of the form x *y = z for at most one z E S for each pair 
(x, y) E S x S. Furthermore, assume 
(1) There exists an element 1 E S and relations x. 1 = X and 1 .x = x in R for each x E S. 
(2) For each x E S there exists an element x-’ E S and relations x . x-’ = 1 and x-’ * x = 1 
in R. 
(3) If x . y = z is in R then y-’ . x-’ = z-l is in R. 
Note that the class of 1 in G is the identity of G and that the class of x-’ is the inverse of the 
class of x in G. 
Let Sk =SX.. . x S k times and FL = F x . + . x F k times. Define functions di : Sk + Fk-’ 
fori=l,... , k - 1 by di(xo, . . . , xi-I, xi,. . . , xk-,) = (x0,. . . , xi-Z, xi-I . xi, x~+~, . . . , ~k-~) unless 
there is a relation xi-I * xi = z in R in which case define di(xo, . . . , x(-~, xi, . . . , xk-1) = (XO, . . . , 
Xi-& z, xi+1, . . . , Xk-I). 
Observe that if there is a relation ximl . xi = z then di(xo, . . . , xk--l) is in Sk-’ considered as a 
subset of F’-‘. 
Define sets S,’ by induction: S*” = {l}, S*’ = S and S, ’ is the subset of Sk consisting of all 
(x0,. . . 9 xk-,) such that di(xo,. . . , xk-l) E S,*-’ for all i = 1,. . . , k - 1). 
The functor k + S,” can be made into a semi-simplicial set S,: The k + 1 boundary maps 
s** ‘S* ‘-I are So, d,, . . . , dk_,, Sk where &(X0, . . . , xk_,) = (XI, . . . , xk _I), 6k (x0, . . . , xk-d = (x0, 
ON TWO THEOREMS CONCERNING FOLIATIONS 271 
. . . ) xn-J and do,. . . , d,-, as above. The k degeneracy maps S,*-‘+ S,’ are so,. . . , st_, where 
Si(X0, . . . . xl?*) = (x0, . . . ) xi-r, 1, xi, . . . ) Xkb-2). 
m 
Let 9’ = U Sk. Let an arrow, +, denote the transitive relation on 9’ generated by the relation 
k=l 
x - y if dix = y for any i. 
THEOREM. IS11, the realization of the semi-sirnplicial space Sl is a K(G, 1) if the following 
condition is satisfied. 
Regularity condition 
Let x, s, t E 9. If x + s, s E S, x + t and t is minimal with respect to +, then s = t. 
In the preceding section we have verified the regularity condition for G = n,(BlJ. We have 
also shown that BT is homotopically equivalent to Ir,,(Nr)l. The semi-simplical set 7~o(iVI’) is 
precisely the complex S 1 described above for the given presentation of G. Hence Br is a K(G, 1) 
and this proves Theorem 2. 
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