




3.1 Metode Pengumpulan Data
Pengumpulan data yang berhubungan dengan analisis dalam implementasi
load balance clustering database dengan mengangkat kasus pada pada PT.
Ever Shintex. Ada dua metode dalam pengumpulan data, yaitu:
1. Metode observasi, penulis mengumpulkan dan menelaah data yang di
peroleh dengan cara meninjau langsung penggunaan sistem, yang
dilakukan di  PT. Ever Shintex Jl. Arya Jaya Santika, Kampung Bolang
RT002, RW001 Desa Pasir Bolang,Tigaraksa, Tangerang 15720
2. Studi Literatur
Mempelajari buku, jurnal dan referensi yang berhubungan dengan
perancangan dan clustering database menggunakan Oracle Database
R11, Oracle Grid Infrastruture. Internet juga diperlukan untuk
menunjang pencarian informasi yang berkaitan dengan objek
penelitian.
3.2 Metodologi Pengembangan Sistem
Metodologi peneletian yang akan digunakan dalam perancangan sistem
yang dipakai pada penelitian menggunakan metode SDLC model prototyping




4 Implementasi dan Pengujian
Sebelum memasuki tahap yang lebih komplek, terlebih dahulu masuk
ke tahap analisa dimana pada tahap ini memerlukan analisa sistem dan
infrastruktur yang berjalan di sebuah perusahaan. Hal ini penting dengan
mengetahui sistem yang berjalan saat ini kita bisa mengetahui kelemahan dan
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kekurangan sistem dan bisa di rancang infrastruktur yang baru
berdasarkan keinginan pengguna atau user.
Pengumpulan data dilakukan dengan cara melakukan interview dengan
manager IT PT. Ever Shintex Bapak Welly Filipus yang bertanggung jawab
dalam pengembangan infrastruktur IT perusahaan.
3.2.1 Analisa Sistem
PT. Ever Shine Tex, merupakan perusahaan yang bergerak di bidang
produksi textile. Untuk mendukung operasional administrasi digunakan In-
House Applications dengan Oracle 11G R2 sebagai database dan Java dan C#
sebagai interface. Untuk Sistem Operasi menggunakan Windows Server 2008.
Sistem saat ini yang berjalan untuk melayani pihak internal user yang
berperan sebagai ordinary user yang berfungsi seperti entri data, membuat
laporan dan beberapa aktifitas lainnya. Selain itu ada juga user yang berperan
sebagai administrator aplikasi.
Saat ini arsitektur yang di implemenatasikan pada perusahaan adalah
arsitektur n-tier, dimana terdiri dari end user, aplikasi server dan database
server. Pada tier-1, client  menggunakan aplikasi web browser sebagai
presentation layer. Pada tier-2 (bussines logic layer) menggunakan aplikasi
berbasis java dan C#, terakhir pada tier-3 menggunakan RDMS Oracle.
Breakdown high level arsitektur yang digunakan pada sistem yang digunakan
bisa dilihat pada gambar.
Gambar 3.1 Arstektur N-Tier
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3.2.2 Perangkat Keras dan Perangkat Lunak
Perangkat keras yang digunakan pada sistem yang barjalan saat ini
, khususnya pada infrastruktur database adalah sebagai berikut:
Tabel 3.1. Sistem Arsitektur Server pada Node 1
Node 1
Hostname Server01
Hardware DELL Power Edge 2950
CPU Intel Xeon CPU 5140 @ 2,33 GHz
RAM 8 GB
Physical IP Address 192.168.0.252
Operating System Windows Server 2003 service Pack 2
3.2.3 Infromasi Database
Berikut  berdasarkan asesment database yang digunakan oleh PT.
Ever Shine Tex bisa dilihat pada tabel 3.4
Tabel 3.2 Nama Database
Database Name Created Log Mode Thread
Archive
Change #
DATA 10-VOV-2020 NO 2 STOPPED
Database_Status Instance_role Instance Name
Active Active datatex
Tabel 3.3 Versi Database
Oracle Database 11g Release 11.2.0.1.0 - 64bit Production
PL/SQL Release 11.2.0.1.0 – Production
CORE    11.2.0.1.0      Production
TNS for 64-bit Windows: Version 11.2.0.1.0 – Production













Datafile (Temp File) DBDATA/datatex/datafile/temp 2.267. 734614387
LogFile Member (Group 1)
DBFLASH/datatex/onlinelog/group_1.257.734613935
DBDATA/datatex/onlinelog/group_1.261.734613919
LogFile Member (Group 2)
DBFLASH/datatex/onlinelog/group_2.258.734613957
DBDATA/datatex/onlinelog/group_2.262.734613943




Berdasarkan aristektur sistem yang dibangun pada PT. Ever Shine Text
seperti yang ditunjukkan pada Gambar 3.7, bahwa Server utama mempunyai
beban kerja yang luamayan berat, karena satu server menangani banyak user
dan ada kemungkinan penambahan user tiap tahunnya. Meskipun Server
aplikasi sudah dipisahkah dengan server database, namun pada server database
masih menjadi satu antara engine database dengan storage-nya. Hal ini akan
mempengaruhi kinerja dari database dan membuat performa database turun
dengan semakin banyakya user yang mengakses.
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Gambar 3.2. Existing Arsitektur Saat Ini
Belum permasalahan lain seperti terjadinnya single point of failure pada
semua tier berpotensi bisa terjadi baik di level server aplikasi ataupun pada
komponen pembentuk infrastruktur database. Kegagalan satu bagian
komponen akan menyebabkan kegagalan keseluruhan sistem. Apabila ini
terjadi yang akan merasakan dampaknya adalah pengguna yang tidak bisa
melakukan transaksi, tidak bisa mengenerate report dan mencetak data.
Single point of failure pada kasus ini bisa terjadi karena kerusakan pada
server seperti controller storage bermasalah, crash, network card storage
bermasalah. Apabila ini terjadi maka seluruh aktivitas akan mengalami delay
sampai permasalah tertangani, apabila samapi 24 jam belum tertangani makan
akan menjadi sebuah kerugian bagi bisnis.
Kerusakan pada controller storage, server crash ataupun kerusakan
nework storage bisa dikatakan single point of failure di sisi hardware.
Biasanya kerusakan terjadi pada sisi hardware antisipasinya kita harus
mempunyai spare part cadangannya, apabila tidak punya harus membeli di
toko-toko lokal. Pada kenyataannya spare part server dan sejenisnya jarang
sekali tersedia di area lokal dan harus membelinya inden terlebih dahulu yang
bisa membutuhkan waktu beberapa hari bahkan minggu untuk mendatangkan
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spare part nya. Tentunya ini semakin menambah waktu dan tidak di toleransi
dalam layanan bisnis.
Single point of failure pada sisi software biasanya penangannya lebih
mudah dan tidak membutuhkan waktu yang lama untuk melakukan recovery.
Biasanya hanya membutuhkan restart operatis system di sisi server atau bisa
juga restart di level aplikasi apabila aplikasinya yang bermasalah.
3.4 Rekomendasi
Berdasarkan analisa dan wawancara dengan beberapa stakeholder yang
menggunakan sistem, maka dapat diajukan penerapan arsitektur high
availablity cluster untuk meningkatkan performa server di sisi database dengan
cara membagi resource ke dalam beberapa server. Sedangkan untuk algoritma
pembagian beban ke dalam beberapa node menggunakan algortima round
robin
Target selanjuntya adalah mengurangi dan meminimalisisr terjadinya
single point of failure, sehingga sistem mencapai dalam klasisfikas high
availabilty, adapun klasifikasi dari sistem di definisaikan sebagai berikut:
Tabel 3.4 Klasifikasi High Availablity
Class Level Annual Downtime
Continous 100 % 0
Fault Toleran 99,999 % 5 Minutes
Fault Resilient 99,99 % 53 Minutes
High Availabilty 99,9 % 8,8 Hours
Normal Availabilty 99-99,5 % 1,8 – 3,6 Days
3.5 Batasan Sistem
Sistem yang akan dibangun pada penelitian di fokuskan pada
infrastruktur database yang bisa meningkatkan performa database server
dengan metode load balancing dengan menggunakan algoritma round robin
dan untuk mencegah terjadinya kegagalan sistem pada infrasrtuktur database
menerapkan High Availability. Sistem yang akan dibangun menggunakan
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Oracle database versi 11R2 dan juga memanfaatkan fitur Real Application
Cluster untuk proses load balance dan availabilty nya. Setelah pengembangan
infrastruktur database sudah di bangun, perusahaan bisa fokus untuk
pengembangan aplikasi yang mempunyai kemampuan load balance dan high
availability.
3.6 Perancangan
Pada bagian ini akan dipaparkan perancangan infrastruktur yang akan
dibangun sesuai dengan rumusan yang di susun di bab 1 yaitu perusahaan
menginginkan sebuah sistem yang mempunyai kemampuan high performance
pada penggunaan resource dengan konsep load balancing dan juga
meminimakan terjadinya downtime dengan konsep high availabilty.
Berikut diberikan sebuah pola perubahan dari aristektur lama di rubah
menjadi arsitektur yang terbaru di sisi infrastruktur database seperti yang
diperlihatkan pada gambar. Seperti yang perancangan yang akan dibangun
seperti yang terlihat pada gambar bahwa pada sistem yang lama database server
masih menggunakan single instance database, di konversi menjadi real
application cluster database
Gambar 3.3 Konversi Single Instance Database ke RAC
Perancangan arsitektur infrastuktur database secara detail bisa
dilihat pada gambar 3.4 dan gambar 3.4. Dimana ada beberapa penambahan
komponen seperti server, storage, storage area network (SAN)  digabungkan
semunya dengan metode clustering database. Sedangkan pada sisi untuk
storage area network menggunakan kabel optik untuk menjamin kecepatan
pembacaan database yang di simpam ke dalam storage.
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Gambar 3. 4 Arsitektur Infrastruktur Real Applicaton Cluster
3.7 Sistem Requirment
3.7.1 Hardware Requirment
 Memori RAM (minimal 1.5 GB ).
 Total swap sapace sama dengan jumlah total RAM.
 Temporary space (minimal 1 GB) tersedia di: /tmp.
 Tipe processor harus sesuai dengan yang direkoendasikan sesuai dengan
versi oracle database yang digunakan.
 Tampilan layar minimal mempunyai resolusi 1024 x 786 pixeldisplay
resolution.
 Semua server yang akan di cluster harus mempuyai arsitektur yang sama,
misal semua processornya menggunakan arsitektur 64-bit.
 Kebutuhan penyimpanan untuk aplikasi yang diinstall setidaknya 4,5 GB
untuk kebutuhan grid home directory, oracle cluster ware dan Oracle
Automatic Storage Management.
 Membutuhkan minimal  4,5 GB untuk direktori home oracle
databaesehared disk space Kebutuhan Perangkat Network
 Setiap server setidaknya mempunyai dua kartu jaringan (NIC).
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3.8 Algoritma
3.8.1 Algoritma Load Balance
Pada konsep load balance setiap koneksi baru yang akan login ke
dalam database menggunakan SCAN Name akan melalui proses tranlasi dai
nama ke IP anddress yang dilakukan oleh ke DNS server, dari DNS server
akan dikrimkan satu IP address yang merupakan VIP (Virtual IP address)
dari SCAN_LISTENER. Setelah mendapat IP address dari DNS selanjutnya
koneksi baru/client akan terhubung pada proses yang bernama SCAN
_LISTENER. SCAN_LISTENER ini umumnya berjumlah 3 dan ini
merupakan rekomendasi dari oracle. Perlu diketahui bahwa IP address dari
SCAN_LISTENER ini adalah ip address SCAN (Single Client Accesas
Name) yang sebelumnya telah di registrasi pada DNS server, maka setiap
kali client melakukan koneksi ke database menggunakan SCAN maka DNS
akan meresponnya dengan memberikan 1 ip address dari 3 ip address yang
telah diregistrasi dengan mekanisme round robin. Langkah selanjutnya
adalah SCAN_LISTENER akan meneruskan IP addresss
LOCAL_LISTENER dari node tersebut kepada client. Selanjtunya client
meresponnya dan membuat koneksi baru ke IP address yang diberikan oleh
SCAN_LISTENER.
Mekanisme load balancing yang diterapkan adalah mekanisme load
balance server side connect time load balance dengan mode: long, dimana
pada mode ini distribusi load balance diatur pada sisi server dan
berdasarkan banyaknya jumlah session pada tiap -instance, pada umumnya
diterapkan pada aplikasi bertipe hybrid.
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Flowchart algortima load balance pada oracle RAC
Gambar 3.5 Flow Chart Proses Load Balance
3.8.2 Algoritma High Availabilty
Metode yang digunakan pada mekanisme high availabilty pada
infrastruktur database adalah metode failover, atau dalam istilah RDBMS
Oracle disebut sebagai Transparent Application Failover (TAF). Dimana
apabila terjadi kegagalan fungsi dari server instance berjalan maka session
yang tengah terhubung pada server tersebut akan dipindah ke server yang
masih bejalan. Terdapat keterbatasan dalam mekasnisme failover ini, yaitu
hanya session yang tengah melakukan query yang akan dipindahkan ke
instance lain, session yang melakukan transaksi jenis DML akan dilakukan
rollback transaction baru bisa di failover ke istance yang lain.
Untuk session yang tengah melakukan query, keunggulan dari
Tranparent Application Fail Over ini sama sekali tidak diperlukan
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keterlibatan user, bilamana terjadi kegagalan fungsi, session yang tengah
melakukan querry akan terus berjalan padahal sebenarnya arah koneksi
telah beralih dari server lama ke server baru. Sedangkan untuk session yang
melakukan transaksi DML diharuskan melakukan rollback transaction
terlebih dahulu untuk selanjutnya session bisa di failover ke server baru.
Algortima High Availabilty
Gambar 3.6 Flow Chart Proses Fail Over
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3.9 Pengujian
Pada pengujian cluster database ini menggunakan metode black box
untuk menguji fungsionalitas dari fitur-fitur yang akan diterapkan [], Pengujian
black box adalah menguji apakah fitur-fitur yang diterpakan sesuai dengan
spesisfikasi yang diinginkan atau masih perlu perbaikan tanpa melihat cara
pembuatan atau prosesnya.
3.9.1 Prosedur Uji Coba
Ada dua skenarion yang akan dilakukan terhadap infrastrutkur database
dengan menguji fungsi dari load balance dan Failover.  Sknario pengujian
pada load balance dan failover ada pada tabel 3.




















1. Login dari mesin
client dengan
jumlah n login dan
dilimit dengan n
detik.
2. Dilakukan
monitoring jumlah
client yang login
terhadap 2 instance
RAC
3. Percobaan akan
dilakukan
sebanyak 30 kali,
dengan jumlah
client yang login
sebanyak
10,50,100,200 dan
dijeda sebanyak 1
dan 2 detik
2 Uji
Failover
Fungsi
Failover
Session yang
mengalami fail
(kegagalan) pada
satu instance akan
dipindah ke segera
instance lain yang
Dilakukan uji coba
kepada:
1. Session yang
sedanng
melakukan
query select
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masih normal dan
berfungsi
2. Session yang
sedang
melakukan
transaksi
3. Idle session
