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Abstract
This article is a 50-page study of entanglement theory. First, the basic
of quantum mechanics and mathematical definition of entanglement is pre-
sented. Second, entanglement is described as a physical phenomenon that
set Quantum Mechanics distinct from Classical Physics. Third, entangle-
ment as a physical resource for quantum communication is discussed with
applications, the distillation process, and quantification problem. Fourth,
several methods to detect entanglement are addressed. Detecting entangle-
ment is shown to have a closed connection with positive maps in operator
theory.
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Chapter 1
Introduction
1.1 Overview
Entanglement of two particles is a phenomenon in which actions performed
on one particle affects the other particle even when they are separated by
distance. This correlation is shown quantitatively and confirmed experimen-
tally to not exist in classical physics that fits human’s everyday intuition.
Entanglement was firstly recognized by Einstein, Podolsky, Rosen (EPR)
and Schrodinger as a strange phenomenon of quantum physics in 1930s. In
those early days of quantum mechanics, Einstein did not accept Copen-
hagen interpretation for quantum measurement that properties do not exist
objectively until being observed. And EPR used entanglement to deduce a
contradiction with, in modern language, localism that impact on one par-
ticle can’t be transmitted instantaneously to the other entangled particle
over a distance. And hence, Einstein concluded that Quantum Mechanics
missed some hidden variables to justify the paradox with localism. Surpris-
ingly, on the search for a local hidden variable theory to complete quantum
mechanics, Bell, by his inequalities, showed the opposite: such local hid-
den variable theory couldn’t predict the statistical correlation of entangled
particles as quantum mechanics does. Experiments starting from 1980 with
Aspect et al, confirmed Bell’s result and hence convinced physicists that en-
tanglement was real and it was a decisive departure of Quantum Mechanics
from Classical Physics.
The next level of studying entanglement was marked by discovering
use of entanglement in communication like quantum key distribution of
Eker (1991), quantum teleportation of Bennett et al (1993) showing ef-
fects that classical communication cannot produce. Entanglement was no
3
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longer merely exposition of Quantum Mechanics but also seen as a physical
resource for applications in quantum communication. With the advance of
technology, applications of quantum entanglement have been realized ex-
perimentally more and more, which again confirms the existence of the phe-
nomenon.
So entanglement is real and has many real applications; however, con-
structing/detecting entanglement, the crucial step in every applications, as
we will see in the last chapter of this article, is a hard problem, even at the
mathematical level.
1.2 Preliminary: Linear Algebra with Bra-ket no-
tation
1.2.1 Bra-ket notation
This entire article works in matrix algebra, and uses Bra-ket notation, in-
troduced by Paul Dirac, for Quantum Mechanics.
We consider only finite-dimensional Hilbert space H = Cn.
A vector x in H is now denoted, in bra-ket notation, by |x〉 (read ket vector);
|x〉 is a column vector: |x〉 =

x1
x2
...
xn
 ∈ Cn.
The canonical basis of Cn is denoted by {|ei〉 : i = 1, ..., n}, where
|ei〉 =

0
...
0
1
0
..
0

(1 is in the ith row).
Also 〈x| (read bra vector) indicates the conjugate transposition of matrix
|x〉; 〈x| is a row vector:
〈x| = |x〉T = [x1x2...xn]
This bra vector is used to define inner product, outer product and dual
vectors as following.
The inner product of |y〉 =
y1...
yn
 and |x〉 =
x1...
xn
, denoted by 〈y|x〉, is
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the dot product, which now becomes a matrix multiplication:
〈y|x〉 = 〈y| |x〉 = [y1y2...yn]

x1
x2
...
xn
 = y1x1 + ...+ ynxn.
The outer product of two vectors |x〉 , |y〉, which is a matrix:
|x〉 〈y| =

x1
x2
...
xn
 [y1y2...yn] =

x1y1 x1y2... x1yn
x2y1 x2y2... x2yn
...
xny1 xny2... xnyn

The dual vector of vector |y〉, which is a linear functional, is denoted by
also 〈y|;〈y| ∈ H∗: 〈y| (|x〉) = 〈y|x〉. Because of finite dimension, we can
identify H∗ = H. Within the natural basis {〈ei|} (where 〈ei| (|ej〉) = δi,j),
the coordinate of 〈y| ∈ H∗ is the conjugate of the coordinate of |y〉 ∈ H, so
it is reasonable to identify dual vectors with the conjugate transposition of
column vectors.
1.2.2 Tensor Product
Tensor product is used everywhere in Quantum Mechanics. Kronecker is a
special case of tensor product.
Kronecker product of two matrices
Definition 1. Kronecker product of two matrices A ∈ Mn×m, B ∈ Mp×q,
denoted by A⊗B, is defined to be a matrix in Mnp×mq:
A⊗B =

a11B a12B ... a1nB
a21B a22B ... a2nB
...
am1B am2B ... amnB

Example 2. A = [aij ] ∈M3×2, B = [bkl] ∈M2×2
A⊗B =

a11
[
b11 b12
b21 b22
]
a12
[
b11 b12
b21 b22
]
a21
[
b11 b12
b21 b22
]
a22
[
b11 b12
b21 b22
]
a31
[
b11 b12
b21 b22
]
a32
[
b11 b12
b21 b22
]
 =

a11b11 a11b12 a12b11 a12b12
a11b21 a11b22 a12b21 a12b22
a21b11 a21b12 a22b11 a22b12
a31b21 a31b22 a21b21 a22b22
a31b11 a31b12 a31b11 a31b12
a32b21 a32b22 a32b21 a32b22

CHAPTER 1. INTRODUCTION 6
Theorem 3. Properties of Kronecker products
i) bilinear:
(αA1 +A2)⊗B = αA1 ⊗B +A2 ⊗B
A⊗ (βB1 +B2) = βA⊗B1 +A⊗B2
ii) associative: (A⊗B)⊗ C = A⊗ (B ⊗ C)
iii) non-commutative: in general, A⊗B 6= B ⊗A
iv) relation to ordinary matrix multiplication: (A⊗B)(C ⊗D) = AC ⊗BD
v) transpose:
(A⊗B)T = AT ⊗BT
(A⊗B)∗ = A∗ ⊗B∗
vi) inverse: A⊗B is invertible if and only if both A and B are invertible.
(A⊗B)−1 = A−1 ⊗B−1
vii) Spectrum:
If eigenvalues of A ∈ Mn are {λ1, ..., λn}, eigenvalues of B ∈ Mm are
{µ1, ..., µm}, then eigenvalues of A⊗B are {λiµj : i = 1, .., n; j = 1, ..,m}
tr(A⊗B) = tr(A)tr(B)
det(A⊗B) = det(A)mdet(B)n
viii) Singular values:
If singular values of A are {σ1, ..., σp}, singular values of B are {ρ1, ..., ρm},
then singular values of A⊗B are {σiρj : i = 1, .., p; j = 1, .., q}
rank(A⊗B) = rank(A)rank(B)
Tensor product of two vector spaces
Definition 4. Tensor product of two vector spaces V , W is a vector space H
(write H = V ⊗W ) that is equipped with a bilinear form ⊗ : V ×W → H that
bijectively maps BV × BW → BH where BV , BW , BH are bases of V,W,H
respectively. The output ⊗(v, w) (v ∈ V,w ∈ W ), or v ⊗ w for short, is
called the tensor product of vectors v, w.
In the case V , W being finite-dimensional, dim(V ) = n, dim(W ) = m,
the constraint about bases on map ⊗ forces H to have:
dim(H) = dim(V )dim(W ) = nm
CHAPTER 1. INTRODUCTION 7
A concrete example of map ⊗ is the Kronecker product of two column vec-
tors (i.e. n = q = 1 in Definition 1) as follow:
If |x〉 =

x1
x2
...
xn
 ∈ Cn, |y〉 =

y1
y2
...
ym
 ∈ Cm, define |x〉 ⊗ |y〉 ∈ Cnm:
|x〉 ⊗ |y〉 =

x1 |y〉
x2 |y〉
...
xn |y〉
 =

x1y1
...
x1yn
x2y1
...
x2yn
...
xmy1
...
xmyn

It is easily seen that this map is bilinear and maps the natural bases of
Cn × Cm to the natural basis of Cnm, so it is a tensor: Cn ⊗ Cm = Cnm.
More general, if V,W,H are finite-dimensional spaces:
H ∼= V ⊗W ⇔ dim(H) = dim(V )dim(W )
This Kronecker product is also the tensor product in quantum information.
It is also used throughout this material, too.
1.2.3 Other concepts and notations
Matrix algebra
We work with matrix algebra Mn(C), or for short, Mn.
Mn has Hilbert-Schmidt inner product: 〈A|B〉 = tr(A∗B) (A∗ means the
conjugate transpose of A).
Matrix A is called positive semidefinite, denoted by A ≥ 0, if i) A is Hermi-
tia and and ii) its eigenvalues are non-negative. The collection of positive
semidefinite matrices is denoted by M+n .
Matrix A ∈ Mn is Hermitian/positive semidefinite if and only if 〈x|A |x〉 is
real/non-negative ∀ |x〉 ∈ Cn
Tensor product of matrix spaces: Mn ⊗Mm = Mnm
Partial Trace, Partial Transpose
Definition 5. Partial Trace tr1 : Mn ⊗ Mm → Mm is defined through a
special case tr1(A ⊗ B) = tr(A)B, and the linearly extension. Similar for
tr2 : Mn ⊗Mm →Mm; tr2(A⊗B) = tr(B)A
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Definition 6. Partial Transpose Γ2 : Mn ⊗ Mm → Mn ⊗ Mm is defined
through a special case Γ2(A⊗B) = ABT (T is the usual transpose on Mm),
and the linearly extension. Similar for Γ1(A⊗B) = ATB.
Pauli matrices
Pauli matrices are the 4 following:
I =
[
1 0
0 1
]
, σx =
[
0 1
1 0
]
, σy =
[
0 i
−i 0
]
, σz =
[
1 0
0 −1
]
Those 4 Pauli matrices form a basis for the space of Hermitian matrices over
real numbers.
1.3 Preliminary: Quantum Mechanics
Quantum Mechanics is a set of mathematical postulates (axioms) to describe
the world of microscopic particles, which is very different from our every-
day world that can be described by Newtonian mechanics. This quantum
mathematical framework fits experimental data, and can predict well many
phenomena so people trust it. However, it’s difficult to interpret the meaning
behind this math tool; some interpretations like Copenhagen, Many World,
have been proposed, but all of them often lead to counter-intuition. Here
we use Copenhagen interpretation, the most widely accepted interpretation
for quantum mechanics.
1.3.1 Quantum States
Postulate 1. (States) Every physical system is associated with a Hilbert
space that describe its states. Each state of the system is described by a unit
vector in that Hilbert space.
Due to experimental issue, two quantum state different by a coefficient
cannot be distinguished, i.e. |φ〉 is identified with eiθ |φ〉 for every θ.
Qubit
One can use microscopic systems, which are called quantum system, to en-
code information. The term ”qubit” (short for quantum bit) is used for
quantum systems of two basic states, i.e. its Hilbert space has dimension 2.
A bit in classical computers can encode 2 distinct states; a qubit is used to
encode infinitely many states of a 2-dimensional state space.
Notation for qubits: The basis of qubit state space is often denoted by
{|0〉 , |1〉}.
Pure states vs Mixed states
When the state of the system is not completely known, but is predicted to
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be one of a collection of states {|xi〉} with respective probability distribution
{pi : pi ≥ 0,
∑
pi = 1}, one call this a mixed state {pi, |xi〉}. Single state
|x〉 is now called a pure state in contrast to mixed state.
In reality, noise often turns a pure state into a mixed state, so we work with
mixed state more often.
Density matrices
To unify representations for both pure and mixed states, one uses density
matrices, which are positive semidefinite matrices with trace 1
Pure state |x〉 ∈ Cn) is now described by φ = |x〉 〈x|
Mixed state {pi, |xi〉} is now described by ρ =
∑
pi |xi〉 〈xi|
(Both φ, ρ are density matrices in Mn(C))
Conversely, a density matrix ρ can represent more than one mixed state.
The spectral decomposition theorem gives us one representation: ρ =
∑
i λi |xi〉 〈xi|
However, this representation is not unique:
Theorem 7. A density matrix ρ ∈Mn represents two mixed states {pi, |xi〉 :
i = 1, .., n}, {qj , |yj〉 : j = 1, .., n} (pi, qj are allowed to be 0 so that we have
exactly n vectors), i.e. ρ =
∑n
i=1 pi |xi〉 〈xi| =
∑n
j=1 qj |yj〉 〈yj |, if and only
if
√
pi |xi〉 =
∑
j aij
√
qj |yj〉 where [aij ]i,j is a unitary matrix.
1.3.2 Evolution
Postulate 2. (Evolution) When a system is closed (i.e. has no interaction
with the environment), the pure state |φ〉 of the system at time t is related
to the pure state |φ′〉 at time t′ by a unitary matrix U :
|φ′〉 = U |φ〉
In the case of mixed states: ρ→ ρ′:
ρ′ = UρU∗
(In more details, the time evolution of the state is described by Schroedinger
equations
i~
d |φ〉
dt
= H |φ〉
where ~ is the Planck’s constant, H is a Hermitian operator, known as
Hamiltonian, associated with the total energy of the system.)
1.3.3 Observable and measurement
Definition 8. (Observable) An observable is a quantity/property of a
physical system that can be measured.
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In classical physics, observables, like speed of a car, exists independently
from the observer. When the observer measures the speed, he doesn’t alter
the car’s speed. However, the microscopic particle world behaves differently.
In Copenhagen interpretation, particles don’t have objective observables
prior to the measurement. When the observer measures an observable from
a particle, the particle collapses randomly to some state. The observer can
read only this post-measurement state.
Postulate 3. (Measurement)
In quantum mechanics, every observable is associated with a Hermitian op-
erator H.
(Pure state) If the system is at pure state |φ〉, and one measures the observ-
able H =
∑
i λi |xi〉 〈xi| (with eigenvalues λi and orthonormal eigenvectors
|xi〉), then with probability p(i) = | 〈xi|φ〉 |2:
- The measurement outcome will be λi
- The system collapses to state |xi〉
The expected value of the measurement outcome is 〈φ|H |φ〉
(Mixed state) If one measures the system at mixed state ρ with the above
observable H, then with probability p(i) = tr(|xi〉 〈xi| ρ) = 〈xi| ρ |xi〉 :
- The measurement outcome will be λi
- The system collapses to state |xi〉 〈xi|
The expected value of the measurement outcome is tr(Hρ)
1.3.4 Composite system
Postulate 4. (Composite systems) The state space H of a composite
quantum system is the tensor product of the state space H1, H2, ...,Hn of
component systems: H = H1 ⊗H2 ⊗ ...⊗Hn.
(Pure states)
If systems H1, H2, ...,Hn are prepared at pure states |φ1〉 , ..., |φn〉, then the
joint state of the total system is |φ〉 = |φ1〉 ⊗ ...⊗ |φn〉
(Mixed states)
If systems H1, H2, ...,Hn are prepared at mixed states |φ1〉 , ..., |φn〉, then the
joint state of the total system is ρ = ρ1 ⊗ ...⊗ ρn
The state of a component system (from a composite system)
Suppose one has two component system H1, H2 with the mixed state of the
composite system ρ, then the states ρ1, ρ2 of the component systems are
determined through partial traces: ρ1 = tr2(ρ1,2), ρ2 = tr1(ρ1,2)
States ρ1, ρ2 are still density matrices, and now are called reduced states.
Chapter 2
Entanglement
2.1 Mathematical definition of entanglement
Physicists had debated about qualitative properties of quantum entangle-
ment long before having a rigorous mathematical definition, which was first
proposed by Schrodinger. It was Schrodinger that used the term ”entangle-
ment” (in German) for the first time, in 1935.
Entanglement of pure states
Definition 9. (Entangled pure state) Pure state of a composite system
|x〉 ∈ H1 ⊗ H2 is said to be a product state if one can represent |x〉 =
|x1〉 ⊗ |x2〉 for some |x1〉 ∈ H1, |x2〉 ∈ H2; otherwise, |x〉 is said to be an
entangled state.
As the following Schmidt theorem shows, using Singular Value Decom-
position, one can tell if a pure state is entangled or not.
Theorem 10. (Schmidt decomposition)
Suppose |φ〉 ∈ Cn.m is a pure state of a composite system, then there are
orthonormal sets {|xi〉 ∈ Cn}ri=1, {|yi〉 ∈ Cm}ri=1(r ≤ min{n.m}) and r
positive real numbers λi (called Schmidt coefficients) {λi : λi > 0,
∑
λi = 1}
so that |φ〉 = ∑ri=1√λi |xi〉 |yi〉. If λi are distinct, |xi〉 , |yi〉 are unique up
to a phase.
Proof. Let {|ei〉}, {|fj〉} be orthonormal bases of Cn, Cm, so {|ei〉 |fj〉} is an
orthonormal basis of Cn.m. Assume |φ〉 = ∑i,j αi,j |ei〉 |fj〉, and rearrange
αi,j as a matrix α = [αi,j ] ∈ Mn×m. By Singular Value Decomposition
theorem, α = uσv where u = [us,t] ∈ Mn, v = [vk,l] ∈ Mm are unitary,
σ ∈Mn×m has only nonzero entries on its diagonal: λ1 ≥ λ2 ≥ ... ≥ λr > 0.
11
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By matrix multiplication: αi,j =
∑
k ui,kσkvk,j ; rearrange those terms by k,
we have: |φ〉 = ∑i,j αi,j |ei〉 |fj〉 = ∑k σk(∑i ui,k |ei〉) ⊗ (∑j vk,j |fj〉). Let
|xi〉 =
∑
i ui,k |ei〉, |yj〉 =
∑
j vk,j |fj〉, λk = σ2k then |φ〉 =
∑r
i=1
√
λi |xi〉 |yi〉.
Theorem 11. Schmidt rank
The number r in the Schmidt decomposition is called Schmidt rank. A state
vector is a product state iff its Schmidt rank is 1.
Schmidt rank of |φ〉 equals the rank of ρ1 = tr2(|φ〉 〈φ|)
Theorem 12. State |φ〉 is a product state iff ρ1 = tr2(|φ〉 〈φ|) (thus ρ2 =
tr1(|φ〉 〈φ|)) is a pure state.
Remark: If |φ〉 has Schmidt decomposition: |φ〉 = ∑λi |xi〉 |yi〉, then
ρ1 =
∑
λ2i |xi〉 〈xi| , ρ2 =
∑
λ2i |yi〉 〈yi|
Example 13. (Bell states) The 4 following Bell states in C2 ⊗ C2 are
entangled pure states:
|φ±〉 = 1√
2
(|0〉 |0〉 ± |1〉 |1〉); |ψ±〉 = 1√
2
(|0〉 |1〉 ± |1〉 |0〉)
Schmidt rank of |φ±〉 , |ψ±〉 is 2, so the Bell states are entangled.
Another way to see this is the reduced states of those Bell states, which are
not pure; this shows that Bell states can’t be product states.
Entanglement of mixed states
Definition 14. Density matrix ρ ∈ Cnm×nm is said to be
- a product state if ρ = (|φ〉 〈φ|)⊗ (|ψ〉 〈ψ|) for some |φ〉 ∈ Cn, |ψ〉 ∈ Cm,
- a separable state if ρ =
∑k
i λiρ
1
i ⊗ρ2i for some density matrices ρ1i ∈ Cn×n,
ρ2i ∈ Cm×m and probability distribution {λi : λi ≥ 0,
∑
λi = 1}.
- entangled otherwise.
Remark: The collection of separable density matrices are the convex hull
of product states.
Example 15. (Werner state) A Werner state ρc ∈ C2 ⊗C2 is Bell state
|ψ−〉 mixed with noise I4 = |00〉〈00|+|01〉〈01|+|10〉〈10|+|11〉〈11|4
ρc = c |ψ−〉 〈ψ−|+ (1− c)I4
4
=
1
4

1− c 0 0 −2c
0 c+ 1 0 0
0 0 c+ 1 0
−2c 0 0 1− c

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The proof for entanglement of Werner states ρc (when
−1
3 ≤ c ≤ 1) will be
shown in example 61.
2.2 Entanglement as a departure of Quantum Me-
chanics from Classical Physics
The mathematical definition of entanglement seems not bring much phys-
ical intuition, and this section will describe more physical aspects of this
phenomenon.
Entanglement of two particles is a special correlation between them that
cannot be described by classical physics. Firstly, we describe qualitatively
what this quantum correlation implies against classical intuition through
the thought experiment EPR. And then through CHSH inequalities, we will
have a quantitative bound that sets entanglement apart from local realistic
correlation in classical physics.
2.2.1 EPR paradox
In 1920s, when quantum mechanics was being in its early stage, strange
properties of quantum mechanics were not accepted widely yet. Einstein
was one of physicists that are skeptical about quantum measurement (i.e.
physical properties of a particle seems to not exist independently from ob-
server). In an attempt to force the classical physics viewpoint on quantum
mechanics, Einstein, Podolsky, Rosen (EPR) in Ref.[17] devised a thought
experiment, which in modern language was an entangled state, to show
quantum mechanics was not a complete theory.
EPR Experiment: Consider two entangled qubits at state:
|φ〉 = |00〉+ |11〉√
2
The first qubit is given to Alice, and the second to Bob, who is far away.
Alice and Bob measures their qubits at the same time with one of 2 observ-
ables:
σz = |0〉 〈0| − |1〉 〈1|
σx = |↗〉 〈↗| − |↘〉 〈↘|
(|↗〉 = |0〉+ |1〉√
2
, |↘〉 = |0〉 − |1〉√
2
)
According to quantum mechanics:
- If Bob measures the same observable with Alice: Bob’s resulting collapsed
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qubit is 100% surely the same as Alice’s resulting collapsed qubit.
For example, if (Alice, Bob)-observable is (σz, σz), the resulting collapsed
qubits are:
+ If Alice’s qubit is |0〉, Bob’s qubit is 100% surely |0〉.
+ If Alice’s qubit is |1〉, Bob’s qubit is 100% surely |1〉.
- If Bob’s measured observable is different from Alice’s: Bob’s resulting col-
lapsed qubit can only be predicted with probability 50%-50% (not 100% as
the previous cas).
For example if (Alice, Bob)-observable is (σz, σx), the resulting collapsed
qubits are:
+ If Alice’s qubit is |0〉, Bob’s qubit is: 50% |+〉, 50% |−〉
+ If Alice’s qubit is |1〉, Bob’s qubit is: 50% |+〉, 50% |−〉
So quantum mechanics predicts Bob’s resulting collapsed qubit surely in the
first case and vaguely in the second case. EPR believed this implied 2 pos-
sibilities:
- Either the Bob’s qubit in the second case acted deterministically as in the
first case, but quantum mechanics due to lack of some ”hidden variables”
predicted this as randomness.
- Or Alice’s choosing her observable to measure impacted Bob’s resulting
qubit instantaneously. (Remember that Alice and Bob are at distance and
they measure at the same time). And here came EPR’s paradox: trans-
mitting impact instantaneously obviously surpassed the light speed, which
contradicted Einstein’s relativity theory.
Negating instantaneous transmission of impact over a distance is called lo-
cality (which will be discussed further in the next section). EPR’s paper
gave rise to the search for ”local hidden variable” model that had the local-
ity viewpoint of classical physics but was able to describe strange phenomena
of quantum physics. However, Bell’s theorem (1964) proved such local hid-
den variable models couldn’t be consistent with entanglement phenomenon
of quantum physics. This shattered Einstein’s effort to force quantum me-
chanics into the framework of classical physics, and as we have seen, entan-
glement is the heart of the matter.
2.2.2 Local Realism with CHSH inequality
Quantum measurement and entanglement as seen in the previous section
contradict two intuition of classical physics:
- Realism: the value of a physical quantity describing a physical property is
independent of the measurement to read the value.
- Locality: an object is directly influenced only by its immediate surround-
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ing.
Bell’s theorem established a property of realism and locality. The following
result, derived by Clauser, Horne, Shimony and Holt (CHSH) in 1969, is a
simple form of Bell’s theorem.
(In the following thought experiment, we assume only local realism and it
has nothing to do with Quantum Physics.)
Set up: Assume there is a machine that, in each working session, sends one
object to Alice, one object to Bob. Alice is far away from Bob
Alice’s received object has 2 observables: Q, R.
Bob’s received object has 2 observables S, T.
Their values are ±1: Q,R, S, T ∈ {±1}
In each machine’s session, when Alice/Bob receives the object, they ran-
domly choose an observable Q or R/S or T to measure. Assume that they
measure at the same time.
Assumption:
- Realism: Assume the values of all observables Q,R of Alice’s object and
S, T of Bob’s object exist prior to a measurement. So Q,R, S, T exists
concurrently; this is different from Quantum Mechanics in that if we mea-
sure Q (or S) then R (or T) does not exists anymore. Hence, we can
model the probability for the system to have all 4 observables at values:
Q = q,R = r, S = s, T = t as a deterministic function p(q, r, s, t).
- Locality: Assume Alice’s measurement doesn’t affect Bob’s measurement,
so q, r, s, t above are independent variables.
Purpose: Calculate E(QS)+E(RS)+E(RT )−E(QT ) (E is the expected
value).
E(QS) + E(RS) + E(RT )− E(QT )
=
∑
q,r,s,t
p(q, r, s, t)qs+
∑
q,r,s,t
p(q, r, s, t)rs+
∑
q,r,s,t
p(q, r, s, t)rt−
∑
q,r,s,t
p(q, r, s, t)qt
=
∑
q,r,s,t
p(q, r, s, t)(qs+ rs+ rt− qt)
= E(QS +RS +RT −QT )
Now we estimate E(QS+RS+RT−QT ). Since Q,R = ±1 so (Q+R)S = 0
or (R−Q)T = 0, and hence (Q+R)S + (R−Q)T = ±2
|E(QS +RS +RT −QT )|
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= |
∑
q,r,s,t
p(q, r, s, t)(qs+ rs+ rt− qt)|
≤
∑
q,r,s,t
|p(q, r, s, t)(qs+ rs+ rt− qt)|
=
∑
q,r,s,t
p(q, r, s, t).2 = 2
So |E(QS) + E(RS) + E(RT )− E(QT )| ≤ 2 (CHSH inequality)
2.2.3 Entanglement and CHSH inequality
Now we do the quantum version of the experiment above.
Entanglement and CHSH inequality
Consider still the experiment but in the context of quantum particles instead
of classical objects. Also keep the assumption of local realism.
Assume in each working session, the machine produces two entangled par-
ticles:
|φAB〉 = |0
A〉 |1B〉 − |1A〉 |0B〉√
2
and then send the first qubit to Alice, the second to Bob.
Also the observables that Alice and Bob measures now are updated to the
quantum version:
Q = σz;R = σx;S = −σz + σx√
2
;T =
σz − σx√
2
The eigenvalues, i.e. the measurement results, of Q,R, S, T are ±1.
The expected values E(QS), E(RS), E(ST ), E(RT ) now become:
E(Q⊗ S) = 〈φAB|σz ⊗−σz+σx√2 |φAB〉 =
1√
2
E(R⊗ S) = 〈φAB|σx⊗−σz+σx√
2
|φAB〉 = 1√
2
E(S ⊗ T ) = 〈φAB| − σz+σx√
2
⊗ σz−σx√
2
|φAB〉 = 1√
2
E(R⊗ T ) = 〈φAB|σx ⊗ σz−σx√2 |φAB〉 = −
1√
2
Plugging them into the CHSH formula to yield:
|E(Q⊗ S) + E(R⊗ S) + E(R⊗ T )− E(Q⊗ T )| = 2
√
2  2
which contradicts to the CHSH inequality.
So one or both assumptions locality and realism is wrong, i.e. entanglement
is not a local realistic phenomenon.
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Separable states and CHSH inequality
Consider the experiment above, replace |φAB〉 by separable state
σ =
∑
i
piσ
(1)
i ⊗ σ(2)i
So in each working session, with probability pi, Alice receives a qubit at
state σ
(1)
i , Bob receive qubit at state σ
(2)
i . This is actually the classical case
we have considered above. In addition,
E(Q⊗S) = tr(Q⊗Sρ) =
∑
i
pitr((Q⊗S)(σ(1)i ⊗σ(2)i ))) =
∑
i
pitr(Qσ
(1)
i )tr(Sσ
(2)
i )
=
∑
i piE(Q)E(S)
This means measurement of Q and S are independent, i.e. obey locality.
Similarly, E(R ⊗ S), E(Q ⊗ T ), E(R ⊗ T ) And hence the case of separable
state satisfies the CHSH inequality as in the classical case.
So we have a criterion to detect separability of mixed state ρ. If it doesn’t
satisfy CHSH inequality, it is entangled.
Chapter 3
Entanglement as a resource
for Quantum Communication
3.1 Applications of entanglement
After the existence of entanglement is confirmed experimentally, from 1990s
interest in entanglement was shifted from the exposition of Quantum Me-
chanics to applications in communication. Entanglement was seen as the
resource for protocols in quantum information that surpass the classical
counterpart. Nowadays, many communication protocols exploiting quan-
tum entanglement have been realized experimentally.
3.1.1 Quantum Key Distribution
In classical communication, it is impossible to detect if the message ex-
changed between Alice and Bob is eavesdropped. Quantum communication
with protocols like BB84, E91 solves this problem completely.
Alice and Bob want to share a secret string, called a key (that will be used
to encrypt messages later). In protocol BB84 and E91, they exchange a
string of bits and then somehow randomly extract a substring as the key, so
they do not know the key they are sharing until the end of the process (and
hence this protocol cannot be used to transmit messages).
BB84 used orthogonal states and E91 used entangled states, which are more
difficult to implement; Bennett et al showed later that the two protocol
are equivalent. Here we present E91, which was the first communication
protocol making use of quantum entanglement.
Protocol 16. Protocol E91 (Ref. [30]) to establish a secret key
18
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with ability to detect eavesdropping
Quantum Phase:
- Step 1: Generate entangled state. Assume there is a source generat-
ing entangled 2 qubits at the Bell state |ψ〉 = |0〉|0〉+|1〉|1〉√
2
, and the first qubit
is given to Alice, and the second to Bob. The source and the transmission
is not secure; Eve can alter.
- Step 2: Randomly measuring. When receiving qubits, Alice and Bob
choose randomly 1 of the 3 following observables to measure (locally) their
qubits:
M0 = |0〉 〈0| − |3pi
6
〉 〈3pi
6
|
Mpi
6
= |pi
6
〉 〈pi
6
| − |4pi
6
〉 〈4pi
6
|
M 2pi
6
= |2pi
6
〉 〈2pi
6
| − |5pi
6
〉 〈5pi
6
|
where, for α ∈ {kpi6 , k = 0, .., 5}, |α〉 = cos(α) |0〉 + sin(α) |1〉 is the rotaion
of |0〉 by angle α.
Note that:
|ψ〉 = |0〉 |0〉+ |1〉 |1〉√
2
=
|pi6 〉 |4pi6 〉+ |4pi6 〉 |pi6 〉√
2
=
|2pi6 〉 |5pi6 〉+ |5pi6 〉 |2pi6 〉√
2
so after measurement, Alice and Bob’s resulting collapsed qubits will be one
of the 6 basis vectors |kpi6 〉 above. The measurement results of M0,Mpi6 ,M 2pi6
are λ0, λpi
6
, λ 2pi
6
∈ {−1,+1}
Alice and Bob encode their resulting qubits according to the following table:
Measured qubit |0〉 |1〉 |pi6 〉 |4pi6 〉 |2pi6 〉 |5pi6 〉
Encoded bit 0 1 0 1 0 1
- Step 3: Repeat step 1 and step 2 for as many times as needed (de-
scribed in the following); Alice and Bob now have a string of bits
Public Discussion phase:
- Step 4: Compare measurement. Alice and Bob discuss over a public
(classical) channel their choices observables, and separate the bits with the
same observables from the bits with different observables. The first substring
is called rejected key, which will be used to detect eavesdropping; the remain-
ing substring, which are called raw key, will be used to generate the secret
key.
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- Step 5: Detecting eavesdropping and Generating key.
Alice and Bob publicly use the rejected key to experimentally verify the CHSH
inequality. That is they need to cooperatively calculate
CHSH = |E(λ0λpi
6
) + E(λpi
6
λ 2pi
6
) + E(λ 2pi
6
λ0)− E(λpi
6
λpi
6
)|
Here E(λ kpi
6
λ lpi
6
) means the expected value of λ kpi
6
λ lpi
6
where λ kpi
6
, λ lpi
6
∈ {±1}
are the experimental results of measuring Mk,Ml.
- If Eve did not interfere, due to the entanglement of |φ〉: CHSH = 2√2.
The bits with same measurement from Alice and Bob should be the same,
and that will be the secret ket that they want to establish.
- If Eve eavesdropped one qubit (to Alice or Bob) by measuring it, Eve would
destroy entanglement totally, and Alice and Bob will have CHSH = 2 as in
the classical communication case. If Eve forged partially entangled state to
Alice and Bob, Eve would lower CHSH, which let Alice and Bob know her
presence.
3.1.2 Superdense coding
In order for Alice to send Bob two bits of information, Alice needs two
classical bits. For quantum communication, this can be done by only one
qubit as in the following protocol, propsed by Bennett and Weiner in 1992.
Protocol 17. Superdens Coding protocol (Ref. [31]) to transmit 2
informational bits with physically sending only one qubit
- Step 1 (Prepare): Initially, Alice and Bob share a Bell state, each one has
a qubit of the entangled couple:
|β00〉 = |00〉+ |11〉√
2
- Step 2 (Encoding): Alice locally transform her qubit (as following) and
then send her qubit to Bob. If Alice want to send Bob 00, 01, 10, 11, she
applies unitary transformations I, σx, σy, σz on her qubit. In other words,
Bob will receive:
Alice’s bits to send Transformation → Bob receive
00 I ⊗ I : |00〉+|11〉√
2
→ |00〉+|11〉√
2
= |β00〉
01 σx ⊗ I : |00〉+|11〉√2 →
|10〉+|01〉√
2
= |β01〉
10 σz ⊗ I : |00〉+|11〉√2 →
|00〉−|11〉√
2
= |β10〉
11 σxσz ⊗ I : |00〉+|11〉√2 →
|10〉−|01〉√
2
= |β11〉
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- Step 3 (Decode): Bob measure the both qubits by the Bell state basis
{|β00〉 , |β01〉 , |β10〉 , |β11〉}. The measurement result is deterministic: if Alice
sends Bob bits 00/01/10/11, Bob, after measurement, will receive those bits
exactly.
So Alice has to send only one qubit to convey two classical bits to Bob.
3.2 Entanglement Distillation
Entanglement is the heart of quantum information. Quantum communi-
cation protocols, like superdense coding, key distribution, often requires
distributing a pure state of maximal entanglement over a distance. There
are two requirements that technology cannot satisfy easily:
1) Distance. When 2 qubits are at distance, it is very experimentally im-
practical to perform operations on the both qubits globally. Alice and Bob
can only transform locally their own qubit; but they can communicate their
measurement result over a classical channel. This framework is called Local
Operations and Classical Communication.
2) Maximal entanglement. The imperfection of experimental apparatus and
noise during distant transmission often dilute the maximally entangled state
in a mixture of different quantum states; and one no longer has the maxi-
mal entanglement. And here comes the need to distill maximally entangled
states from a number of copies of the contaminated original entangled state.
3.2.1 Local Operations & Classical Communication and En-
tanglement Transformation
As said above, Local Operations and Classical Communication (LOCC) is
just a consequence of the limit of technology that does not allow practical
global operations on qubits at distance. However, theoretically, LOCC also
tells a lot about the nature of entanglement.
Firstly, local operations Ψ,Φ transforms a product state |x〉 ⊗ |y〉 to only a
product state Ψ |x〉⊗Φ |y〉. Local measurement and classical communication
can maket that state at most a separable state, but not an entangled state.
Conversely, LOCC can transform a separbale state into a product state. So
we have a new criterion for entanglement:
Definition 18. A state ρ is called entangled if there is no LOCC protocol
to transform some product state into ρ
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LOCC cannot transform a separable state into an entangled state, but
transforming an entangled state into another ”less” entangled state is pos-
sible. Nielsen in Ref. [15] showed a necessary and sufficient condition for
this.
Theorem 19. Entanglement conversion
Consider a bipartite quantum system at entangled states |φ〉 , |φ′〉 ∈ Cd. As-
sume |φ〉 , |φ′〉 have Schmidt decomposition:
|φ〉 =
d∑
i=1
√
λi |xi〉 |yi〉
|φ′〉 =
d∑
i=1
√
λ′i |x′i〉 |y′i〉
(For the notational convenience, assume Schmidt coefficients can be zero and
sorted in the ascending order:λ1 ≤ λ2 ≤ ... ≤ λd and λ′1 ≤ λ′2 ≤ ... ≤ λ′d.)
Then |φ〉 can be transformed into |φ′〉 via some LOCC if and only if |φ〉 is
more entangled than |φ′〉 in the following sense:
(λ1, λ2, ..., λd) ≺ (λ′1, λ′2, ..., λ′d)
(The majorization notation:∑k
i=1 λ
′
i ≤
∑k
i=1 λi, k = 1, 2, ..., n− 1 and
∑d
i=1 λi =
∑d
i=1 λ
′
i)
When d is large and all Schmidt coefficients λi, λ
′
i are non-zero, the proba-
bility for (λ1, λ2, ..., λd) ≺ (λ′1, λ′2, ..., λ′d) is extremely small. In other words,
when d is large, it is likely that LOCC cannot transform an arbitrary entan-
gled state into another entangled state.
This theorem suggests a way to define maximally entangled state.
Definition 20. State ρ is said to be a maximally entangled state if it can
be transformed via LOCC into any entangled state.
Example 21. State |φ〉 =
∑d
i=1|ei〉|ei〉
d ∈ Cd ⊗ Cd and other states resulting
from local unitary are maximally entangled states.
3.2.2 Entanglement distillation
Because maximally entangled states are needed for quantum communication
while noise often make those maximally entangled state less entangled, one
needs to distill entangled states into maximally entangled states via LOCC.
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LOCC cannot transform one entangled state into exactly another more
entangled state; but LOCC can transform many entangled state into the
maximally entangled state with some precision. In this section, we present
BBPSSW reccurence protocol (Ref. [10]), the first distillation protocol in
the history, proposed by Bennett et al, in 1996.
Protocol 22. BBPSSW Reccurence Protocol: Convert two copies of a
2-qubit mixed state ρAB into one Bell state: |Ψ−〉 = |01〉−|10〉√2 .
Setting up: Alice and Bob share two copies of ρ, named ρA1B1 , ρA2B2 such
that Alice hold qubits A1, A2, and Bob holds qubits B1, B2, so the initial state
of the whole system is ρA1B1 ⊗ ρA2B2.
Protocol:
Step 1: Twirling operation T = σ ⊗ σ.
Alice chooses randomly a Pauli map σ ∈ {σx, σy, σz, I2}) and tell Bob (through
a classical communication channel). Then, the both apply σ locally (on their
own qubit) on both ρA1B1 and ρA2B2, i.e. apply T = σ⊗σ on the whole sys-
tem.
Step 2: cNOT . Alice and Bob performs cNOT =

1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0
 on their
qubits, A1, B1 as the control qubits, A2, B2 as the target qubits.
Step 3: local measurement. Alice and Bob locally measure A2, B2 with ob-
servable σz, and then share their results (through a classical communication
channel). If their outcomes are different, the distillation fails, and both start
all over; otherwise, the process succeeds with resulting distilled state ρ′A1,B1
(made by qubits A1, B1)
Calculation in Ref. [10] shows that if the fidelity 1 of the original state
ρAB compared to |Ψ−〉 is F = F (ρAB, |Ψ−〉), then:
- The success probability P of the experiment
P = F 2 +
2
3
F (1− F ) + 5
9
(1− F )2
- The fidelity F
′
of the output state:
F
′
= F (ρ′A1,B1 , |Ψ−〉) =
F 2 + 19(1− F )2
F 2 + 23F (1− F ) + 59(1− F )2
1The fidelity is a measure of distance (though not a mathematical metric) between
quantum states. The fidelity of a mixed state ρ and a pure state |φ〉 is the overlap
between them: F (ρ, |φ〉) =√〈φ| ρ |φ〉
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Note that F = 1 ⇒ F ′ = 1, and calculus shows when F > 12 , F ′ > F , so
by repeating this protocol, one can increase F ′ arbitrarily high, but at the
same time, the success probability decreases (P → 0 when F ′ → 1). Also,
the larger F ′ is, the more qubits are sacrificed in the experiment.
3.2.3 Distillable and Bound entanglement
When an entangled state can be distilled into a maximally entangled state,
it’s called distillable; otherwise undistillable. Another name for undistillable
entangled states is bound entangled.
Example 23. Distillable entangled states
- Every entangled 2-qubit state is distillable. (Ref. [7])
- Every state violating the reduction criterion is distillable. (Ref. [24])
Example 24. Bound entanlged states
Every PPT state (not necessarily entangled) is undistillable. (Ref. [25])
Distillable states are the source for maximally entangled states that are
used in quantum communication, so they are obviously important. As to
bound entangled states, one needs pure entanglement to create a bound en-
tangled state, but after that, entanglement can’t be extracted from bound
states; so bound entangled states are useless?. Surprisingly, Ref. [8] shows
that some bound entangled states are needed for secure quantum key dis-
tribution.
Characterizing and Recognizing bound/distillable entangled states is a hard
and important problem.
3.3 Entanglement Quantification
As we have seen, entanglement is a resource for quantum communication, so
it’s natural to quantify this resource. Each perspective seeing entanglement
produces a measures to compare the amount of entanglement contained in
states. A number of measure for entanglement have been proposed: en-
tanglement of formation, entanglement cost/distillation, concurrence, neg-
ativity, distance measure, geometric measure; (Ref. [28] is a good survey
for those methods). Though different, those measures often satisfy some
intuitive criteria.
Axiom 25. Let ρ be an entangled (mixed) state, and E(ρ) be an entangle-
ment measurement. E should satisfy:
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(i) E(ρ) = 0 when ρ is separable.
(ii) E(ρ) is invariant under local evolution.
That is, if ρ is an entanglement of two particle 1, 2 that are locally unitarily
transformed by and U1, U2 (i.e. ρ→ U1 ⊗ U2ρU †1 ⊗ U †2), then:
E(ρ) = E(U1 ⊗ U2ρU †1 ⊗ U †2)
(iii) A LOCC Λ cannot increase entanglement: E(Λ(ρ)) ≤ E(ρ))
(iv) Entanglement measurement should be desirably additive:
E(ρ1 ⊗ ρ2) = E(ρ1) + E(ρ2)
This is very difficult; most of measures mentioned above cannot satisfy. so
one expects at least:
E(ρ⊗n) = nE(ρ)
3.3.1 Entropy and Entanglement of Formation
This method measures entanglement of a composite system through measur-
ing the disorder of its subsystem. The measure ”entanglement of formation”
is constructed through Shannon entropy, von Neuman entropy, entanglement
entropy and it’s convex roof.
Measure disorder of mixd states with von Neumann entropy
Recall Shannon entropy S(X) of a random variable X (with probability
distribution {pi}) is a measure of the disorder of X:
S(X) = −
∑
pilogpi
Von Neumann adapted Shannon entropy to quantum mechanics to measures
the disorder of a mixed state.
Consider mixed state ρ =
∑
λi |ui〉 〈ui| ∈Md (so λ > 0,
∑
λi = 1), the von
Neuman entropy of ρ, denoted by still S:
S(ρ) = −
∑
λilogdλi
(In the language of matrix function: S(ρ) = −Tr(ρlogdρ))
0 ≤ S(ρ) ≤ 1;
minS(ρ) = 0 when ρ is a rank-1 projection;
maxS(ρ) = 1 when ρ is the maximally mixed state λ1 = ... = λd =
1
d .
Measure entanglement by measuring disorder of subsystems
Consider a bipartite pure state vector ρ = |φ〉 〈φ| ∈ Cn⊗Cm, and we define
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entanglement entropy E of ρ: E(ρ) = S(ρ1) = S(ρ2)
Recall that if |φ〉 has Schmidt decomposition |φ〉 = ∑√λi |xi〉 |yi〉 then
ρ1 = tr2(ρ) =
∑
λi |xi〉 〈xi| , ρ2 = tr1(ρ) =
∑
λi |yi〉 〈yi|
⇒ E(ρ) = S(ρ1) = S(ρ2) = −
∑
λilogλi
So how mixed ρ1 (or ρ2) is decides how entangled ρ is.
0 ≤ E(ρ) ≤ 1
- When ρ1 is a pure state (least mixed) (ρ1 = |x〉 〈x|), ρ is a product state,
and its entanglement is minE(ρ) = 0.
- When ρ1 (ρ2) is maximally mixed, ρ is maximally entangled: maxE(ρ) = 1.
Entanglement measurement for mixed states
Finally, we extend by convex roof the definition above for a general mixed
state ρ. And we have the definition of entanglment of formation
F (ρ) = min{
∑
piE(|φi〉 〈φi|) : ρ =
∑
pi |φi〉 〈φi|}
(Note that density matrix ρ =
∑
pi |φi〉 〈φi| may have more than one de-
composition {pi, |φi〉})
It’s easy to show entanglement of formation satisfies properties i), ii), and
Ref. [12] proves property iii) of the axiom 25.
Ref. [26] presented a noted result. In classical information theory which is
also everyday’s intuition, the uncertainty/disorder (described by Shannon
entropy) of two-particle system is always greater than that of single particle
system. However, Ref. [26] shows the opposite. When a bipartite system is
entangled, the entropy of the component particle is greater than the entropy
of the whole system.
3.3.2 Entanglement cost and distillation
This method measures entanglement of given state ρ in the context of dis-
tilling/extracting ρ to/from Bell states.
Definition 26. Entanglement cost of state ρ, denoted by Ec(ρ), is the
minimal ratio between the number of input Bell states and number of output
copies of ρ in LOCCs to extract ρ:
Ec(ρ) = inf{limm→∞ nm : n ∈ N such that there exists a LOCC to transform
n Bell states to m copies of ρ}
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Definition 27. Entanglement distillation of state ρ, denoted by Ed(ρ),
is the maximal ratio between number of input copies of ρ and the number of
output Bell states in LOCCs to distill Bell states:
Ec(ρ) = sup{limn→∞mn : m ∈ N such that there exists a LOCC to transform
n Bell states to m copies of ρ}
Ref. [12] shows that when ρ is a pure state, both entanglement cost and
entanglement distillation equals the von Neuman entropy of the reduced
state ρ1:
Ed(ρ) = Ec(ρ) = S(ρ
1)
In general, from the definition, Ed(ρ) ≤ Ec(ρ)
Bound entangled states mentioned in the previous section has entanglement
distillation zero.
3.3.3 Distance measure
A way to measure how entangled state ρ is is by measuring how far away ρ
is from the set of separable states.
Let d(ρ1, ρ2) be a distance measure between two (mixed) states ρ1, ρ2. En-
tanglement measure D of state ρ is defined to be:
D(ρ) = inf{d(ρ, σ) : σ is separbale}
Relative Entropy of Entanglement
Ref. [32] proposed using von Neuman entropy to define Relative Entropy
distance:
dRE(ρ1, ρ2) = Tr(ρ2(logρ1 − logρ2)) =
∑
i
λi(log2λi − log2µi)
where λi, µi are eigenvalues of ρ, σ
Ref. [32] also shows that the corresponding entanglement measure, called
Relative Entropy of entanglement, DRE(ρ) = inf{dRE(ρ, σ) : σ is separbale}
satisfies all conditions of axiom 25.
Hilbert Schmidt measure
The Hilbert-Schmidt distance between two matrices that we have been using
||ρ1− ρ2|| = tr((ρ1− ρ2)2) is convenient but it has been still not clear if the
induced entanglement measure: DHS(ρ) = min||ρ− σ|| satisfies iii) and iv)
of axiom 25.
Ref. [32] pointed out a sufficient condition for distance measures d to induce
an entanglement measure satisfying iii), iv) of axiom 25:
d(Ψρ1,Ψρ2) ≤ d(ρ1, ρ2)
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for any quantum operation Ψ and any ρ1, ρ2.
Ref. [33] conjectured that Hilbert-Schmidt distance measure satisfied this
sufficient condition.
3.3.4 Robustness of Entanglement
Another way to quantify entanglement is quantify how much noise should
be added to a state so that it becomes a separable state.
Assume state ρ is mixed with noise ζ as σ = 11+sρ+
s
1+sζ (where s ≥ 0).
(Ref. [34]) The Relative Robustness of Entanglement R of ρ with respect to
noise ζ is defined to be:
Rζ(ρ) = min{s : ρ+ sζ
1 + s
is separable}
The noise ζ is often a separable state; the most common one is the maximal
noise I =
∑ |ei〉 〈ei|.
Geometrically, the mixture σ = ρ+sζ1+s lies on the line segment going through
separable state σ and entangled state ρ, and Rζ(ρ) tells when this line crosses
the border of the set of separable states.
The Generalized Robustness of Entanglement R of ρ is:
R(ρ) = min{Rζ(ρ) : ζ}
Chapter 4
Positive Maps
As we will see in chapter 5, the problem of detecting entanglement is equiva-
lent to classifying positive maps, so it is worth digging in this mathematical
topic here.
4.1 Positive maps from viewpoint of physics
Positive maps are a topic in operator theory (pure math), and they have
been developed merely as mathematical abstraction. Quantum physics with
its postulates basing on linear algebra naturally has found positive maps as
a good tool. Here we see this concept as the need of physics.
Quantum operation
In physics, a quantum operation is an operator that transforms a quantum
state to a quantum state. We consider mixed states, so this quantum op-
erator should transform a density matrix to a density matrix, and hence
must (1) be linear; (2) transform a positive semidefinite matrix to a positive
semidefinite matrix; (3) preserves trace. The available math tools that fits
this need is positive maps, defined as following.
Positive maps
Definition 28. A linear map φ : Mn →Mn is said to be:
- positive if it transforms positive semidefinite matrices to positive semidef-
inite matrices.
- Hermicity-preserving if it transforms Hermitian matices to Hermitian ma-
trices. Equivalently, φ(A)∗ = φ(A∗)
- trace-preserving if tr(φ(ρ)) = tr(ρ)
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Remark 29. A positive map is Hermicity-preserving.
Example 30. Transposition map: T : A 7→ At is both positive and trace-
preserving.
Example 31. Reduction map: R : Mn →Mn(C); ρ 7→ tr(ρ)In−ρ is positive
but not trace-preserving.
Extend a positive-map
Let HA be a system undergoing quantum operation φ. Suppose system HA
is at state ρA, and one adds another system HB at state ρB to HA. So now
one has a bipartite system HBA at state ρB ⊗ ρA. Naturally, the quantum
operation is extended to id⊗φ onHBA so that (id⊗φ)(ρB⊗ρA) = ρB⊗φ(ρA),
and this extended operator still needs to be positive. A quantum operator
ρ needs to be positive for all extension HB, i.e. all dimension of HB. And
here comes the definition:
Definition 32. Linear map φ : Mn →Mm is said to be:
- k-positive if Ik ⊗ φ is positive.
- completely positive if Ik ⊗ φ is positive for every k.
- a quantum operation if φ is completely positive and trace-preserving
Note that every matrix M ∈Mk(C)⊗Mn can be written as
A =
∑
Ai ⊗Bi, Ai ∈Mk(C), Bi ∈Mn
so Ik ⊗ φ can be defined linearly through (Ik ⊗ φ)(A⊗B) = A⊗ φ(B)
Remark 33. If a map is (k+1)-positive, it is k-positive; the inverse is not
true.
Example of k-positive maps
Example 34. Transpose map φ : Mn → Mn;φ(A) = At is positive, but
not 2-positive.
Proof. We point out a matrix A disproving the positivity of Id2 ⊗ φ on
M2 ⊗Mn:
A =
(
E11 E12
E21 E22
)
, where Eij ∈Mn has 1 at (i, j)-entry and 0 elsewhere.
A is positive semidefinite (Hermitian with only eigenvalues 0, 1), but
(Id2 ⊗ φ)(A) =
(
E11 E12
E21 E22
)
is not positive semidefinite since it has a prin-
cipal matrix
(
E11 E12
E21 E22
)
, which is indefinite.
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Example 35. (Ref. [16]) For n > 1, map φ : Mn → Mn is (n-1)-positive
but not n-positive.
Examples of quantum operations
Example 36. Unitary Evolution. The evolution of a closed quantum
system at mixed state ρ(t) at time t to state ρ(t′) at time t′, ρ(t) 7→ ρ(t′) =
Uρ(t)U∗ is completely positive and trace-preserving.
Example 37. Measurement. The measurement of observable H =
∑
i λi |xi〉 〈xi|
transforming: ρ 7→ ∑i 〈xi| ρ |xi〉 |xi〉 〈xi| is a completely positive and trace-
preserving.
4.2 Choi matrix and Jamiolkowski isomorphism
There are seveal ways to represent a linear map by a matrix. The Choi rep-
resentation matrix in the following plays an important role in characterizing
the k-positivity of a linear map.
Notation: Let {|ei〉 : 1 ≤ i ≤ n} be the canonical basis for Cn, then
{Eij = |ei〉 〈ej | : 1 ≤ i, j ≤ n} is the canonical basis for Mn.
Definition 38. Given linear map φ : Mn →Mm, define Choi matrix C(φ) ∈
Mn.m of φ by:
C(φ) = [φ(Eij)]1≤i,j≤n
Equivalently, C(φ) =
∑n
i,j=1Eij ⊗ φ(Eij) = (In ⊗ φ)(|e+〉 〈e+|)
where |e+〉 =
∑n
i=1 |ei〉 |ei〉
Remark 39. The Choi matrix of a Hermicity-preserving map is Hermi-
tian. If the map is positive, then its Choi matrix is not necessarily positive
semidefinite.
Examples of Choi matrices for some linear maps will be given in example
45, example 46, example 47.
Theorem 40. Jamiolkowski isomorphism.
The map J : L(Mn,Mm)→Mn.m;φ 7→ C(φ) is an isometric linear isomor-
phism.
Its inverse is J−1 : Mn.m → L(Mn,Mm);A = [Aij ]1≤i,j≤n 7→ φ where
φ(Eij) = Aij, or equivalently, φ(X) = tr1(A(X
T ⊗ Im)) for every X ∈Mn.
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4.3 Characterization of k-positive maps
Recall: The inner product on the matrix space is: 〈A|B〉 = tr(A∗B)
Given linear map φ : Mn → Mm, its dual map is the map: φ∗ : Mm → Mn
determined uniquely from the equation: 〈B|φ∗(A)〉 = 〈φ(B)|A〉
Notation: Let Sk(n,m) = {
∑k
i=1 |xi〉 |yi〉 : |xi〉 ∈ Cn, |yi〉 ∈ Cm}
= {|φ〉 ∈ Cn.m : |φ〉 has Schmidt rank ≤ k}
Theorem 41. Characterization of k-positive maps.
Linear map φ : Mn → Mm is k-positive if and only if 〈z|C(φ)z〉 ≥ 0 ∀ |z〉 ∈
Sk(n,m)
Proof. We prove for the case k = 1
φ ≥ 0⇔ φ(A) ≥ 0 for all A = ∑i λi |xi〉 〈xi| , |xi〉 ∈ Cn, λi ≥ 0
⇔ φ(|x〉 〈x|) = ∑i,j 〈x|ei〉 〈ej |x〉φ(|ei〉 〈ej |) ≥ 0, ∀ |x〉 = ∑k 〈ek|x〉 |ek〉 ∈ Cn
⇔∑i,j [〈x| (|ei〉 〈ej |) |x〉]⊗[Imφ(|ei〉 〈ej |)Im] ≥ 0, ∀ |x〉 = ∑k 〈ek|x〉 |ek〉 ∈ Cn
⇔ (〈x| ⊗ Im)C(φ)(|x〉 ⊗ Im) ≥ 0 for all |x〉 ∈ Cn
⇔ 〈y| (〈x| ⊗ Im)C(φ)(|x〉 ⊗ Im) |y〉 ≥ 0 for all |x〉 ∈ Cn, |y〉 ∈ Cm
⇔ 〈y| 〈x|C(φ) |x〉 |y〉 ≥ 0 for all |x〉 ∈ Cn, |y〉 ∈ Cm
⇔ 〈z|C(φ) |z〉 ≥ 0 for all |z〉 ∈ S1
When k ≥ 1, replacing φ by Ik ⊗ φ in the result of k = 1 plus some algebra
we will get the result.
Theorem 42. (The case k = 1 in theorem 41)
A matrix A ∈Mn ⊗Mm is called block-positive if 〈x| 〈y|A |x〉 |y〉 ≥ 0 for all
|x〉 ∈ Cn, |y〉 ∈ Cm. Matrix A is block-positive if and only if A is Hermitian,
and blocks of A are positive semidefinite, i.e. if A = [Ai,j ]1≥i,j≥n, Aij ∈Mm
then Aij are positive semidefinite.
Linear map φ : Mn →Mm is positive if and only if C(φ) is block-positive.
Theorem 43. k-positivity of dual maps:
Linear map φ : Mn → Mm is k-positive iff its dual φ∗ : Mm → Mn is
k-positive.
Theorem 44. (Characterization for completely positive maps)([16])
Let φ : Mn →Mm be a linear map, the followings are equivalent:
i) φ is completely positive
ii) φ is d-positive where d = min(n,m)
iii) Choi matrix C(φ) of φ is positive semidefinite
iv) φ admits an operator-sum representation i.e. there exists Fl ∈ Mm×n
(called Choi-Krauss operators) such that φ(A) =
∑
l FlAF
∗
l ,∀A
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Proof. (i) ⇔ (ii) ⇔ (iii): This is merely theorem 41 applied for every k
with a note that Sn(n,m) = Sm(n,m) = Cn.m
(iii) ⇒ (iv):
Assume C(φ) is positive semidefinite, so C(φ) = |f1〉 〈f1| + ... + |fr〉 〈fr|
for some |fl〉 ∈ Cmn, 1 ≤ l ≤ r. Rewrite |fl〉 as stacked column vectors
|fl〉 =

vl1
vl2
...
vln
 ∈ Cm.n where vlj ∈ Cm, (j = 1, .., n).
Set matrices Fl =
[
vl1 vl2 ... vln
] ∈Mm×n, so F ∗l =

v∗l1
v∗l2
...
v∗ln
 ∈Mn×m
C(φ) = [φ(Eij)]i,j =
r∑
l=1
|fl〉 〈fl| =
r∑
l=1
[vliv
∗
lj ]i,j
so φ(Eij) =
∑r
l=1 vliv
∗
lj . On the other hand,
FlEijF
∗
l = (Fl |ei〉)(〈ej |F ∗l ) = vliv∗lj
so φ(Eij) =
∑r
l=1 FlEijF
∗
l . {Eij} is a basis, the linearity yields full result of
(iv).
(iv) ⇒ (i):
Assume φ(A) =
∑r
l=1 FlAF
∗
l . Consider positive semidefinite matrix
X = [Xij ]ij ∈Mkn where Xij ∈Mn and φk = Ik ⊗ φ : Mkn →Mkm
φk(X) = [φ(Xij)]ij = [
∑r
l=1 FlXijF
∗
l ]ij
=
∑r
l=1 diag(F
∗
l , .., F
∗
l )
∗[Xij ]ijdiag(F ∗l , .., F
∗
l )
⇒ 〈z|φk(X)|z〉 =
∑r
l=1 〈zdiag(F ∗l , .., F ∗l )|X|diag(F ∗l , .., F ∗l )z〉 ≥ 0
since X is positive semidefinite. This is true for every k, so (i) holds.
This theorem gives us a very easy way to check the complete positivity
of a map: checking if its Choi matrix is positive semidefinite.
Example 45. (Trace map) Tr : Mn → Mn;A 7→ 1n tr(A)In is unital and
completely positive. Indeed, C(Tr) = 1nIn2 is positive definite.
Choi-Krauss operators of Tr are {Ei,j = |i〉 〈j|}:
Tr(A) =
1
n
∑
i
Ei,jAEj,i∀A
Example 46. (Transpose map) T : Mn → Mn;A 7→ AT is positive but
not 2-positive (see example 34), thus not completely positive. Another way
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to see this is to check the Choi matrix of T : C(T ) = 1n
∑
i,j |ei〉 〈ej |⊗|ej〉 〈ei|.
It is a Hermitian matrix. It has principal submatrix
[
0 1
1 0
]
that has negative
eigenvalue −1, so it is not positive semidefinite.
Example 47. (Reduction map) R : Mn →Mn; ρ 7→ tr(ρ)In−ρ is positive
but not completely positive.
Proof. Consider Choi matrix: C(R) = In2 − E where
E =
∑n
i,j=1Ei,j ⊗ Ei,j = n |ζ〉 〈ζ|, where |ζ〉 =
∑n
k=1
|ek〉|ek〉√
n
.
E has one eigenvalue n (and n− 1 eigenvalues 0), so C(R) has one negative
eigenvalue 1−n (and n−1 eigenvalues 1), and hence not positive semidefinite,
which makes R not completely positive.
To prove R is positive, consider ∀ |x〉 , |y〉 ∈ Cn
〈x| 〈y|C(R) |x〉 |y〉 = 〈x|x〉 〈y|y〉 −∑k,l 〈x|ek〉 〈y|ek〉 〈el|x〉 〈el|y〉
= 〈x|x〉 〈y|y〉 − | 〈x|y〉 |2 ≥ 0, by Cauchy-Schwars inequality.
So by theorem 41, R is positive.
Example 48. (Quantum evolution) Quantum evolution of state ρ: ρ→
UρU is already Choi-Krauss representation, so it must be completely posi-
tive.
Theorem 49. Complete positivity of dual maps
φ is completely positive iff its dual φ∗ is completely positive; φ has operator-
sum represenatation φ(A) =
∑
j FjAF
∗
j iff φ
∗ has operator-sum representa-
tion φ(A)∗ =
∑
j F
∗
j AFj. Furthermore, φ is unital (trace-preserving) iff φ
∗
is trace-preserving (unital).
Chapter 5
Entanglement Detection
Entanglement is important in quantum communication; how to detect it?
- Given a pure state vector |x〉 ∈ Cn ⊗ Cm, the question whether |x〉 is
entangled is answered completely by Schmidt decomposition.
However, due to noise, one works with mixed state matrces most of the time.
- Given a mixed state (density matrix) ρ ∈ Mn ⊗Mm, is it possible to
express ρ =
∑
i piρ
1
i ⊗ρ22 where ρ1i ∈Mn, ρ2i ∈Mm are density matrices, and
pi > 0,
∑
pi = 1? There have been so far no definite method, both math-
ematically and experimentally, to recognize all the bipartite entanglement,
much less multi-partite entanglement.
Survey Ref. [27] [5] lists a number of methods to detect some specific
classes of entangled states. In chapter 2, 3, We have presented CHSH’s
inequalities, which are both a theoretical and an experimental method to
detect entanglement. In this chapter we present some more methods. The
most important result is showing entanglement has a closed connection to
positive maps in operator theory.
5.1 Entanglement Witness
This section presents a method not only mathematical, but also experimen-
tal. One detects entanglement of a state by directly measure an observable,
called entanglement witness on that state.
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5.1.1 Entanglement witness is an observable
Recall that the expected value of outcomes in measuring observable H of
a system at state µ is tr(Hµ). Using this quantity tr(Hµ) to separate
entangled state ρ from separable states σ, one naturally has the following
concept:
Definition 50. (Entanglement witness) Observable (Hermitian opera-
tor) H ∈Mn ⊗Mm is called an entanglement witness if:
- tr(Hσ) ≥ 0 for all separable states σ
- tr(Hρ) < 0 for some entangled state ρ
And one says this entanglement witness detects entangled state ρ.
Theorem 51. (Ref. [6])
Every entangled state ρ has an entanglement witness H detecting it.
In other words, state ρ ∈ Mn ⊗Mm is separable if and only if tr(Wρ) ≥ 0
for all entanglement witness ρ ∈Mn ⊗Mm
Proof. The theorem is a corollary of Hahn-Banach separation theorem.
Hahn-Banach separation theorem: Let X be a Banach space and S be
a convex compact set in S. Let ρ be a point in X but outside S, then there
exists a linear functional f and a number β such that: f(σ) ≤ β ≤ f(ρ) for
all σ ∈ S
Apply this theorem for the convex compact set S of separable states and
entangled state ρ: β − f(ρ) ≤ 0 ≤ β − f(σ). Remember that we are using
norm ||A|| = √tr(A∗A). There is some A such that the linear functional f
can be written as f(B) = tr(A∗B) for all B. Rewrite
β − f(ρ) = tr(βIρ)− tr(Aρ) = tr((βI −A)ρ) ≤ 0
β − f(σ) = tr(βIσ)− tr(Aσ) = tr((βI −A)σ) ≤ 0
The convexity of S makes the the first inequality a strict inequality. Then
H = βI −A is the witness detecting ρ.
When one construct an entanglement witness as an experimental ob-
servable, there are two concerns: i) the entanglement witness should be
robust to noise ii) the entanglement witness should be easily implemented
in experiment. The following example satisfies those both requirements.
Example 52. (Ref. [29])(Construct a practical entanglement wit-
ness detecting entanglement of a unknown state) Consider entan-
gled state ρc, which is a mixture of pure state |φ〉 = a |01〉 + b |10〉 (a, b >
CHAPTER 5. ENTANGLEMENT DETECTION 37
0, a2 + b2 = 1) and maximal noise I4 =
|00〉〈00|+|01〉〈01|+|10〉〈10|+|11〉〈11|
4
ρc = c |φ〉 〈φ|+ (1− c)I4
4
=
1
4

1− c 0 0 0
0 1− c+ 4ca2 4cab 0
0 4cab 1− c+ 4cb2 0
0 0 0 1− c

0 ≤ c ≤ 1
Here we have assumed a little about the form of state ρc with c, a, b unknown,
and we will construct a entanglement witness W as an observable detecting
ρc such that W does not depend on c, a, b.
ρΓ2c =
1
4

1− c 0 0 4cab
0 1− c+ 4ca2 0 0
0 0 1− c+ 4cb2 0
4cab 0 0 1− c
 has the smallest eigen-
value λ = 1−c4 − cab with corresponding eigenvector |ψ 〉 = |00〉−|11〉√2 .
Set W = (|ψ 〉 〈ψ |)Γ2 = 12

1 0 0 0
0 0 −1 0
0 −1 0 0
0 0 0 1
.
Example 56 will show W is an entanglement witness detecting ρc if ρ
Γ2
c ≥ 0
i.e. λ < 0⇔ c > 11+4ab
With the mathematical formula of W above, it is not easy to implement W
as a practical observable due to the limit of apparatus. In reality, it is diffi-
cult to perform a measurement of an observable on both qubits; instead, one
wants to perform measurement locally on separate qubits; and observables
that can be used are often σx, σy, σz, etc. So one needs to convert W into
form of local observables. For example W can be rewritten in the following
form, which can be easily implemented in experiement:
W =
1
4
(I2 ⊗ I2 + σz ⊗ σz − σx ⊗ σx − σy ⊗ σy)
This form is also shown to be using least local measurements.
5.1.2 Entanglement Witness and Positive Maps
Notation: recall Choi matrix C(φ) of linear map φ.
Theorem 53. Linear map φ : Mn →Mm is positive if and only if tr(C(φ)σ) ≥
0 for all separable state σ ∈Mn⊗Mm. Moreover, φ is positive but not com-
pletely positive if and only if C(φ) is an entanglement witness.
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Proof. If σ is separable, σ =
∑
k pkσ
A
k ⊗ σBk =
∑
i,j λij |xi〉 〈xi| ⊗ |yj〉 〈yj |
where |xi〉 ∈ Cn, |yj〉 ∈ Cm, λij ≥ 0,
∑
i,j λij = 1, so it is sufficient to prove
for the case σ = |x〉 〈x| ⊗ |y〉 〈y|. This can be seen easily from:
tr(C(φ) |x〉 〈x| ⊗ |y〉 〈y|) = 〈x| 〈y|C(φ) |x〉 |y〉
=
∑
ij
〈x| 〈y| (|ei〉 〈ej | ⊗ φ(|ei〉 〈ej |)) |x〉 |y〉
=
∑
ij
〈x| |ei〉 〈ej | |x〉 〈y|φ(|ei〉 〈ej |) |y〉
=
∑
ij
〈y|φ(〈x| |ei〉 〈ej | |x〉 |ei〉 〈ej |) |y〉
= 〈y|φ(|x〉 〈x|) |y〉 ≥ 0⇔ φ ≥ 0
(5.1)
Moreover, when φ is positive but not completely positive, by theorem 44,
there exists |u〉 ∈ Cn ⊗ Cm such that 〈u|φ |u〉 = tr(φ |u〉 〈u|) < 0 so C(φ) is
an entanglement witness. The other direction is easy.
Entanglement witness H ∈ Mn ⊗Mm is a Hermitian matrix, so by the
Jamiolkowski isomorphism (theorem 40), H is the Choi matrix of a positive
map φ determined uniquely by:
φ : Mn →Mm;X 7→ φ(X) = tr1(A(XT ⊗ Im))
So theorem 53 can be restated as:
Theorem 54. H is an entanglement witness if and only if it is the Choi
matrix of a positive but not completely positive map.
Recall: Matrix H ∈Mn⊗Mm is called positive semidefinite if 〈z|H |z〉 ≥
0 for all |z〉 ∈ Cn.m. It is called block-positive if 〈z|H |z〉 ≥ 0 for all |z〉 =
|x〉 |y〉 where |x〉 ∈ Cn, |y〉 ∈ Cm.
Theorem 55. (Block-positivity of entanglement witness) A matrix
is an entanglement witness if and only if it is block-positive but not positive
semidefinite.
Proof. Apply theorem 42 and theorem 54.
5.1.3 Convert other separability criteria into entanglement
witness
Theoretically, if a method detecting an entangled state can be converted into
an entanglement witness and that witness in its turn can be converted into
CHAPTER 5. ENTANGLEMENT DETECTION 39
observables that can be implemented in a lab, then original method have
potential to be implemented experimentally. In this section we construct
entanglement witnesses for some separability criteria in following sections.
Example 56. (Entanglement witness for a non-PPT state)
Let σ be a non-PPT entangled state, so σΓ2 has a negative eigenvalue λ
with corresponding eigenvector |u〉. We show that W = (|u〉 〈u|)Γ2 is an
entanglement witness detecting σ.
Proof. We use a property of partial transposition: tr(XY Γ2) = tr(XΓ2Y )
(This can be easily proven in the case when X = A⊗ B, Y = C ⊗D, from
here the result can be extended fully through the linearity.)
Apply this,
tr(Wσ) = tr((|u〉 〈u|)Γ2σ) = tr(|u〉 〈u|σΓ2) = λ < 0
For a separable state ρ, it is PPT: ρΓ2 is a positive semidefinite, so
tr(Wρ) = tr(|u〉 〈u| ρΓ2) = tr(〈u| ρΓ2 |u〉) ≥ 0
This method above can be generalized as follow:
If entangled state ρ can be detected by a PnCP map φ (see section 5.2) then
Hermitian matrix (I ⊗φ)(ρ) must have a negative eigenvalue λ < 0. Let |u〉
be an corresponding eigenvector, and
W = I ⊗ φ∗(|u〉 〈u|)
where φ∗ is the adjoint map of φ, i.e. is determined uniquely from equation:
tr(φ∗(E)F ) = tr(Eφ(F )) for all matrices E,F .
Example 57. (entanglement witness for a CCNR-entangled state)
Let σ be an entangled state that violates CCNR criterion. Assume that, by
the Schmidt decomposition on the real vector space of Hermitian matrices
with Hilber-Schmidt inner product, σ is decomposed as:
σ =
∑
k
λkSk ⊗ Tk
where {Sk} ⊂Mn, {Tk} ⊂Mm are orthonormal sets.
Set W = I −∑rk=1 Sk ⊗ Tk, then it is a witness detecting σ.
Proof. For entangled σ:
tr(Wσ) = tr[(I −
r∑
k=1
Sk ⊗ Tk)σ] = tr(σ)− tr(
∑
k
Sk ⊗ Tk(
∑
l
λlSl ⊗ Tl))
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tr(Wσ) = 1− tr(
∑
l
λlSlSl ⊗ TlTl) = 1−
∑
l
λl
so tr(Wσ) < 0 since σ is CCNR-entangled.
Consider a separable state ρ.
Extend the sets {Sk}, {Tk} to orthonormal bases of Mn,Mm, and rewrite:
ρ =
∑
i,j µi,jSi ⊗ Tj
Also, Schmidt-decompose ρ: ρ =
∑
t αtGt ⊗Ht
By the Schmidt decomposition process, {αt} are singular values of [µi,j ].
Since the trace is less than or equal the sum of singular values, we have:∑
i µi,i ≤
∑
t αt
Now consider tr(Wρ):
tr(Wρ) = tr[(I −
r∑
k=1
Sk ⊗ Tk)ρ] = tr(ρ)− tr(
∑
k
Sk ⊗ Tk(
∑
i,j
µi,jSi ⊗ Tj))
= 1−
∑
i
µi,i ≥ 1−
∑
t
αt
Since ρ is separable,
∑
t αt ≤ 1 by CCNR criterion; so, tr(Wρ) ≥ 0
Example 58. (entanglement witness for a range-criterion-entangled
state)
Let σ be an entangled edge state that is detected by the range criterion. Let
P,Q be the orthogonal projector on the kernel space of σ, σΓ2 respectively,
i.e. Pσ = 0, QσΓ2 = 0
Construct W = Wσ − cI, where:
c = inf|u〉,|v〉 〈u| 〈v|Wσ |u〉 |v〉 ,Wσ =
P +QΓ2
tr(P +Q)
then W is an entanglement witness detecting σ
Proof. Indeed, W is block-positive (see section 5.1.2)
〈u| 〈v|W |u〉 |v〉 = 〈u| 〈v|Wσ |u〉 |v〉 − c ≥ 0
And also W detects σ: tr(Wσ) = a(tr(Pσ) + tr(QσΓ2)− c = −c
since Pσ = QσΓ2 = 0
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5.2 Positive but not Completely Positive maps
5.2.1 Entanglement and PnCP maps
Horodecki’s in their celebrated paper (Ref. [6]) showed that the separabil-
ity problem is equivalent to classifying positive but not completely positive
(PnCP) maps. Here we present the proof for this through language of en-
tanglement witness.
Theorem 59. (Horodecki criterion)
Let ρ be a state in Mn ⊗Mm. The followings are equivalent.
i) ρ is separable
ii) tr(Wρ) ≥ 0 for all entanglement witness W ∈Mn ⊗Mm
iii) for any given k and all positive maps φ : Mm →Mk, (In ⊗ φ)(ρ) ≥ 0.
In other words, ρ is entangled if there is some PnCP map φ such that (In⊗
φ)(ρ)  0, or there is some entanglement witness W detecting it (tr(Wρ) <
0).
Proof. (i) ⇔ (ii): theorem 51
(i) ⇒ (iii): easy.
(iii) ⇒ (ii): For every positive map φ : Mm →Mk:
0 ≤ (Id⊗ φ)(ρ)
⇒ 0 ≤ 〈e+| (Id⊗φ)(ρ) |e+〉 = tr(|e+〉 〈e+| (Id⊗φ)(ρ)) = tr((Id⊗φ)†(|e+〉 〈e+|)ρ)
= tr((Id⊗ φ†)(|e+〉 〈e+|)ρ) (we are using inner product: 〈A|B〉 = tr(A†B))
Here, |e+〉 =
∑
i |ei〉 |ei〉 ∈Mm ⊗Mk.
Note that (Id⊗ φ†)(|e+〉 〈e+|) is exactly C(φ†) - the Choi matrix of φ†.
Since φ is positive, φ† is positive, and hence C(φ†) is an entanglement wit-
ness. Any entanglement witness can be the Choi matrix of a positive map
by Jamiolkowski isomorphism theorem.
5.2.2 Positive Partial Transpose criterion
As proven in the previous section, Transpose is a PnCP map. Plugging
Transpose map into Horodecki criterion yield Partial Transpose Γ2:
(In ⊗ T )(ρ) = ρΓ2
Calculating partial transpose of a matrix is easy, so this method is very
practical. Historically, Asher Peres was the first one that discovered the
partial transpose method (Ref. [9]).
Theorem 60. (Positive Partial Transpose (PPT) criterion)
If state ρ ∈Mn⊗Mm(n,m > 1) is separable then ρΓ2 is positive semidefinite
(in other words, has positive partial transpose).
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Example 61. Werner state ρc ∈ M2 ⊗M2, a mixture of Bell state |ψ−〉 =
|01〉−|10〉√
2
and maximum noise I4 =
|00〉〈00|+|01〉〈01|+|10〉〈10|+|11〉〈11|
4 , is entangled
when 13 < c ≤ 1
ρc = c |ψ−〉 〈ψ−|+ (1− c) I44 = 14

1− c 0 0 0
0 c+ 1 −2c 0
0 −2c c+ 1 0
0 0 0 1− c

Indeed, ρΓ2c is Hermitian, and has one eigenvalue λ =
1−3c
4 , three positive
eigenvalues µ = 1+c4 . When c >
1
3 , λ < 0, ρ
Γ2
c is not positive semidefinite.
ρΓ2c =
1
4

1− c 0 0 −2c
0 c+ 1 0 0
0 0 c+ 1 0
−2c 0 0 1− c

Theorem 62. (Converse of PPT theorem)
Let ρ be a state in Mn ⊗Mm (n,m > 1).
i) When (n,m) = (2, 2) or (2, 3), (3, 2), if ρ has PPT then it is separable.
ii) When n ≥ 3,m ≥ 3, this is no longer true. Counterexample: the follow-
ing state ρ ∈M3 ⊗M3 (n = m = 3) has PPT but entangled.
ρ =
1
9

4 0 0 0 4 0 0 0 4
0 16 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0
0 16 0 1 0 0 0 0 0
4 0 0 0 4 0 0 0 4
0 0 0 0 0 16 0 0 0
0 0 0 0 0 0 16 0 0
4 0 0 0 4 0 0 1 0
4 0 0 0 4 0 0 0 4

Proof. (i) We use the following theorem of positive map theory:
When (n,m) ∈ {(2, 2), (2, 3), (3, 2)}, every positive map φ : Mm → Mn
can be decomposed as φ = φ1 + φ2 ◦ T where T is the transposition. and
φ1, φ2 : Mm →Mn are completely positive.
State ρ ≥ 0, so (In ⊗ φ1)(ρ) ≥ 0
State ρΓ2 ≥ 0, so (In ⊗ φ2)(ρΓ2) ≥ 0. On the other hand, (In ⊗ φ2)(ρΓ2) =
(In ⊗ φ2 ◦ T )(ρ)
⇒ (In ⊗ φ)(ρ) = (In ⊗ φ1)(ρ) + (In ⊗ φ2 ◦ T )(ρ) ≥ 0 so by theorem 59, ρ is
separable.
(ii) Direct calculation shows ρ has PPT.
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Consider following Choi map Φ : M3 → M3. Calculation shows (I3 ⊗ Φ)(ρ)
has a negative eigenvalue, and we will show Φ is positive to complete the
proof ρ is entangled by theorem 59.
Φ
a11 a12 a13a21 a22 a23
a31 a32 a33
 =
a11 + 2a33 −a12 −a13−a21 a22 + 2a11 −a23
−a31 −a32 a33 + 2a22

is positive By the convexity of positive semidefinite matrices, it is sufficient
to show Φ(|x〉 〈x|) is positive semidefinite. Suppose x =
x1x2
x3
 then:
Φ(|x〉 〈x|) =
|x1|2 + 2|x2|2 −x1x2 −x1x3−x1x2 |x2|2 + 2|x3|2 −x2x3
−x1x3 −x2x3 |x3|2 + 2|x1|2

Since:
|x1|2 + 2|x2|2 ≥ 0
det
([|x1|2 + 2|x2|2 −x1x2
−x1x2 |x2|2 + 2|x3|2
])
= 2(|x2|4 + |x3|3(|x1|2 + 2|x2|2)) ≥ 0
det(X) = 4(|x1|2|x2|4 + |x1|4|x3|2 + |x1|2|x2|2|x3|2 + |x2|2|x3|4) ≥ 0,
we have Φ(|x〉 〈x|) is positive semidefinite.
Theorem 63. (Ref. [25]) Every state with PPT is undistillable. (So PPT
entangled state is a bound entangled state).
5.2.3 Reduction Criterion
As proven in section 4.3, Reduction map R : ρ 7→ tr(ρ)In − ρ is a PnCP
map, so it works with the Horodecki criterion, which now becomes:
(In ⊗R)(ρ) = ρ1 ⊗ In − ρ ≥ 0
Theorem 64. (Reduction criterion) Let ρ be a state in Mn⊗Mm then:
- If ρ is separable then ρ1 ⊗ In − ρ ≥ 0
- If n.m ≤ 6 and ρ1 ⊗ In − ρ ≥ 0 then ρ is separable.
Theorem 65. (Ref. [24]) Every state violating the Reduction criterion is
distillable
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5.3 Range criterion
5.3.1 Range criterion
The range criterion, proposed by Horodecki (Ref. [18]), was one of the first
methods to detect PPT entangled states.
Notation: The range of matrix A ∈ Mn is the range space of A being
viewed as a linear map: range(A) = {A |x〉 : |x〉 ∈ Cn}. Also recall Γ2
denotes partial transpose.
Theorem 66. (Range Criterion) State ρ ∈Mn⊗Mm is separable if and
only if there exists a set of product vectors {|ui〉 |vi〉 : |ui〉 ∈Mn, |vi〉 ∈Mm}
such that {|ui〉 |vi〉} spans range(ρ) and {|ui〉 |vi〉} spans range(ρΓ2)
Proof. Proof: The theorem can be seen easily from the definition of separa-
bility ρ =
∑
pi |ui〉 |vi〉 〈ui| 〈vi|.
Example 67. Also in Ref. [18], Horodecki gave the following example of a
PPT entangled state ρa ∈M3 ⊗M3 that violates his range criterion:
ρa =
1
8a+1

a 0 0 0 a 0 0 0 a
0 a 0 0 0 0 0 0 0
0 0 a 0 0 0 0 0 0
0 0 0 a 0 0 0 0 0
a 0 0 0 a 0 0 0 0
0 0 0 0 0 a 0 0 0
0 0 0 0 0 0 1+a2 0
√
1−a2
2
0 0 0 0 0 0 0 a 0
a 0 0 0 0 0
√
1−a2
2 0
1+a
2

where 0 < a < 1
Proof. Proof’s idea: Find all the product vectors in range(ρΓ2), and show
that they don’t span range(ρΓ2). The proof is technical, and we skip it
here.
5.3.2 Edge states
In Ref.[20], Lewenstein et al, studied a class of entangled states, called Edge
states, which extremely violate the range criterion.
Definition 68. (Edge State) State ρ ∈ Mn ⊗Mm is called an edge state
if there is no nonzero product states |u〉 |v〉 in range(ρ) such that |u〉 |v〉 is
in range(ρΓ2)
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Example 69. Horodecki’s following state ρb in Ref. [18] is an edge state in
M2 ⊗M4.
ρb =
1
7b+1

b 0 0 0 b 0 0 0 b
0 b 0 0 0 0 0 0 0
0 0 b 0 0 0 0 0 0
0 0 0 b 0 0 0 0 0
b 0 0 0 b 0 0 0 0
0 0 0 0 0 b 0 0 0
0 0 0 0 0 0 1+b2 0
√
1−b2
2
0 0 0 0 0 0 0 b 0
b 0 0 0 0 0
√
1−b2
2 0
1+b
2

where 0 ≤ b ≤ 1
Proof. The proof for this is similar to the one of ρa: finding all product
vectors in range(ρ) and show they don’t lie in range(ρΓ2) at all.
The importance of edge states is explained in the same paper Ref. [20]
through the following theorem:
Theorem 70. (Ref. [20]) Any PPT entangled state ρ can be decomposed
as ρ = kρs + (1 − k)ρe, (0 ≤ k ≤ 1) where ρs is a separable state, ρe is an
edge state.
Remark 71. Edge states lie on the boundary between PPT and NPT, so
they can be regarded as the most entangled PPT states.
A class of (entangled) edge states can be constructed by Unextendible
Product Basis method in the next section.
5.3.3 Unextendible Product Basis
The range criterion implies the need for finding product vectors in the range
of a state, and this lead to concept Unextendible Product Basis, which was
coined out by Bennett et al. in Ref. [21].
Definition 72. (Unextendible Product Basis) A product basis of Cn ⊗
Cm is a set of orthogonal product vectors {|ui〉 |vi〉 : |ui〉 ∈ Cn, |vi〉 ∈ Cm}
that spans a proper subspace. Note that we only need 〈ui| 〈vi| |uj〉 |vj〉 = 0,
not necessarily, 〈ui|uj〉 = 〈vi|vj〉 = 0.
A unextendible product basis (UPB) is a product basis whose orthogonal
complementary doesn’t contain any product vectors.
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Example 73. The following 5 product vectors {|φi〉} are a UPB of C3⊗C3
where {|0〉 , |1〉 , |2〉} is an orthonormal basis of C3.
|φ〉1 = |0〉 ⊗
|0〉 − |1〉√
2
|φ〉2 = |2〉 ⊗
|1〉 − |2〉√
2
|φ〉3 =
|0〉 − |1〉√
2
⊗ (|2〉)
|φ〉4 =
|1〉 − |2〉√
2
⊗ |0〉
|φ〉5 =
|0〉+ |1〉+ |2〉√
3
⊗ |0〉+ |1〉+ |2〉√
3
Proof. It’s easy to verify any two vectors of those 5 are orthogonal. Assume
there is a product vector |u〉 |v〉 (|u〉 , |v〉 ∈ C3) in the orthogonal complement
of those 5 vectors. So
Either |u〉 is orthogonal to at least 3 of 5 vectors:
|0〉 , |2〉 , |0〉 − |1〉√
2
,
|1〉 − |2〉√
2
,
|0〉+ |1〉+ |2〉√
3
Or |v〉 is orthogonal to at least 3 of 5 vectors:
|0〉 − |1〉√
2
,
|1〉 − |2〉√
2
, |2〉 , |0〉 , |0〉+ |1〉+ |2〉√
3
Otherwise |u〉 |v〉 can be orthogonal to at most 4 of 5 vector |φi〉.
However, any 3 of 5 vectors in the first row or the second row above spans
fully C3, which contains |u〉 or |v〉. Contradiction.
Example 74. There is no UPB in C2 ⊗ Cn
Theorem 75. (Ref. [21]) A lower bound for the number s of elements of a
UPB in Cn ⊗ Cm : s ≥ n+m− 1
From an UPB, one can construct an (entangled) PPT edge state, as
shown in Ref. [21]:
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Theorem 76. If {|φi〉 : i = 1, ..., k} is an UPB in Cn, then the projection
onto the orthogonal complement of this UPB, which is given by following ρ,
is a PPT entangled state:
ρ =
1
n− k (I −
k∑
j=1
|φj〉 〈φj |)
Further more, ρ is also an edge state.
Proof. I − ∑kj=1 |φj〉 〈φj |) is an orthogonal projection on the orthogonal
complement of the subspace spanned by the UPB {|φj〉}, which does not
contain any product vectors. So by the range criterion, it’s entangled; more-
over, an edge state.
Partial transpose transform product state |u〉 |v〉 into product state |u〉 |v〉:
(|u〉 |v〉 〈u| 〈v|)Γ2 = (|u〉 〈u|)⊗ (|v〉 〈v|)T = (|u〉 〈u|)⊗ (|v〉 〈v|) = |u〉 |v〉 〈u| 〈v|
So partial transpose transforms the UPB into another UPB set and re-
serves the identity so ρΓ2 is still an orthogonal projection and hence positive
semidefinite, i.e. ρ is PPT.
5.4 Computable Cross Norm/Realignment crite-
rion
The Computable Cross Norm/Realignment (CCNR) criterion is a simple
but powerful method to detect PPT entangled state. Its name 2-in-1 was
first discovered by Oliver Rudolph (Ref. [22]) through the cross norm, and
then rediscovered in a different way by Chen K and Wu L (Ref. [23]) through
realignment matrices method.
The cross norm method
We use Schmidt decomposition on the Hermitian matrix space to derive the
criterion.
Recall that (complex) Hermitian matrices form a real vector space H with
Hilbert-Schmidt inner product 〈A|B〉 = tr(A∗B) = tr(AB) and the induced
norm ||A|| = √tr(A∗A) = √tr(A2). Let HA, HB be Hermititan-matrix
spaces, then HA⊗HB is a real vector space of Hermitian matrices, too; also
||A⊗B|| = ||A||||B||
By Schimidt decomposition theorem, for mixed state ρ ∈ HA ⊗HB, there
exists orthonormal set {Sj} ⊂ HA, {Tj} ⊂ HB (i.e. tr(SjSk) = tr(TjTk) =
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δjk) and positive real numbers λj such that
∑
j λj = 1 and:
ρ =
∑
j
√
λjSj ⊗ Tj
Theorem 77. (Cross norm criterion, Ref. [22]) If state ρ is separable
then
∑
j λj ≤ 1. So if
∑
j λj > 1, ρ is entangled.
Proof. Since {Sj}, {Tk} are orthonormal sets, {Sj ⊗ Tj} is an orthonormal
set, too. By Pythagorean equality:
||ρ||2 = ||∑j√λjSj ⊗ Tj ||2 = ∑j λj ||Sj ⊗ Tj ||2 = ∑j λjtr(S2j ⊗ T 2j )
=
∑
j λjtr(S
2
j )tr(T
2
j ) =
∑
j λj ||Sj ||2||Tj ||2 =
∑
j λj
(note {Sj}, {Tk} are orthonormal sets)
If ρ is separable, i.e. there exists density matrices Uk, Vk and probability
distribution {pk} (pk ≥ 0,
∑
pk = 1 such that ρ =
∑
k pkUk ⊗ Vk, so:
||ρ|| ≤
∑
k
pk||Uk ⊗ Vk|| =
∑
k
pktr(Uk ⊗ Vk) =
∑
k
pktr(Uk)tr(Vk) = 1
Now we have: ||ρ||2 = ∑λj ≤ 1
The realignment method
Firstly, we define the realignment of a matrix. Let X = [xij ] ∈Mn, denote
vec(X) = (x11, x12, ..., xnn)
If ρ ∈ Mm.n, rewrite it as a block matrix ρ = [Xr,s]1≤r,s≤m ∈ Mm(Mn),
where block Xr,s ∈ Mn. The realignment of ρ, denoted by ρR, is matrix
with rows:
vec(X1,1), vec(X1,2), ..., vec(X1,m), vec(X2,1), ..., vec(Xm,n)
Theorem 78. (Realignment criterion, Ref. [23]) If state ρ is separable
and ρR has singular values σj, then
∑
j σj ≤ 1.
Calculation shows that the singular values σj of ρ
R are exactly the
Schmidt coefficients of ρ in the cross norm method, which is why the two
methods are equivalent.
Example 79. The PPT state
ρ =
1
4
(I −
4∑
j=0
|φj〉 〈φj |)
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where |φj〉 are the UPB vectors in the example of section ”Unextendibale
Product Basis”. CCNR number:
∑
j λj =
∑
j Γ2j = 1.0874... > 1 so it must
be entangled.
Example 80. The following state is PPT but its CCNR number is 19+2
√
7
21 >
1, so this state is entangled.
ρb =
1
21

2 0 0 0 2 0 0 0 2
0 1 0 0 0 0 0 0 0
0 0 4 0 0 0 0 0 0
0 0 0 4 0 0 0 0 0
2 0 0 0 2 0 0 0 2
0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 1 0 2
0 0 0 0 0 0 0 4 0
2 0 0 0 2 0 0 0 2

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