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Abstract 
Due to the challenges of competition and the rapidly evolving market, 
companies need to be innovative and agile, particularly in regard of 
web applications as used by customers. Nowadays, hybrid cloud stands 
as an attractive solution as organizations tend to use a combination of 
private and public cloud implementations, in accordance with their 
appropriate needs to profitably apply the available resources and 
speed of execution. In such a case, deploying the new applications 
would certainly entail opting for placing and consecrating some 
components to the private cloud option, while reserving some others 
to the public cloud option. In this respect, our primary goal in this 
paper consists in minimizing the extra costs likely to be incurred by 
applying the public cloud related options, along with those costs 
involved in maintaining communication between the private cloud 
system and the public cloud framework. As for our second targeted 
objective, it lies in reducing the decision process relating to the 
execution time, necessary for selecting the optimal service placement 
solution.  For this purpose, a novel Binary Particle Swarm 
Optimization (BPSO) based approach is proposed, useful for an 
effective service placement optimization within hybrid cloud to take 
place. Using a real benchmark, the experimental results appear to 
reveal that our proposed approach reached results that outperform 
those documented in the state of the art both in terms of cost and time. 
Keywords: Placement Optimization, BPSO Algorithm, Hybrid Cloud, Service 
Based Application. 
1. INTRODUCTION 
Since its inception, the computer invention related revolution has 
been marked with a continuous non-stop progress. Indeed, it has 
currently been transformed into a model encompassing a set of 
versatile services as crucial as the water, electricity and telephony 
related utilities. 
In such a model, users access to the various services provided 
according to their needs without having to know their location. In this 
regard, several computing paradigms have been designed and 
envisaged to deliver this IT vision. a major promising system model 
that has remarkably contributed in widely distribution such services 
lies in cloud computing. In fact, though not very recent as a technology, 
it has greatly helped in maintaining a new vision for the more 
advanced techniques such as virtualization, web services and 
distributed systems. With the recent advent of cloud computing 
technologies, a growing number of content distribution applications 
have begun to contemplates a switch to cloud-based services, for the 
sake of a better scalability and lower cost to be maintained. As a matter 
of fact, the cloud systems have become indispensable from our modern 
society. 
In this regard cloud computing stand as an emerging paradigm 
whereby information technology resources are provided throughout 
the internet as user-oriented services. Based on such concepts as 
virtualization, Service Oriented Architecture (SOA) [1] and grid 
computing [2], it is intended to provide a flexible platform for a 
number of applications to be implemented. 
Marked with a rapid change and strong competition between the 
major IT companies, like Microsoft [3], Amazon [4], IBM [5] and 
Google [6], cloud computing is characterized with four deployment 
models, namely: private cloud, community cloud, public cloud and 
hybrid cloud defined by NIST [7] as follows: 
• Private cloud: whereby the cloud infrastructure is provisioned 
for exclusive use by a single organization comprising multiple 
consumers. It may be owned, managed, and operated by the 
organization, a third party, or some combination of them, and 
may exist on or off premises; 
• Community cloud: case in which the cloud infrastructure is 
provisioned for exclusive use by a specific community of 
consumers pertaining to certain organizations with commonly 
shared concerns. It may be owned, managed, and operated by a 
single or multiple organization in the community, a third party, 
or some combination of them, as it may exist on or off premises; 
• Public cloud: in this regard, the cloud infrastructure is 
provisioned for open use by the general public. It may be 
owned, managed, and operated by a business, an academic, or 
governmental organization, or some combination of them. It is 
sited on the premises of the cloud provider; 
• Hybrid cloud: whereby the cloud infrastructure is a 
composition of two or more distinct cloud infrastructures 
(private, community, or public) remaining as unique entities, 
but are jointly bound by standardized or proprietary technology 
maintaining data flow and portability application. 
Currently, companies use more and more cloud environments for 
the purpose of deploying and running applications. Most often, the 
type of cloud application opted for in most cases is the hybrid cloud, 
whereby the relevant infrastructure involves two or more cloud models 
(public or private) behaving independently. TechTarget [8] defines 
hybrid cloud as a cloud computing environment which uses a mix of 
on premises, private cloud and third-party public cloud services with 
orchestration between both platforms. Thus, by enabling workloads to 
flow between private and public clouds, as computing needs change, 
hybrid cloud usually helps provide businesses with greater flexibility 
and greater data deployment options. 
It is natural for a company that applications need be deployed on a 
private cloud basis so that resources can be provided by their proper 
infrastructure. Yet cloud whenever a company intends implement 
other applications fit for its proper private cloud, it turn out to be 
under the constraint of using other outside resources or a public cloud, 
showed the private cloud’s system physical limit proves to be entirely 
reached. 
Such a situation may well take place in the case when both of the 
applications and enterprise platforms decide to intensify and request 
additional resources the private cloud is not able to provide or when 
fulfilling a new application deployment cannot be satisfied by a private 
Cloud. Hence, deriving new resources available in a public cloud might 
well fit to handle such situations. 
Involving components that provide business services, the Cloud 
Platforms are increasingly used for the deployment and 
implementation of service-based applications. Once service-based 
applications are deployed in a hybrid cloud, the choice of components 
to be deployed in the public cloud remains an open-ended question. 
It is worth noting, however, that several parameters should be 
accounted for when deciding on the application components to be 
transferred to the public cloud, worth mentioning among which are 
the privacy, QoS, security, communication costs as well as the 
relocation associated hosting costs. Similarly, the time factor stands, 
in turn, as a critical criterion in corporate decision-making process. In 
our context, decision taking or execution time represents a crucial cost 
minimizing factor. This implies well that a high cost with minimal 
execution time would certainly stand as a highly favorable option than 
a minimal cost with enormous execution time. 
Noteworthy, also, is that on evaluating the existing works, relating 
to the placement of resources at different levels (Software as a Service 
SaaS, Platform as a Service PaaS, Infrastructure as a Service IaaS), it 
has been discovered that most of these works are not appropriately fit 
for the elaboration of the present paper’s targeted idea and subject 
matter.  As a matter of fact, they do not seem to consider treating the 
hybrid situations case, nor do they appear to deal with the inter-service 
communication issue. 
Actually, the placement problem subject of the present paper, lies 
in the NP-Hard type of problem [9], primarily relating to the 
inexistence of optimal algorithms likely to help in solving them 
quickly. In so far as the present work is concerned, each service is 
deployed either as part of the private cloud or as part of the public 
cloud, which justifies our opting for the BPSO. Indeed, each particle is 
respective position would be equal either to 0 (if the service is liable to 
deployment in the private cloud) or to 1 (if the service proves to be 
liable to deployment in the public cloud). 
Hence a BPSO based approach is advanced whereby an 
approximate result of the optimal solution can be provided with 
minimal execution time. 
The remainder of the paper is comprises the following four sections. 
Section 2 is devoted to highlight the cloud data placement strategy 
associated works with an introduction, and highlight of the major 
differences distinguishing those works achievements and the present 
research contribution and reached findings. Section 3 involves a 
representation of Service Based Application (SBA) with illustrating 
graphs along with a formulation of the SBA placement problem in 
hybrid clouds. Section 4, includes a presentation of our proposed 
BPSO based approach dealing with the placement problem. Regarding 
experimental analysis and evaluation procedures, they make subject of 
section 5, while the ultimate section bears the major concluding 
remarks and paves the way for a potential prospective work. 
2. RELATED WORKS 
The resource placement problem (virtual machines, Web servers, 
software components and data) associated with cloud environments 
has been addressed from different perspectives, through accounting 
for the different models of clouds (private or public, hybrid Clouds and 
federation) and the different relevant criteria (hosting, 
communication, QoS, etc.) 
In this regard, we consider enumerating a set of state of the art 
works dealing with the subject of resource placement in public, 
private, and hybrid clouds. Each work should represent a particular 
approach useful for selecting for a specific service package while taking 
into account some important criteria considered in these approaches. 
So, this section englobes a description of the major approaches, 
treating the main issues related to Cloud Computing resource 
management optimization. Accordingly, they will be categorized into 
three classes: cloud brokering, Virtual Machine placement and service 
placement. 
2.1. Cloud brokering 
In some cases, the workload (services, VM, components, etc.) can 
be submitted to the cloud via an intermediary, known as a cloud 
broker. The latter stands as a person or third party that acts as an 
intermediary between the cloud service buyer and the service sellers. 
Many reasons justify the use of the intermediary provided services, 
mainly, having access to a wider or better range of service offerings, 
along with the expertise available to optimize resource selection. In 
general terms, cloud brokering is the process of matching requests 
emanating from multiple users to the offers provided by multiple 
clouds, with the fundamental aim of minimizing the allocation price, 
often coupled with some Quality of Service (QoS) and objectives 
(response time, user satisfaction). In this context, Kessaci et al. [10] 
propose a multi-objective problem relevant to response time and VM 
cost reduction, as integrated in a cloud broker. In a similar study 
conducted by the same authors [11], the multi-objective problem of 
minimizing energy consumption, CO2 emission, and deployment cost 
is investigated. On using the Genetic Algorithms (GA), the authors 
have been able to reach satisfactory results in respect of the greedy 
heuristic framework. In turn, Legillon et al. [12] put forward a GA 
approach as a means to minimize the service placement cost, 
encompassing intra-communication free process. The GA, appears to 
provide near-optimal solutions for smaller workload. As for larger 
workload, the GA performance turns out to be ever is worse than that 
of the CPLEX [13]. Similarly, in [14], the authors propose an improved 
genetic algorithm (NSGA-II algorithm) [15], based approach as 
developed to minimize the response time, costs, and SLA violations. 
As for Iturriaga et al. [16], they propose an evolutionary algorithm 
hybridized with a Simulated Annealing (SA) in a bid to maximize the 
cloud brokers revenue. The approach is based on a fixed resources, 
which makes the brokerage problem solving procedure similar to that 
of solving the VM placement in private clouds. 
Somasundaram and Govindarajan have developed CLOUDRB [17] 
which is a framework for scheduling scientific applications via cloud, 
using Particle Swarm Optimization (PSO). On comparing their 
approach to Ant Colony Optimization (ACO) and GA optimizers, their 
reached results, in term of the makespan, cost, number of rejected 
requests, successful jobs, and user satisfaction, prove to be consistent, 
identifying the PSO as the best algorithm, and the ACO as the second 
best. 
Lucas-Simarro et al. [18] propose a cloud broker approach useful 
for the VM placement in a hybrid cloud environment based on integer 
programming (IP), identifying the broker’s objective as being to 
minimize the VM deployment cost. 
In a recently conducted work, Leonard Heilig et al. [19] propose 
extending the CloudSim [20] with a broker relying on some 
approaches. The broker supports multi-criteria for selecting virtual 
machines in multi-cloud environments. The experimental result 
appears to reveal well that large neighborhood search (LNS) 
metaheuristics approaches turn out to perform even more effectively 
than the greedy heuristics. 
Table 1 presents the important works on cloud brokering. 
Table 1: Relevant works on cloud brokering 
Reference 
Cloud type 
Optimization 
Technique 
Objectives 
Hybrid 
Private/ 
public 
[10]  X GA Response Time, Cost 
[11]  X GA Energy, CO2,Cost 
[12]  X GA Cost 
[14]  X GA Response Times, Costs, and SLA 
Violations 
[16]  X GA, SA Broker Revenue 
[17]  X PSO Makespan, Cost, Number of Rejected 
Requests, Successful 
Jobs, User Satisfaction 
[18] X  IP Cost 
[19]  X LNS Network latency 
 
2.2. VM placement 
Another approach in Computing resource management 
optimization problems is that of Virtual Machine (VM) placement in 
private clouds which entails allocating VMs to a pre-defined physical 
infrastructure. Owing to the coarse grain, large scale, and relatively 
long duration of deployment, the problems have been solved offline, 
by dislocating the workload into batches. The most commonly used 
solution representation is similar to that used in cloud brokering, i.e, 
the solution vector as a mapping of VMs to machines. unlike the cloud 
brokering associated problem, it is commonly assumed that the 
resources (servers) belong to a uniform, high-throughput 
infrastructure (data center). In this regard, Tsakalozos et al. [21] 
propose a virtual infrastructure gateway running on top of 
OpenNebula [22]. The proposed gateway is a functional platform that 
applies an SA algorithm option as a measure to solve the problem of 
VMs optimal placement, with additional user relating constraints such 
as availability, power minimization and high migration minimization. 
The authors managed to attain an execution time that is noticeably 
shorter than the standard middleware OpenNebula. In Laili et al. [23], 
the authors propose a ranking chaos optimization based approach in a 
bid to solve the private cloud related placement problem. The idea lies 
in combining Service Composition Optimal Selection and Optimal 
Allocation of Computing Resources into a single one-time decision. On 
adopting the GA techniques, the approach attained obtained results 
prove to remarkably outperform those reached through standard GA. 
With respect to, Xu and Fortes [24], a multi-objective optimization 
approach is proposed to cope with the VM placement problem. Based 
on the GA with fuzzy multi-objective evaluation, the approach targeted 
objectives are centred on the minimization of wasted resources, power 
consumption and thermal dissipation costs. The undertaken 
experiments appear to demonstrate the superior performance of the 
developed approach over four bin-packing algorithms and two single-
objective GAs. Concerning Jeyarani et al. [25] suggested framework, it 
consists in proposing a provisioner to solve the VM placement problem 
while relying on PSO. The problem resides in minimizing energy 
consumption by means of data center while satisfying the performance 
constraints, and the achieved results are highly satisfactory than those 
reached via standard PSO. Similarly, in [26], Gao et al. advance a 
multi-objective ant colony system algorithm whereby to minimize 
energy consumption and wasted resources through appealing to a 
Pareto approach. The results achieved reveal well that the proposed 
algorithm appears to be remarkably effective than that documented by 
[24]. Mateos et al. [27] put forward an ACO for the purpose of 
minimizing the weighted flowtime and makespan in multi-user cloud 
environments running parameter sweep experiments. In respect of the 
random and best-effort policies, the ACO turned out to offer a result 
that is for better than that rendered by the best-effort policy. 
As for Phani Praveen et al. [28], an optimal VM placement 
algorithm is suggested, that rests on stochastic integer programming 
(SIP) for a hybrid cloud. The targeted objective consists in minimizing 
the VM deployment related cost. 
Table 2 presents the important works on VM placement. 
Table 2: Relevant works on VM placement 
Reference 
Cloud type 
Optimization 
Technique 
Objectives 
Hybrid 
Private/ 
public 
[21]  X SA Makespan 
[23]  X RCO Cost, Trust, Execution Speed and 
Efficiency 
[24]  X GA, FS Resource Utilization, Power, Temperature 
[25]  X PSO Energy, Number of Allocated Workloads 
[26]  X ACO Resource Utilization, Energy 
[27]  X ACO Makespan, Weighted Flowtime 
[28] X  SIP Cost 
 
 
 2.3. Service placement 
The most recently ultimate approach associated with Computing 
resource management optimization problems is Service placement, 
oriented to cloud users who would like to optimize their services 
associated costs and performance. The service placement problem 
provides a number of answers to the SaaS and BPaaS users’ needs, 
specifically concerning how to optimally allocate a complex service 
onto an available set of (virtualized) resources. The resources could 
vary in nature, from physical infrastructure, through VMs, up to 
running software components. As services and business processes are 
commonly defined as workflows of tasks or activities [29-31], the 
standard objectives usually reside with cost and QoS factors, with the 
latter being expressed in terms of service throughput [30] or latency 
[32], [33]. In this regard, Yusoh and Tang document a series of studies 
[29], [34], [35] relating to the SaaS component placement, involving 
the problem of service components mapping to VMs and storage 
systems. The proposed solutions include a Cooperative Coevolutionary 
GA (CCGA) [34] that serves to split populations into groups in a bid to 
optimize the computation and storage of allocations. Even though the 
CCGA attained results appear to outperform those rendered by the 
classical GA, they are even further refined by RGGA and come to 
display even better results than those reached via the First Fit Descent 
(FFD) algorithms. In [30], Wada et al. propose an optimization 
framework, dubbed E3, to help to solve the SLA-aware Service 
Composition (SSC) problem. The E3 framework serves to defines a 
service composition model and helps provide two heuristic algorithms, 
labelled E3 Multi-Objectives GA (E3-MOGA) and Extreme-E3 (X-E3), 
enabling to solve the SSC problem. The relevant experiments end up 
by displaying rather effective results compared to the NSGA-II [15]. 
Similar objectives are targeted by SanGA [32], a Self-adaptive 
network-aware GA, to help in solving the service composition 
problem. Among the optimization targeted objectives are latency and 
price. In this regard SanGA proves to record the best performance 
among the tested algorithms such as standard GA, NetGA [36], 
random and Dijkstra. A higher CC layer BPaaS problem is tackled by 
Li et al. in [31], by undertaking to solve a service location problem 
attached the cloud logistics domain via PSO. To note the optimization 
objective is a weighted sum of time, price, availability, and reliability. 
In this context, the proposed solver turns out to be capable of locating 
the minimum value solution in a faster pace than that pertaining to the 
GA solver. 
With respect to Kaviani et al. [37], a framework relating to software 
service placement in hybrid cloud environment is put forward, with 
the aim of improving latency without increasing costs. 
In this same line of thought Charrada et Tata [38] propose an FBR 
(Forward Backward Refinement) based algorithm useful for the 
placement of service-based applications in hybrid Clouds. The 
algorithm targeted objective lies in minimizing the cost generated by 
the deployments of the cloud related services. 
Similarly, Abbes et al. [39] have proposed a new hybrid cloud 
relating placement optimization approach based on genetic algorithm 
(GA). The optimization’s main objective consists in minimizing the 
public cloud service deployment cost. The proposed approach 
achievement proves to outperform the FBR algorithm reached one 
[38] in terms of cost, with a result close to optimal being attained. 
In other mobile application related works, the energy consumption 
minimization factor is considered as a key concept in environmental 
considerations, along with the mobile devices battery lifetime 
maximization. Such a concept is included makes the subject of interest 
in the two following studies. With regard to Green Monster [33] it is 
focused on a multi-objective EA using a local search helping to 
optimize renewable energy consumption (RE), cooling energy 
consumption (CE) and user-to-service distance (USD). The Green 
Monster results achieved results turn out to outperform static and 
random placement. As Rahimi et al. [40] proposed SA optimization 
for mobile applications, an application with the form of a set of services 
is modelled in such a way as to be executed either on user devices or 
on a cloud (local or public) framework. The starting solutions are 
initialized by a greedy heuristic, prior to applying an SA-inspired 
search considering such multiple QoS factors as power, price, and 
delay. The experimental results prove to highlight that the algorithm 
turns out to render solutions that are too close to the optimal ones. 
Table 3 presents the important work on service placement. 
 
 
 
Table 3: Relevant works on service placement 
Reference 
Cloud type 
Optimization 
Technique 
Objectives 
Hybrid 
Private/ 
public 
[29], [34], 
[35] 
  X GA Delay, Migration Cost 
[30]   X GA Throughput, Latency, Cost 
[31]   X PSO Delay, Cost, Availability, Reliability 
[32]   X GA Latency, Cost 
[33]   X EA, Local 
Search 
Energy, Latency 
[37] X   IP Latency, cost 
[38] X   FBR Cost 
[39] X   GA Cost 
[40] X   SA Cost, Power, Delay 
 
2.4. The most relevant works on resource placement in cloud 
environments 
As shown in Table 1-3, the resource placement problem (virtual 
machines, Web servers, software components and data), as associated 
with cloud environments, has been addressed from different 
perspectives, while accounting for the different types of clouds 
(private, public or hybrid Clouds) different placement modes (broker, 
VM, service), different technique applied, as well as the various criteria 
(Response time, Makespan, QoS, etc.) 
After an exhaustive biographical search, and with reference to Table 
1-3, one could well note that the majority of works appear to consider 
several criteria (bandwidth of control and transmission time, cost, 
performance, etc.), yet these criteria prove to apply exclusively to in 
the case public or private cloud relating investment cases. 
In effect only a few works seem to deal with the use of a hybrid cloud 
option. In the latter’s case, actually, the cost of interdepartmental 
communication turns out to depend highly on the placement of 
services (whether in a private or a public cloud system). Indeed, the 
cost of intra-cloud based communication (in private or public clouds) 
differs remarkably from that of the inter-cloud (regarding the hybrid 
option), as it is widely recognized that the inter-cloud communication 
cost is usually more expensive than the cost of intra-cloud 
communication. 
It is, therefore, clear that all service placement approaches 
considered in this context have to be focused on this particular feature. 
With regard to our approach, a clear distinction is established between 
the public based communication and the private based one. In this 
context, different approaches [18], [28], [37] and [40] are being 
considered for a hybrid cloud, based architecture reduce the user's 
investment. The objective consists in minimizing by allowing then to 
decide which resources to opt for, in such a way as resources so access 
to resources turns out to be, transparent, while enhancing scalability 
and reliability and minimizing costs. In this way, the user could well 
deploy all resources across multiple Clouds (each part will be deployed 
on a different cloud), while maintaining communication links between 
the resources deployed across different the Clouds related application. 
Noteworthy however is that on optimizing the resource placement 
costs approaches do not seen to consider communication flow 
different Cloud associated communication flow between the different 
clouds associated parameters involving significantly important costs. 
As a matter of fact, only with works elaborated by [38] and [39] does 
this criterion seem to be considered. Yet, these two approaches do not 
appear to account the execution of time, which stands as a crucial 
factor in the company’s decision process. 
In attempt to account for such shortcomings, a novel BPSO based 
approach relevant to the placement of service in a hybrid cloud is 
advanced in this paper. The focus of interest is primarily laid on 
treating the service placement generated costs (hosting cost, 
communication between services cost) as well as the execution time.  
 
 
3. PLACEMENT APPLICATIONS IN HYBRID CLOUD 
3.1. Problem formulation 
It is worth noting that the Service-Based Application (SBA) in 
hybrid cloud, subject of our previously mixed framework involving 
both of a work [39], that we consider as a composition private and 
public cloud structures. 
SBA is a set of basic services aimed to provide complex and flexible 
features relating environments widely scattered by dispersed ranges 
and array of services each environment maintains. 
Naturally, for any organization, the cloud related for applications 
should be deployed on a private basis as long as the needed resources 
can be provided by the private cloud. Nevertheless, SBA could be 
deployed via public cloud mainly in case (1) the deployed applications 
prove to require greater resources which the privately based cloud 
could not provide, or (2) private cloud turns out to be unable to satisfy 
a new deployment request or (3) the deployed applications release 
resources indicating that a new deployment must be implemented to 
release allocated resources from the public cloud based data. 
In this respect, we have specified a defining threshold to determine 
the appropriate case fit for deciding to appeal to the public cloud, this 
threshold can be quantified via hosting units, hence the notation HQ 
designed to refer to hosting quantity. The quantity of resources 
required for any selected services has to be greeter or equal to HQ as 
indicated below. 
𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒: 𝐻 +  𝑃𝐶 +  𝐻𝐶 
𝑆𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜: 
∑ ℎ(𝑠𝑖) ×  𝑙(𝑠𝑖)
𝑛
𝑖=1
≥ 𝐻𝑄 
𝑊ℎ𝑒𝑟𝑒: 
𝐻 = ∑ 𝛼 ×  ℎ(𝑠𝑖)  ×  𝑙(𝑠𝑖)
𝑛
𝑖=1
 
𝑃𝐶 = ∑ 𝛽2 ×  𝑐(𝑒)  ×  𝑙(𝑠𝑖)  ×  𝑙(𝑠𝑗)
𝑒=<𝑠𝑖,𝑠𝑗>∈ 𝐸
 
(1) 
 
(1) 
 
(2) 
(3) 
𝐻𝐶 = ∑ ∑ 𝛽1 ×  𝑐(𝑒)  ×  𝑙(𝑠𝑖)  × (1 −  𝑙(𝑠𝑗))
𝑗𝑠.𝑡.𝑒=<𝑠𝑖,𝑠𝑗>∈ 𝐸
𝑛
𝑖=1
 
(4) 
 
Where (1): stand for the objective function (minimize H (Hosting cost) 
+ PC (Public Communication cost) + HC (Hybrid Communication 
cost)) 
(2): denotes a constraint equation which represents the sum of hosting 
quantity (HQ) of the public cloud deployed services which have to be 
greater than or equal to HQ (minimum threshold). HQ is a value 
assigned by a resource request signal case. The need for the public 
cloud based resource can be quantified in terms of amount of hosting 
units (units of platform resources required). Once a public cloud 
request is triggered, one has to decide on the application services opted 
for, necessary to be deployed as part of a public cloud based service. In 
this case the quantity of required platform resources relevant to the 
selected services has to be greeter those or equal to HQ. 
(3): is the sum of hosting service costs deployed in the public cloud; 
(4): denotes the sum of public ally made communications (as 
established among the public cloud deployed services); 
(5): is the sum of hybrid sustained communications (as maintained the 
public cloud deployed services and those ensured via private cloud). 
Table 4, depicts the various designation of the abbreviations as used 
in the problem formulation. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Table 4: Details of the problem formulation related abbreviation and their 
designation 
h is a hosting function that associates a positive number to each service representing its hosting quantity 
of needed resources for its deployment. 
c is a communication function that associated to each edge e = <s1,s2> a positive number representing 
the communication rate established between s1 and s2. 
l is a location function that for each service associates 0 if it is deployed in the private cloud and 1 if it 
is deployed in the public cloud. 
β1 is the cost of a communication unit between the public and the private cloud. 
β2 is the cost of a unit of communication as established inside the public cloud. 
H is the sum of hosting costs of services as deployed within the public cloud. Indeed, the expression 
α×h(si)×l(si) (where α is the cost of a resource hosting unit, h(si) is hosting quantity of service si and 
l(si) takes the value 1 if si pertains to the public cloud, and 0 otherwise) which is equal to the si hosting 
cost if this service is maintained within the public cloud. 
PC is the sum of publicly established communications (communications between services deployed within 
the public cloud). Indeed, there is a public communication maintained between si and sj if they are 
both deployed in the public cloud, l(si) × l(sj) equal 1. 
HC stands for the sum of hybrid communications (communications between services deployed in the 
public cloud and those deployed in the private cloud). Indeed, there is a hybrid communication between 
si and sj if one of them is deployed in the public cloud and the other one is deployed in the private 
cloud, since, either l(si)×l(1-(sj)) equal 1 or l(sj)×l(1-(si)) equal 1. 
 
3.2. Study case 
The structured process relevant to a bank account opening [41] is 
illustrated in the Business Process Model and Notation (BPMN [42]) 
diagram, shown in Figure 1. 
 
 
Figure 1: Example of an SBA application, as modeled after the structured 
process 
The SBA presented in Figure 1 can also be modeled partially in the 
form of a graph, as shown in Figure 2, where services and gateway 
nodes are represented by graph nodes and inter-service 
connections/transitions by edges. Nodes are identified by a number 
and characterized by an amount of resource hosting units. Edges are 
characterized by an amount of communications, referring to the 
amount of traffic transferred on the considered edge. 
 
Figure 2: The SBA graph of bank account opening 
 
The SBA graph as model in Figure 2, appears to comprise from 
distinct services. Each service englobes a hosting quantity and each 
edge a quantity of communication unit. 
SBA, as deployed in a hybrid cloud, is represented by a graph, as 
shown in Figure 3, where some services are deployed via public cloud 
and others are deployed via private cloud. 
 
 Figure 3: Bank account opening as deployed in a hybrid cloud architecture 
 
The cost related to the model applications deployment, as is 
presented in the Figure 3, for α=30, β1=20, β2=5, is determined in the 
following way: 30×(12+45) + 20×(17.5+10) + 5×5 = 2285. 
Note that, at this level, no communication and hosting cost 
considerations are being accounted for with respect to the private 
cloud case. Indeed, assume that a company has its proper private cloud 
structure, these costs would not be computed since they are generated 
on a private cloud basis. 
4. BPSO APPROACH 
The newly advances approach rests on the BPSO principle. In what 
follow is a presentation of the BPSO, model as devised in term of our 
configuration settings. In a first place, we start by defining the term 
PSO. 
Actually, particle swarm optimization (PSO) stands for a stochastic 
optimization method for nonlinear functions, that relies on the 
reproduction of social behaviour, as initially developed by Eberhart 
and Kennedy [43], in 1995. 
In its origins, the method was derived comes from observations 
made on computer simulations of bird flocks and fish schools as 
initially undertaken by Reynold [44], Heppner and Grenander [45]. 
These simulations actually highlighted the ability of individuals within 
a moving group to maintain optimal distance among themselves and 
follow a global movement relative to the local movements persistent in 
their neighbourhood. 
In its basic form, the PSO is based on an originally arranged set of 
individuals randomly and homogeneously set up, dubbed particles. 
They move within a range of a search hyperspace, with each of them 
representing a potential solution. 
Each particle has a memory about its best visited solution and the 
ability to communicate with its neighbourhood particles. based on 
such data, the particle will follow a trend made by its willingness to 
return to its optimal solution and its mimicry in relation to its 
neighbourhoods available and retrieved solutions. 
From local optimum and empirical, all the particles will converge to 
the global optimal solution regarding the addressed problem. 
The PSO based algorithm is initialized with the population of 
individuals being randomly placed in the search space and in optimal 
solution retrieval by updating individual generations. At each 
iteration, each particle associated velocity and the position are 
updated with respect to its previous as well as global best position. 
In this regard Kennedy and Eberhart [46] proposed a discrete 
binary version of PSO. In their devised model, a particle will decide on 
"true" or "false", "yes" or " no", etc. and these binary values may well 
stand as a representation of a real value within a binary search space. 
In the BPSO, the particle’s proper best and global best is updated as 
in continuous version. The major difference with a continuous version 
BPSO lies in the fact that the particles velocities rather defined in 
terms of probabilities that will slightly change into. Based on this 
definition, a velocity must be restricted within the range of [0,1]. 
In what follow is a presentation of the BPSO associated formula. 
Updating a particle's velocity is undertaken via by the following 
formula: 
1 1 1 2 2* *( ) *( )
d d d d d d
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As for the particle's position updating, it conforms the following 
formula: 
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where 
W = stands for inertial weight. 
vi
d
 = represents velocity for particle i at dimension d. 
c1 = denotes the acceleration constant. 
r1  = is a random value. 
xi
d = denotes position for particle i at dimension d. 
pbest
 = is the best previous position of the ith particle. 
c2 = acceleration constant. 
r2  = random value. 
gbest
 = the global best position of all particles. 
r3  = random value. 
 
5. EXPERIMENTAL EVALUATION 
To evaluate our approach, appeal has been made to a real IBM-
based dataset [47] comprising 560 BPMN. All the computation times 
are achieved via Intel Core i7 CPU 2.4 GHz with RAM 12 Go. A 
selection of graphs incorporating a number of nodes, ranging between 
11 and 20, was also considered, along with 10 randomly selected SBA 
graphs reflecting the architecture based compositions of services. 
Some of these graphs are dense, while others are sparse, and density 
is expressed in terms of percentage computed as the 100 times of the 
ratio of number of edges out of the number of all possible edges. The 
considered graph’s relevant characteristics are presented in Table 5. 
 
Table 5: The selected graph’s characteristics 
Graphs Nodes Edges Hosting needed Density 
G1 20 19 469 10% 
G2 17 28 521 20% 
G3 18 46 418 30% 
G4 11 22 254 40% 
G5 16 60 413 50% 
G6 14 55 332 60% 
G7 13 55 319 70% 
G8 19 137 570 80% 
G9 15 95 363 90% 
G10 12 66 297 100% 
  
Service-based applications are usually depicted in the form of 
graphs, which may appear either as sparse, dense or full. In effect, 
density is a very important criterion. 
By means of illustration, for instance, for the assessment of our 
devised algorithm. In G7 the possible number of edges is 
(13*12)/2=78, and we have selected 55 edges, which yields 55/78=70% 
of density range. 
As indicated on Table 5, we chose graphs with different densities 
have been selected, representing the different service types 
composition. Based on the benchmark, 10 graphs were selected with 
different densities ranging from 10% to 100%. 
The problem modelization procedure has been implemented via 
CPLEX [13] (an optimization software package developed by IBM for 
the purpose of solving integer programming associated problems) for 
the optimal solution to be computed. For comparison purposes, the 
FBR (Forward Backward Refinement) algorithm originally developed 
by [38], has been applied, as an approximate algorithm for service 
placement and GA (Genetic algorithm), as developed by [39], which 
stands as a GA-based placement optimization approach. 
Actually, we have conducted more than 2150 experiments, and the 
reached findings prove to demonstrate that our BPSO architecture 
turns out to yield good results with respect not only to sparse graphs, 
but also to dense graphs. Indeed, the entirety of the BPSO algorithm 
achieved results appear to be far better than those obtained via the 
FBR algorithm and the GA algorithm based ones, within the same 
response time interval. For illustration purposes, some of these 
achieved results are presented below. 
Note that for all the experiments that follow, the parameter values 
(as delivered by service providers), have been selected as follows: 
• 𝛼 =40 is the hosting units related coefficient ; 
• 𝛽1 =20 is a hybrid communication associated coefficient ; 
• 𝛽2 =10 is a public communication relating coefficient. 
5.1. Cost 
Three graphs among the 10 graphs figuring on Table 5 are going to 
be considered, namely: a sparse graph (Figure 4), a complete graph 
(Figure 6) and a dense graph (Figure 5), in addition, to nine different 
HQ values (ranging from 10% to 90 % of the hosting quantity of the 
considered graph). 
  
 Figure 4:  Cost comparison as related to BPSO, GA, FBR and OS (appearing 
on graph G1) 
 Figure 4 depicts costs as generated by FBR, GA, BPSO and OS 
relevant to the G1 graph figuring on Table 5, with range a density of 
10%. 
As can be noted the costs attained via BPSO turn out to be 
consistently lower than those reached via FBR, except for the case in 
which HQ is equal to 80%. The cost differences, as recorded to prevail 
between both BPSO and FBR appear to decrease with increase in HQ 
and vice versa. For instance, when HQ was equals to 10%, the 
difference proved to be very high (16%). These results have their 
justification in the fact that the sparse graphs appear to display a low 
number of edges (inter-nodal links), and, subsequently, the possible 
solutions turn out to be too low, too.  
Noteworthy, also, is that the GA achieved results appear to be 
somewhat results better than the BPSO reached ones, a finding which 
has its explanation in the fact that the GA emitted execution time 
proves to be greater than that issued by BPSO. 
  
Figure 5: Cost comparison of relating respectively to BPSO, GA, FBR and OS in 
terms of graph G10 
 
Figure 5 depicts the costs ranges as reached on full graph basis, 
highlighting that the BPSO achieved costs of BPSO are discovered to 
be remarkably to close to optimal solutions. Similarly, the BPSO turns 
out to search rather excellent results, exceeding even those recorded 
via FBR, with respect to the entirely of cases, exhibiting a different rate 
of even 50%, regarding the case when HQ proves of a rate of 10%. 
Noteworthy, also, is that the GA appears to display cost ranges that are 
too close to those registered by the BPSO. 
 
Figure 6:  Cost comparison relating respectively to BPSO, GA, FBR and OS as 
based on graph G5 
 
Figure 6 highlights the obtained costs on a dense graph at a density 
range of rate of 50%. It indicates well that BPSO turns out to perform 
better than FBR in most cases of HQ variation, except the case when 
HQ is equal to 90%. besides, one could also note that the best cost 
range difference recorded between BPSO and FBR appears to attain a 
rate of 23% when HQ is equal to 20%. Also, Noteworthy, also, is that 
the GA proves to demonstrate cost levels that are somehow too close, 
sometimes a bit higher, to those displayed by BPSO. 
An analysis of Figures 4-6, reveals well that, with respect to any 
graph type, BPSO proves to yield more effective results than the FBR, 
particularly in regard of the dense graphs, where BPSO seems to 
exhibit a highly satisfactory behavior. 
5.2. Time 
Let’s now focus on dealing with another important parameter, 
mainly, that of execution time. In this regard, three graphs relating to 
the execution time feature, concerning the graphs appearing on figures 
3-5, are going to be treated. 
  
Figure 7: Comparison of the execution time aspect pertaining to BPSO, GA, 
FBR and OS concerning graph G1 
 
Figure 7 illustrates the G1 graph associated the execution time 
relevant to OS, FBR, GA and BPSO. As can be noted, the GA is 
discovered to be more than twice as fast as the OS. Whereas the BPSO 
and FBR turn out to be more than three times as fast as the GA. In 
addition, it has been revealed that the BPSO appear to display an 
execution time that is noticeably lower than that scored by the FBR, 
except for the case in what HQ proves to be equal to 80%.  
 
Figure 8: Comparison of execution time performance relevant to BPSO, GA, 
FBR and OS concerning graph G10 
 
As for Figure 8, it has been discovered that the GA appears to record 
an execution time that is far better than the OS. Inversely, however, 
the BPSO and FBR prove to score a result that noticeably better than 
that achieved by the GA. Moreover; it also reveals that for any value 
the HQ, may take, the BPSO proves to yield the best execution time. 
The time difference recorded between both of the FBR and BPSO 
appears to be of a rate of 36%. 
 
 
 
Figure 9: Comparison of execution time performance as established between 
BPSO, GA, FBR relevant to OS on graph G5 
  
Figure 9 shows that GA, FBR and BPSO have an execution time 
more than twice as low as OS. While BPSO and FBR give an execution 
time better than GA. It shows also that BPSO gives an execution time 
lower than FBR for all the value of HQ. The best difference of time 
between FBR and BPSO is 24%. 
By analysing Figure 7, 8 and 9, we can see that for all graphs BPSO 
gives the best execution time compared to OS, GA and FBR. 
This may have its justification in the fact that the CPLEX appears to 
yield the best solution in terms of cost while going through all the 
possible solutions, despite the noticeable amount of time it takes 
throughout the process. As for FBR, it stands as an iterative algorithm 
with a fixed number of iterations, which entails a minimum execution 
time to be maintained. Regarding the GA, it requires a greater time 
lapse in respect of the BPSO owing mainly to the large population size 
it englobes, in addition to the fact that their genetic operations are 
exorbitant in terms of time. 
6. CONCLUSION AND POTENTIAL WORK PERSPECTIVE 
This paper has been devoted to treat the NP-hard problem, related 
to the placement of Service-Based Applications (SBA), as deployed via 
hybrid clouds. The procedure consisted in determining a set of services 
that making the application while attempting to minimize both of the 
communication and hosting costs. As the cloud maintained the set of 
services turns out to englobe two subsets: private and public, services 
maintained via private cloud are to be deployed by public cloud, and 
the public cloud provided services are to be deployed by the public 
cloud, thus, intermingling and overlapping remarkably. 
A novel approach, based on BPSO, has been put forward, whereby 
SBA’s placement in hybrid cloud could be optimized. For the take of 
an effective evaluation of the advanced approach, 2000 experiments 
have been implemented on the basis of the IBM data set benchmark. 
The reached experimental results proved to reveal well that the 
proposed approach turns out to display a remarkably convenient 
behavior as compared to both of the FBR and GA algorithms. 
The remarkable work achieved proves to be very promising and 
several potential study perspectives are under consideration. In a 
future work, for instance, one could well envisage extending the 
approach even further so as the placement relating problem could be 
solved within an online context and data base framework.  
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