We introduce a constrained empirical loss minimization framework for estimating highdimensional sparse precision matrices and propose a new loss function called the D-trace loss for that purpose. A novel sparse precision matrix estimator is defined as the minimizer of the lasso penalized D-trace loss under a positive definiteness constraint. Under a new irrepresentability condition the lasso penalized D-trace estimator has the sparse recovery property. Examples show that the new irrepresentability condition can hold while that for the lasso penalized Gaussian likelihood estimator fails. We establish rates of convergence of the new estimator under the element-wise maximum, Frobenius and operator norms. We develop a very efficient algorithm based on alternating direction methods for computing the proposed estimator. Simulated and real data are used to demonstrate the computational efficiency of our algorithm and the finite sample performance of the new estimator. The lasso penalized D-trace estimator compares favorably with the lasso penalized Gaussian likelihood estimator.
INTRODUCTION
Assume that we have n independent and identically distributed p-dimension random variables. Let Σ * be the population covariance matrix and let Θ * = (Σ * ) −1 denote the corresponding precision matrix. Massive high-dimensional data frequently appear in computational biology, medical imaging, genomics, climate studies, finance and other fields, and it is of both theoretical and practical importance to estimate high-dimensional covariance or precision matrices. In this paper we focus on estimating a sparse precision matrix Θ * when the dimension is large. Sparsity in Θ * is interesting because each nonzero entry of Θ * corresponds to an edge in a Gaussian graphical model for describing the conditional dependence structure of the observed variables (Whittaker, 1990) . Specifically, if x ∼ N p (µ, Σ * ), then Θ * ij = 0 if and only if x i ⊥ ⊥ x j | {x k : k = i, j}. Constructing Gaussian graphical models has wide applications in fields such as genomics, image analysis and macroeconomics (Wille & Bühlmann, 2006; Li & Gui, 2006; Li, 2009; Dobra et al., 2009) , and so on. Meinshausen & Bühlmann (2006) proposed a neighborhood selection scheme in which one can sequentially estimate the support of each row of Θ * by fitting an 1 or lasso penalized least squares regression model (Tibshirani, 1996) . Yuan (2010) used the Dantzig selector (Candes & Tao, 2007) to replace the lasso penalized least squares in the neighborhood selection scheme. Peng et al. (2009) proposed a joint neighborhood estimator using the lasso penalization. Cai et al. (2011) proposed a constrained 1 minimization estimator for estimating sparse precision matrices and established its convergence rates under the elementwise ∞ norm and Frobenius norm. A common drawback of the methods mentioned above is that they do not always guarantee that the final estimator is positive definite. One can also use Cholesky decomposition to estimate the precision or covariance matrix, as in Huang et al. (2006) . In this approach a sparse regularized estimator of the Cholesky factor is first derived and then the estimated Cholesky factor is used to construct the final estimator of Θ * . The regularized Cholesky decomposition approach always gives a positive semidefinite matrix but does not necessarily produce a sparse estimator of Θ * .
To our best knowledge, the only existing proposal for deriving a positive definite sparse precision matrix is the lasso or 1 penalized Gaussian likelihood estimator or its variants. proposed the lasso penalized likelihood criterion and suggested using the maxdet algorithm to compute the estimator. Motivated by Banerjee et al. (2008) , Friedman et al. (2008) developed a blockwise-coordinate-descent algorithm called the graphical lasso for solving the lasso penalized Gaussian likelihood estimator. Witten et al. (2011) proposed some computational tricks to further boost the efficiency of the graphical lasso. In the literature, the graphical lasso is often used as the alternative name of the lasso penalized Gaussian likelihood estimator. Convergence rates of the graphical lasso have been established in Rothman et al. (2008) and Ravikumar et al. (2011) .
The graphical lasso estimator is outside the penalized maximum likelihood estimation paradigm, because it works for non-Gaussian data (Ravikumar et al., 2011) . To have a better understanding, we propose a constrained convex optimization framework for estimating large precision matrices in which the graphical lasso can be viewed as a special case. We further introduce a new loss function, D-trace loss, which is convex and minimized at Θ −1 . A novel estimator is defined as the minimizer of the lasso penalized D-trace loss under the constraint that the solution is positive definite. The D-trace loss is much simpler than the graphical lasso loss, thus permitting a more direct theoretical analysis and bringing significant computational advantages. Under a new irrepresentability condition, we prove the sparse recovery property of the new estimator and show through examples that our irrepresentability condition is satisfied while that for the graphical lasso fails. Asymptotically, the new estimator and the graphical lasso have comparable rates of convergence under the element-wise maximum, Frobenius and operator norms. In finite samples the new estimator is shown to outperform the graphical lasso by simulation, even when the data are generated from Gaussian distributions.
METHODOLOGY
2·1. An empirical loss minimization framework We begin with some notation and definitions. For a p × p matrix X = (X i,j ) ∈ R p×p , its Frobenius norm is X F = ( i,j X 2 i,j ) 1/2 . We also use X 1,off to denote the off-diagonal 1 norm: X 1,off = i =j |X i,j |. We use S(p) to denote the space of all p × p positive definite matrices. For any two symmetric matrices X, Y ∈ R p×p , we write X Y when X − Y is positive semidefinite. We use vec(X) to denote the p 2 -vector formed by stacking the columns of X. We use X, Y to denote tr(XY T ) throughout the paper.
Suppose that we want to use a Θ from S(p) to estimate (Σ 0 ) −1 . We use a loss function L(Θ, Σ 0 ) for this estimation problem. We require the loss function to satisfy two conditions:
Condition (C1) is required for computational reasons and condition (C2) is needed so that we get the desired precision matrix when the loss function L(Θ, Σ 0 ) is minimized. It is also important that L(Θ, Σ 0 ) is constructed directly through Σ 0 , not (Σ 0 ) −1 , because in practice we need to use its empirical version L(Θ,Σ 0 ) to compute the estimator of (Σ 0 ) −1 , whereΣ 0 is an estimate of Σ 0 . With such a loss function in hand, we can construct a sparse estimator of (Σ 0 ) −1 via the convex program
whereΣ denotes the sample covariance matrix and λ n > 0 is the 1 penalization parameter. The graphical lasso can be seen as an application of the empirical loss minimization framework, defined as arg min
(2) proposed this estimator by following the penalized maximum likelihood estimation paradigm: Θ,Σ − log det(Θ) corresponds to the negative log-likelihood function of the multivariate Gaussian model. Comparing (2) to (1) we see that the graphical lasso is an empirical loss minimizer where the loss function is
has dual interpretations, it has been shown that the graphical lasso provides a consistent estimator even when the data do not follow a multivariate Gaussian distribution (Ravikumar et al., 2011) . Thus, the empirical loss minimization view of the graphical lasso is more fundamental and can better explain its broader successes with non-Gaussian data.
2·2.
A new estimator From the empirical loss minimization viewpoint L G is not the most natural and convenient loss function for precision matrix estimation because of the log-determinant term. We show in this paper that there is a much simpler loss function than L G for estimating sparse precision matrices. The new loss function is
As L D is expressed as the difference of two trace operators, we call it the D-trace loss throughout this paper. We first verify that L D satisfies the two conditions. To check (C1), we observe that
To check (C2), we verify that the derivative of (3) is (ΘΣ 0 + Σ 0 Θ)/2 − I and the Hessian of L D has the expression (Σ 0 ⊗ I + I ⊗ Σ 0 )/2, where ⊗ denotes the Kronecker product. Since Σ 0 is positive definite, the Hessian only has positive eigenvalues (see Pease, 1965 , Section XIV.7), so it is positive definite. Then it is easy to see that
We have verified that the D-trace loss is a valid loss function to be used in the empirical loss minimization framework. The corresponding estimator is then defined by following (1):
where λ n is a non-negative penalization parameter. One can also use the 1 norm, Θ 1 = i =j |Θ i,j |, in (4). In many applications we know a priori that the smallest eigenvalue of the true precision matrix is at least , where is a certain threshold. We can easily incorporate this into the estimator by considerinĝ
In Section 3 we derive an efficient algorithm for solving (5), setting = 10 −8 as the default. From a computational viewpoint L D is more convenient than L G . We can view the D-trace loss as an analogue of the least squares loss in regression for precision matrix estimation. It is difficult to come up with a simpler loss function than L D that satisfies conditions (C1) and (C2). One might argue that L G should be the optimal loss function at least for estimating Θ * for Gaussian distributions, owing to its likelihood interpretation. However, the conventional wisdom is not necessarily true in the empirical loss minimization framework for precision matrix estimation. For simplicity, let λ n = 0 and compare the minimizer of the empirical loss with the maximum likelihood estimator when Σ −1 exits. Then we see that if the loss function satisfies (C1) and (C2) the solution in (1) is always Σ −1 , regardless of the actual form of the loss function. This is different from what happens in conventional regression problems, where unpenalized loss functions produce different estimates, such as Huber's regression versus least squares. In the rest of the paper we study the theoretical and numerical properties of the lasso penalized D-trace loss estimator for estimating sparse precision matrices. We have found that the new estimator enjoys theoretical and empirical advantages over the lasso penalized Gaussian likelihood estimator.
Our estimator has an interesting connection to the constrained 1 minimization estimator (Cai et al., 2011) 
Cai et al. (2011) regularized the diagonal elements of Θ. To simplify the discussion we can do the same in our estimator by using Θ 1 in (4), and then the penalized L D estimator is arg min
The solution of (7) satisfies
whereẐ represents the subgradient taking values in [−1, 1]. Therefore, following the derivation of the Dantzig selector (Candes & Tao, 2007) we can relax (8) and drop the positive definite constraint to define a constrained minimization estimator through min.
Comparing (9) and (6), we see that the Dantzig version of the penalized L D estimator is very similar to the estimator of Cai et al. (2011) . An important difference between (9) and (6) is the solution of (9) is guaranteed to be symmetric, which is not the case for (6). A referee called our attention to an unpublished manuscript by Liu and Luo, available at http://arxiv.org/pdf/1203.3896.pdf. Let θ k be the kth column vector of Θ and use e k to denote a p dimensional vector with 1 in the kth coordinate and 0 in all others. Liu and Luo's estimator is motivated by the fact that the constrained 1 minimization estimator in (6) has the following equivalent formulation:
See Lemma 1 of Cai et al. (2011) . Liu and Luo's estimator of θ k is defined by arg min
Liu and Luo took a reverse Dantzig selector step to get (11) from (10). A major advantage for doing so is that solving (11) can be computationally more efficient than solving (10). On the other hand, the penalized L D estimator in (7) can be rewritten as arg min
Therefore, if we drop the positive definiteness constraint, (12) reduces to solving (11) for k = 1, . . . , p. The fundamental difference between our estimator and Liu and Luo's estimator is that our method respects the positive definite nature of a precision matrix, while Liu and Luo's method treats a precision matrix estimation problem as p separated vector estimation problems. Liu and Luo's estimator is not even guaranteed to be symmetric.
3. ALGORITHM 3·1. Architecture of the algorithm based on alternating direction method In this section we develop an efficient algorithm for solving the constrained optimization problem in (5) based on the alternating direction method. Before delving into the technical details, it is interesting to review the efforts devoted to solving the lasso penalized Gaussian likelihood estimator. used the maxdet algorithm to compute the lasso penalized Gaussian likelihood estimator but that algorithm is very slow for high-dimensional data. Banerjee et al. (2008) and Friedman et al. (2008) developed blockwise descent algorithms. Duchi et al. (2008) proposed a projected gradient method and Lu (2009) proposed a method by applying Nesterov's smooth optimization technique. In both papers the authors showed that their algorithms perform faster than blockwise descent algorithms. More recently, Scheinberg et al. (2010) developed an alternating direction method for solving the lasso penalized Gaussian likelihood estimator and showed that their alternating direction method is faster than the projected gradient method (Duchi et al., 2008 ) and Nesterov's smooth optimization method (Lu, 2009) . Based on previous work, the alternating direction method is the state of the art algorithm for solving the lasso penalized Gaussian likelihood estimator. In order to compare the D-trace loss and the Gaussian likelihood function in terms of computation, we derive an alternating direction method for solving the lasso penalized D-trace estimator and compare the computational efficiency of the lasso penalized D-trace loss and the Gaussian likelihood estimators and show that the new estimator is faster.
We introduce two new matrices Θ 0 , Θ 1 and rewrite (4) as arg min
From (13) we consider the augmented Lagrangian
where h(Θ 1 I) is an indicator function defined by
[
Step (16) is trivial. For (14), we can write
Let G(A, B) denote the solution to the optimization problem arg min
Then we can write
The explicit solution to (17) is given in Theorem 1. THEOREM 1. Given any p dimensional symmetric positive definite matrix A and any
where • is the Hadamard product of matrices, and C i,j = 2/(σ i + σ j ).
To update Θ k+1 0 , from (15) we write
Let S(A, λ) denote the solution to the following optimization problem arg min
then we can write
where the operator S is defined by
To update Θ k+1 1 , we write
We define a matrix operator [X] + for a symmetric matrix X: let the eigenvalue decomposition
We now have all the necessary pieces to carry out the alternating direction method for solving (5). Algorithm 1 summarizes the details. Algorithm 1. Alternating direction method for solving (5)
3·2. Implementation We discuss the implementation details for Algorithm 1. The most computationally expensive part is the update of Θ k+1 1 , owing to the eigenvalue constraint. If we drop that constraint and considerΘ = arg min
then we can derive a much simpler alternating direction method for computingΘ. IfΘ I then we must haveΘ =Θ. If we findΘ has an eigenvalue less than , then we can always use Algorithm 1 to findΘ =Θ in whichΘ can be used as the initial value of Θ 0 . This implementation strategy could save a lot of computing time.
We now work out the simplified alternating direction method for computingΘ. Following the same steps in Section 3·1 we consider the augmented Lagrangian
We update (Θ, Θ 0 , Λ) according to the following three steps:
The solutions to (24) and (25) are given in (18) and (20), respectively. Algorithm 2 summarizes the details for computingΘ and the final estimatorΘ.
Algorithm 2. The implemented alternating direction method for our estimator We have implemented Algorithm 2 in Matlab. In our implementation we let ρ = 1 and stop the algorithm if both of the following criterions are satisfied: 4. NUMERICAL RESULTS Among existing proposals the lasso penalized Gaussian likelihood estimator is the only popular precision matrix estimator that can retain sparsity and positive definiteness simultaneously. We use simulations to compare the performances of our estimator and the lasso penalized Gaussian likelihood estimator in order to show the virtue of the D-trace loss.
In the simulation study data were generated from N (0, Σ * ). Three Σ * were considered:
Model 1: Θ * i,i = 1, Θ * i,j =0·2 when 1 ≤ |i − j| ≤ 2 and Θ * i,j = 0 otherwise; Model 2: Θ * i,i = 1, Θ * i,j =0·2 when 1 ≤ |i − j| ≤ 4 and Θ * i,j = 0 otherwise; Model 3: Θ * i,i = 1, Θ * i,i+1 =0·2 when mod (i, p 1/2 ) = 0, Θ * i,i+p 1/2 =0·2, and Θ * i,j = 0 otherwise. This is the grid model in Ravikumar et al. (2011) and requires p 1/2 to be an integer.
The sample size is n = 400 in all three models. We let p = 500 in models 1 and 2, and p = 484 in model 3. Each estimator was tuned by five-fold cross-validation. Simulation results based on 100 independent replications are reported in Table 1 , where we compare the two estimators in terms of five quantities: the Frobenius risk
, and the percentages of correctly estimated non-zeros and zeros. Table 1 shows that our estimator performs better than the lasso penalized Gaussian likelihood estimator, although the data are Gaussian. We also recorded the running time of each estimator by fixing the parameter λ n to the value chosen by cross-validation. We computed the lasso penalized Gaussian likelihood estimator by using the alternating direction method implemented by Scheinberg et al. (2010) . The average running time of our estimator is 1.2 seconds, while that of the lasso penalized Gaussian likelihood estimator is 2 seconds.
THEORETICAL RESULTS
5·1. Notation We study the theoretical properties of the proposed estimator in the ultra-high dimensional setting. Under suitable regularity conditions the proposed estimator is consistent under various matrix norms and has a sparse recovery property with high probability. In particular, when the x i are sampled from a sub-Gaussian distribution, consistency holds if log(p) is small compared to n.
We assume that the true precision matrix Θ * is sparse, S = {(i, j) : Θ * i,j = 0} is the support of Θ * and S c is the complement of S. Let d be the maximum node degree in Θ * and denote by s the number of edges in the graph corresponding to Θ * . We introduce some additional notation for the sake of presentation. The 1 norm |x i | of a vector x = (x 1 , . . . , x n ) ∈ R n is written |x| 1 ; its 2 norm ( p i=1 x 2 i ) 1/2 is written x . The element-wise matrix norm max i,j |X i,j | of a matrix X is written X ∞ ; its 1 norm i,j |X i,j | is written X 1 ; its 1,∞ norm max i ( j |X i,j |) is X 1,∞ ; its operator norm max x =1 Xx is written X . For any subset T of {1, . . . , p} × {1, . . . , p}, we denote by vec(X) T the vector indexed by T of vec(X). For any two subsets T 1 and T 2 of {1, . . . , p} × {1, . . . , p}, we denote by X T 1 T 2 the submatrix X with row and columns indexed by T 1 and T 2 . We use λ max (X) and λ min (X) to denote the largest and smallest eigenvalue of a symmetric matrix X. We let θ min = min i,j∈S |Θ * i,j |,
5·2. The irrepresentability condition We first present the irrepresentability condition for establishing the model selection consistency of our estimator. An irrepresentability condition is also required for the lasso penalized Gaussian likelihood estimator for estimating sparse precision matrices (Ravikumar et al., 2011) .
Denoting the Kronecker matrix sum and Kronecker matrix product by ⊕ and ⊗, our irrepresentability condition involves the function
Applying the definition of Kronecker matrix sum, Γ(Σ) is a p 2 × p 2 matrix indexed by vertex pairs and
where δ(j, l) = 1 if j = l and δ(j, l) = 0 if j = l. For simplicity we let Γ * = Γ(Σ * ) andΓ = Γ(Σ). In our theoretical analysis the following irrepresentability condition is assumed:
It is interesting to compare (27) to the irrepresentability condition for the lasso penalized Gaussian likelihood estimator (Ravikumar et al., 2011, Assumption 1) , which is
In comparison, (27) uses the Kronecker sum Σ * ⊕ Σ * while (28) uses the Kronecker product
It is difficult to compare (27) and (28) in general. Here we compare them on an example used by Meinshausen (2008) and Ravikumar et al. (2011) , where Θ * ∈ R 4×4 , Θ * i,i = 1, Θ * 2,3 = Θ * 3,2 = 0, Θ * 1,4 = Θ * 4,1 = 2c 2 , Θ * i,j = c otherwise, and we assume c ∈ [−2 −1/2 , 2 −1/2 ] such that Θ * is positive definite. For this example, we can verify numerically that (27) holds for |c| ≤ 0·31, while (28) requires |c| <0·2017 (Ravikumar et al., 2011 , Section 3.1.1). Thus, when |c| ∈ [0·2017, 0·31], (27) holds while (28) fails.
We also compared the conditions (27) and (28) in two autoregressive models with orders 1 and 3. In the first, we let Θ * ∈ R p×p , Θ * i,i = 1, Θ * i,j = c when |i − j| = 1 and Θ * i,j = 0 otherwise. In the second, we let Θ * ∈ R p×p , Θ * i,i = 1, Θ * i,j = c when 1 ≤ |i − j| ≤ 3 and Θ * i,j = 0 otherwise. Condition (27) was less restrictive than (28) for all values of p that we tested. For example, consider p = 30. For the autoregressive model with order 1 (27) holds for |c| <0·41 and (28) holds only for |c| <0·35; for the autoregressive model with order 1 (27) holds for |c| <0·22 and (28) holds only for |c| <0·14.
5·3. Rates of convergence
We first establish the rates of convergence and model selection consistency of the penalized D-trace estimator under the assumption that x 1 , . . . , x n are independent and identically sampled from a subgaussian distribution with covariance Σ * such that X i /Σ * i,i 1/2 are sub-Gaussian with parameter σ (here X i is the ith coordinate of the random vector X), i.e.,
THEOREM 2. Under (29) and the irrepresentability condition (27), pick
for some η > 2 and
(η log p + log 4),
Then with probability larger than 1 − p η−2 we have
In addition,Θ recovers all zeros in Θ * . Moreover, if
thenΘ recovers all zeros and nonzeros in Θ * .
We also establish the rates of convergence and model selection consistency of the penalized D-trace estimator under a weaker polynomial tail assumption. Assume that x 1 , . . . , x n are independent and identically sampled from a distribution with polynomial tails with covariance Σ * such that (Σ * i,i ) −1/2 X i has finite 4mth moments, i.e., there exist m and K m ∈ R such that
THEOREM 3. Under (30) and the irrepresentability condition (27), with
for some η > 2, and
min , thenΘ recovers all zeros and nonzeros in Θ * .
These rates of convergence results look similar to those of Ravikumar et al. (2011) . However, our technical analysis is different from theirs. The key component in their analysis is Brouwer's fixed-point theorem, but we use a more direct approach to analyze the penalized D-trace estimator, thanks to its simple expression.
DISCUSSION
In the empirical loss minimization framework the D-trace loss is much simpler than the Gaussian likelihood loss. The former is basically a quadratic function of the precision matrix. Its simplicity leads to theoretical and computational advantages. We have provided theoretical and empirical evidence to well support the D-trace loss and the lasso penalized D-trace estimator. On the other hand, our viewpoint does not mean that the D-trace loss estimator dominates the graphical lasso. Conceptually, the D-trace loss is to the Gaussian likelihood as the hinge loss underlying the support vector machine is to the binomial likelihood for logistic regression. Each has its own merits and none dominates the other. There is an open question about the irrepresentability condition. We can neither prove nor disprove that (27) is always weaker than (28). We will study this technical problem in another paper.
G(A, B)A} − B = 0. Equivalently, we need to check
The equation above can be verified for G(A, B) defined in (19) by calculation and therefore Theorem 1 is proved.
Proofs of Theorems 2 and 3 We prove Theorem 2 and Theorem 3 simultaneously. For easy presentation, we first sketch the proof and then fill in the technical lemmas and their proofs.
Following the Definition 1 in Ravikumar et al. (2011) , we assume that there exists a constant v * > 0 and a function f such that
We also define
The tail assumption (31) holds for a large class of random vectors. Two of the special cases, subgaussian tails and polynomial tails, defined in (29) and (30). When (29) holds, we have (Ravikumar et al., 2011, Section 2.3 (30) holds, we have (Ravikumar et al., 2011, Section 2.3.2) : v * = 0 and f (n, δ) = c * n m δ 2m , where
With this preparation Theorems 2 and 3 can be proved using the following technical lemma. 
(c) Assuming the conditions in part (b), then we also have
The proof of Lemma 1 is based on the following auxiliary lemma, which is used to control
1,∞ by ε = ∆ Σ ∞ . For convenience we also present it here. LEMMA 2. Assuming (34), we have
where
S,S . Moreover, we also have
Proof of Theorem 2 and Theorem 3. In this proof we assume the general choice on n and λ n :
By the definition of n f , with probability at least 1 − 1/p η−2 we have
Now we verify the two assumptions in Lemma 1(b). Assumption (34) is easy to verify using (41). From (41) and the definition of λ n we also have λ n ≤ 1, and the assumption (35) follows from the definition of λ n and λ n ≤ 1. Then the convergence rate of Θ − Θ * ∞ follows from (36), (34), the control of ε by δ f (n, p η ) in (41), the definition of λ n and λ n ≤ 1:
The estimation of Θ − Θ * follows from (42), the fact thatΘ =Θ, which will be shown in the end of the proof of Lemma 1, and the estimation of v * , f (n, p η ) and δ f (n, p η ).
(b) Combining the bound on Θ − Θ * ∞ and the fact that there are at most s + p nonzero elements inΘ, and the nonzeros ofΘ form a subset of Θ * , we have
and
The estimation of Θ − Θ * 2 and Θ − Θ * F follows from (43), (44),Θ =Θ, and the estimation of v * , f (n, p η ) and δ f (n, p η ).
(c) Applying part (b) in Lemma 1,Θ specifies all zeros in Θ * . When (40) holds, with probability at least 1 − 1/p η−2 we have δ f (n, p η ) ≤ {5dκ 2 Γ + 12α −1 (κ Σ κ 2 Γ + κ Γ )}/θ min . Combining it with (42),Θ recovers all zeros and nonzeros in Θ * . Finally, we show thatΘ =Θ. Applying the fact that with probability at least
with (44), we have λ min (Θ) > 0 and thereforeΘ =Θ. This completes the proof of Theorem 2 and Theorem 3.
Proof of Lemma 1 (a) First, we defineΘ as the solution to the hypothetical problem:
From its directional derivative, we obtain the equality
Applying the definition ofΓ = Γ(Σ) in (26), it can be rewritten as
Recall thatΘ S C = 0, (46) is equivalent toΓ S,S vec(Θ) S − vec(I) S + λ n vec(Z) S = 0, and the explicit solution to (45) is
Now we verify thatΘ is also the solution to (32). Since the objective function in (32) is convex, we only need to verify that its derivative at Θ =Θ is zero. That is,
Applying (46), (48) holds when (i, j) ∈ S. Therefore we only need to verify (48) for (i, j) ∈ S C . As vec(I) S C = 0, to prove (48) it is sufficient to prove that |Γ e,S vec(Θ) S | ≤ λ n , e ∈ S C .
Combining (47) ≤αλ n /2 + λ n (1 − α/2) = λ n .
Since (50) implies (48), we proved thatΘ is also the solutionΘ in (32). By the definition of Θ, we obtain vec(Θ) S = 0.
(b) We prove this part in two steps. We first show that (51) implies the two conditions in (33): 
We then prove (51). Therefore we have vec(Θ) S = 0 by applying the result of part (a). Combining α = 1 − max e∈S C Γ * e,S (Γ * S,S ) −1 1 with the triangle inequality, we obtain the second assumption in (33) from (51). Using the fact Γ * −1 S,S vec(I) S = vec(Θ * ) S , We now prove (51). Since the right hand side of (51) is equivalent to the right hand side of (35), we only need prove that the left hand side of (51) is smaller than that of (35). Note that Γ * ∞ ≤ 2 Σ * ∞ , Γ * 1,∞ ≤ 2 Σ * 1,∞ , the left hand side of (51) could be controlled as follows, by applying (39), (56), and (57). For any e ∈ S C , 
Combining (35), (53) and (54), we obtain (51). 
Then we prove (36) by applying (34) and (38) to the right hand side of (55):
This completes the proof of Lemma 1.
