Abstract.
INTRODUCTION

30
This paper addresses the issue of using 2D tomographic inversion of travel time data (or 31 equivalently, phase delay data) to image seismic velocity in the presence of both heterogeneity 32 (variation with position) and anisotropy (variation with direction of propagation). While a 33 simpler problem than fully three-dimensional tomography, 2D tomography has wide uses in 34 seismology, because several important classes of elastic waves can be viewed, at least 35 approximately, as propagating horizontally across the surface of the earth. 2D tomography has 36 been applied to mantle-refracted body waves such as Pn and Sn (e.g. Hearn, 1996; Pei et al., 37 their inversions; those who omitted it nevertheless recognized its likely presence. These authors 48 are able to achieve impressive global or continental-scale images with spatial resolution of 100-49 200 km, using surface wave periods as small as about 20s and source-receiver offsets as small as 50 about 1000 km. Finer-scale resolution is difficult to achieve with earthquake sources, owing to 51 the low signal-to-noise ratio at shorter periods and the paucity of shorter source-receiver offsets.
52
However, during the last decade, the development of ambient noise-correlation techniques for 53 reconstructing surface waves propagating between stations has opened up new opportunities for 54 the use of surface waves in high-resolution seismic imaging (Shapiro and Campillo, 2004; 55 Shapiro et al. 2005; Calkins et al., 2011) . Surface wave travel times, for periods as short as 8s,
56
can now be routinely calculated by cross-correlating ambient noise observed at two stations, 57 separated by a little as 50 km (Snieder, 2004; Bensen et al., 2007; Ekstrom et al. 2009 ). The 58 revolutionary aspect of ambient noise correlation is that the number of measurements tends to be 59 larger, and the spatial and azimuthal pattern of paths tends to be better, than traditional 60 earthquake-source methods. The resulting tomographic images often have sufficiently high 61 resolution to permit detailed structural interpretations (e.g. Lin et al., 2007; Yang et al., 2007; 62 Lin et al., 2008; Zha et al., 2014) . Owing to the excitement that noise-correlation has generated 63 (both in the community and for this author), revisiting issues associated with 2D tomography is 64 timely and appropriate. In particular, we address here the question of the the degree to which 65 this technique can distinguish anisotropy from heterogeneity. Simply put, can it uniquely 66 determine both?
67
Seismic velocity is inherently both heterogenous and anisotropic. The latter can be due to 68 intrinsic anisotropy of mineral grains aligned by large-scale ductile deformation (Hess, 1964; 69 Raitt et al., 1969; Silver and Chan, 1988; Nicolas, 1989; Karato et al. 2008) or to the effective 70 anisotropy of materials with fine-scale layering and systems of cracks (Backus, 1962; Menke, 71 1983) or some combination of the two (Fitchner 2013) . This anisotropy needs to be accounted 72 for in a tomographic inversion as it is a source of important information about earth processes.
73
However, an anisotropic earth model is extremely complex and requires 21 functions of position 74 for its complete description (e.g. Aki and Richards, 2002) . Notably, for the special case of 75 surface waves propagating in a weakly anisotropic earth, the phase velocity is sensitive to only a 76 few combinations of these functions (Backus, 1965; Smith and Dahlen, 1973) . It is possible to 77 formulate a tomographic inversion that includes all 21 functions (e.g. Wu and Lees, 1999) .
78
However, most surface wave applications use a simplied form of anisotropy that is described by 
83
The switch from one function in 2D isotropic tomography to three functions in the provides insights into the structure of an anisotropic tomography problem that facilitates both the 106 selection of appropriate prior information and the interpretation of results.
107
PRINCIPLES OF 2D ANISOTROPIC TOMOGRAPHY
108
We limit our study to the case of weak two-dimensional heterogeneity and anisotropy, 109 meaning that the phase velocity, , can be expressed in terms of a constant background velocity,
110
, and a small perturbation, , which is a function of position in the plane and 111 propagation azimuth, :
112
(1)
113
The phase slowness, , can be expressed to first order as: arrays.
207
The incorporation of star arrays into an experimental design has practical advantage,
208
since it provides data that can discriminate anisotropy from heterogeneity. The caveat is that its time measurements made with small-aperture arrays tend to be very noisy.
215
RADON'S PROBLEM
216
Radon's problem is to deduce slowness in a purely isotropic model (that is, the case 217 ), using travel time measurements along a complete set of infinitely long 218 straight-line rays; that is, rays corresponding to sources and receivers at . By complete, we 219 mean that measurements have been made along rays with all possible orientations and positions.
220
In practice, infinitely long rays are not realizable; a feasible experiment approximating Radon's 221 geometry has the sources and receivers on the boundary of the study region. The non-uniqueness 222 of the anisotropic version of Radon's problem has been investigated in detail by Mochizuki (1997) , who concludes that it is substantially non-unique. Mochizuki's (1997) result, which is based on a 224
223
Fourier representation of slowness, will be discussed later in this section. We first review more general 225 aspects of the problem. 226
In the traditional formulation of Radon's problem, straight line rays are parameterized by Figure 3 shows equivalent heterogeneities for Radon's problem (or actually the 331 closest feasible approximation with sources and receivers on the boundary of the study 332 region). An isotropic heterogeneity (Figure 3a) can be more-or-less exactly recovered by 333 a purely isotropic inversion (Figure 3b ), except for a little smoothing resulting from the 334 regularization (even so, the travel time error is less than 1%). The purely anisotropic 335 estimated model (Figure 3c) either).
347
The anisotropic heterogeneity (Figure 3d ) is not exactly recovered by the purely- often be preferable.
358
An extended region of spatially-constant anisotropy (Figure 4a ) can be thought of as a 359 grid of many point-line anisotropic heterogeneities (as in Figure 3d ) that covers the extended 360 region. The equivalent isotropic heterogeneity is constructed by replacing each point-like 361 anisotropic heterogeneity with an isotropic dipole and summing (Figure 4b ). Within the interior 362 of the region, the positive and negative lobes of adjacent dipoles overlap and cancel, causing the 363 interior to be homogeneous or nearly so. The dipoles on the boundary will not cancel, so the 364 homogenous region will be surrounded by a thin zone of strong and very rapidly fluctuating 365 isotropic heterogeneities. This pattern is very easily recognized. In many cases, the interpretation of the region as one of spatially-constant anisotropy will be geodynamically more 367 plausible than that of a homogenous isotropic region with an extremely complicated boundary.
368
EQUIVALENT HETEROGENEITIES FOR MORE REALISTIC ARRAYS
369
A few experimental geometries in seismic imaging, such as imaging an ocean basin with 370 sources and receivers located on its coastlines, correspond closely to Radon's problem.
371
However, stations more commonly are placed within the study region, for example, on a regular 372 grid ( Figure 5 ).
373
Intuitively, one might expect this array geometry to be a significant improvement over all previous cases, the isotropic heterogeneity equivalent to the true point-like anisotropic 414 heterogeneity is dipolar in character, though owing to the irregularity of the array, a little more 415 irregular in shape than the cases considered previously.
416
When the true point-like heterogeneity is placed at the margin of the array, the Equivalent
417
Heterogeneities take on more complicated shapes ( Figure 9 ) but retain some of the same cautiously.
424
DISCUSSION AND CONCLUSIONS
425
All 2D anisotropic tomography problems suffer from the same non-uniqueness first point-like, the other is spatially-extended. Thus, prior information can be used to select among 431 equivalent solutions to achieve a "unique" solution embodying a given set of prior expectations 432 about model properties.
433
We extend ideas of resolution analysis, first developed by Backus and Gilbert (1968) has a non-integrable singularity at the origin and the ray passes through it. However, the radial 658 symmetry of the problem actually implies zero -not infinite -anisotropy at the origin. We heterogeneity is not point-like, but rather is spatially-distributed. Furthermore, while its intensity 668 falls off with distance, it does so relatively slowly, as (distance) -2 .
669
The sum of the spatially-distributed anisotropic anomaly and the negative of the point-
670
like isotropic anomaly is a null solution, meaning that it has no travel time anomaly. Any number of these null solutions can be added to the estimated model without changing the degree 672 to which it fits the data. As before, we must demonstrate that the ray integral is zero for any ray passing a distance 681 away from the origin. Since is arbitrary, we can choose the ray to be parallel to the -axis 682 without loss of generality ( Figure 9 ). We now manipulate (A2.6) using standard trigonometric 683 identities:
The ray integral of the first term has already been shown to be zero. The ray integral of the 686 second term is zero because the second term is an odd function of . Thus, the travel time of all 687 rays with is zero.
688
As in the previous section, the travel time along the ray is infinite, since the function 689 has a non-integrable singularity at the origin and the ray passes through it. However, 690 depending upon the ray orientation, (A2.5) implies that the point at the origin has both negative 691 and positive -a contradiction. As before, we resolve this inconsistency by requiring that the 692 heterogeneity falls to zero within a small distance of the origin. The heterogeneity is then: 
