Introduction 11
A phenotype is the result of genotype (G), environment (E) and the genotype by environment 12 interactions ( × ) in most living organisms. Garrod (1902) observed that the effect of genes 13 on phenotype could be modified by the environment (E). Similarly, Turesson (1922) 14 demonstrated that the development of a plant is often influenced by its surroundings. He 15 postulated the existence of a close relationship between crop plant varieties and their 16 environment, and stressed that the presence of a particular variety in a given locality is not just a 17 chance occurrence; rather, there is a genetic component that helps the individual adapt to that 18 area. 19 For these reasons, today the consensus is that × is useful for understanding genetic 20 heterogeneity under different environmental exposures (Kraft et al., 2007; Van Os and Rutten, 21 2009) and for identifying high-risk or productive subgroups in a population (Murcray et al., 22 including a skewed, discrete distribution (0,1,2,3,…,) and the restriction of predicted values for 1 phenotypes to non-negative numbers (Yaacob et al., 2010) . These models are different from an 2 ordinary linear regression model. First, they do not assume that counts follow a normal 3 distribution. Second, rather than modeling as a linear function of the regression coefficients, 4 they model a function of the response mean as a linear function of the coefficients (Cameron 5 and Trivedi, 1986). Regression models for counts are usually nonlinear and have to take into 6 consideration the specific properties of counts, including discreteness and non-negativity, and 7 are often characterized by overdispersion (variance greater than the mean) (Zhou et al., 2012) . 8 However, in the context of genomic selection, it is still common practice to apply linear 9 regression models to these data or to transformed data (Montesinos-López et al., 2015a,b) . This 10 does not take into account that: (a) many distributions of count data are positively skewed, many 11 observations in the data set have a value of 0, and the high number of 0's in the data set does not 12 allow a skewed distribution to be transformed into a normal one (Yaacob et al., 2010) ; and (b) it 13 is quite likely that the regression model will produce negative predicted values, which are 14 theoretically impossible (Yaacob et al., 2010; Stroup, 2015) . When transformation is used, it is 15 not always possible to have normally distributed data and many times transformations not only 16 do not help, they are counterproductive. There is also mounting evidence that transformations 17 do more harm than good for the models required by the vast majority of contemporary plant and 18 soil science researchers (Stroup, 2015) . To the best of our knowledge, only the paper of 19 Montesinos- López et al. (2015c) is appropriate for genomic prediction for count data under a 20 Bayesian framework; however it does not take into account × interaction. 21 In this paper, we extend the NB regression model for counts proposed by López et al. (2015c) to take into account × by using a data augmentation approach. A 23 Gibbs sampler was derived since all full conditional distributions were obtained, which allows 1 drawing samples from them to estimate the required parameters. In addition, we provide all the 2 details of the efficient derived Gibbs sampler so it can be easily implemented by most plant and 3 animal scientists. We illustrate our proposed methods with a simulated data set and a real data 4 set on wheat Fusarium head blight. We compare our proposed models (NB and Poisson) with 5 the Normal and Log-Normal models that are commonly implemented for analyzing count data. 6 We also provide R code for implementing the proposed models. 
Materials and Methods

9
The data used in this study were taken from a Ph.D. thesis (Falconi-Castillo, 2014) To be able to get the full conditional distributions, we provide the prior distributions, ( ), for 9 all the unknown model parameters = ( * , 2 , 1 , 1 2 , 2 , 2 2 , r). We assume prior 10 independence between the parameters, that is, 11 ( ) = ( * ) ( 2 ) ( 1 ) ( 1 2 ) ( 2 ) ( 2 2 ) ( ).
We assign conditionally conjugate but weakly informative prior distributions to the parameters 12 because we have no prior information. Prior specification in terms of * instead of is for 13 convenience. We adopt proper priors with known hyper-parameters whose values we specify in 14 model implementation to guarantee proper posteriors. We assume that * | 2~( 0 , ∑ 2 0 ),
15
2~−2 ( , ) where −2 ( , ) denotes a scaled inverse chi-square distribution with shape 16 and scale parameters,
, 2 2~ −2 ( 2 , 2 ) and ~( 0 , 1/ 0 ). Next we combine (Eq 4) using all data with priors to get the full conditional distribution for parameters * , 2 , 1 , 1 2 , 1 2 , 2 2 and r. The full conditional distribution of * is given as:
, 1 = [ 11 , … , 1 ] and 2 = 1 * ~, where * ~ indicates 12 the horizontal Kronecker product between 1 and . The horizontal Kronecker product 13 performs a Kronecker product of 1 and and creates a new matrix by stacking these row 14 vectors into a matrix. 1 and must have the same number of rows, which is also the same 15 number of rows in the result matrix. The number of columns in the result matrix is equal to the 16 product of the number of columns in 1 and . When the prior for * ∝ constant, the posterior 17 distribution of * is also normally distributed, (̃0,̃0), but we set the term 0 −1 −2 to zero in 18 both ̃0 and ̃.
19
The fully conditional distribution of is
Defining ℎ = * + ℎ ℎ , with ℎ = 1,2, the conditional distribution of ℎ is given as
4 If 1 = * + 2 2 , then = ( 1 −2 1 −1 + 1 1 ) −1 , ̃1 = ( 1 − 1 1 ) and 5 then 1 | ,~(̃1, ). Similarly, by defining 2 = * + 1 1 , we arrive at the full
The fully conditional distribution of ℎ 2 , for ℎ = 1,2, is
with 1 =J and 2 =IJ.
11
The conditional distribution of * 2 is 12 ( * 2 | , )~− 2 (̃ * = * + ,̃= [( * − 0 ) 0 −1 ( * − 0 ) + * * ]/ * + ) (9) 13
Taking advantage of the fact that the NB distribution can also be generated using a prediction accuracy, we performed a total of 60,000 iterations with a burn-in of 30,000, so that 7 30,000 samples were used for inference. We did not apply thinning of the chains following the 8 suggestions of Geyer (1992), MacEachern and Berliner (1994) and Link and Eaton (2012), who 9 provide justification of the ban on subsampling MCMC output for approximating simple 10 features of the target distribution (e.g., means, variances, and percentiles). We implemented the 11 prior specification given in the section Bayesian mixed negative binomial regression with 12 * | 2~( 0 = 3 , 3 × 10,000), 1 | 1 2~1 ( 1 , 1 1 2 ), where 1 is the GRM, that is, 13 the covariance matrix of the random effects, 1 2~ −2 ( 1 = 3, 1 = 0.001), 14 2 | 2 2~2 ( 2 , 2 2 2 ), 2 is the covariance matrix of the random effects that belong to the 15 × term, 2 2 ~ −2 ( 2 = 3, 2 = 0.001), and ~( 0 = 0.01,1/( 0 = 0.01)). All these 16 hyper-parameters were chosen to lead weakly informative priors. The convergence of the 17 MCMC chains was monitored using trace plots and autocorrelation functions. We also 18 conducted a sensitivity analysis on the use of the inverse gamma priors for the variance 19 components and we observed that the results are robust under different choices of priors.
21
Assessing prediction accuracy 22 We used cross-validation to compare the prediction accuracy of the proposed models 23 for count phenotypes. We implemented a 10-fold cross validation, that is, the data set was 1 divided into 10 mutually exclusive subsets; each time we used 9 subsets for the training set and 2 the remaining one for validation set. The training set was used to fit the model and the , where ̂( ) , 1 * ( ) , 2 * ( ) , Simulation study 18 To show the performance of the proposed Gibbs sampler for count phenotypes that takes 19 into account × , we performed a simulation study under model (1) in two scenarios (S1 and 20 S2). Scenario 1 had three environments ( = 3), 20 genotypes ( = 20), = 60 , = ⊗ 21 and 1 2 = 2 2 = 0.5, with four different numbers of replicates of each genotype in each 22 environment, = 5, 10, 20 and 40. Scenario 2 is equal to scenario 1, except that = 1 0.7 60 + 0.3 60 , where 60 is a square matrix of ones of order 60 × 60. In this second scenario, 2 we imitated the correlation between lines of real data available in genomic selection. The priors 3 used for the simulation study in both scenarios (S1 and S2) were approximately flat for all 4 parameters: for | 2~( 0 = [0,0,0], 3 × 10000), for ~(0.001,1/0.001), for 1 2 and 5 2 2 a ~ −2 (0.50002,4.0002), while for 1 | 1 2~( , ), and for 2 | 2 2~( , ). We 6 computed 20,000 MCMC samples; Bayes estimates were computed with 10,000 samples since 7 the first 10,000 were discarded as burning. We report average estimates obtained by using the 8 proposed Gibbs sampler along with standard deviations (SD) ( Table 1 ). All the results in Table   9 1 are based on 50 replications. 
Results
12
Given in Table 1 are the results of the simulation study in both scenarios (S1 and S2). The 13 bias when estimating the parameters is a little larger in S1 compared to S2. Also, parameter 0 14 is the parameter with larger bias (underestimated). Both variances ( 1 2 , 2 2 ) are overestimated in 15 scenario 1, but only 1 2 is overestimated in scenario 2. Also, with a sample size of = 5, 16 parameter had a larger SD; however, for larger sample sizes ( = 20,40), the SD were 17 considerably reduced. In general, there was not a large reduction in SD when the sample size 18 increased from 5 to 10, 20 and 40, the exception being the estimation of in both scenarios and 19 the estimation of 0 in scenario 1, where there was a large reduction in SD when the sample size 20 increased. Although estimations do not totally agree with the true values of the parameters, the 21 proposed Gibbs sampler for count data that takes into account × did a good job of 22 estimating the parameters, since the estimates are close to the true values with a SD of 1 reasonable size.
2
Using the real data set, we compared four scenarios (given in Table 2 ) for each model.
3 Table 2 shows that in the linear predictor, scenarios 1 and 2 do not take into account interaction 4 effects, only main effects. Also, scenarios 1 and 3 do not use marker information. These four 5 scenarios were studied to investigate the gain in model fit and prediction ability taking into 6 account the interaction effects and using the marker information available.
7
The posterior means (Mean), posterior standard deviation (SD) of the scalar parameters, 8 and posterior predictive checks for each scenario of the proposed models are given in Table 3 .
9
For the four models, the posterior means of the beta regression coefficients, variance 10 components, and over-dispersion parameters ( ) are similar between scenarios 1 and 2 and 11 between scenarios 3 and 4. In terms of goodness of fit measured by the loglikelihood posterior 12 mean (loglink), the scenarios rank as follows: scenario 3, rank 1; scenario 4, rank 2; scenario 1, 13 rank 3; and scenario 2, rank 4, for the four proposed models, with the exception of Model Pois 14 where the ranking was scenario 3, rank 1; scenario 4, rank 2; scenario 2, rank 3; and scenario 1, 15 rank 4. Therefore, there is evidence that with the four proposed models in terms of goodness of 16 fit, the best scenario is S3. Of the four models under study, Table 3 shows that Model LN 17 reports the best fit since it has the largest Loglik.
18
In Table 4 we present the mean and standard deviation of the posterior predictive checks 19 (Cor and MSEP) for each location (Batan 2012, Batan 2014 and Chunchi 2014) resulting from 20 the 10-fold cross-validation implemented for the four models and four scenarios. The predictive 21 checks given in Table 4 were calculated using the testing set. In Model NB, according to the 22 Spearman Correlation, the ranking of scenarios was as follows: in Batan 2012 and Batan 2014, 23 1 for scenario 4, 2 for scenario 3, 3 for scenario 1, and 4 for scenario 2. In Chunchi 2014, the 1 ranking was 1 for scenario 3, 2 for scenario 2, 3 for scenario 4, and 4 for scenario 4. With the 2 MSEP, the ranking for Model NB in Batan 2012 was 1 for scenario 3, 2 for scenario 4, 3 for 3 scenario 1, and 4 for scenario 2. In Batan 2014, the ranking was 1 for scenario 2, 2 for scenario 4 1, 3 for scenario 3, and 4 for scenario 4. In Chunchi 2014, the ranking in terms of MSEP was 1 5 for scenario 3, 2 for scenario 2, 3 for scenario 4, and 4 for scenario 1. Under Model Pois, the 6 ranking of the 4 scenarios in each locality was exactly the same as the ranking reported for correlation, the best scenarios were scenarios 1 and 2, and the worst was scenario 3 in Batan 12 2012. In Batan 2014, the best scenario was 1, then scenario 3 and the worst was scenario 4. In
13
Chunchi 2014, the best scenario was scenario 3, then scenario 2 and the worst was scenario 2. In 14 terms of MSEP for Batan 2012, the best scenario was 3, then scenario 1 and the worst was 15 scenario 4. In Batan 2014, the best scenario was 1, then 2 and the worst was scenario 4. Finally, 16 in Chunchi 2014, the best scenario was 3, then 2 and the worst was scenario 1.
17 Table 5 gives the average of the ranks of the two posterior predictive checks (Cor and 18 MSEP) that were used. Since we are comparing four scenarios for each model, the values of the 19 ranks range from 1 to 4, and the lower the values, the better the scenario. For ties we assigned 20 the average of the ranges that would have been assigned had there been no ties. -Lopez et al. (2015) , who came to the conclusion that Models NB and Pois are good 9 alternatives for modeling count data, although in this study, the best predictions were produced 10 by Model LN. However, this model did not take into account the × interaction. Developing specific methods for count data for genome-enabled prediction can help to 14 improve the selection of candidate genotypes early in time when the phenotypes are counts.
Montesinos
15
However, currently in genomic selection, phenotypic data (dependent variable) are not taken 16 into account before deciding on the modeling approach to be used, mainly due to the lack of 17 genome-enabled prediction models for non-normal phenotypes. The Bayesian regression models 18 proposed in this paper aim to fill this lack of genome-enabled prediction models for non-normal 19 data.
20
The first advantage of our proposed methods for count data is that they take into account 21 the nonlinear relationship between responses and consider the specific properties of counts,
22
including discreteness, non-negativity, and over-dispersion (variance greater than the mean); 23 this guarantees that the predictive response will not be negative, which makes no sense for count 1 data. In addition, our methods take into account × , which plays a central role when 2 selecting candidates genotypes in plant breeding.
3
Another advantage of our proposed method is that the proposed Gibbs sampler has an 4 analytical solution since we were able to obtain all the full conditional distributions required 5 analytically. This was possible because we constructed our Gibbs sampler using the data 6 augmentation approach proposed by Polson et al., (2013) for count data. For this reason, we 7 believe it is an attractive alternative for fitting complex multilevel data for counts because, in 8 addition to its simplicity, it can generate samples from a high dimensional probability 9 distribution.
10
Our proposed methods showed superior performance in terms of prediction accuracy 11 compared to Models Normal and Log-Normal. Also, we observed that in Models NB and Pois 12 taking into account the × increase considerable the prediction accuracy which is expected 13 since there is enough scientific evidence that including the × interaction improve prediction 14 accuracy. Finally, more research is needed to study the proposed methods using real data sets 15 and to extend the proposed genomic-enabled prediction models to deal with so many zeros in 16 count response variables and for modeling multiple traits. Defining 1 = * + 2 2 the conditional distribution of 1 is given as
with n b 1 =J and n b 2 =IJ. To make the inference of r, we first place a gamma prior on it as r~G(a 0 , 1/b 0 ). Then we infer 10 a latent count L for each count conditional on Y and r. To derive the full conditional of r, we use 11 the following parameterization of the NB distribution: Y ∼ NB(π, r) with = + . Since
12
L~ Pois(−r log(1 − π)), by construction we can use the Gamma-Poisson conjugacy to update 13 r. Therefore, derivation, see Zhou and Carin (2012, 2015) . Table 5 . Rank averages for the four scenarios for each model (Models NB, Pois, Normal and 1 LN) resulting from the 10-fold cross-validation implemented. Each average was obtained as the 2 mean of the rankings given in Table 4 for the two posterior predictive checks (Cor and MSEP) 3 in each scenario. Model NB Model Normal S1 3 3 3.5 2.5 1.5 1.5 S2 4 2 2 2 3 3 S3
1.5 2.5 1 2 1.5 1.5 S4 1.5 2.5 3.5 3.5 4 4 Model Pois Model LN S1 3 3 3.5 1.75 1 3 S2 4 2 2 2.25 2.5 3 S3
1.5 2.5 1 2 2.5 1 S4
1.5 2.5 3.5 4 4 3 5 6
