[1] The association between local maxima in the geoid and subduction zones is examined. While it is well known that subduction zones are associated with broad local maxima in the geoid at spherical harmonic degrees 4-9, there is an impressive correlation between back arc geoid maxima at the 5000 km length scale (i.e., spherical harmonic degrees >9) and subduction zones with the exception of the Scotia and Caribbean arcs. Geoid maxima are also observed in the forearc regions of the Aleutian and Central American subduction zones. Numerical modeling of compressible convection with multiple phase transformations indicates that an increase in viscosity at or near the 660 km phase transformation is necessary to explain the pattern of geoid maxima associated with subduction zones. The addition of an endothermic phase transformation at 660 km depth does not provide sufficient resistance to the slab to eliminate the need for a viscosity increase at or near 660 km. Short-wavelength geoid and topography profiles might provide an additional constraint on the deformation at subduction zones; however, it may be necessary to incorporate geologic history into subduction calculations to further improve the results presented here.
Introduction
[2] The association between local maxima in the long-wavelength component of the Earth's gravitational potential field (geoid) and subduction zones has been recognized by many authors [Runcorn, 1967; McKenzie, 1969; Kaula, 1972; Chase, 1979; Crough and Jurdy, 1980; Davies, 1981; Hager, 1984] . Subsequent work has demonstrated that the long-wavelength geoid associated with subduction zones requires that subducting slabs encounter a resistance to flow, modeled as an increase in effective viscosity by a factor of 30 or more, between the asthenosphere and lower mantle [Hager, 1984; Richards and Hager, 1989; Hager and Clayton, 1989; Zhong and Gurnis, 1992; King and Hager, 1994] . The argument can be summarized as follows: convection in the Earth deforms the surface, core-mantle boundary, and any internal chemical discontinuities that may exist within the Earth. Because the equation for the gravitational potential is linear, we can decompose the problem; the total geoid anomaly is the sum of the contribution from each density anomaly within the Earth. This includes density anomalies that drive mantle convection, such as dense slabs or buoyant plumes, and density anomalies that result from deformed boundaries as a result of convection. This problem was first addressed by Pekeris [1935] but has been expanded on by others [Morgan, 1965; McKenzie, 1977; Richards and Hager, 1984; Ricard et al., 1984] . Focusing on subduction zones for purposes of illustration, the mass excess due to the dense, sinking slab contributes a positive term to the total geoid while the mass deficit, due to the down warping of the surface above the slab, contributes a negative term to the total geoid. These contributions are similar in magnitude and opposite in sign. The resulting total geoid is sensitive to variations in either the density structure of the slab or the deformation of the surface. The magnitude of the down warping of the surface is a strong function of the viscosity structure of the medium [cf. Richards and Hager, 1984; Ricard et al., 1984] . (It should be noted that the boundary between the mantle and core is also deformed as a results of the flow driven by the sinking slab; however, at the wavelengths appropriate to subduction zone problems this is not a significant contribution, even though it is included in most geoid calculations [Richards and Hager, 1984] ).
[3] In an isoviscous fluid the gravitational potential (or geoid) over a downwelling limb is negative [Richards and Hager, 1984] . While the density structure of a subducting slab is a complex function of temperature, chemical variations, and phase transformations, there is little doubt that subducting slabs are more dense than the surrounding mantle. In order to create a positive geoid anomaly over a subducting slab in an isoviscous fluid, it would require that estimates of slab thermal structure underpredict the density anomaly due to the slab by approximately a factor of 4 [Davies, 1981] or that $300 km of slab material is piled in the transition zone [Hager, 1984] . This is much greater than the combined uncertainties in the thermal structure, thermal properties of the slab, and the errors made by neglecting the compositional component of the slab. Thus some form of resistance to the downward motion of the slab is necessary to reduce the associated surface deformation. In the majority of studies on subduction it has been assumed that the resistance to the slab is provided by an increase in viscosity at some depth (usually taken to be between the upper and lower mantle). With a sufficient reduction of the surface deformation, provided by the increase in viscosity of the lower mantle, the total geoid anomaly over the downwelling slab can be positive. In this way, the association of local maxima in the geoid with subduction zones provides a constraint on the viscosity of the mantle.
[4] There are two assumptions in the flow models that have been used in most prior analyses: (1) mantle flow can be adequately modeled with a laterally homogeneous viscosity and (2) the effects of phase transformations on mantle flow and the gravitational field are small and can be ignored. The first of these assumptions, the importance (or lack of importance) of lateral variations in mantle viscosity on surface deformation, has been examined by several investigators Ritzert and Jacoby, 1992; Zhang and Christensen, 1993; King and Hager, 1994; Chen and King, 1998 ]. When the viscosity of the fluid is assumed to be uniform or only depth varying, then it is possible to decouple the problem and solve each mode independently [e.g., Hager and Clayton, 1989] . If we represent the density anomaly in terms of a series of Fourier or spherical harmonic modes, then each mode of the density anomaly will excite the same mode and only that mode in the viscous flow equations and hence surface topography and geoid anomalies. When the viscosity is allowed to vary laterally, this separation breaks down. An attempt to study the mode coupling illustrates the problem of coupling [Stewart, 1992] ; however, this analysis only included one of two terms where mode coupling occurs. The longest wavelength geoid anomalies appear to be the result of broad, long-wavelength thermal anomalies in the lower mantle and are not significantly contaminated by mode coupling if the lower mantle structure is dominated by long-wavelength thermal anomalies . There are much stronger effects on short wavelength modes [e.g., Ritzert and Jacoby, 1992] ; however, the consensus is that temperature-dependent viscosity affects the amplitude of the geoid anomaly by $10 -20% but is not sufficient to change the sign of geoid anomalies over downwelling features [e.g., King and Hager, 1994; Chen and King, 1998 ]. In addition to the twodimensional (2-D) geometries discussed above, a similar conclusion has been reached in 3-D spherical convection models [Zhang and Christensen, 1993] .
[5] Using an imposed plate and slab thermal structure with a temperature-dependent viscosity, King and Hager [1994] found that lateral variations in viscosity up to a factor of 1000 reduce the amplitude of the geoid anomaly over a thermal downwelling (slab); however, this form of viscosity variation was not sufficient to change the sign of the geoid anomaly. In fact, with a temperaturedependent viscosity, the short-wavelength component of the geoid became even more negative. Thus, with a viscosity model that was temperature-dependent but uniform with depth, the geoid anomaly over the slab remained a local minimum in the geoid. Studies with dynamic plates and slabs have relied on weak convergent boundaries to facilitate subduction, either through mechanically weak zones [e.g., Chen and King, 1998 ] or viscous faults [e.g., Zhong and Gurnis, 1992 , 1995 , 1996 . These calculations have been able to reproduce the general character of the observed geoid and topography profiles over subduction zones with weak faults or variations in rheology [Chen and King, 1998 ] but require the addition of a high viscosity lower mantle. In a 2-D study specifically targeting the lateral variations in viscosity that might arise due to the structure of continental roots, Ravine and Phipps Morgan [1993] found significant mode coupling between the modes of the density anomaly and the modes of the lateral variation in viscosity. In subduction zone environments it is likely the case that the dominant temperature modes are the same as the dominant viscosity modes because lateral variations in viscosity are likely to be the result of the temperature dependence of mantle minerals. In a subduction zone environment, if the temperature and viscosity modes are in phase, then the results of Ravine and Phipps Morgan are qualitatively consistent with the results of King and Hager [1994] . If, on the other hand, the wedge is significantly hydrated, then it is possible that the viscosity structure and thermal structure are significantly different.
[6] In contrast, the effect of a phase transformation on geoid and topography profiles has received almost no attention. There are several possible effects that a phase transformation could have on the geoid. A phase transformation with a negative Clapeyron slope, such as the transformation from g-spinel to perovskite plus magnesiowüstite, will retard the motion of the slab because the buoyancy from the deformation of the phase boundary will reduce the effective buoyancy of the cold, dense slab. If the slab is very stiff, then the integrated buoyancy through the slab could be balanced by the deformation of the phase boundary, reducing the net ''slab pull.'' Thus a phase transformation could diminish or even negate the need for an increase in effective viscosity with depth by retarding the motion of the slab, much like an increase in viscosity. Second, at the phase transformation boundary the slab can significantly deform. Tomographic images indicate that most slabs appear to penetrate the 660 km discontinuity and they are often contorted, thickened, or deflected at or near the boundary. This will impact the density structure by adding more cold, dense slab material with depth. Finally, the elevation or depression of the phase boundary itself will produce a lateral density anomaly that will contribute to the geoid anomaly. In the case of the g-spinel to perovskite plus magnesiowüstite phase change, the depression of the phase change in the vicinity of the slab will create a mass deficit that would reduce the geoid. Given estimates of the amount of dense material needed to impact the sign of the geoid [Davies, 1981; Hager and Richards, 1989] it seems unlikely that an endothermic phase transformation alone could remove the need for an increased viscosity in the lower mantle; however, it could reduce the size of the viscosity increase, making this observation easier to reconcile with postglacial rebound [e.g., Mitrovica, 1996] .
Observations
[7] The power spectrum of the geoid is dominated by the longest wavelengths and the power decreases at approximately the fourth power of the spherical harmonic degree [Kaula, 1968] . This observation has become known as Kaula's rule. As a result, the analysis of all but the longest components of the geoid requires spatial filtering. Figure 1 is comparable to the global geoid from the National Imagery and Mapping Agency (NIMA)/NASA EGS96 geopotential model [Lemoine et al., 1997] that has been band-pass filtered using two bands. The first band (Figure 1 , top) cuts wavelengths >15,000 km and <4000 km and passes wavelengths between 10,000 km and 5000 km. The second band (Figure 1 , bottom) cuts wavelengths >5000 km and passes wavelengths <4000 km. Routines in the GMT software package were used to filter the data [Wessel and Smith, 1991] . For the sake of clarity, I will use ''intermediate-wavelength geoid'' to refer to the first band-pass filter and ''short-wavelength geoid'' to refer to the second band pass. Figure 1 (top) compares well with the spherical harmonic degree 4 -9 geoid that has been shown to correlate well with subduction zones [Hager, 1984] . This association is clearly evident in Figure 1 (top) with the Aleutian arc being a notable exception. Short-wavelength geoid anomalies, like those presented in Figure 1 (bottom), have been presented in trenchperpendicular profiles [e.g., Watts and Talwani, 1974; Davies, 1981; Zhong and Gurnis, 1992; King and Hager, 1994] .
[8] Focusing on short-wavelength geoid (Figure 1 , bottom), there is significant structure in the geoid that appears to be related to subduction zones but is obscured by the longerwavelength components. Specifically, there is a narrow trough in the geoid (a local geoid minimum) that is $200 km in width and spatially coincident with the trench (Figure 1, bottom) . There are local geoid maxima in the back arc region of almost every subduction zone in the short-wavelength geoid and, the geometry of the geoid matches the geometry of the associated arcs. At this scale, there are geoid local maxima associated with subduction zones even at locations where the association fails at the longer wavelengths (e.g., the Aleutian, Kamchatkan, and Middle America subduction zones.)
[9] Figure 2 compares the geoid using the same filtering parameters as Figure 1 (bottom), now focused on the western Pacific. The local geoid maxima and minima are not symmetric with respect to the trench with local geoid maxima located at the back arc side of the trench. Exceptions to this generalization occur at the Alaska-Aleutian, Middle America, and Kamchatka trenches where there is also a local maximum in the geoid on the forearc side of the trench and at the Scotia and Caribbean trenches where there is no back arc geoid maximum. It is possible that the slab is too small to produce an observable geoid anomaly at the Scotia and Caribbean trenches. The pronounced asymmetry in the geoid with respect to the arc geometry is evident even in the Tonga arc, where the slab dip is nearly vertical.
[10] In order to evaluate whether the resistance to the slab necessary to produce a geoid maximum over a subduction zone could be the result of the endothermic g-spinel to perovskite plus magnesiowüstite phase transformation, I calculate dynamic plate and subduction models with an imposed weak collision boundary and compare the resulting geoid and topography profiles with the [Lemoine et al., 1997] band-pass filtered passing wavelengths <15,000 km and cutting wavelengths >5000 km. These parameters are comparable to the degree 4 -9 ''slab'' geoid used by Hager [1984] . (bottom) Global geoid from EGM96 [Lemoine et al., 1997] band-pass filtered passing wavelengths <5000 km.
general observations from the Figures 1 and 2. From Figure 2 it is apparent that the short wavelengths, which have not been considered in previous studies [e.g., King and Hager, 1994] , could be useful to further constrain subduction models. In particular, there is a pronounced asymmetry in the short-wavelength components of the geoid, with local geoid maxima in the back arc regions of subduction zones.
Method
[11] I use a version of the finite element code ConMan [King et al., 1990] that has been modified to include phase transformation and compressibility [Ita and King, 1994] . The computational domain is an aspect ratio 4, Cartesian box with 512 by 128 uniformly spaced, rectangular elements. Plate-like surface velocities are generated using a weak zone formulation [cf. Chen and King, 1998 ], and periodic boundary conditions are used, allowing the trench to migrate with respect to the center of mass of the domain [Han and Gurnis, 1999] .
[12] The calculations include an exothermic and endothermic phase transition with Clapeyron slopes of 2.8 and À3.2 MPa K À1 , density changes of 7.2 and 8.4%, and average nondimensional depths of 0.142 and 0.228, respectively. These correspond to the olivine to spinel and spinel to perovskite plus magnesiowüstite phase transformations [Jeanloz, 1989] . In our implementation the thermodynamic model is precalculated and provided as a look up table for the convection code. Intermediate values of the thermodynamic parameters are interpolated from neighboring points in the table. In this way, new thermodynamic models can be provided without significantly modifying the convection code. Further details on the thermodynamic method are given by Ita and King [1994] .
[13] The temperature boundary conditions are fixed along the top (T = 0) and bottom (T = 1.0) of the box. The fluid is internally heated, Figure 2 . Geoid from EGM96 [Lemoine et al., 1997] band-pass filtered passing wavelengths <5000 km (as in Figure 1 , bottom) focused on the western Pacific. and the rate of volumetric heating results in $70% of the heat flux at the surface being generated internally, consistent with estimates of the rate of internal heating in the mantle. The Rayleigh number, based on surface properties of the parameters (except viscosity), is 2.5 Â 10 7 . The viscosity in the Rayleigh number is the scaling viscosity, which corresponds to the viscosity in the transition zone (and in most cases the entire upper mantle) not the surface viscosity because there is a high-viscosity lid. The values of the constants used in this paper and their definitions can be found in Table 1 .
[14] The temperature-dependent part of the viscosity law is governed by an Arrhenius law given by
where h o is the normalized preexponential viscosity, h (T, P) is the effective viscosity, T is the temperature, E* is the activation energy, T CMB is the temperature at core-mantle boundary, and R is the gas constant. The second term in the exponential scales the law so that h (T CMB ) = 1. I use an activation energy and activation volume for the temperature-dependent viscosity based on the laboratory measured properties for olivine [Karato and Wu, 1993] . The value of the activation volume is reduced by a factor of 5 compared to the laboratory measurements because we are applying an olivine rheology over the entire mantle.
[15] The thickness of the plate is determined by the thickness of the thermal boundary layer and the viscosity law. The model is divided into a number of regions, including the ridge, the trench, the upper mantle, the transition zone, and the lower mantle. The preexponential to the viscosity law h o is allowed to differ in each of these zones. The width and depth of spreading center weak zone are 95 and 140 km (4 by 6 elements). The width of the trench weak zone is 180 km (8 elements), and the depth is 470 km (20 elements). This is a large zone of weakness compared with some models. A large weak zone is necessary for subduction to be maintained over the 2000 Myr integration time of these calculations. We are able to use smaller weak zones for calculations on the order of 200 Myr, which corresponds to the integration time typical of many other subduction models. Chen and King [1998] found that the size, shape, and strength of the weak zone has little effect on the resulting geoid and topographic profiles in subduction calculations. In all calculations the viscosity of the weak zone is h o and is not a function of temperature. The thickness of the upper mantle is $660 km, and this is divided into upper mantle that extends from the base of the lithosphere to 410 km depth and transition zone that extends from 410 to 660 km depth. The lower mantle is the region below 660 km. In order to keep the models as simple as possible I use a two-layer depth parameterization with a boundary at 660 km depth for the rheology in all models.
Results
[16] I compare the geoid and topography from four models where the assumptions regarding the phase transformations and depth-dependence of mantle viscosity are varied. The first model, which I denote the standard model (SM), has a single, endothermic phase transformation at 660 km depth, and the viscosity, although a strong function of temperature, is uniform with depth. The geoid and topography profiles for the entire time period of the calculation are displayed as a 2-D contour plot in Figure 3 . The time variation of the geoid and topography profiles throughout the calculation illustrates that while there is significant time dependence in the calculation, as evident by the short-wavelength variations in the The viscosity is a strong function of temperature, but it is independent of depth. This model is characterized by a geoid high over the ridge (located at x = 0) and a geoid low over the trench (located at x = 6000 km).
contour field, the dominant form of the geoid and topography profiles are remarkably uniform over a period of time that exceeds the lifetime of all subduction zones. The high-frequency instabilities in the slab, which give it a ''drippy'' appearance, are the result of the increase in the coefficient of thermal expansion in the lower mantle [Ita and King, 1994] . The temperature-dependent rheology used here is comparable to other studies which do not observe ''drippy'' slabs. Therefore, if the equation of state model of the lower mantle is correct, even stronger slabs are necessary to maintain a steady, coherent slab through the transition zone.
[17] In these calculations, the ridge is located at the left-hand side of the domain (at 0 km), and the trench is at the center of the domain (at a distance of 6000 km from the ridge). The topography on the left-hand side of the computational domain follows a square root of distance from the ridge profile, characteristic of the motion of a uniform plate, while the topography on the right-hand side of the domain is almost uniform with a 1000 km wavelength, lowamplitude perturbation. The low-amplitude variation in the topography over the stationary (right-hand side) lithosphere results from instabilities that form at the base of the stationary lithosphere. The geoid profiles from this calculation have an $100 m geoid maximum centered on the ridge and a geoid minimum over the trench and stationary lithosphere. The variation of the geoid in this calculation is greater than the total geoid variation on Earth. This is inconsistent with the observations from Earth which indicate that there should be geoid maxima over trenches and little or no geoid Figure 4 . Contour plots of the temperature field from the standard model described in Figure 3 at three time periods separated by $100 Myr. These temperature fields illustrate the time-dependent thickening and thinning of the slab that is common through out these calculations.
anomaly associated with most ridges. It is worth noting that this is the same result obtained by uniform viscosity ''kernel'' studies [e.g., Hager, 1984; Hager and Richards, 1989] . Including mobile plates is not sufficient to change the long-wavelength pattern of the geoid. The temperature field from three different time periods of the calculation are shown in Figure 4 . The time dependence that is evident in the compilation of geoid and topography profiles is manifest in the temperature field by an $10°oscillation of the slab from the vertical and a thinning and thickening of the slab due to variations in the plate velocity of ±20% of the plate velocity.
[18] The second calculation is identical to the standard model except for the addition of an exothermic phase transformation at $410 km depth. This calculation is also characterized by a geoid local maximum over the ridge and minima over the trench and stationary plate ( Figure 5 ). The time-dependent thickening and stretching mode of the slab deformation, reflected by the lowamplitude perturbations to the long-wavelength background topography and geoid, is still apparent, albeit with a higher frequency than in the standard model. There is an increase in the peak-to-peak amplitude of the geoid by about a factor of 2 when compared with the standard model. The introduction of an exothermic phase Figure 5 . Geoid and topography profiles as a function of time as in Figure 3 . An exothermic phase transformation at 410 km is added to the standard model. The peak amplitudes of the geoid and topography change, but a regional geoid low over the trench remains. Figure 6 . Geoid and topography profiles as a function of time as in Figure 3 . An exothermic phase transformation at 410 km and an increase in viscosity at 660 km are added to the standard model. There is now a geoid high over the trench. transformation increases frequency of the time-dependent behavior because the second phase transformation isolates the instability at the endothermic phase transformation from the surface. When only a single phase transformation is present, as the tip of the slab slows at the phase boundary, the entire slab slows and begins to thicken. As the tip of the slab begins to penetrate into the lower mantle, the velocity of the entire length of slab in the upper mantle increases, and the slab thins near the surface. This may indicate a weakness with the weak zone method because the slab is thinning at the weakest point in the slab. On the other hand, given our limited understanding of slab rheology, it is difficult to rule this out with any certainty. With the introduction of the second phase transformation, the dynamics of the slab at the endothermic (660 km) phase boundary do not impact the entire slab as strongly as in the standard model because the exothermic (410 km) phase boundary weakens the coupling between the slab and the surface. In this case, slab material accumulates in the transition zone for a shorter period of time than the standard model before becoming unstable, penetrating the phase boundary, and sinking into the lower mantle. Even with this time-dependent mode of subduction, the slab does not detach, as in hybrid penetrative-convection models [Christensen, 1995] . The time dependence is manifest by thickening and thinning of the slab.
[19] The next calculation adds both the exothermic phase transformation and a factor of 100 increase in viscosity between the upper and lower mantle at 660 km. The geoid and topography profiles as a function of time are shown in Figure 6 . The most striking differences between this calculation and the previous ones are that the peak-to-peak amplitude of geoid profiles are significantly reduced and the appearance of a regional geoid maximum over the back arc region. The previous models had a regional geoid minima over the trench and back arc region. While this model reproduces the general observation of local geoid maxima over a cold downwelling limbs, the model also produces a narrow geoid maximum outboard of the downwelling that has a larger amplitude than the back arc geoid maximum. This local maximum outboard of the trench in the model is not a feature generally seen at subduction zones. While there is a geoid maximum outboard of the trench in the Aleutians and in Central America, the outboard geoid maximum is smaller than the back arc geoid maximum. In addition, the time dependence in these models is significantly reduced when compared to the time dependence observed in the previous models. This is because the slab sinks much more slowly into the lower mantle due to the increased lower mantle viscosity. An additional calculation with a factor of 30 increase in viscosity between the upper and lower mantle results in similar values.
Discussion
[20] The time periods for which these calculations have been run are long compared to the lifetime of a subduction zone [e.g., Jarrard, 1986] . This was done intentionally in order to ensure that transient effects due to the initial thermal structure of the slab are not mistakenly interpreted. While at these Rayleigh numbers, there are no steady solutions, the uniform behavior in these calculations over these time periods demonstrate that the geoid and topography patterns are stable and not the result of transients introduced by the initial condition. This is not surprising because the plate velocities and slab thermal structures are reasonably stable throughout the entire calculation with the plate velocities varying by no more than 20% and the slab thickness varying by $50%. The dip of the slab also varies by as much as 10°-20°as a part of the time-dependent behavior of the plate/slab system, and this has little effect on the geoid or topography. Perhaps somewhat surprisingly, it has little effect on the asymmetry of the geoid profiles. Because these calculations are carried out over long time periods, it is technically difficult to include the effect of trench migration. Furthermore, it is questionable whether it is reasonable to assume a uniform rate of trench migration for hundreds of millions of years. Nevertheless, several models with small rates of trench migration were also considered (but not shown). The geoid and topography profiles from these calculations were qualitatively the same as the results shown in section 4 with the only difference being the period of the time dependence. The models with trench migration had a slightly faster timedependent behavior.
[21] In addition to the need for an increase in viscosity to reproduce the general pattern of geoid maxima in relation to subduction zones, an increase in viscosity is necessary to reduce the peak-to-peak value of the geoid and reduce the topography to reasonable levels. This is consistent with the studies that have used seismic tomography models to drive viscous flow and calculate the resulting geoid and dynamic topography [e.g., Hager et al., 1985; Ricard et al., 1989; King and Masters, 1992; Forte and Woodward, 1997] . The calculations here reproduce the shorter-wavelength geoid anomalies (Figures 1, bottom, and 2 ) and are less successful at explaining the longer wavelengths examined by Hager [1984] (Figure 1, top) . We did not even attempt to filter the geoid profiles from these calculations to study the longer wavelengths because these wavelengths approach the size of the domain, so edge effects will dominate the result. Yet the conclusions from Hager [1984] based on the intermediate geoid and subduction regarding mantle viscosity profiles remain the same based on the shorter-wavelength geoid profiles in this work.
[22] An additional, effect of the increase in viscosity with depth is to reduce both the period and the magnitude of the timedependent thickening and thinning of the slab. Without the increase in viscosity, as the slab material above the 660 km phase transformation sinks into the lower mantle, it pulls some additional slab material in the transition zone along with it. (That is to say, more slab material than would be the case if there were no phase transformation present.) This is a result of the slight increase in the coefficient of thermal expansion at the top of the lower mantle in the thermodynamic model [see Ita and King, 1998] (Figure 1 ). This thins the remaining slab in the transition zone, which no longer penetrates the phase boundary, starting the process of piling slab in the transition zone once again. The behavior seen in these calculations is similar to the hybrid, or penetrative, convection model [e.g., Christensen, 1995] . There is a thickening and thinning of the slab in the transition zone. In the model without the 410 km phase transformation, the thickening and thinning extends throughout the entire upper mantle; however, the addition of an increase in viscosity in the lower mantle significantly reduces the amplitude and frequency of this behavior because the slab material, once it breaks through the phase transformation boundary, is in the more sluggish, high-viscosity lower mantle and sinks more slowly.
[23] One shortcoming of the calculations presented above is the inability to predict the geoid on the oceanward side of the trench. There is a local geoid maximum located oceanward of the trench at the Alaska-Aleutian, Kamchatkan, and Central American subduction zones (Figure 2) , while there is a strong oceanward local minimum in the geoid on the oceanward side of South America and no clearly discernible forearc geoid maximum or minimum at other subduction zones. One possibility is that the weak zone formulation impacts the topography surrounding the trench, causing a near-trench geoid maximum; however, a local maximum in the geoid is also seen in some calculations with a viscous fault [Zhong and Gurnis, 1996] . It is more likely that the forearc geoid maximum is a result of the rheology of the plate and reflects our lack of understanding of the appropriate lithospheric rheology than it is a limitation of our trench formulation. A careful study of the size and rheology of the weak zones used in the trench formulation has shown almost no effect on the geoid and dynamic topography [Chen and King, 1998 ]. It is possible that a low-viscosity asthenosphere, not included in these models, could improve the neartrench geoid and topography profiles [e.g., Zhong and Davies, 1999] . A more detailed study of the near-trench geoid and dynamic topography might provide additional constraints on the rheology of the lithosphere, slab, and upper mantle. There is no obvious correlation between the presence or absence of a forearc geoid maximum and other subduction zones observable. It is also important to remember that the near-trench geoid is a product of the subduction history. To improve on the models presented in this study, it may be necessary to incorporate the subduction history of specific subduction zones [e.g., Van der Hilst and Seno, 1993; Gurnis et al., 2000] .
Conclusions
[24] The models compared here clearly demonstrate that the endothermic transformation of g-spinel to perovskite plus magnesiowüstite and the exothermic olivine to spinel phase transformations are insufficient to reproduce local maxima in the geoid over subduction zones. An increase in mantle viscosity by a factor of 30 -100 is required even with the inclusion of phase transformations, temperature-dependent viscosity, and compressible convection. Furthermore, the calculations demonstrate that an increase in viscosity between the upper and lower mantle will have a moderating effect on the amplitude and period of any time-dependent behavior of subducting slabs as a result of the interaction of the slab and the phase transformations.
[25] This study builds on previous studies of the geoid over subduction zones where the rheology was temperature-dependent but the slab thermal structure did not evolve [King and Hager, 1994] and where the slab rheology was temperature-dependent and evolved but there were no phase transformations [Chen and King, 1998; Han and Gurnis, 1999] . By demonstrating that the effect of phase transformations on geoid and topography profiles over a subducting slab is insignificant relative to the effect of radial viscosity these calculations reinforce the conclusions from previous studies. Specifically, this demonstrates that including the effects of phase transformations in the calculation of the geoid and dynamic topography anomalies using seismic velocity models as the driving buoyancy force is not necessary.
