This paper gives double angle theorems that bound the change in an invariant subspace of an indefinite Hermitian matrix in the graded form H = D * AD subject to a perturbation
Introduction
Let H and H be two Hermitian matrices whose eigen-decompositions are We are interested in bounding the changes in subspace S def = span(U 1 ), H's invariant subspace spanned by U 1 's columns. We shall do this by bounding the sines of the double canonical angles between S and S def = span( U 1 ). For absolute perturbations, i.e., H → H + H ≡ H , this was done by Davis and Kahan [1] , and for multiplicative perturbations, i.e., H → D * M H D M ≡ H , as well as for perturbations involving graded definite Hermitian matrices, this was done by [4] , where D M is assumed close to the identity matrix. We say Hermitian matrix H = D * AD is in the graded form if A is well-conditioned, i.e., A A −1 is of moderate magnitude while H H −1 A A −1 . Usually D, the scaling matrix, is diagonal; but our theorems in general do not require this unless it says so. A perturbed graded Hermitian matrix takes the form H = D * (A + A)D.
In the case of absolute perturbations, (absolute) perturbation bounds on the changes in S are typically proportional to the norm of H and to the reciprocal of the difference (called the absolute gap) min |λ i − λ j | over i k and j > k. Such bounds may be useless for subspaces corresponding with eigenvalues of tiny magnitude that are perfectly distinguishable from the rest but associated absolute gaps are tiny. This problem, nonetheless, disappears if gaps were measured as if all eigenvalues had the same exponent 0. That is exactly what relative perturbation theories (see, e.g., [4, 8] and reference therein) developed for multiplicative perturbations and perturbations in the graded cases attempt to do and accomplish. The main results of this paper are extensions of a sin 2 theorem for positive definite Hermitian matrices [4] to indefinite graded Hermitian matrices. An advantage of a double angle theorem over a single angle theorem is that a double angle theorem uses a relative gap involving the spectrum of only one matrix, either H or H , in contrast to the gap used by single angle theorems.
Notation. X and X F are the spectral and Frobenius norms of matrix X, respectively. X * is the conjugate transpose, and λ(X) is the spectrum of X. I n denotes the n × n identity matrix (we may simply write I instead if no confusion).
Hyperbolic singular value decomposition
Hyperbolic singular value decomposition (HSVD) [5, 9] provides an important tool in our later developments. Throughout this section, Z is n × n and nonsingular, and J is n × n and diagonal with ±1 on its main diagonal.
Theorem 2.1 (HSVD).
There exist an n × n unitary matrix Y and an n × n nonsingular matrix X such that
where is n × n and diagonal with positive real diagonal entries.
We call (2.1) the HSVD of Z (with respect to J). HSVD theorem in its generality allows Z to be rectangular, but the square case is what we will need in this paper.
A matrix X is called J-unitary if X * J X = J. It can be proved that if X is J-unitary, so are X * , X −1 , and X − * . In fact X * J X = J implies immediately X − * J X −1 = J and thus X −1 is J-unitary. Note also X = J X − * J to get
Let M be positive definite and J = diag(±1). Matrix pair {M, J } is definite since |x * Mx| 2 + |x * J x| 2 |x * Mx| 2 > 0 for all vectors x / = 0 [7, p. 318] . Thus there is a nonsingular matrix X whose columns consist of a complete set of (generalized) eigenvectors of the pair such that
We call this X the canonical eigenvector matrix of the pair {M, J }. See [7, p. 318 ] for more about eigen-decompositions of definite matrix pairs. HSVD of Z (with respect to J) is closely related to the canonical eigenvector matrix of the definite pair {Z * Z, J } and the eigen-decomposition of Hermitian ZJ Z * . This is given in the following theorem. Proof. In Theorem 2.1, by (2.1) we have X * J X = J and also
These complete the proof.
On the other hand, ZJ Z * is Hermitian. Thus there is a unitary matrix Y such that ZJ Z * = Y Y * , where is diagonal. Because Z is nonsingular, J and have the same inertia, i.e., the same number of positive diagonal entries and the same number of negative diagonal entries. Therefore the diagonal entries of and accordingly the columns of Y can be ordered so that = | |J . Define = | | 1/2 and X = Z −1 Y .
It can be verified directly that X * J X = J and Z = Y X −1 , the HSVD of Z. In fact, Z = Y X −1 is evident from the definition of X, and that X is J-unitary is proved as follows:
Main results
Let H and H and their eigen-decompositions be as described in Section 1. Similarly, as in [4] we shall define a unitary matrix
Note that
We now define an auxiliary matrix H as
where U i = S U i for i = 1, 2. Geometrically, S S is a reflection of S where the mirror for S is S and S reverses S ⊥ , the orthogonal complement of S, as shown in Fig. 1 . This explains the following equation due to Davis and Kahan [1] (see also [4] ):
In what follows we shall seek bounds for sin
Since the positive semidefinite case has been studied by [4] , interesting to us is the case when H is indefinite Hermitian in the graded form H = D * AD. Suppose H is perturbed to Let A's eigen-decomposition be
where J is diagonal with ±1 on its main diagonal. It can be seen that the diagonal elements of J are the signs of the corresponding eigenvalues of A. Sylvester's theorem [2, Theorem 4.5.8] implies A, H, and J all have the same inertia. Set
to get
We shall assume that A −1 A < 1 which insures E A −1 A < 1 and the existence of (I + EJ ) 1/2 defined by the following series [3, Theorem 6.2.8]
where
. It can be verified that T = J T * J , and therefore
have the same inertia as J. From now on we will assume that 1 and 1 have the same inertia, and thus (1.1) can be rewritten as
(if necessary some reordering may be needed for the columns of U i and of U i , and the diagonal entries of i and i without affecting the invariant subspaces span(U i ) and span( U i ) in question), where J = diag(J k , J n−k ) is diagonal and partitioned conformably to (1.1). We have
Bearing (3.10) and (3.11) in mind, we now invoke Theorem 2.2 to get the HSVDs of G and G:
It is important to notice that the J's in (3.12) and (3.13) as well as the one in (3.17) below are the same because H, H , and H all have the same inertia and 1 and 1 have the same inertia as guaranteed by the assumptions. To derive a bound for sin between U 1 and U 1 , we define
which is J-unitary, indeed
where we have used SH S = H. Other properties of W useful to our later developments are
We use GW = SG by (3.14) to get
where G is as in (3.11), and
Similarly to (3.12) and (3.13) we can write the HSVD of G as
It can be verified that
Pre-and post-multiply the equation by U 2 and U 1 , respectively, and use the fact that If A is positive definite, J = I and V 2 = V = 1, and thus Theorem 3.1 becomes [4, Theorem 2.4]. Further, note that when T is J-unitary then (3.7) and (3.9) imply H = H ; so it comes as no surprise that the right-hand side of (3.18) is zero, as it should. The appearances of norms of those V matrices (with or without hats or tildes) in the bound (3.18), as well as in those below, is a nuisance; whether they could be removed is not clear to us, but we suspect that they cannot.
In general when A is indefinite, it is not clear at all how big V 2 and V 1 may get. Also we would like to make V 2 disappear from the bound since it corresponds to the intermediate H . For practical purpose, J T * − T −1 J F is not immediately available and will likely be bounded in terms of norms of E (and thus of A F ). We shall now deal with these issues. For the ease of presentation, define
It can be seen that E δ and E F δ F .
Bounding
We shall present a couple of lemmas in which the factor J T * − T −1 J F in the right-hand side of (3.18) will be bounded in terms of T − T −1 , A, and A. Using (3.16), T * = J T J, W −1 = W , and W * = J W J , we have
Thus we have the following bound
Write T = I + . We have by (3.8) 
So if δ < 2/3, < 1 which implies T −1 = I − + 2 − 3 + · · · , and thus
An immediate consequence of Theorem 3.1, (3.15), (3.20), and (3.23) is the following corollary.
Corollary 3.1. To the conditions of Theorem 3.1 add this:
δ ≡ A −1 A < 2/3. Then 1 2 sin 2 (U 1 , U 1 ) F V 2 V 1 V 2 T 2 T − T −1 F η χ , (3.24) V 2 V 1 V 2 ε η χ ,(3.
25)
where 
Bounding V and V in terms of V
We shall now bound V and V in terms of V . For this we will need the following lemma. If It is reasonable to expect that F in defining γ in this lemma should be replaced by , the spectral norm of . But we are unable to prove this. To use Lemma 3.1, we shall interpret that V, V , and V assigned above are the canonical eigenvector matrices of the definite pairs {G * G, J }, { G * G, J }, and { G * G, J }, respectively (see (3.5), (3.11), and (3.16) for the assignments of G, G, and G). By (3.22),
Note by (3.11) and (3.16) and G = GW T , thus G * G = T * W * G * GW T and 
and thus W −1 V = V . Lemma 3.1 applied to the pairs {W * G * GW, J } and
To the conditions of Theorem 3.1 add these:
where ε is defined by (3.26) .
Proof. By (3.28), γ in Lemma 3.1 satisfies γ α. The inequality (3.32) follows by inserting (3.27) and (3.31) into (3.24) and (3.33) follows by inserting (3.27) and (3.31) into (3.25).
Bounding V
The bounds (3.32) and (3.33) contain an additional factor which depends on Junitary matrix V whose norm may be big. Here we shall show that V is of modest magnitude for special but interesting matrices. In [8] two classes of so-called wellbehaved matrices for which κ(V ) ≡ V V −1 can be bounded in a satisfactory way are defined. The first class consists of scaled diagonal dominant (SDD) matrices, and the second class consists of quasi-definite matrices. We shall now review bounds in [8] , as well as derive new and improved ones, for both classes of matrices.
A matrix H is SDD, if it can be written as H = D(J + N)D with diagonal positive definite D, J = diag(±1), and N < 1. The following theorem was proved in [8] .
This bound depends on the square root of the dimension. Note that
where B = D(I + NJ ) 1/2 . Thus, we can interpret B as obtained by multiplicatively perturbing D, and this way V (the canonical eigenvector matrix of the pair
is resulted from perturbing I (canonical eigenvector matrix of the pair {D 2 , J }). Lemma 3.1 applied to the two pairs yields a theorem as follows.
34)
Proof. Write I + = (I + NJ ) 1/2 . Analogously to (3.22), we have
, and then (3.27) implies (3.34).
The bound in Theorem 3.3 does not explicitly depend on n while the bound in Theorem 3.2 does.
Next we shall extend the bound (3.34) to a larger class of matrices, containing SDD matrices. We say a Hermitian matrix H is block scaled diagonally dominant (BSDD) if it admits
with J i = I or J i = −I , and N b F 1. A BSDD H as just described can be rewritten as
Using similar approach as above for SDD matrices we have the following bound.
Lastly we consider so-called quasi-definite matrices. A Hermitian matrix H is said to be a quasi-definite if there exists a permutation matrix P such that
where H 11 and H 22 are positive definite. The following theorem was proved in [8] . 
Theorem 3.4 also applies to the current case if H 12 is "small" enough. To do so,
be, e.g., Cholesky factorizations, and write
Note that if N q is small enough we can apply (3.27) .
which implies γ q < 1/4, from (3.37) it follows
We have so far considered three related classes, and all fall into the category of BSDD matrices. So we shall present a theorem as a corollary to Theorem 3.1 for BSDD matrices. 
Proof. The upper bounds are obtained by bounding α and V as in Corollary 3.2. For BSDD matrices we have A −1 = (J + N b ) −1 . Further since α b F < 2/7, from (3.37) it follows that V 2 1/(1 − 4γ b ), and thus 4α b V 2 < 1 which allows us to use the bounds (3.32) and (3.33). It can be seen that
which together with (3.32) and (3.33) yield (3.40) and (3.41), respectively.
A numerical example
All computations in the following example were performed within MATLAB environment. Double precision arithmetic was used throughout. In the example that follows, input data are exactly the same as shown in decimal; but only five decimal digits for all outputs are printed here to save space. Let H = D * AD, where We shall derive a bound for sin 2 (U 1 , U 1 ) F , where U 1 and U 1 contain eigenvectors corresponding to eigenvalues λ 1 = 1.2440e + 6, λ 2 = 7.6900e − 3, and λ 1 = 1.2443e + 6, λ 2 = 7.6909e − 3, respectively. We have α b = 8.7366e − 004, γ b = 9.1307e − 002, η χ = 1.8694. 
