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In this study, we compare ordinary least squares (OLS), generalized least squares
(GLS), M- and quantile regression (QR) estimators for a continuous response vari-
able under different scenarios by conducting a simulation study. We assess the per-
formance of the estimators in terms of bias, average distance, mean squared error,
coverage probability, and ratio of estimated standard error and empirical standard
deviation. OLS estimator performs the best when the errors are homoscedastic nor-
mal or homoscedastic but skewed (exponential) having no outliers. GLS estimator
shows good comparative results to QR when the errors are heteroscedastic normal
or heteroscedastic heavy-tailed (t-distributed). The most satisfactory performance
of the M-estimator is revealed when the errors are homoscedastic heavy-tailed with
no outliers, and homoscedastic normal or homoscedastic exponential contaminated
with outliers. In all of the scenarios with heavy-tailed-skewed (log-normal) errors,
the QR estimator is shown to be more accurate and stable than the other estimators.
Moreover, as a robust estimator, both M- and QR estimators become more reasonable
than the others in scenarios with outliers contaminated errors which is also evident
from real data analysis.
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Regression analysis is a very well known technique to explore the relationship
between response and predictor variables. Traditional regression analysis summarizes
the relationship between a set of predictors and the expected value of the response
variable. The idea of modeling the conditional mean function is the foundation of a
broad class of regression modeling approaches, including linear and generalized linear
regression. Conditional mean modeling has been used broadly in different fields such
as engineering, medical, and social sciences.
The conditional mean estimation is tied to least squares and maximum likelihood
(ML) estimation. ML estimators are the best linear unbiased estimators (BLUE)
as long as there are no serious violations of the model assumptions. Ordinary least
squares (OLS) is the most common estimation technique used in classical linear re-
gression analysis when the errors are independently and identically distributed, have
constant variance (homoscedasticity), and are distributed according to the normal dis-
tribution [7]. But, there are many real situations in which the errors are not normal
and have non-constant variability (heteroscedasticity). For example, the error dis-
tribution may be skewed, heavy-tailed, or heavy-tailed and skewed. Therefore, some
alternative estimation methods should be adopted that are more robust in terms of
departures from normal conditions.
Generalized or weighted least squares (WLS) is a modification of OLS that can
be applied to account for non-constant variance [5]. WLS is also used iteratively in
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generalized linear models [17] where heteroscedasticity follows from several exponen-
tial families. On the other hand, to mitigate the influence of the outliers, a robust
estimation technique should be considered. A robust estimation has less restrictive
assumptions than the least-squares estimation. A robust estimation procedure is in-
sensitive to outliers and produces essentially the same results as least squares when
the underlying distribution is normal and there are no outliers [19]. The most com-
mon method of robust regression is M-estimation introduced by Huber [15] which is
used in our study.
An estimation method is highly desirable that deals with multiple violations of
normality conditions. Quantile regression (Koenker and Bassett (1978)) can serve
very well in this regard. Quantile regression provides a distribution-free approach
to the modeling and estimation of the effects of covariates on different quantiles of
the conditional distribution of a continuous response variable [16]. Since the median
is a specific quantile, then conditional median regression is a special case of quan-
tile regression in which the conditional 50th percentile of the response is modeled
as a function of predictors. When the distribution of the response is skewed then
the interpretation of the mean can be challenging while the median remains highly
informative due to its robustness properties.
Applications of quantile regression are growing rapidly due to its advantage in
investigating the impact of predictor variables on the entire distribution of the re-
sponse. Applications range from the study of the conditional distribution of wages
[4, 6] and schooling [10] to the demographics’ effects on the distribution of infant
birth weight [1]. Quantile regression has been applied in sociology [13, 14], ecological
and environmental sciences [20, 3], and public health [2, 12, 18].
1.2 Objective of the Study
The main goal of this study is to compare different estimators for location-shift
models (OLS, GLS, M- and quantile estimators) under different simulated scenarios.
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We also conduct a real data analysis to compare those estimators. The response
variable, 1,2,3,4-Tetrachlorobenzene (TcCB) concentrations (ppb) was measured from
soil samples at a reference area and a cleanup area. Previously, the quantile test as
a test for multiple outliers was performed in the cleanup-unit data set, where the
standard for comparison is the data set for the site-specific reference area [11]. In our
study, we make a contrast between quantile regression estimator and mean regression
estimators by modeling TcCb as a function of area where reference area is the baseline
category.
1.3 Outline of the Study
This study has been organized into five chapters. In Chapter 2, we discuss the
methodology. The general form of linear regression models is introduced. The esti-
mation methods of each estimator considered in our study are described along with
their theoretical properties. We also introduce the criteria for the assessment of the
estimators. Chapter 3 describes the simulation study along with simulation results.
In Chapter 4, we perform a real data analysis using the estimators considered in the





Linear regression (LR) is a commonly used statistical technique. LR models the
conditional mean of a continuous response variable. On the other hand, quantile
regression (QR) facilitates the analysis of the full conditional distribution of the re-
sponse variable. QR is an alternative approach to LR that is capable of handling
heteroscedasticity, outliers and detects various forms of shape changes [16]. Gener-
alized least squares (GLS) is a technique for estimating the parameters in a linear
regression model when the variance of the error is not constant and there is a certain
degree of correlation between the residuals in a regression model. Robust estima-
tion methods such as M-estimation are used in the presence of outliers (heavy-tailed
distribution).
2.1 Ordinary Least Squares
Consider a random sample of observations {yi, xi1, · · · , xik}ni=1 of size n; a LR
assumes that the relationship between the continuous response variable yi and the k-
vector of covariates or independent variables xi is linear. This relationship is modeled
through a stochastic error term εi which adds noise to the linear relationship between
the response variable and covariates. Thus the model can be defined as
yi = x
T
i β + εi, i = 1, · · · , n, (2.1)
where β is the k×1 dimensional vector of parameters of interest. In matrix notation,
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The main objective of LR is to estimate the parameter vector β. Some assump-
tions are typically introduced. One of the assumptions is that ε ∼ N(0, σ2) and the
errors are uncorrelated.
OLS is the most common estimation technique which is conceptually simple and
computationally straightforward for LR. The OLS method minimizes the sum of
squared residuals (SSR), and leads to a closed-form expression for the estimated
value of the unknown parameter β [8, 9]. Then using the analogue principle, the




(yi − xTi β)2, (2.3)
Now, for the defined model (2.2)









where β̂ is the OLS estimator of β with vector of size k×1, normally distributed with
mean β and finite variance σ2 (XTX)
−1
. OLS estimators are said to be the best linear
unbiased estimator (BLUE) of β as they are linear, unbiased and have minimum
variance in the class of all such linear unbiased estimators.The OLS estimator is
consistent if the errors have finite variance and are uncorrelated with the regressors
E[xiεi ] = 0. The OLS estimator is also the maximum likelihood estimator under the
assumption that the errors are normally distributed.
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2.2 Generalized Least Squares
The generalized least squares (GLS) estimator of β of a linear regression is a gen-
eralization of the OLS estimator. Let V be a symmetric nonsingular n×n covariance
matrix. Now we have the model
y = Xβ + ε. (2.5)
where E[ ε ] = 0 and Var[ ε ] = σ2V. The GLS method estimates β by minimizing the
squared Mahalanobis length of the residual vector (y−Xβ̂). The objective function
and estimator are thus given by
LGLS(β) = (y −Xβ)TV−1(y −Xβ) (2.6)
and
β̂ = (XTV−1X)−1XTV−1y, (2.7)
respectively [5]. The GLS estimators are unbiased, consistent, efficient, and asymp-
totically normally distributed with E[ β̂|X ] = β and Var[ β̂|X ] = σ2(XTV−1X)−1.
If there is no correlation between the residuals, but still have heteroscedasticity then
weighted least squares (WLS) is used which is a special case of GLS.
2.3 M-Estimator
This class of estimators can be regarded as a generalization of maximum-likelihood
estimation where M stands for maximum likelihood, introduced by Huber [15]. The














u2, if |u| ≤ γ
γ|u| − 1
2
u2, if |u| > γ
(2.9)
is the dispersion function and γ is a tuning constant that reflects the possible propor-
tion of outliers in the data. Smaller positive values of γ produce more resistance to
outliers. But, if the errors are normally distributed, the choice of smaller γ reduces
the estimation efficiency. This study uses the value of γ as 1.345.
Let Ψ = ρ′ be the derivative of ρ. Ψ is called the influence function. A system of
(k + 1) estimating equations for the coefficients is obtained by differentiating ρ with
respect to β and setting the partial derivatives to 0:
n∑
i=1
Ψ(yi − xTi β)xTi = 0. (2.10)
Let define the weight function w(u) = Ψ(u)/u and let wi = w(ui). Then the estimat-
ing equations can be written as
n∑
i=1




1, if |u| ≤ γ
γ
|u| , if |u| > γ.
(2.12)
But, the weights rely on the residuals, the residuals rely on the estimates, and the
estimates rely on the weights. Therefore, an iterative algorithm technique called
iteratively re-weighted least squares (IRLS) is used to solve the equations defined
7
in Equation (2.11) as no closed form solution exits. At iteration t, the estimated





Iterations are continued until the estimated coefficients converge. M-estimators are
consistent and asymptotically normally distributed.
2.4 Quantile Regression Estimator
QR assumes no parametric form for the conditional distribution of the response.
For any τ ∈ (0, 1), the τ th conditional quantile function can be written as
QY (τ | X = x) = xTi βτ , (2.14)
where βτ is the τ





ρτ (yi − xTi β), (2.15)
where ρτ (u) = u(τ − I(u < 0)) is called the check function and I(·) is the indicator
function. Linear programming algorithms are applied to estimate the parameters for
quantile regression.
A property of the τ th quantile regression estimator is that the proportion of data
points lying below the fitted line is τ , and the proportion lying above is 1− τ . Under
some regularity conditions, QR estimators are consistent and asymptotically normal.
8
2.5 Criteria of Assessment
We evaluate the performance of the estimators for each scenario and sample size
considered in our simulation study by using the criteria described below. Let θ be a
true value of a parameter and θ̂ be an estimator for θ or the actual estimate.
Bias: For any estimator θ̂, bias can be defined by
Bias(θ̂) = E(θ̂)− θ, (2.16)
which represents the deviation of results from the truth. If E(θ̂) = θ, the estimator θ̂
is said to be unbiased. Unbiasedness is one of the desirable properties of an estimator.
Average distance: In addition to bias, another interesting criteria is average
distance between the point estimate and the parameter being estimated. By taking
the absolute value of the difference between the estimator and the true parameter
for each simulation, and then averaging that across all simulations, we calculate this
measure. For R replications, average distance of θ̂ can be presented as
Average distance(θ̂) =
∑R
i=1 |θ̂i − θ|
R
. (2.17)
Variance: The variance of an estimator is a measure of precision given by
V ar(θ̂) = E{θ̂ − E(θ̂)}
2
. (2.18)
Mean squared error: Mean squared error (MSE) is a combination of variance
and bias of an estimator. By definition,




+ V ar(θ̂). (2.19)
It is a measure of the overall quality of an estimator, θ̂. If the estimator θ̂ is unbiased,
then MSE(θ̂) = V ar(θ̂). But, if θ̂ is biased, then MSE(θ̂) > V ar(θ̂). When θ̂ is
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unbiased and has low variance, it will have small MSE. In that case, we say that the
estimator is accurate and precise.
Coverage probability: The coverage probability of a technique is the proportion
of the time that the confidence interval contains the true value of interest. The
confidence interval contains the unknown value of interest with a given probability
which is the nominal coverage probability for constructing confidence intervals.
In our study, we set the nominal coverage probability at 0.95 and calculate the 95%
confidence interval of θ in each simulation for each sample size. Then, we calculate
the proportion of the confidence intervals which contain the true value of θ across all
R replications. That proportion is an estimate for the empirical coverage probability
for the confidence interval. Let π̂ be the estimated coverage probability. Then for
n <= 30, π̂ can be defined by
π̂ =
#(θ̂ − t0.975,18 × SE(θ̂) ≤ θ ≤ θ̂ + t0.975,18 × SE(θ̂))
R
, (2.20)
where t0.975,18 is the upper critical value for the t-distribution with degrees of freedom
18.
Under the assumption of asymptotic normality of the estimators, for n > 30, π̂
can be defined by
π̂ =
#(θ̂ − Z0.975 × SE(θ̂) ≤ θ ≤ θ̂ + Z0.975 × SE(θ̂))
R
, (2.21)
where Z0.975 is the upper critical value for the standard normal distribution. For this
application, estimated coverage should be close to the nominal level (0.95).
Ratio of the estimated standard error and the empirical standard de-
viation: In our study, we also compare the estimated standard error (SE) with the
empirical standard deviation (ESD) of θ̂. By calculating the average SE and the ESD








This ratio represents how the estimated SE of θ̂ is underestimated or overestimated
with respect to the empirical standard deviation of θ̂. A ratio of 1 indicates that the





To generate data, we used simple linear models for a continuous response variable
Y and a continuous predictor w where w ∼ Uniform(0, 2). For the errors ε, we used
different normal and non-normal distributions. The details of the models used to
generate the data are shown in table 3.1.
Scenario 1 and Scenario 4 represent the homoscedastic and heteroscedastic (HS)
normal errors with no outliers respectively. On the other hand, Scenario 5 and Sce-
nario 10 represent the homoscedastic and HS normal errors with outliers contamina-
tion (OC) separately. In Scenario 2, the errors are homoscedastic but heavy-tailed
(HT) with t(2) distribution whereas in Scenario 7, the errors are HS and HT with
t(3) distribution. The distribution of the error term in Scenario 3 is homoscedastic
exponential, that is, skewed (SK). On the contrary, the error distribution is HS expo-
nential in Scenario 8. The errors are homoscedastic and HS exponential with OC in
Scenario 9 and Scenario 13 respectively. In Scenario 6, the errors are homoscedastic
log-normal, that is, heavy-tailed-skewed. On the other hand, a model with HS log-
normal errors was considered in Scenario 11. The homoscedastic and HS log-normal
errors with OC are presented in Scenarios 12 and 14 respectively.
The mean and standard deviation of normal distribution was chosen as 0 and 1
respectively. The rate of the exponential distribution was kept 1. Again, the mean
and standard deviation of log-normal distribution was chosen as 0 and 1 respectively.
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However, these parameterizations were changed in scenarios where outliers were gen-
erated. Outliers contaminated errors follow a mixture of specific distributions; for
example, in Scenario 5, normal distribution was contaminated in which the majority
of observations are from a specified normal distribution [N(0, 1)], but a small pro-
portion are from a normal distribution with much higher variance [N(0, 162)]. We
generated outliers with the help of a Bernoulli distribution where B ∼ Bernoulli(0.1)
such that if the outcome of a Bernoulli trial is 1, then the variance of the error will
be 256 in stead of 1. That means, the outliers were generated in a way that the
noise applied to some points (10%) follows the same distribution but with a higher
variance than the noise that are applied to most other points (90%). The ratio of the
variances obtaining from the two error distributions (i.e., 256:1) was kept constant in
each corresponding scenario (5, 9, 10, 12-14) where the errors were outlier contam-
inated (OC). But, in scenarios 10, 13, and 14, we kept the same ratio as 256:1 on
average. The errors are heteroscedastic in those scenarios; therefore, 1 ≤ var(y) ≤ 9
when ε ∼ N(0, 1) and w ∈ [0, 2]. Thus, we took the average value from 1 to 9 which
is 5.
In our study, we conducted all simulations and analyses using the statistical soft-
ware package R. Samples (yi, wi) of size n ∈ {20, 100, 500} were independently drawn
according to each model presented in table 3.1 for 5000 replications. With the R
functions lm, gls, rlm, and rq, we performed linear (OLS), generalized least squares
(GLS), robust (M), and quantile regression (QR) respectively. Then, we obtained
the OLS, GLS, M- and QR estimates of the true coefficients and their corresponding
standard errors in each iteration for each sample size. To calculate the standard errors
of QR estimates, we used boot with rq function. We also calculated and obtained
the 95% confidence intervals to assess coverage of the coefficients under all scenarios
when data were generated. Forty-two configurations were produced in total from the
13
Table 3.1: Summary of scenarios
No. Scenario Model Error
1. Normal Y = 2w + ε ε ∼ N(0, 1)
2. HT Y = 2w + ε ε ∼ t(2)
3. SK Y = 2w + ε ε ∼ Exp(1)
4. HS Y = 2w + (w + 1)ε ε ∼ N(0, 1)
5. OC Y = 2w + ε B =
{
0, if ε ∼ N(0, 1)
1, if ε ∼ N(0, 162).
6. HT-SK Y = 2w + ε ε ∼ LogN(0, 1)
7. HT-HS Y = 2w + (w + 1)ε ε ∼ t(3)
8. SK-HS Y = 2w + (w + 1)ε ε ∼ Exp(1)
9. SK-OC Y = 2w + ε B =
{
0, if ε ∼ Exp(1)
1, if ε ∼ Exp(λ).




10. HS-OC Y = 2w + (w + 1)ε B =
{
0, if ε ∼ N(0, 1)
1, if ε ∼ N(0, 352).
where σ = 35 is such that
σ2 = 5× 256 = 1280.
11. HT-SK-HS Y = 2w + (w + 1)ε ε ∼ LogN(0, 1)
12. HT-SK-OC Y = 2w + ε B =
{
0, if ε ∼ LogN(0, 1)
1, if ε ∼ LogN(0, σ).
where σ(= 1.886187) is such that
[exp(σ2)− 1] · exp(σ2)
= (4.670774)(256) = 1195.718.
[exp(1)− 1] exp(1) = 4.670774.
13. SK-HS-OC Y = 2w + (w + 1)ε B =
{
0, if ε ∼ Exp(1)
1, if ε ∼ Exp(λ).
where λ is such that 1
λ2
= 1280.
14. HT-SK-HS-OC Y = 2w + (w + 1)ε B =
{
0, if ε ∼ LogN(0, 1)
1, if ε ∼ LogN(0, σ).
where σ(= 2.787369) is such that
[exp(σ2)− 1] · exp(σ2)
= (21878.05)(256) = 5600781.
[exp(5)− 1] exp(5) = 21878.05.
14
fourteen scenarios for three sample sizes. Each configuration contains 5000 estimates
of the true intercept, 5000 estimates of true slope, 5000 standard errors of estimated
intercepts, 5000 standard errors of estimated slopes, 5000 95% confidence intervals
of true intercept, and 5000 95% confidence intervals of true slope for four regression
techniques (OLS, GLS, M, QR) respectively. Except for GLS, the other three estima-
tors did not produce any missing value on any simulations. GLS occasionally failed
to converge, mostly when the sample size was small, but no more than 2% in any
scenarios.
3.2 Simulation Results
We assessed the performance of those four estimators in terms of bias, average
distance, MSE, coverage probability, and ratio of estimated standard error (SE) and
empirical standard deviation (ESD) described in chapter 2. These measures were
used to evaluate the accuracy and stability of an estimator. If an estimator have
estimated bias close to zero, minimum average distance and MSE, 0.95 coverage, and
a ratio of estimated standard error and empirical standard deviation (SE/ESD) close
to one, that is considered as a good one. Estimated bias, average distance, MSE,
coverage probability, and SE/ESD for four different estimators (OLS, GLS, M, QR)
of the intercept and slope are shown in Tables A.1−A.14. In addition, Table 3.2 gives
a clear overview of the results from the simulation study. The most suitable scenario
for each estimator is presented in this table.
In Scenario 1, overall the performance of OLS estimator was the best among those
four estimators as the scenario was for normal homoscedastic errors with no outliers.
We observed that the bias of all estimators for both intercept and slope was nearly
zero in each sample size. Both the average distance and MSE of OLS estimator were
the smallest among those four estimators irrespective of sample sizes. The coverage
was good for OLS estimator across all sample sizes. For sample size 20, the coverage
15




GLS heteroscedastic normal (n = 500),
heteroscedastic heavy-tailed (n = 500).
(comparative to QR)
M homoscedastic heavy-tailed,
heteroscedastic heavy-tailed (n = 20),
homoscedastic normal with outliers,
heteroscedastic normal with outliers (n = 20),
homoscedastic skewed with outliers,
heteroscedastic skewed with outliers (n = 20).
QR heteroscedastic normal,
heteroscedastic normal with outliers (n = 100, 500),
heteroscedastic skewed,
heteroscedastic skewed with outliers (n = 100, 500),
heteroscedastic heavy-tailed (n = 100, 500),
homoscedastic heavy-tailed-skewed,
heteroscedastic heavy-tailed-skewed,
homoscedastic heavy-tailed-skewed with outliers,
heteroscedastic heavy-tailed-skewed with outliers.
of OLS estimator for both intercept (0.948) and slope (0.951) was nearer to 0.95
than the coverages of other estimators. But, for large sample sizes, the coverages
of all estimators were very comparative and close to 0.95. Again, SE/ESD of OLS
estimator for both intercept (0.971) and slope (0.967) was more close to 1 than the
other three estimators when sample size was 20. When sample size was 100, SE/ESD
of M-estimator for both intercept (0.986) and slope (0.988) was nearer to 1 than the
other three estimators. However, the ratio of SE and ESD of OLS estimator for both
intercept (0.982) and slope (0.986) was very comparative to M-estimator for sample
size 100. For sample size 500, SE/ESD of all estimators (OLS:0.992, GLS:0.986,
M:0.987, QR:1.014) was nearly 1.
In Scenario 2, all of the estimators were nearly zero biased for both intercept and
slope across sample sizes. However, we noticed that the OLS estimator had the largest
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average distance and MSE in each sample size for both intercept and slope. That
means the OLS estimator had larger empirical variability than the other estimators.
Also, when we looked at SE/ESD, we observed that the estimated standard error
of OLS estimates was underestimated than the empirical standard deviation of the
OLS estimates for all sample sizes. However, still we got a good coverage of near
0.95 for the OLS estimator as it was not biased. The same things happened with
GLS estimator though the the performance of GLS estimator was somewhat better
than the OLS. That implies, for a homoscedastic heavy-tailed distribution with no
outliers, both OLS and GLS estimators might be accurate but not precise. However,
both M- and QR estimators performed well in this scenario though the performance of
the M-estimator was preeminent than the QR estimator. M-estimator had a smaller
average distance and smaller MSE than QR. For large sample sizes, the coverage
for both M- and QR estimators was very comparative. However, for a small sample
size 20, the coverage of the QR estimator was higher for both intercept (0.979) and
slope (0.982) than the nominal level whereas the coverage of the M- estimator was
0.945 for intercept and 0.944 for slope. Again, from SE/ESD we observed that the
estimated SE of QR estimates was overestimated more for sample size 20 than 100
and 500. On the other hand, the SE/ESD of the M-estimator was nearer to 1 than
the QR estimator for all sample sizes. Overall, for this scenario, the performance of
the M-estimator was outstanding than the other three estimators in terms of accuracy
and stability. Nevertheless, for sample size 500, the performance of both M- and QR
estimators was nearly equal.
For a homoscedastic exponential model with no outliers defined in Scenario 3 with
sample size 20, the OLS estimator performed best among those estimators as it had
the least bias, coverage of 0.941 for intercept and 0.952 for slope which was the closest
to 0.95, and a SE/ESD of 0.943 for intercept and 0.935 for slope which was most near
to 1 than any other estimators. Again for sample size 100, the performance of OLS
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was much satisfactory though the performance of both OLS and QR were relative. For
sample size 500, all four estimators gave very comparative results for both intercept
and slope except for M-intercept. We observed that M-estimator for intercept had
slightly larger bias across all sample sizes which had a great impact on coverage
probability. The coverage of the M-intercept was very poor for all sample sizes. In
fact, the coverage was getting worse with the increase in sample size as the bias was
getting larger for a large sample size. However, a good ratio of SE and ESD and small
MSE revealed that the M-estimator had less variability.
In Scenario 4 dealing with a heteroscedastic normal model with no outliers, QR
had a smaller bias than OLS, GLS, and M-estimator when the sample size was 20.
When the sample size was 100 and 500, all of the estimators were nearly zero biased.
GLS had the least average distance and smallest MSE across sample sizes. But, the
coverage of GLS was not very good for a small sample size because of being biased.
Again, the estimated standard error of GLS was greatly underestimated relative to
the empirical standard deviation when the sample size was 20. Overall, for all sample
sizes, QR gave more reasonable results though both GLS and QR were comparative
for sample size 500.
When looking at Scenario 5, we observed that M-estimator performed best for
both intercept and slope of a homoscedastic normal model contaminated with out-
liers with sample size 20 as it had nearly zero bias, small average distance, and MSE,
better coverage, and SE/ESD than any other estimators. In fact, the performance of
M-estimator was overwhelmingly better in terms of all criteria across sample sizes.
Though for large sample sizes 100 and 500 all of the estimators gave comparative
results, OLS and GLS had larger average distance and MSE than M- and QR esti-
mators.
In Scenario 6, QR gave more reasonable results for a homoscedastic log-normal
model with no outliers. Overall, QR and OLS had smaller bias than M- and GLS
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estimators. In sample sizes 100 and 500 for slope, both M- and QR estimators had
exactly zero bias. But, when looking at the intercept, we noticed that M-estimator
was highly biased across sample sizes and also had very poor coverages even the
opposite results were observed for the slope coefficient. On the other hand, the
OLS estimator maintained good coverage for both the intercept and slope of the
model. The coverage of QR somewhat larger than 0.95 for sample size 20, but it also
maintained good coverage across sample sizes. Again, in terms of SE/ESD, OLS gave
a better performance than QR for 20 though for 100 and 500 their performance was
relative. GLS did not perform well in this scenario in terms of any criteria.
In Scenario 7, the performance of the M-estimator was the best for both intercept
and slope of a heteroscedastic t3 model with no outliers for sample size 20. For
sample sizes 100 and 500, GLS, M- and QR estimators showed very comparative
performances. OLS estimator did not perform well in terms of both accuracy and
precision.
In Scenario 8 dealing with a heteroscedastic exponential model with no outliers,
QR was seemed more reasonable than the other estimators. Though OLS had a small
bias, it had a large average distance and MSE. Also, the coverage and SE/ESD of the
OLS intercept were not very good. Overall, the performance of the GLS was also not
satisfactory. Though M-estimator gave comparative results for the intercept, it was
highly biased and had poor coverage for the slope for all sample sizes. On the other
hand, QR produced good coverage and SE/ESD for sample sizes 100, 500, and the
results for sample size 20 were also relative to the M-estimator.
In Scenario 9, M-estimator produced the most suitable results for a homoscedastic
exponential model with outliers. QR also gave comparable results with M-estimator.
In contrast, OLS and GLS estimators had a large bias, average distance, and MSE
than M- and QR estimators. GLS estimator had very poor coverage and SE/ESD
than the other estimators across sample sizes. Interestingly, OLS intercept had good
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coverage in sample size 20 and very bad coverage in 500. If we looked at the bias, we
could see that the bias of the OLS intercept was increasing with sample size. But,
in terms of other criteria except for bias, the results of OLS was improved with the
increase in sample size.
In Scenario 10, M- and QR estimators had a smaller bias, average distance, and
MSE than the OLS and GLS estimators for both intercept and slope of a heteroscedas-
tic normal model having outliers across sample sizes. For sample size 20, M-estimator
gave better results than QR and for 100 and 500, the performance of QR was more
preeminent in terms of coverage and SE/ESD.
In Scenario 11, QR performed very well in terms of all criteria for a heteroscedastic
log-normal model with no outliers. The average distance and MSE of OLS were
comparatively large. GLS showed very poor coverage and SE/ESD across sample
sizes. M-estimator was highly biased for all sample sizes.
For the homoscedastic log-normal model contaminated with outliers defined in
Scenario 12, overall both QR and M-estimators gave more reasonable results than
the other estimators in each sample size. The performance of OLS was very bad in
terms of bias, average distance, MSE and SE/ESD. Also, GLS estimator behaved
poorly in this scenario.
In Scenario 13, for sample size 20, the performance of the M-estimator was better
than the other estimators for the heteroscedastic exponential model contaminated
with outliers. For sample sizes 100 and 500, both QR and M-estimators performed
better than OLS and GLS estimators. Both OLS and GLS estimators were highly
biased and had larger MSE.
When looking at the heteroscedastic log-normal model contaminated with outliers
in Scenario 14, we observed that for sample size 20, M-estimator showed the best
performance among those four estimators for the intercept of the model. On the
other hand, QR performed best for the slope of the model in each sample size and
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intercept of the model for sample sizes 100 and 500. Both OLS and GLS estimators




In this chapter, we performed a real data analysis to compare the median regression
estimator with mean regression estimators considered in our study. We used 1,2,3,4-
Tetrachlorobenzene (TcCB) concentrations (ppb) data which is available under R
package EnvStats (named “EPA.94b.tccb.df”). Measurements of TcCB concentra-
tions (ppb) in soil samples was taken at a site-specific reference area and a cleanup
area (contaminated site) [11]. Among 124 observations, there are 47 observations
for the reference area and 77 for the cleanup area. As one observation for cleanup
area was not detected in the data set, we restricted our analysis by discarding that
censored observation. Therefore, we used 123 measurements of TcCB concentrations
(ppb) in total. The data set has 4 variables: one character variable with the original
tetrachlorobenzene concentrations (ppb), one numeric variable of tetrachlorobenzene
with < 0.99 coded as 0.99, one factor indicating the area (cleanup vs. reference) and
one censoring indicator defining which observations are not detected. We assumed
that the data were representative of the two areas like [11] although the samples were
not located on a triangular grid.
4.1 Exploratory Analysis
In our study, we considered continuous “TcCB” concentrations (ppb) as a response
variable and “Area” as a predictor. The density of TcCB concentrations (ppb) over-
lapped with a normal curve (mean = 2.68, standard deviation = 15.88) is shown at
the left side of Figure 4.1. It is obvious from the plot that the distribution of the
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TcCB (ppb) concentrations is not normally distributed. The shape of the distribu-
tion of TcCB concentrations (ppb) is asymmetric with a long tail to the right. It
also appears that there are few unusually large observations at the right tail of TcCB
distribution.
Table 4.1 shows the descriptive statistics of TcCB for cleanup and reference areas
in the second and third columns separately. By looking at the table, it was observed
that there was higher variability of TcCB measurements in the cleanup area than
the reference area. The standard deviation of TcCb in the cleanup area is 20.14
(ppb) whereas, in the reference area it is only 0.28 (ppb). The high positive value of
skewness and Kurtosis of TcCB in the cleanup area suggests that the non-normality
of TcCB shown in Figure 4.1 mostly comes from the cleanup area. Moreover, the
maximum value of TcCB is 168.6 (ppb) in the cleanup area. On the other hand, the
maximum value of TcCB is 1.33 (ppb) in the reference area which is interestingly
nearer to the third quartile (1.12) of TcCB concentrations (ppb) in the cleanup area.
Again, the minimum value of TcCB distribution is 0.09 belongs to the cleanup area
which also indicates the high range of variability among measurements in the cleanup
area.
Although the means of TcCB differ largely by those areas, the medians are closer.
This is because the median is robust to extreme observations whereas, mean is very
susceptible to extreme values. In many real application areas dealing with non-
normality, the robustness property of median is very useful to conduct statistical
analysis. We also displayed the distribution of log-transformation of TcCB overlapped
with a normal curve (mean = −0.56, standard deviation = 1.10) in the right-side plot
of Figure 4.1. We observed that log-transformed TcCB tended to be normal. However,
in our regression analysis, we compared the models without doing log-transformation
of TcCB to be consistent with the simulation study.
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Figure 4.1: Distribution of TcCB concentrations (ppb) (before and after log-
transformation).





Standard deviation 20.14 0.28
Minimum 0.09 0.22
Maximum 168.6 1.33
25th Quantile 0.24 0.39




We performed both mean and median regressions on TcCB data as a function of
“Area”. We considered reference area as baseline category. Four different estimators
(OLS, GLS, M, QR) used for simulation study in Chapter 3 were applied on TcCB
data to estimate the intercept and slope of Area. As we observed that the distribution
of TcCB carried few larger observations on the right tail, the influence of those points
on regression results might be a great concern. Of course, it was not possible to
discover the influence of those extreme observations until fitting a model. Therefore,
we fit the model of TcCB verses area using those four estimators mentioned above.
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Table 4.2: Estimates of the intercept and slope along with their estimated standard
errors (given in parenthesis) for 4 different estimators (ordinary least squares, OLS;
generalized least squares, GLS; M-; quantile regression (QR) estimator) with TcCB
concentrations (ppb) data (TcCB ∼ Area (ref: “Reference”); significant estimates are
marked in bold) .
With Without
Outliers Outliers
Estimator β̂0 β̂1 β̂0 β̂1
OLS 0.5985 3.3670 0.5985 0.4930
(2.3134) (2.9431) (0.2684) (0.3432)
GLS 0.5985 3.3670 0.5985 0.4930
(2.3134) (2.9431) (0.2684) (0.3432)
M 0.5963 0.0084 0.5950 −0.0241
(0.0650) (0.0827) (0.0616) (0.0788)
QR 0.5400 −0.1100 0.5400 −0.1201
(0.0422) (0.0789) (0.0412) (0.0793)
Again, the whole analysis was conducted using R software. For the QR estimator,
we fit the model at the 50th quantile (median regression) like the simulation study.
The standard error of QR estimator was estimated by bootstrap resampling technique
using boot with rq function.
The second and third columns of Table 4.2 represent the estimates of intercepts
and slopes as well as their estimated standard errors allowing all observations un-
der each estimation technique respectively. Two interesting points came out when we
observed the estimates of both intercept and slope coefficients for all estimation meth-
ods. First, for both M-and QR estimators, the intercept was significant whereas both
OLS and GLS estimators, the intercept was not significant. Second, The estimated
values of the slope coefficients of OLS and GLS estimators were completely different
from the QR estimator not only by magnitude but also by direction. Although the
magnitudes of QR and M estimates were somewhat similar given that both were close
to zero and neither was significant, their directions were different. As there were no
heteroscedasticity and auto-correlation issues in this data, the OLS and GLS gave
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Standard deviation 2.3387 0.2836
Minimum 0.0900 0.2200
Maximum 18.400 1.3300
the same estimates. The reason for which we got the estimates of slope for OLS, GLS
and M estimators with the same directions is that those estimators are all involved
to mean regression. In contrast, QR is involved in median regression which is robust
to extreme observations. Since M-estimator is also robust, it gave estimates of the
slope coefficient closer to QR.
To detect the influence of extreme measurements of TcCB, we then performed di-
agnostic checking for the OLS model. We calculated DFBETAS for the slope (Area)
coefficient and plotted them. DFBETAS is a useful tool that measures the change in
regression coefficients when one observation is deleted [19]. A rule of thumb for choos-
ing a cutoff is 2/
√
n which is size-adjusted. If the value of DFBETAS is greater than
the cutoff, the corresponding observation is considered as an influential observation.
A plot of DFBETAS with a cutoff 0.18 for Area is attached in Figure B.1. Table B.1
shows the DFBETAS of Area with corresponding influential observations of TcCB
concentrations (ppb). From both Figure B.1 and Table B.1, it appeared that the last
two observations of TcCB (51.97, 168.64) in the cleanup area were influential.
After that, we fit the model again using those four estimators by discarding the
influential observations from the data. The results of new regression estimates are also
included in Table 4.2. This time the intercept was significant for all four estimators.
Although the magnitudes of OLS and GLS slope estimates changed by 85.34%, the
directions remained the same as positive. Interestingly, the direction of the slope
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coefficient for M-estimator was changed from positive to negative. Still, the direction
of the slope coefficient for the QR estimator remained the same as negative. It is
obvious from the study that the QR estimator is a reasonable good alternative if the
data is affected by the influential observations or outliers.
Table 4.3 summarizes the basic statistics of TcCB by Area after the deletion of
outliers from the data. The mean and median of TcCB in the cleanup area changed
to 3.97 from 1.09 and 0.43 from 0.42 respectively. The variability of TcCB in the




This study illustrates a simulation study in which we compared four different estima-
tors (OLS, GLS, M, QR) for a continuous response variable under different scenarios.
We also made a contrast among those estimators using TcCB concentrations (ppb)
data. Our results from the simulation study reveal interesting behaviors of those esti-
mators. When the errors are homoscedastic normal having no outliers, OLS performs
the best among those four estimators. In contrast, when the errors are heteroscedas-
tic normal having no outliers, QR performs the best among those four estimators.
Again, if the homoscedastic normal errors are affected by outliers, then the per-
formance of M-estimator is the best. But, both M- and QR estimators give much
better performances than OLS and GLS estimators when the errors are heteroscedas-
tic normal contaminated with outliers. When the error distribution is heavy-tailed
but symmetric (t-distribution), with small n, M-estimator gives the most satisfactory
performances and with large n, both QR and M-estimators give better comparative
results. In addition, the M-estimator is the best in scenarios with heteroscedastic
heavy-tailed distributed errors for small n and for large n, the performance of the QR
estimator is more reasonable than the other estimators.
Again, the best performance of the OLS estimator is found for a model with
homoscedastic skewed (exponentially distributed) errors. But, if the homoscedastic
skewed errors affected by the outliers, then the M-estimator performed the best. On
the other hand, when the errors are heteroscedastic skewed whether or not contam-
inated with outliers, the performance of the QR estimator is preeminent. The most
satisfactory results of QR are found when the errors are log-normal irrespective of
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homoscedasticity or having outliers. Also, M-estimator gives very comparable results
to QR when the errors are log-normally distributed.
Our results give a clear overview of those four estimators (OLS, GLS, M- and
QR) to the researchers for analyzing different normal and non-normal continuous
response data. Clearly, classical OLS estimator would not be a proper choice when the
data is heteroscedastic or heavy-tailed or heavy-tailed-skewed, and/or contaminated
with outliers. Because of having robustness, both M and QR estimators excel in all
scenarios affiliated with outliers. The flexibility of QR is revealed when the errors
are heteroscedastic. Also from the data analysis, the promising behavior of the QR
estimator is revealed when dealing with a skewed-heavy-tailed data contaminated
with outliers. As the mean is not robust to extreme observations, OLS can not
behave properly when dealing with outliers. However, it should be suggested that
outliers should not be removed without knowing their actual impact on regression
results. Rather, it can be recommended that another suitable choice would be the
QR estimator to deal with skewed-heavy-tailed outliers contaminated data.
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In this Appendix, we display the results deducted from our simulation study. The
results of each scenario is presented through Tables A.1-A.14. The illustration of the
results can be found in Chapter 3.
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Table A.1: Estimated bias, average distance, mean squared error (MSE), coverage
probability, and ratio of standard error (SE) and empirical standard deviation (ESD)
for 4 different estimators of the intercept and slope (ordinary least squares, OLS;
generalized least squares, GLS; M-; quantile regression (QR) estimator) with data
generated as in scenario 1 (normal, homoscedastic, no outliers).
Bias
Intercept 20 100 500 Slope 20 100 500
OLS −0.009 −0.002 0.002 OLS 0.012 0.000 −0.001
GLS −0.004 −0.002 0.002 GLS 0.006 0.000 −0.001
M −0.006 −0.002 0.001 M 0.010 0.001 −0.001
QR 0.001 −0.001 0.001 QR 0.006 0.001 0.000
Average distance
Intercept 20 100 500 Slope 20 100 500
OLS 0.372 0.163 0.072 OLS 0.328 0.142 0.063
GLS 0.413 0.167 0.072 GLS 0.368 0.144 0.063
M 0.382 0.166 0.074 M 0.336 0.144 0.065
QR 0.464 0.203 0.091 QR 0.408 0.174 0.079
Mean squared error
Intercept 20 100 500 Slope 20 100 500
OLS 0.221 0.042 0.008 OLS 0.170 0.031 0.006
GLS 0.278 0.044 0.008 GLS 0.221 0.033 0.006
M 0.233 0.044 0.009 M 0.179 0.033 0.006
QR 0.341 0.066 0.013 QR 0.261 0.048 0.010
Coverage probability
Intercept 20 100 500 Slope 20 100 500
OLS 0.948 0.942 0.949 OLS 0.951 0.940 0.950
GLS 0.855 0.925 0.947 GLS 0.902 0.934 0.948
M 0.938 0.944 0.951 M 0.947 0.943 0.950
QR 0.962 0.935 0.950 QR 0.968 0.946 0.947
Ratio of SE & ESD
Intercept 20 100 500 Slope 20 100 500
OLS 0.971 0.982 0.993 OLS 0.967 0.986 0.992
GLS 0.750 0.937 0.982 GLS 0.796 0.957 0.986
M 0.967 0.986 0.986 M 0.964 0.988 0.987
QR 1.125 1.043 1.004 QR 1.142 1.063 1.014
33
Table A.2: Estimated bias, average distance, mean squared error (MSE), coverage
probability, and ratio of standard error (SE) and empirical standard deviation (ESD)
for 4 different estimators of the intercept and slope (ordinary least squares, OLS;
generalized least squares, GLS; M-; quantile regression (QR) estimator) with data
generated as in scenario 2 (t2 (heavy-tailed), homoscedastic, no outliers).
Bias
Intercept 20 100 500 Slope 20 100 500
OLS −0.001 −0.008 0.003 OLS 0.018 0.008 −0.004
GLS 0.012 0.001 0.002 GLS −0.009 0.002 −0.002
M −0.003 −0.004 0.001 M 0.006 0.004 −0.001
QR 0.002 −0.005 0.000 QR 0.001 0.004 0.000
Average distance
Intercept 20 100 500 Slope 20 100 500
OLS 0.922 0.444 0.217 OLS 0.827 0.387 0.189
GLS 0.773 0.379 0.195 GLS 0.742 0.340 0.171
M 0.552 0.226 0.100 M 0.486 0.197 0.087
QR 0.570 0.232 0.100 QR 0.504 0.202 0.087
Mean squared error
Intercept 20 100 500 Slope 20 100 500
OLS 3.133 0.469 0.100 OLS 3.468 0.346 0.078
GLS 1.244 0.275 0.071 GLS 1.324 0.221 0.052
M 0.517 0.081 0.016 M 0.403 0.061 0.012
QR 0.555 0.085 0.016 QR 0.440 0.064 0.012
Coverage probability
Intercept 20 100 500 Slope 20 100 500
OLS 0.953 0.952 0.951 OLS 0.956 0.950 0.953
GLS 0.836 0.934 0.951 GLS 0.906 0.946 0.955
M 0.945 0.943 0.948 M 0.944 0.944 0.948
QR 0.979 0.947 0.946 QR 0.982 0.955 0.948
Ratio of SE & ESD
Intercept 20 100 500 Slope 20 100 500
OLS 0.630 0.798 0.859 OLS 0.525 0.805 0.842
GLS 0.667 0.844 0.884 GLS 0.664 0.883 0.945
M 0.932 0.996 1.003 M 0.926 0.992 0.998
QR 1.267 1.062 1.037 QR 1.303 1.079 1.043
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Table A.3: Estimated bias, average distance, mean squared error (MSE), coverage
probability, and ratio of standard error (SE) and empirical standard deviation (ESD)
for 4 different estimators of the intercept and slope (ordinary least squares, OLS;
generalized least squares, GLS; M-; quantile regression (QR) estimator) with data
generated as in scenario 3 (exponential, homoscedastic, no outliers).
Bias
Intercept 20 100 500 Slope 20 100 500
OLS −0.002 0.003 −0.001 OLS 0.001 −0.002 0.000
GLS −0.054 −0.018 −0.006 GLS 0.037 0.012 0.004
M −0.133 −0.136 −0.138 M 0.005 0.000 0.000
QR 0.050 0.010 0.002 QR 0.001 0.000 −0.001
Average distance
Intercept 20 100 500 Slope 20 100 500
OLS 0.369 0.160 0.072 OLS 0.321 0.139 0.063
GLS 0.394 0.167 0.073 GLS 0.348 0.142 0.063
M 0.338 0.177 0.141 M 0.259 0.106 0.048
QR 0.366 0.162 0.072 QR 0.323 0.139 0.064
Mean squared error
Intercept 20 100 500 Slope 20 100 500
OLS 0.221 0.041 0.008 OLS 0.171 0.031 0.006
GLS 0.246 0.044 0.009 GLS 0.201 0.033 0.006
M 0.176 0.045 0.025 M 0.114 0.018 0.004
QR 0.222 0.041 0.008 QR 0.170 0.030 0.006
Coverage probability
Intercept 20 100 500 Slope 20 100 500
OLS 0.941 0.948 0.948 OLS 0.952 0.953 0.956
GLS 0.777 0.898 0.938 GLS 0.877 0.928 0.950
M 0.888 0.805 0.491 M 0.946 0.954 0.954
QR 0.962 0.943 0.944 QR 0.979 0.954 0.949
Ratio of SE & ESD
Intercept 20 100 500 Slope 20 100 500
OLS 0.943 0.990 0.982 OLS 0.935 0.988 0.987
GLS 0.717 0.906 0.950 GLS 0.776 0.938 0.971
M 0.901 0.942 0.911 M 0.929 1.005 0.977
QR 1.151 1.043 1.005 QR 1.165 1.058 1.003
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Table A.4: Estimated bias, average distance, mean squared error (MSE), coverage
probability, and ratio of standard error (SE) and empirical standard deviation (ESD)
for 4 different estimators of the intercept and slope (ordinary least squares, OLS;
generalized least squares, GLS; M-; quantile regression (QR) estimator) with data
generated as in scenario 4 (normal, heteroscedastic, no outliers).
Bias
Intercept 20 100 500 Slope 20 100 500
OLS −0.017 −0.001 0.002 OLS 0.026 −0.002 −0.001
GLS −0.011 −0.004 0.002 GLS 0.012 0.001 −0.001
M −0.014 −0.001 0.002 M 0.022 −0.001 0.000
QR −0.003 0.000 0.001 QR 0.015 −0.001 0.002
Average distance
Intercept 20 100 500 Slope 20 100 500
OLS 0.606 0.259 0.114 OLS 0.705 0.299 0.134
GLS 0.570 0.233 0.100 GLS 0.687 0.272 0.119
M 0.587 0.250 0.111 M 0.697 0.299 0.134
QR 0.680 0.287 0.128 QR 0.798 0.337 0.152
Mean squared error
Intercept 20 100 500 Slope 20 100 500
OLS 0.595 0.106 0.020 OLS 0.780 0.141 0.028
GLS 0.544 0.086 0.016 GLS 0.771 0.117 0.022
M 0.559 0.099 0.019 M 0.767 0.140 0.028
QR 0.762 0.133 0.026 QR 1.006 0.182 0.036
Coverage probability
Intercept 20 100 500 Slope 20 100 500
OLS 0.984 0.987 0.990 OLS 0.943 0.929 0.943
GLS 0.778 0.891 0.943 GLS 0.884 0.916 0.949
M 0.981 0.987 0.990 M 0.932 0.921 0.933
QR 0.978 0.944 0.948 QR 0.970 0.946 0.948
Ratio of SE & ESD
Intercept 20 100 500 Slope 20 100 500
OLS 1.230 1.284 1.306 OLS 0.931 0.964 0.966
GLS 0.675 0.875 0.963 GLS 0.772 0.921 0.977
M 1.236 1.288 1.299 M 0.915 0.937 0.935
QR 1.205 1.060 1.008 QR 1.156 1.062 1.014
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Table A.5: Estimated bias, average distance, mean squared error (MSE), coverage
probability, and ratio of standard error (SE) and empirical standard deviation (ESD)
for 4 different estimators of the intercept and slope (ordinary least squares, OLS;
generalized least squares, GLS; M-; quantile regression (QR) estimator) with data
generated as in scenario 5 (normal, homoscedastic, outliers).
Bias
Intercept 20 100 500 Slope 20 100 500
OLS −0.034 0.010 −0.006 OLS 0.022 −0.007 0.003
GLS −0.011 0.003 −0.004 GLS −0.011 −0.001 0.001
M −0.004 −0.002 0.000 M 0.006 0.000 −0.001
QR −0.002 −0.003 0.002 QR 0.001 0.000 −0.002
Average distance
Intercept 20 100 500 Slope 20 100 500
OLS 1.646 0.800 0.369 OLS 1.460 0.706 0.324
GLS 1.194 0.683 0.347 GLS 1.208 0.630 0.310
M 0.477 0.196 0.087 M 0.424 0.170 0.075
QR 0.516 0.225 0.100 QR 0.458 0.197 0.086
Mean squared error
Intercept 20 100 500 Slope 20 100 500
OLS 5.873 1.085 0.216 OLS 4.433 0.833 0.165
GLS 3.970 0.846 0.196 GLS 3.524 0.673 0.153
M 0.413 0.061 0.012 M 0.330 0.045 0.009
QR 0.441 0.081 0.016 QR 0.349 0.061 0.012
Coverage probability
Intercept 20 100 500 Slope 20 100 500
OLS 0.964 0.950 0.948 OLS 0.962 0.956 0.945
GLS 0.821 0.922 0.948 GLS 0.908 0.949 0.946
M 0.949 0.949 0.951 M 0.946 0.950 0.950
QR 0.976 0.952 0.947 QR 0.980 0.957 0.954
Ratio of SE & ESD
Intercept 20 100 500 Slope 20 100 500
OLS 0.837 0.959 0.985 OLS 0.841 0.949 0.976
GLS 0.575 0.865 0.972 GLS 0.662 0.942 0.989
M 0.919 0.996 0.989 M 0.898 1.000 0.995
QR 1.475 1.041 1.011 QR 1.512 1.053 1.016
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Table A.6: Estimated bias, average distance, mean squared error (MSE), coverage
probability, and ratio of standard error (SE) and empirical standard deviation (ESD)
for 4 different estimators of the intercept and slope (ordinary least squares, OLS;
generalized least squares, GLS; M-; quantile regression (QR) estimator) with data
generated as in scenario 6 (log-normal, homoscedastic, no outliers).
Bias
Intercept 20 100 500 Slope 20 100 500
OLS −0.013 0.006 0.004 OLS 0.020 −0.007 −0.002
GLS −0.143 −0.061 −0.017 GLS 0.080 0.035 0.012
M −0.359 −0.388 −0.388 M 0.006 0.000 0.000
QR 0.083 0.016 0.004 QR 0.004 0.000 0.000
Average distance
Intercept 20 100 500 Slope 20 100 500
OLS 0.733 0.340 0.154 OLS 0.630 0.288 0.134
GLS 0.735 0.350 0.157 GLS 0.643 0.295 0.135
M 0.581 0.404 0.388 M 0.368 0.147 0.066
QR 0.480 0.203 0.091 QR 0.424 0.175 0.079
Mean squared error
Intercept 20 100 500 Slope 20 100 500
OLS 1.016 0.196 0.038 OLS 0.806 0.141 0.029
GLS 0.914 0.199 0.040 GLS 0.785 0.147 0.030
M 0.492 0.206 0.162 M 0.242 0.035 0.007
QR 0.414 0.068 0.013 QR 0.303 0.049 0.010
Coverage probability
Intercept 20 100 500 Slope 20 100 500
OLS 0.922 0.935 0.945 OLS 0.953 0.949 0.950
GLS 0.723 0.837 0.898 GLS 0.880 0.906 0.929
M 0.799 0.515 0.038 M 0.948 0.944 0.948
QR 0.974 0.936 0.949 QR 0.983 0.949 0.948
Ratio of SE & ESD
Intercept 20 100 500 Slope 20 100 500
OLS 0.857 0.935 0.976 OLS 0.838 0.956 0.974
GLS 0.625 0.809 0.909 GLS 0.690 0.867 0.939
M 0.840 0.897 0.893 M 0.898 0.986 0.985
QR 1.240 1.053 1.006 QR 1.284 1.074 1.015
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Table A.7: Estimated bias, average distance, mean squared error (MSE), coverage
probability, and ratio of standard error (SE) and empirical standard deviation (ESD)
for 4 different estimators of the intercept and slope (ordinary least squares, OLS;
generalized least squares, GLS; M-; quantile regression (QR) estimator) with data
generated as in scenario 7 (t3 (heavy-tailed), heteroscedastic, no outliers).
Bias
Intercept 20 100 500 Slope 20 100 500
OLS −0.016 −0.012 0.005 OLS 0.015 0.011 −0.005
GLS 0.006 −0.010 0.001 GLS −0.016 0.008 0.000
M −0.009 −0.008 0.004 M 0.006 0.010 −0.003
QR 0.006 −0.007 0.004 QR −0.011 0.010 −0.003
Average distance
Intercept 20 100 500 Slope 20 100 500
OLS 0.966 0.436 0.193 OLS 1.090 0.504 0.224
GLS 0.833 0.356 0.163 GLS 1.029 0.425 0.195
M 0.754 0.317 0.137 M 0.849 0.359 0.158
QR 0.771 0.313 0.138 QR 0.896 0.369 0.162
Mean squared error
Intercept 20 100 500 Slope 20 100 500
OLS 1.715 0.345 0.059 OLS 2.226 0.488 0.082
GLS 1.345 0.214 0.042 GLS 1.889 0.259 0.060
M 0.953 0.160 0.030 M 1.197 0.204 0.039
QR 1.032 0.156 0.030 QR 1.348 0.219 0.041
Coverage probability
Intercept 20 100 500 Slope 20 100 500
OLS 0.983 0.985 0.989 OLS 0.945 0.942 0.947
GLS 0.795 0.908 0.941 GLS 0.893 0.929 0.946
M 0.978 0.982 0.985 M 0.930 0.938 0.939
QR 0.986 0.949 0.944 QR 0.983 0.952 0.949
Ratio of SE & ESD
Intercept 20 100 500 Slope 20 100 500
OLS 1.163 1.187 1.299 OLS 0.885 0.865 0.959
GLS 0.645 0.873 0.963 GLS 0.750 0.937 0.977
M 1.188 1.243 1.271 M 0.919 0.951 0.961
QR 1.309 1.085 1.029 QR 1.252 1.073 1.040
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Table A.8: Estimated bias, average distance, mean squared error (MSE), coverage
probability, and ratio of standard error (SE) and empirical standard deviation (ESD)
for 4 different estimators of the intercept and slope (ordinary least squares, OLS;
generalized least squares, GLS; M-; quantile regression (QR) estimator) with data
generated as in scenario 8 (exponential, heteroscedastic, no outliers).
Bias
Intercept 20 100 500 Slope 20 100 500
OLS −0.005 0.003 −0.001 OLS 0.002 −0.001 −0.001
GLS 0.001 −0.028 −0.013 GLS −0.066 0.004 0.004
M −0.031 −0.006 −0.006 M −0.253 −0.315 −0.328
QR 0.079 0.017 0.004 QR 0.020 0.002 −0.001
Average distance
Intercept 20 100 500 Slope 20 100 500
OLS 0.592 0.256 0.114 OLS 0.685 0.297 0.134
GLS 0.556 0.234 0.101 GLS 0.666 0.278 0.119
M 0.487 0.204 0.093 M 0.610 0.357 0.329
QR 0.530 0.228 0.103 QR 0.630 0.270 0.123
Mean squared error
Intercept 20 100 500 Slope 20 100 500
OLS 0.583 0.105 0.021 OLS 0.777 0.141 0.028
GLS 0.513 0.087 0.016 GLS 0.725 0.122 0.022
M 0.396 0.065 0.014 M 0.570 0.177 0.123
QR 0.488 0.083 0.017 QR 0.658 0.115 0.024
Coverage probability
Intercept 20 100 500 Slope 20 100 500
OLS 0.985 0.985 0.988 OLS 0.934 0.931 0.946
GLS 0.717 0.860 0.927 GLS 0.862 0.903 0.944
M 0.971 0.981 0.984 M 0.871 0.730 0.204
QR 0.980 0.949 0.944 QR 0.975 0.947 0.947
Ratio of SE & ESD
Intercept 20 100 500 Slope 20 100 500
OLS 1.199 1.282 1.290 OLS 0.901 0.955 0.963
GLS 0.642 0.835 0.930 GLS 0.740 0.875 0.956
M 1.135 1.190 1.147 M 0.870 0.944 0.934
QR 1.253 1.060 1.006 QR 1.187 1.057 1.002
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Table A.9: Estimated bias, average distance, mean squared error (MSE), coverage
probability, and ratio of standard error (SE) and empirical standard deviation (ESD)
for 4 different estimators of the intercept and slope (ordinary least squares, OLS;
generalized least squares, GLS; M-; quantile regression (QR) estimator) with data
generated as in scenario 9 (exponential, homoscedastic, outliers).
Bias
Intercept 20 100 500 Slope 20 100 500
OLS 1.475 1.481 1.507 OLS 0.026 0.006 −0.012
GLS 0.801 1.173 1.385 GLS 0.217 0.218 0.082
M 0.111 0.060 0.058 M 0.005 0.000 −0.001
QR 0.183 0.119 0.109 QR 0.004 0.000 0.000
Average distance
Intercept 20 100 500 Slope 20 100 500
OLS 2.153 1.588 1.507 OLS 1.774 0.902 0.416
GLS 1.302 1.289 1.388 GLS 1.311 0.933 0.455
M 0.450 0.189 0.093 M 0.369 0.144 0.063
QR 0.456 0.218 0.125 QR 0.401 0.174 0.076
Mean squared error
Intercept 20 100 500 Slope 20 100 500
OLS 12.341 4.056 2.644 OLS 7.785 1.434 0.276
GLS 5.892 3.106 2.347 GLS 4.140 1.461 0.334
M 0.469 0.059 0.014 M 0.301 0.033 0.006
QR 0.418 0.079 0.024 QR 0.284 0.048 0.009
Coverage probability
Intercept 20 100 500 Slope 20 100 500
OLS 0.941 0.813 0.284 OLS 0.964 0.956 0.954
GLS 0.782 0.813 0.244 GLS 0.876 0.848 0.886
M 0.925 0.916 0.885 M 0.947 0.956 0.950
QR 0.980 0.941 0.846 QR 0.987 0.954 0.948
Ratio of SE & ESD
Intercept 20 100 500 Slope 20 100 500
OLS 0.757 0.939 0.983 OLS 0.753 0.929 0.992
GLS 0.500 0.698 0.831 GLS 0.628 0.785 0.869
M 0.763 0.873 0.897 M 0.821 0.977 1.002
QR 1.617 1.029 1.018 QR 1.739 1.045 1.018
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Table A.10: Estimated bias, average distance, mean squared error (MSE), coverage
probability, and ratio of standard error (SE) and empirical standard deviation (ESD)
for 4 different estimators of the intercept and slope (ordinary least squares, OLS;
generalized least squares, GLS; M-; quantile regression (QR) estimator) with data
generated as in scenario 10 (normal, heteroscedastic, outliers).
Bias
Intercept 20 100 500 Slope 20 100 500
OLS −0.096 0.013 −0.020 OLS 0.065 −0.004 0.006
GLS −0.113 0.023 −0.010 GLS 0.038 −0.016 −0.005
M −0.010 −0.003 0.001 M 0.018 −0.002 −0.002
QR −0.006 −0.002 0.003 QR 0.004 −0.004 −0.003
Average distance
Intercept 20 100 500 Slope 20 100 500
OLS 5.835 2.800 1.274 OLS 6.306 3.243 1.502
GLS 3.253 1.752 0.927 GLS 4.021 2.330 1.212
M 0.824 0.316 0.140 M 0.916 0.355 0.158
QR 0.770 0.323 0.141 QR 0.913 0.382 0.168
Mean squared error
Intercept 20 100 500 Slope 20 100 500
OLS 75.487 13.165 2.553 OLS 94.644 18.088 3.581
GLS 41.618 6.530 1.472 GLS 46.170 9.348 2.352
M 1.703 0.159 0.031 M 2.173 0.199 0.040
QR 1.089 0.167 0.032 QR 1.405 0.229 0.045
Coverage probability
Intercept 20 100 500 Slope 20 100 500
OLS 0.982 0.981 0.988 OLS 0.968 0.953 0.939
GLS 0.791 0.887 0.940 GLS 0.876 0.948 0.946
M 0.980 0.984 0.987 M 0.937 0.943 0.936
QR 0.989 0.957 0.950 QR 0.984 0.960 0.950
Ratio of SE & ESD
Intercept 20 100 500 Slope 20 100 500
OLS 1.001 1.224 1.285 OLS 0.775 0.905 0.940
GLS 0.485 0.795 0.940 GLS 0.590 0.941 0.963
M 0.927 1.230 1.225 M 0.712 0.952 0.944
QR 2.135 1.059 1.017 QR 2.055 1.060 1.018
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Table A.11: Estimated bias, average distance, mean squared error (MSE), coverage
probability, and ratio of standard error (SE) and empirical standard deviation (ESD)
for 4 different estimators of the intercept and slope (ordinary least squares, OLS;
generalized least squares, GLS; M-; quantile regression (QR) estimator) with data
generated as in scenario 11 (log-normal, heteroscedastic, no outliers).
Bias
Intercept 20 100 500 Slope 20 100 500
OLS −0.026 0.013 0.006 OLS 0.046 −0.019 −0.002
GLS 0.017 −0.061 −0.033 GLS −0.225 −0.019 0.009
M −0.177 −0.180 −0.179 M −0.566 −0.661 −0.675
QR 0.130 0.028 0.006 QR 0.041 0.002 0.003
Average distance
Intercept 20 100 500 Slope 20 100 500
OLS 1.184 0.538 0.246 OLS 1.357 0.612 0.286
GLS 1.015 0.483 0.222 GLS 1.216 0.554 0.260
M 0.755 0.334 0.204 M 0.947 0.681 0.675
QR 0.709 0.287 0.129 QR 0.830 0.338 0.152
Mean squared error
Intercept 20 100 500 Slope 20 100 500
OLS 2.869 0.491 0.097 OLS 3.944 0.628 0.132
GLS 2.117 0.394 0.079 GLS 2.700 0.508 0.107
M 0.965 0.171 0.059 M 1.358 0.582 0.483
QR 0.951 0.137 0.026 QR 1.174 0.185 0.037
Coverage probability
Intercept 20 100 500 Slope 20 100 500
OLS 0.979 0.984 0.987 OLS 0.917 0.929 0.939
GLS 0.691 0.803 0.871 GLS 0.853 0.878 0.918
M 0.957 0.940 0.838 M 0.823 0.507 0.020
QR 0.986 0.944 0.947 QR 0.978 0.947 0.948
Ratio of SE & ESD
Intercept 20 100 500 Slope 20 100 500
OLS 1.054 1.215 1.272 OLS 0.778 0.930 0.945
GLS 0.561 0.749 0.857 GLS 0.678 0.834 0.898
M 1.039 1.114 1.012 M 0.854 0.944 0.949
QR 1.344 1.073 1.009 QR 1.307 1.076 1.015
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Table A.12: Estimated bias, average distance, mean squared error (MSE), coverage
probability, and ratio of standard error (SE) and empirical standard deviation (ESD)
for 4 different estimators of the intercept and slope (ordinary least squares, OLS;
generalized least squares, GLS; M-; quantile regression (QR) estimator) with data
generated as in scenario 12 (log-normal, homoscedastic, outliers).
Bias
Intercept 20 100 500 Slope 20 100 500
OLS 0.451 0.421 0.416 OLS −0.059 0.002 0.005
GLS −0.018 0.151 0.278 GLS 0.131 0.103 0.062
M −0.324 −0.359 −0.361 M 0.003 −0.001 −0.001
QR 0.084 0.015 0.005 QR 0.006 0.000 −0.002
Average distance
Intercept 20 100 500 Slope 20 100 500
OLS 1.263 0.812 0.531 OLS 1.097 0.704 0.391
GLS 0.882 0.532 0.389 GLS 0.859 0.520 0.328
M 0.592 0.385 0.362 M 0.397 0.157 0.069
QR 0.500 0.213 0.095 QR 0.447 0.186 0.082
Mean squared error
Intercept 20 100 500 Slope 20 100 500
OLS 19.221 3.486 0.754 OLS 14.767 2.542 0.487
GLS 2.016 0.762 0.333 GLS 2.074 0.730 0.232
M 0.524 0.194 0.143 M 0.295 0.039 0.008
QR 0.454 0.075 0.014 QR 0.353 0.055 0.011
Coverage probability
Intercept 20 100 500 Slope 20 100 500
OLS 0.935 0.944 0.892 OLS 0.961 0.958 0.956
GLS 0.721 0.854 0.898 GLS 0.866 0.897 0.908
M 0.811 0.856 0.090 M 0.949 0.952 0.951
QR 0.974 0.950 0.947 QR 0.981 0.962 0.954
Ratio of SE & ESD
Intercept 20 100 500 Slope 20 100 500
OLS 0.350 0.523 0.724 OLS 0.347 0.518 0.685
GLS 0.521 0.622 0.709 GLS 0.564 0.651 0.752
M 0.844 0.888 0.889 M 0.879 0.987 1.000
QR 1.335 1.054 1.013 QR 1.345 1.068 1.019
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Table A.13: Estimated bias, average distance, mean squared error (MSE), coverage
probability, and ratio of standard error (SE) and empirical standard deviation (ESD)
for 4 different estimators of the intercept and slope (ordinary least squares, OLS;
generalized least squares, GLS; M-; quantile regression (QR) estimator) with data
generated as in scenario 13 (exponential, heteroscedastic, outliers).
Bias
Intercept 20 100 500 Slope 20 100 500
OLS 3.327 3.445 3.519 OLS 3.645 3.456 3.406
GLS 2.937 2.095 2.985 GLS 0.686 2.947 3.738
M 0.430 0.314 0.305 M −0.128 −0.221 −0.231
QR 0.249 0.138 0.118 QR 0.144 0.113 0.112
Average distance
Intercept 20 100 500 Slope 20 100 500
OLS 7.781 4.747 3.609 OLS 8.233 4.895 3.551
GLS 3.802 3.342 3.016 GLS 4.407 4.407 3.870
M 0.870 0.397 0.308 M 0.885 0.359 0.243
QR 0.691 0.302 0.156 QR 0.816 0.351 0.175
Mean squared error
Intercept 20 100 500 Slope 20 100 500
OLS 150.808 36.351 17.160 OLS 197.221 45.713 17.966
GLS 72.905 26.332 13.174 GLS 58.729 31.604 20.301
M 2.598 0.264 0.122 M 2.570 0.196 0.079
QR 1.083 0.154 0.039 QR 1.229 0.198 0.048
Coverage probability
Intercept 20 100 500 Slope 20 100 500
OLS 0.961 0.919 0.781 OLS 0.961 0.937 0.736
GLS 0.768 0.821 0.553 GLS 0.863 0.748 0.530
M 0.966 0.915 0.628 M 0.914 0.879 0.665
QR 0.991 0.953 0.896 QR 0.988 0.951 0.914
Ratio of SE & ESD
Intercept 20 100 500 Slope 20 100 500
OLS 0.921 1.201 1.284 OLS 0.695 0.886 0.964
GLS 0.422 0.623 0.728 GLS 0.555 0.759 0.788
M 0.719 1.019 1.057 M 0.606 0.936 0.980
QR 2.580 1.054 1.017 QR 2.688 1.051 1.013
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Table A.14: Estimated bias, average distance, mean squared error (MSE), coverage
probability, and ratio of standard error (SE) and empirical standard deviation (ESD)
for 4 different estimators of the intercept and slope (ordinary least squares, OLS;
generalized least squares, GLS; M-; quantile regression (QR) estimator) with data
generated as in scenario 14 (log-normal, heteroscedastic, outliers).
Bias
Intercept 20 100 500 Slope 20 100 500
OLS 5.387 3.926 4.012 OLS 2.042 4.801 4.930
GLS 1.007 1.380 2.431 GLS −0.300 0.541 1.437
M −0.093 −0.104 −0.106 M −0.551 −0.663 −0.679
QR 0.141 0.030 0.009 QR 0.040 −0.001 −0.002
Average distance
Intercept 20 100 500 Slope 20 100 500
OLS 12.56 11.64 9.22 OLS 12.76 12.33 9.703
GLS 2.216 2.036 2.770 GLS 2.573 2.563 3.424
M 0.834 0.348 0.174 M 1.054 0.695 0.679
QR 0.757 0.308 0.137 QR 0.903 0.366 0.162
Mean squared error
Intercept 20 100 500 Slope 20 100 500
OLS 17765 3407 979.5 OLS 30562 4622 1977
GLS 135.6 48.88 56.16 GLS 67.79 43.21 44.61
M 1.292 0.188 0.046 M 1.861 0.616 0.493
QR 1.121 0.157 0.030 QR 1.464 0.212 0.042
Coverage probability
Intercept 20 100 500 Slope 20 100 500
OLS 0.982 0.967 0.931 OLS 0.939 0.965 0.968
GLS 0.704 0.822 0.864 GLS 0.850 0.893 0.851
M 0.956 0.955 0.933 M 0.830 0.558 0.041
QR 0.986 0.959 0.947 QR 0.982 0.958 0.953
Ratio of SE & ESD
Intercept 20 100 500 Slope 20 100 500
OLS 0.130 0.276 0.434 OLS 0.085 0.205 0.264
GLS 0.167 0.302 0.359 GLS 0.282 0.417 0.520
M 0.997 1.080 1.076 M 0.786 0.940 0.962
QR 2.237 1.077 1.018 QR 2.055 1.083 1.018
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Appendix B
Diagnostic Results for TcCB (ppb) Concentrations
Data


















Figure B.1: Plot of DFBETAS with a cutoff 0.18 to detect influential observation
for Area (slope) of OLS model (TcCB ∼ Area).
Table B.1: DFBETAS of Area with corresponding influential observations of TcCB
(ppb) concentrations.
Observation TcCB Area DFBETAS
122 51.97 Cleanup 0.2254
123 168.64 Cleanup 2.3836
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