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HEAT KERNEL ESTIMATES FOR CRITICAL FRACTIONAL DIFFUSION
OPERATOR
LONGJIE XIE AND XICHENG ZHANG
Abstract. In this work we construct the heat kernel of the 12 -order Laplacian perturbed by the
first-order gradient term in Ho¨lder space and the zero-order potential term in generalized Kato’s
class, and obtain sharp two-sided estimates as well as the gradient estimate of the heat kernel.
1. Introduction andMain Result
For α ∈ (0, 2), let ∆ α2 be the fractional Laplacian in Rd defined by
∆
α
2 f (x) = lim
ε↓0
∫
|y|>ε
f (x + y) − f (x)
|y|d+α
dy.
It is well-known that the heat kernel ρ(α)(t, x) of ∆ α2 has the following estimate (e.g. see [9, 8]):
ρ(α)(t, x) ≍ t
(|x| ∨ t 1α )d+α
, (1.1)
where ≍ means that both sides are comparable up to some positive constants.
In [3], Bogdan and Jakubowski studied the following perturbation of ∆ α2 by gradient operator:
L
(α)
b (x) := ∆
α
2 + b(x) · ∇, α ∈ (1, 2),
where b belongs to Kato’s class K α−1d , i.e., for γ > 0,
b ∈ K γd :=
{
f ∈ L1loc(Rd) : lim
ε↓0
sup
x∈Rd
∫
|x−y|6ε
| f (y)|
|x − y|d−γ
dy = 0
}
.
Notice that by Ho¨lder’s inequality, Lp(Rd) ⊂ K γd provided p > dγ . The sharp two-sided heat
kernel estimates of L (α)b like (1.1) were obtained therein. The reason of limitingα ∈ (1, 2) lies in
that the heat kernel p(α)1 (t, x) = ρ(α)(t, x+ t) of L (α)1 is not comparable with ρ(α)(t, x) for α ∈ (0, 1)
(see [3]). In [13], Jakubowski and Szczypkowski considered the time-dependent perturbation
of ∆ α2 . In [11], Jakubowski established the global time estimate of heat kernel of ∆ α2 with small
singular drift. In [6], Chen, Kim and Song obtained sharp two-sided estimates for the Dirichlet
heat kernel of L (α)b . Moreover, the Dirichlet heat kernel estimates for nonlocal operators under
Feynman-Kac or Schro¨dinger type perturbations were also considered in [7]. Recently, in [22],
Wang and the second named author extended Bogdan and Jakubowski’s results to the more
general subordinated stable operator over Riemannian manifold and obtained sharp two-sided
estimates as well as the gradient estimate.
However, in the critical case of α = 1, the heat kernel estimate of L (1)b is left open. It is
noticed that the critical case has particular interest in physics and mathematics (see [5, 15, 14,
19, 20] and references therein). We first recall some related results. In [17], Maekawa and
Miura obtained the upper bounds estimates for the fundamental solutions of general nonlocal
diffusions with divergence free drift. Their proofs are based upon the classical Davies’ method.
In [19] and [20], Silvestre established the Ho¨lder regularity to the critical parabolic operator
L
(1)
b (x) with bounded measurable b. In [18], Priola proved the pathwise uniqueness of SDEs
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with Ho¨lder’s drifts and driven by Cauchy processes. In [25], the well-posedness of multidi-
mensional critical Burgers’ equation was obtained (see [14] for the study of one dimensional
critical Burgers’ equations).
In this paper we consider the following critical fractional diffusion operator
L (t, x) := La,b,c(t, x) := a(t, x)∆ 12 + b(t, x) · ∇ + c(t, x),
where a, c : [0,∞) × Rd → R and b : [0,∞) × Rd → Rd are three measurable functions. We
shall prove the following result in the present work.
Theorem 1.1. Assume that for some a0, a1 > 0,
a0 6 a(t, x) 6 a1,
and for some β ∈ (0, 1),
a, b ∈ Hβ, c ∈ K1d,
where Hβ (resp. K1d) is the Ho¨lder space (resp. the generalized Kato’s class) defined in Defini-
tion 2.1. Then there exists a continuous function p(t, x; s, y) such that:
(i) (C-K equation) For all 0 6 s < r < t and x, y ∈ Rd, the following Chapman-Kolmogorov’s
equation holds: ∫
Rd
p(t, x; r, z)p(r, z; s, y)dz = p(t, x; s, y). (1.2)
(ii) (Generator) For any bounded continuous function f , we have
lim
t↓s
Pt,s f (x) := lim
t↓s
∫
Rd
p(t, x; s, y) f (y)dy = f (x), (1.3)
and if a, b, c ∈ C([0,∞); L1loc(Rd)), then for all f , g ∈ C∞0 (Rd),
lim
t↓s
1
t − s
∫
Rd
g(x)
(
Pt,s f (x) − f (x)
)
dx =
∫
Rd
g(x)L (s, x) f (x)dx, s > 0. (1.4)
(iii) (Two-sided estimates) For any T > 0, there exist constants κ1, κ2 > 0 such that for all
0 6 s < t 6 T and x, y ∈ Rd,
|p(t, x; s, y)| 6 κ1(t − s)(|x − y| + (t − s))−d−1, (1.5)
and in the case of a(t, x) = a(t) independent of x,
p(t, x; s, y) > κ2(t − s)(|x − y| + (t − s))−d−1. (1.6)
(iv) (Ho¨lder’s estimate) Assume that c ∈ K1−γd for some γ ∈ (0, 1). Then for any T > 0, there
exists a constant κ3 > 0 such that for all 0 6 s < t 6 T and x, x′, y ∈ Rd,
|p(t, x; s, y) − p(t, x′; s, y)| 6 κ3(|x − x′|γ ∧ 1)|t − s|1−γ
×
{
(|x − y| + (t − s))−d−1 + (|x′ − y| + (t − s))−d−1
}
. (1.7)
(v) (Gradient estimate) If we further assume that c ∈ Hγ for some γ ∈ (0, 1), then for any
T > 0, there exists a constant κ4 > 0 such that for all 0 6 s < t 6 T and x, y ∈ Rd,
|∇x p(t, x; s, y)| 6 κ4(|x − y| + (t − s))−d−1. (1.8)
In order to prove this theorem, we shall use Levi’s method of freezing coefficients and
Duhamel’s formula. Compared with the classical case of second order parabolic equations,
the main difficulty of proving this theorem lies in the heavy tail property of Poisson’s kernel
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and the nonlocal property of ∆ 12 . We mention that in the case of second order parabolic equa-
tion, the following property of Gaussian heat kernel plays a key role in the construction of Levi’s
argument (cf. [10, 16]): for β ∈ (0, 1) and some C > 0,
t−1|x|βe−
|x|2
t 6 t
β
2−1e−
|x|2
Ct , t > 0, x ∈ Rd.
This means that the spatial Ho¨lder regularity can compensate the time singularity. However,
such type estimate does not hold for Poisson’s kernel in view of the heavy tail property. A
suitable substitution is an analogue of the so called 3P-inequality (see Lemma 2.3 below).
This paper is organized as follows: In Section 2, we prepare some lemmas for later use. In
Section 3, by using Levi’s method of constructing the fundamental solutions, we first construct
the heat kernel of La,b = La,b,0. In Section 4, we prove Theorem 1.1 by using Duhamel’s
formula.
We conclude this section by introducing the following conventions: The letter C with or
without subscripts will denote a positive constant, whose value is not important and may change
in different places. We write f (x)  g(x) to mean that there exists a constant C0 > 0 such that
f (x) 6 C0g(x); and f (x) ≍ g(x) to mean that there exist C1,C2 > 0 such that C1g(x) 6 f (x) 6
C2g(x).
2. Preliminaries
For γ, β ∈ R, we introduce the following function on R+ × Rd for later use:
̺βγ(t, x) := tγ{|x|β ∧ 1}(|x|2 + t2)−
d+1
2 ≍ tγ{|x|β ∧ 1}(|x| + t)−d−1. (2.1)
By simple calculations, there exists a constant Cd > 0 such that for all β ∈ [0, 12 ] and γ ∈ R,∫
Rd
̺βγ(t, x)dx 6 Cdtγ+β−1. (2.2)
Indeed, we have∫
Rd
|x|β
(|x| + t)d+1 dx 
∫ ∞
0
rβ+d−1
(r + t)d+1 dr =
(∫ t
0
+
∫ ∞
t
)
rβ+d−1
(r + t)d+1 dr
6
∫ t
0
rd+β−1
td+1
dr +
∫ ∞
t
rβ−2dr = t
β−1
d + β +
tβ−1
1 − β
,
which in turn implies (2.2). Notice that the following 3P-inequality holds (cf. [3, Lemma 2.1]):
̺01(t, x)̺01(s, y) 
(
̺01(t, x) + ̺01(s, y)
)
̺01(t + s, x + y). (2.3)
We introduce the following classes of functions used in this paper.
Definition 2.1. (Ho¨lder’s space) For β ∈ (0, 1], define
H
β :=
 f ∈ B(R × Rd) : ‖ f ‖Hβ := supt∈R supx∈Rd | f (t, x)| + supt∈R supx,y∈Rd
| f (t, x) − f (t, y)|
|x − y|β
< ∞
 .
(Generalized Kato’s class) For γ > 0, define
K
γ
d :=
{
f ∈ L1loc(R × Rd) : lim
ε↓0
Kγ(ε) = 0
}
,
where
Kγ(ε) := sup
(t,x)∈[0,∞)×Rd
∫ ε
0
∫
Rd
̺0γ(s, y)| f (t ± s, x − y)|dyds, ε > 0.
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A function f (t, x) on [0,∞)×Rd will be automatically extended to R×Rd by letting f (t, ·) = 0
for t < 0. The following proposition gives a characterization for Kγd (see [1, 24, 22] for more
discussions).
Proposition 2.2. For γ > 0 and p, q ∈ [1,∞] with dp + 1q < γ, we have
Lq(R; Lp(Rd)) ⊂ Kγd,
and for γ ∈ (0, d),
K
γ
d ⊂ K
γ
d.
Proof. Noticing that∫ ε
0
∫
Rd
̺0γ(s, y)| f (t ± s, x − y)|dyds =
∫ ε
0
sγ−1
∫
Rd
̺01(s, y)| f (t ± s, x − y)|dyds,
by Ho¨lder’s inequality, for the first inclusion, it is enough to prove
lim
ε↓0
I(ε) = 0, (2.4)
where
I(ε) :=
∫ ε
0
(∫
Rd
̺01(s, y)
p∗dy
) q∗
p∗
s(γ−1)q
∗ds
with q∗ = qq−1 and p
∗ =
p
p−1 . As in the proof of (2.2), we have∫
Rd
̺01(s, y)
p∗dy  sd−dp∗ ,
and so,
I(ε) 
∫ ε
0
s
dq∗
p∗ −dq
∗+(γ−1)q∗ds  ε1+
dq∗
p∗ −dq
∗+(γ−1)q∗
,
since dq
∗
p∗ − dq
∗ + (γ − 1)q∗ > −1 by dp + 1q < γ, thus (2.4) holds.
Next we prove the second inclusion. Assume f ∈ K γd . By definition, we have
sup
x∈Rd
∫ ε
0
∫
Rd
̺0γ(s, y)| f (x − y)|dyds 6 I1(ε) + I2(ε),
where
I1(ε) := sup
x∈Rd
∫ ε
0
∫
|y|6ε
sγ| f (x − y)|
(|y| + s)d+1 dyds,
I2(ε) := sup
x∈Rd
∫ ε
0
∫
|y|>ε
sγ| f (x − y)|
(|y| + s)d+1 dyds.
For I1(ε), in view of γ < d, we have
I1(ε) 6 sup
x∈Rd
∫
|y|6ε
| f (x − y)|
(∫ ε
|y|
sγ−d−1ds + |y|−d−1
∫ |y|
0
sγds
)
dy
6 sup
x∈Rd
∫
|y|6ε
| f (x − y)|
(
|y|−d+γ
d − γ +
|y|−d+γ
γ + 1
)
dy → 0, ε ↓ 0.
For I2(ε), we have
I2(ε) 6 sup
x∈Rd
∫
|y|>ε
| f (x − y)|
|y|d+1
dy
∫ ε
0
sγds = 1
γ + 1
sup
x∈Rd
∫
|y|>ε
εγ+1| f (x − y)|
|y|d+1
dy,
which converges to zero by [3, Lemma 11] as ε ↓ 0. 
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Set for s < t and x, y ∈ Rd,
̺βγ(t, x; s, y) := ̺βγ(t − s, x − y).
The following lemma is an analogue of 3P-inequality, which will play a crucial role in the
sequel.
Lemma 2.3. For all β1, β2 ∈ [0, 14] and γ1, γ2 ∈ R, we have∫
Rd
̺β1γ1(t, x; r, z)̺β2γ2(r, z; s, y)dz 6 Cd
{
(t − r)γ1+β1+β2−1(r − s)γ2̺00(t, x; s, y)
+ (t − r)γ1+β1−1(r − s)γ2̺β20 (t, x; s, y)
+ (t − r)γ1(r − s)γ2+β1+β2−1̺00(t, x; s, y)
+ (t − r)γ1(r − s)γ2+β2−1̺β10 (t, x; s, y)
}
, (2.5)
where Cd only depends on d; and if γ1 > −β1 and γ2 > −β2, then∫ t
s
∫
Rd
̺β1γ1(t, x; r, z)̺β2γ2(r, z; s, y)dzdr 6 Cd
{
̺0γ1+γ2+β1+β2(t, x; s, y)B(γ1 + β1 + β2, 1 + γ2)
+ ̺
β2
γ1+γ2+β1
(t, x; s, y)B(γ1 + β1, 1 + γ2)
+ ̺0γ1+γ2+β1+β2(t, x; s, y)B(γ2 + β1 + β2, 1 + γ1))
+ ̺
β1
γ1+γ2+β2
(t, x; s, y)B(γ2 + β2, 1 + γ1
}
, (2.6)
where B(γ, β) is the usual Beta function defined by
B(γ, β) :=
∫ 1
0
(1 − s)γ−1sβ−1ds, γ, β > 0.
Moreover, there exist p > 1 and a constant C > 0 such that for all 0 6 s < t 6 1 and x , y ∈ Rd,∫ t
s
(∫
Rd
̺β1γ1(t, x; r, z)̺β2γ2(r, z; s, y)dz
)p
dr 6 C
|x − y|(d+1)p
. (2.7)
Proof. First of all, in view of
(|x − y|2 + |t − s|2) d+12 6 2d
{
(|x − z|2 + |t − r|2) d+12 + (|z − y|2 + |r − s|2) d+12
}
,
we have
̺00(t, x; r, z)̺00(r, z; s, y) 6 2d
(
̺00(t, x; r, z) + ̺00(r, z; s, y)
)
̺00(t, x; s, y). (2.8)
Noticing that by (a + b)β 6 aβ + bβ for β ∈ (0, 1),
(|x − z|β1 ∧ 1)(|z − y|β2 ∧ 1) 6 (|x − z|β1 ∧ 1)((|x − z|β2 + |x − y|β2) ∧ 1)
6 |x − z|β1+β2 ∧ 1 + (|x − z|β1 ∧ 1)(|x − y|β2 ∧ 1),
(|x − z|β1 ∧ 1)(|z − y|β2 ∧ 1) 6 ((|z − y|β1 + |x − y|β1) ∧ 1)(|z − y|β2 ∧ 1)
6 |z − y|β1+β2 ∧ 1 + (|z − y|β2 ∧ 1)(|x − y|β1 ∧ 1),
we have
̺β1γ1(t, x; r, z)̺β2γ2(r, z; s, y)
= |t − r|γ1 |r − s|γ2(|x − z|β1 ∧ 1)(|z − y|β2 ∧ 1)̺00(t, x; r, z)̺00(r, z; s, y)
 |t − r|γ1 |r − s|γ2
(
(|x − z|β1 ∧ 1)(|x − y|β2 ∧ 1) + |x − z|β1+β2 ∧ 1
)
× ̺00(t, x; r, z)̺00(t, x; s, y)
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+ |t − r|γ1 |r − s|γ2
(
(|z − y|β2 ∧ 1)(|x − y|β1 ∧ 1) + |z − y|β1+β2 ∧ 1
)
× ̺00(r, z; s, y)̺00(t, x; s, y)
 |r − s|γ2(̺β1+β2γ1 (t, x; r, z)̺00(t, x; s, y) + ̺β1γ1(t, x; r, z)̺β20 (t, x; s, y))
+ |t − r|γ1(̺β1+β2γ2 (r, z; s, y)̺00(t, x; s, y) + ̺β2γ2(r, z; s, y)̺β10 (t, x; s, y)).
Estimate (2.5) follows by (2.2), and estimate (2.6) follows by observing that for γ, β > 0,∫ t
s
(t − r)γ−1(r − s)β−1dr = (t − s)γ+β−1B(γ, β). (2.9)
As for estimate (2.7), it follows by (2.5) and (2.9). 
Let ρ(t, x) be the heat kernel of the Cauchy operator ∆ 12 , i.e.,
∂tρ(t, x) = ∆ 12ρ(t, x). (2.10)
It is well-known that
ρ(t, x) = π− d+12 Γ(d+12 )(|x|2 + t2)−
d+1
2 t = π−
d+1
2 Γ(d+12 )̺01(t, x),
which is also called Poisson kernel (cf. [21]). By elementary calculations, one has
|∇xρ(t, x)|  t(|x| + t)−d−2, |∂tρ(t, x)|  (|x| + t)−d−1, (2.11)
|∇2xρ(t, x)| + |∇x∂tρ(t, x)|  (|x| + t)−d−2, (2.12)
and
|∇3xρ(t, x)| + |∇2x∂tρ(t, x)|  (|x| + t)−d−3. (2.13)
Let a : [0,∞)×Rd → (0,∞) and b : [0,∞)×Rd → Rd be two bounded measurable functions.
We define
p0(t, x; s, y) := ρ
(∫ t
s
a(r, y)dr, x − y +
∫ t
s
b(r, y)dr
)
,
and
L
x
a,b(t, y) := a(t, y)∆
1
2
x + b(t, y) · ∇x. (2.14)
By (2.10) and the Lebesgue differential theorem, we have for all x, y ∈ Rd and almost all t > s,
∂t p0(t, x; s, y) = L xa,b(t, y)p0(t, ·; s, y)(x). (2.15)
We prepare the following important estimates for later use.
Lemma 2.4. Suppose that for some a0, a1, b1 > 0,
a0 6 a(r, y) 6 a1, |b(r, y)| 6 b1. (2.16)
Then we have
p0(t, x; s, y) ≍ ̺01(t, x; s, y), (2.17)
and
|∆
1
2
x p0(t, x; s, y)| 
(
|x − y| + |t − s|
)−d−1
, (2.18)
|∇x p0(t, x; s, y)|  |t − s|(|x − y| + |t − s|)−d−2, (2.19)
|∂t p0(t, x; s, y)|  (|x − y| + |t − s|)−d−1, (2.20)
|∇x∆
1
2
x p0(t, x; s, y)|  (|x − y| + |t − s|)−d−2, (2.21)
|∇2x p0(t, x; s, y)| 
(
|x − y| + |t − s|
)−d−2
. (2.22)
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Moreover, if we further assume that a, b ∈ Hβ for some β ∈ (0, 1), then∣∣∣∣∣
∫
Rd
∇x p0(t, x; s, y)dy
∣∣∣∣∣  (t − s)β−1, (2.23)∣∣∣∣∣
∫
Rd
∆
1
2
x p0(t, x; s, y)dy
∣∣∣∣∣  (t − s)β−1, (2.24)∣∣∣∣∣
∫
Rd
∂t p0(t, x; s, y)dy
∣∣∣∣∣  (t − s)β−1, (2.25)
lim
t↓s
∫
Rd
p0(t, x; s, y)dy = 1, (2.26)
and for all w ∈ Rd and γ ∈ [0, β],∣∣∣∣∣
∫
Rd
(∇x p0(t, x + w; s, y) − ∇x p0(t, x; s, y))dy
∣∣∣∣∣  |w|γ(t − s)β−γ−1. (2.27)
Proof. For the simplicity of notation, we write
F ts(y) :=
∫ t
s
a(r, y)dr, Gts(y) :=
∫ t
s
b(r, y)dr.
(1) By (2.16), we have
F ts(y) ≍ t − s, (2.28)
and for any |w| 6 |t − s|,∣∣∣x + w − y +Gts(y)dr∣∣∣ + |t − s| ≍ |x − y| + |t − s|. (2.29)
Estimate (2.17) follows by definition. For (2.18), by (2.10) we have
∆
1
2
x p0(t, x; s, y) = (∆
1
2
x ρ)
(
F ts(y), x − y +Gts(y)
)
= (∂tρ) (F ts(y), x − y +Gts(y)) .
Estimate (2.18) follows by (2.11). Similarly, (2.19)-(2.22) follow by (2.11), (2.12) and (2.15).
(2) Define
ξ(t, x; s, y; z) := ρ
(∫ t
s
a(r, z)dr, x − y +
∫ t
s
b(r, z)dr
)
= ρ
(
F ts(z), x − y +Gts(z)
)
.
Clearly, for any s < t and x, z ∈ Rd,∫
Rd
ξ(t, x; s, y; z)dy =
∫
Rd
ρ
(
F ts(z), y
) dy = 1
and ∫
Rd
∇xξ(t, x; s, y; z)dy = 0,
∫
Rd
∆
1
2
x ξ(t, x; s, y; z)dy = 0.
Thus, for proving (2.23), it suffices to prove that∣∣∣∣∣
∫
Rd
(
∇x p0(t, x; s, y) − ∇xξ(t, x; s, y; z)
)
dy
∣∣∣∣∣
z=x
 (t − s)β−1. (2.30)
By a, b ∈ Hβ and definitions of p0 and ξ, one has
|∇x p0(t, x; s, y) − ∇xξ(t, x; s, y; z)|z=x|
= |(∇xρ) (F ts(y), x − y +Gts(y)) − (∇xρ) (F ts(x), x − y +Gts(x)) |
6 ‖a‖Hβ(|x − y|β ∧ 1)|t − s|
∫ 1
0
|∇x∂tρ|
(
θF ts(y) + (1 − θ)F ts(x), x − y +Gts(y)
) dθ
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+ ‖b‖Hβ(|x − y|β ∧ 1)|t − s|
∫ 1
0
|∇2xρ|
(
F ts(x), x − y + θGts(y) + (1 − θ)Gts(x)
) dθ
(2.12),(2.28),(2.29)

(|x − y|β ∧ 1)|t − s|
(|x − y| + |t − s|)d+2 6
(|x − y|β ∧ 1)
(|x − y| + |t − s|)d+1 , (2.31)
which then gives estimate (2.30) by (2.2).
Similarly, we can prove∣∣∣∣∣
∫
Rd
(
∆
1
2
x p0(t, x; s, y) − ∆
1
2
x ξ(t, x; s, y; z)
)
dy
∣∣∣∣∣
z=x
 (t − s)β−1,
and ∣∣∣∣∣
∫
Rd
(
p0(t, x; s, y) − ξ(t, x; s, y; z)
)
dy
∣∣∣∣∣
z=x
 (t − s)β.
Thus, (2.24) and (2.26) follow.
(3) Next, we prove (2.25). By (2.15), (2.18), (2.19), (2.23) and (2.24), we have∣∣∣∣∣
∫
Rd
∂t p0(t, x; s, y)dy
∣∣∣∣∣ =
∣∣∣∣∣
∫
Rd
(
a(t, y)∆ 12x p0(t, x; s, y) + b(t, y) · ∇x p0(t, x; s, y)
)
dy
∣∣∣∣∣
6 |a(t, x)|
∣∣∣∣∣
∫
Rd
∆
1
2
x p0(t, x; s, y)dy
∣∣∣∣∣ + |b(t, x)|
∣∣∣∣∣
∫
Rd
∇x p0(t, x; s, y)dy
∣∣∣∣∣
+
∫
Rd
|a(t, y) − a(t, x)| · |∆ 12x p0(t, x; s, y)|dy
+
∫
Rd
|b(t, y) − b(t, x)| · |∇x p0(t, x; s, y)|dy
 (t − s)β−1 +
∫
Rd
̺
β
0(t, x; s, y)dy
(2.2)
 (t − s)β−1.
(4) Lastly, we prove (2.27). If |w| 6 |t − s|, then
|∇x p0(t, x + w; s, y) − ∇xξ(t, x + w; s, y; z)|z=x − (∇x p0(t, x; s, y) − ∇xξ(t, x; s, y; z)|z=x)|
=
∣∣∣∣∣∣w ·
∫ 1
0
[
(∇2xρ)
(
F ts(y), x + θw − y +Gts(y)
)
− (∇2xρ)
(
F ts(x), x + θw − y + F ts(x)dr
) ]dθ
∣∣∣∣∣∣
 |w|
(t − s)(|x − y|β ∧ 1)
(|x − y| + (t − s))d+3  |w|
γ(t − s)β−γ̺00(t, x; s; y),
where we have used the same argument as in proving (2.31). Integrating both sides with respect
to y and using (2.2), we obtain (2.27) for |w| 6 |t − s|. If |w| > |t − s|, it follows by (2.23). 
Remark 2.5. By (2.19), we also have for any γ ∈ (0, 1],
|∇x p0(t, x; s, y)|  |t − s|γ|x − y|−γ̺00(t, x; s, y). (2.32)
This estimate is important for the lower bound estimate of the heat kernel.
3. Heat kernel ofLa,b := a∆
1
2 + b · ∇
Let La,b := L xa,b(t, x) = a(t, x)∆
1
2
x + b(t, x) · ∇x. Now we want to seek the heat kernel of La,b
with the following form:
pa,b(t, x; s, y) = p0(t, x; s, y) +
∫ t
s
∫
Rd
p0(t, x; r, z)q(r, z; s, y)dzdr. (3.1)
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The classical Levi’s continuity argument (see [16, 10]) suggests that q(t, x; s, y) must satisfy the
following integral equation:
q(t, x; s, y) = q0(t, x; s, y) +
∫ t
s
∫
Rd
q0(t, x; r, z)q(r, z; s, y)dzdr, (3.2)
where
q0(t, x; s, y) := (a(t, x) − a(t, y))∆ 12x p0(t, x; s, y) + (b(t, x) − b(t, y)) · ∇x p0(t, x; s, y). (3.3)
In the remainder of this paper, we shall work on the time interval [0, 1], and always assume
0 6 s < t 6 1, x , y ∈ Rd,
and for some β ∈ (0, 1),
a, b ∈ Hβ. (3.4)
Our first task is thus to solve the integral equation (3.2).
Let us now recursively define
qn(t, x; s, y) :=
∫ t
s
∫
Rd
q0(t, x; r, z)qn−1(r, z; s, y)dzdr, n ∈ N. (3.5)
Lemma 3.1. For β ∈ (0, 14], there exists a constant Cd > 0 such that for all n ∈ N,
|qn(t, x; s, y)| 6 (CdΓ(β))
n+1
Γ((n + 1)β)
(
̺0(n+1)β(t, x; s, y) + ̺βnβ(t, x; s, y)
)
. (3.6)
Moreover, if a(t, x) = a(t) is independent of x, then
|qn(t, x; s, y)| 6 (CdΓ(β))
n+1
Γ((n + 1)β)̺
0
(n+1)β(t, x; s, y). (3.7)
Proof. First of all, by (3.4) and Lemma 2.4, we have
|q0(t, x; s, y)| 6 Cd̺β0(t, x; s, y).
Notice that
B(γ, β) is symmetric and non-increasing with respect to each variable γ and β.
For n = 1, by Lemma 2.3, we have
|q1| 6 CdB(2β, 1)̺02β + CdB(β, 1)̺ββ 6 CdB(β, β)
{
̺02β + ̺
β
β
}
.
Suppose now that
|qn| 6 γn
{
̺0(n+1)β + ̺
β
nβ
}
,
where γn > 0 will be determined below. By Lemma 2.3 we have
|qn+1| 6 Cdγn
{
B(β, 1 + (n + 1)β) + B((n + 2)β, 1) + B(2β, 1 + nβ)
}
̺0(n+2)β
+Cdγn
{
B((n + 1)β, 1) + B(β, 1 + nβ)
}
̺
β
(n+1)β
6 CdγnB(β, (n + 1)β)
{
̺0(n+2)β + ̺
β
(n+1)β
}
=: γn+1
{
̺0(n+2)β + ̺
β
(n+1)β
}
,
where
γn+1 = CdγnB(β, (n + 1)β).
Hence, by B(γ, β) = Γ(γ)Γ(β)
Γ(γ+β) , we obtain
γn = Cn+1d B(β, β)B(β, 2β) · · ·B(β, nβ) =
(CdΓ(β))n+1
Γ((n + 1)β) ,
which gives (3.6).
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In the case of a(t, x) = a(t), by (2.32) we have
|q0(t, x; s, y)|  ̺0β(t, x; s, y).
Repeating the above proof, we obtain (3.7). 
We also need the following Ho¨lder continuity of qn with respect to x.
Lemma 3.2. For all n > 0 and γ ∈ (0, β), we have
|qn(t, x; s, y) − qn(t, x′; s, y)|  (CdΓ(β))
n+1
Γ(nβ + γ)
(
|x − x′|β−γ ∧ 1
)
×
{(
̺0γ+nβ + ̺
β
γ+(n−1)β
)
(t, x; s, y) +
(
̺0γ+nβ + ̺
β
γ+(n−1)β
)
(t, x′; s, y)
}
.
Proof. Let us first prove the following estimate:
|q0(t, x; s, y) − q0(t, x′; s, y)|
 (|x − x′|β−γ ∧ 1)
{
(̺0γ + ̺βγ−β)(t, x; s, y) + (̺0γ + ̺βγ−β)(t, x′; s, y)
}
. (3.8)
In the case of |x − x′| > 1, we have
|q0(t, x; s, y)|  (̺0β + ̺β0)(t, x; s, y) 6 (̺0γ + ̺βγ−β)(t, x; s, y)
and
|q0(t, x′; s, y)|  (̺0β + ̺β0)(t, x′; s, y) 6 (̺0γ + ̺βγ−β)(t, x′; s, y).
In the case of 1 > |x − x′| > |t − s|, by (2.18) and (2.19) we have
|q0(t, x; s, y)|  ̺β0(t, x; s, y) = (t − s)β−γ̺βγ−β(t, x; s, y)  |x − x′|β−γ̺βγ−β(t, x; s, y),
and also
|q0(t, x′; s, y)|  |x − x′|β−γ̺βγ−β(t, x′; s, y).
Suppose now that
|x − x′| 6 |t − s|. (3.9)
We can write
|q0(t, x; s, y) − q0(t, x′; s, y)| 6 |a(t, x) − a(t, y)| · |∆
1
2
x p0(t, x; s, y) − ∆
1
2
x′ p0(t, x′; s, y)|
+ |a(t, x) − a(t, x′)| · |∆
1
2
x′ p0(t, x′; s, y)|
+ |b(t, x) − b(t, y)| · |∇x p0(t, x; s, y) − ∇x′ p0(t, x′; s, y)|
+ |b(t, x) − b(t, x′)| · |∇x′ p0(t, x′; s, y)|
=: I1 + I2 + I3 + I4.
For I1, by (2.21) and the mean value theorem, we have for some θ ∈ [0, 1],
I1 
{
|x − y|β ∧ 1}|x − x′|(|x + θ(x′ − x) − y| + |t − s|)−d−2.
By (3.9), we have
|x − y| + |t − s| 6 |x + θ(x′ − x) − y| + 2|t − s|.
Hence,
I1 
{
|x − y|β ∧ 1}|x − x′|(|x − y| + |t − s|)−d−2
 |x − x′|β−γ
|t − s|1+γ−β
{
|x − y|β ∧ 1}
|x − y| + |t − s|
(|x − y| + |t − s|)−d−1
 |x − x′|β−γ|t − s|γ(|x − y| + |t − s|)−d−1 = |x − x′|β−γ̺0γ(t, x; s, y).
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By (2.19), we have
I2  |x − x′|β(|x′ − y| + |t − s|)−d−1  |x − x′|β−γ̺0γ(t, x′; s, y).
Similarly, we have
I3  |x − x′|β−γ̺0γ(t, x; s, y).
I4  |x − x′|β−γ̺0γ(t, x′; s, y).
Combining the above calculations, we obtain (3.8).
Now, by definition (3.5), (3.8) and Lemma 3.1, we have for n ∈ N,
|qn(t, x; s, y) − qn(t, x′; s, y)| 
∫ t
s
∫
Rd
|q0(t, x; r, z) − q0(t, x′; r, z)|qn−1(r, z; s, y)dzdr

(CdΓ(β))n
Γ(nβ)
(
|x − x′|β−γ ∧ 1
) ∫ t
s
∫
Rd
{
(̺0γ + ̺βγ−β)(t, x; r, z) + (̺0γ + ̺βγ−β)(t, x′; r, z)
}
×
{
̺0nβ(r, z; s, y) + ̺β(n−1)β(r, z; s, y)
}
dzdr,
which yields the result by Lemma 2.3. 
Basing on the above two lemmas, we have
Theorem 3.3. The function q(t, x; s, y) := ∑∞n=0 qn(t, x; s, y) solves the integral equation (3.2).
Moreover, q(t, x; s, y) has the following estimates:
|q(t, x; s, y)|  ̺β0(t, x; s, y) + ̺0β(t, x; s, y), (3.10)
and for any γ ∈ (0, β),
|q(t, x; s, y) − q(t, x′; s, y)|

(
|x − x′|β−γ ∧ 1
){
(̺0γ + ̺βγ−β)(t, x; s, y) + (̺0γ + ̺βγ−β)(t, x′; s, y)
}
. (3.11)
In the case of a(t, x) = a(t) independent of x, we have
|q(t, x; s, y)|  ̺0β(t, x; s, y). (3.12)
Proof. By Lemma 3.1, one sees that
∞∑
n=0
|qn(t, x; s, y)| 6
∞∑
n=0
(CdΓ(β))n+1
Γ((n + 1)β)
(
̺0(n+1)β(t, x; s, y) + ̺βnβ(t, x; s, y)
)
6

∞∑
n=0
(CdΓ(β))n+1
Γ((n + 1)β)

(
̺0β(t, x; s, y) + ̺β0(t, x; s, y)
)
.
Since the series is convergent, we obtain (3.10). Similarly, estimate (3.11) follows by Lemma
3.2. Moreover, by (3.5) we have
m+1∑
n=0
qn(t, x; s, y) = q0(t, x; s, y) +
∫ t
s
∫
Rd
q0(t, x; r, z)
m∑
n=0
qn(r, z; s, y)dzdr,
which yields (3.2) by taking limits m → ∞ for both sides.
In the case of a(t, x) = a(t), we use (3.7) to repeat the above proof, and obtain (3.12). 
For r ∈ (s, t), let us set
φ(t, x, r) := φs,y(t, x, r) :=
∫
Rd
p0(t, x; r, z)q(r, z; s, y)dz,
and
ϕ(t, x) :=
∫ t
s
φ(t, x, r)dr =
∫ t
s
∫
Rd
p0(t, x; r, z)q(r, z; s, y)dzdr,
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where the integral is taken in the generalized sense, i.e.,
φ(t, x, r) = lim
ε↓0
∫
|x−z|>ε
p0(t, x; r, z)q(r, z; s, y)dz.
Notice that by (2.17), (3.10) and (2.5),
|φs,y(t, x, r)| 6
∫
Rd
p0(t, x; r, z)|q(r, z; s, y)|dz 
∫
Rd
̺01(t, x; r, z)(̺0β + ̺β0)(r, z; s, y)dz

(
(t − r)β + (r − s)β + (t − r)(r − s)β−1
)
̺00(t, x; s, y) + ̺β0(t, x; s, y). (3.13)
Below we study the smoothness of (t, x) 7→ ϕ(t, x).
Lemma 3.4. For all x , y ∈ Rd and almost all t > s, we have
∂tϕ(t, x) = q(t, x; s, y) +
∫ t
s
∫
Rd
L
x
a,b(t, z)p0(t, ·; r, z)(x)q(r, z; s, y)dzdr. (3.14)
Proof. (Claim 1): For r ∈ (s, t), we have
∂tφs,y(t, x, r) =
∫
Rd
∂t p0(t, x; r, z)q(r, z; s, y)dz. (3.15)
Proof of Claim 1: Write
φs,y(t + ε, x, r) − φs,y(t, x, r)
ε
=
1
ε
∫
Rd
(
p0(t + ε, x; r, z) − p0(t, x; r, z))q(r, z; s, y)dz
=
∫
Rd
(∫ 1
0
∂t p0(t + θε, x; r, z)dθ
)
q(r, z; s, y)dz.
By (2.18) and (2.19), we have for |ε| < t−r2 ,
|∂t p0(t + θε, x; r, z)|  (|x − z| + t + θε − r)−d−1  (|x − z| + (t − r))−d−1,
which together with (3.10) yields
|∂t p0(t + θε, x; r, z)q(r, z; s, y)|  ̺00(t, x; r, z)(̺0β + ̺β0)(r, z; s, y) =: g(z).
By (2.5), one sees that ∫
Rd
g(z)dz < +∞.
Hence, by the dominated convergence theorem, we have
lim
ε→0
φs,y(t + ε, x, r) − φs,y(t, x, r)
ε
=
∫
Rd
∂t p0(t, x; r, z)q(r, z; s, y)dz,
and (3.15) is proven.
(Claim 2): For x , y, we have∫ t
s
∫ t′
s
|∂t′φs,y(t′, x, r)|drdt′ < +∞. (3.16)
Proof of Claim 2: By (3.15), we have
|∂t′φs,y(t′, x, r)| 6
∫
Rd
|∂t′ p0(t′, x; r, z)| · |q(r, z; s, y) − q(r, x; s, y)|dz
+ |q(r, x; s, y)|
∣∣∣∣∣
∫
Rd
∂t′ p0(t′, x; r, z)dz
∣∣∣∣∣
=: Q(1)s,y(t′, x, r) + Q(2)s,y(t′, x, r). (3.17)
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For Q(1)s,y(t′, x, r), by (2.20) and (3.11), we have∫ t
s
∫ t′
s
Q(1)s,y(t′, x, r)drdt′ 
∫ t
s
∫ t′
s
∫
Rd
̺
β−γ
0 (t′, x; r, z)(̺0γ + ̺βγ−β)(r, x; s, y)dzdrdt′
+
∫ t
s
∫ t′
s
∫
Rd
̺
β−γ
0 (t′, x; r, z)(̺0γ + ̺βγ−β)(r, z; s, y)dzdrdt′

∫ t
s
∫ t′
s
(t′ − r)β−γ−1(̺0γ + ̺βγ−β)(r, x; s, y)drdt′
+
∫ t
s
(̺0β + ̺β0 + ̺β−γγ )(t′, x; s, y)dt′

1
|x − y|d+1
∫ t
s
∫ t′
s
(t′ − r)β−γ−1((r − s)γ + (r − s)γ−β)drdt′
+
1
|x − y|d+1
∫ t
s
((t′ − s)γ + 1 + (t′ − s)β)dt′ < +∞. (3.18)
For Q(2)s,y(t′, x, r), by (2.25) and (3.10) we have∫ t
s
∫ t′
s
Q(2)s,y(t′, x, r)drdt′ 
∫ t
s
∫ t′
s
(̺0β + ̺β0)(r, x; s, y)(t′ − r)β−1drdt′ < +∞. (3.19)
Combining (3.17)-(3.19), we obtain (3.16).
(Claim 3): For fixed r, x, s, y, we have
lim
t↓r
φs,y(t, x, r) = q(r, x; s, y). (3.20)
Proof of Claim 3: By (2.26), it suffices to prove that
lim
t↓r
∣∣∣∣∣∣
∫
Rd
p0(t, x; r, z)(q(r, z; s, y)− q(r, x; s, y))dz
∣∣∣∣∣∣ = 0.
Notice that for any δ > 0,∣∣∣∣∣∣
∫
Rd
p0(t, x; r, z)(q(r, z; s, y)− q(r, x; s, y))dz
∣∣∣∣∣∣
6
∫
|x−z|6δ
p0(t, x; r, z)|q(r, z; s, y)− q(r, x; s, y)|dz
+
∫
|x−z|>δ
p0(t, x; r, z)|q(r, z; s, y)− q(r, x; s, y)|dz
=: J1(δ, t, r) + J2(δ, t, r).
For any ε > 0, by (3.11), there exists a δ = δ(r, x, s, y) > 0 such that for all |x − z| 6 δ,
|q(r, z; s, y) − q(r, x; s, y)| 6 ε.
Thus,
J1(δ, t, r) 6 ε
∫
|x−z|6δ
p0(t, x; r, z)dz 6 ε
∫
Rd
p0(t, x; r, z)dz  ε
∫
Rd
̺01(t, x; r, z)dz 6 ε.
On the other hand, we have
J2(δ, t, r)
(2.17)
 (t − r)
∫
|x−z|>δ
|q(r, z; s, y)| + |q(r, x; s, y)|
|x − z|d+1
dz
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6 (t − r)
(
δ−d−1
∫
Rd
|q(r, z; s, y)|dz + |q(r, x; s, y)|
∫
|z|>δ
|z|−d−1dz
)
,
which, by (3.10) and (2.2), converges to zero as t ↓ r. The claim (3.20) is thus proved.
Now, by integration by parts formula and (3.20), we have∫ t
r
∂r′φs,y(r′, x, r)dr′ = φs,y(t, x, r) − q(r, x; s, y).
Integrating both sides with respect to r from s to t, and then by (3.16) and Fubini’s theorem, we
obtain
ϕ(t, x) −
∫ t
s
q(r, x; s, y)dr =
∫ t
s
∫ t
r
∂r′φs,y(r′, x, r)dr′dr (3.16)=
∫ t
s
∫ r′
s
∂r′φs,y(r′, x, r)drdr′
(3.15),(2.15)
=
∫ t
s
∫ r′
s
∫
Rd
L
x
a,b(r′, z)p0(r′, ·; r, z)(x)q(r, z; s, y)dzdrdr′,
which in turn implies (3.14) by the Lebesgue differential theorem. 
Lemma 3.5. For all t > s and x , y, we have
∇xϕ(t, x) =
∫ t
s
∫
Rd
∇x p0(t, x; r, z)q(r, z; s, y)dzdr, (3.21)
∆
1
2
x ϕ(t, x) =
∫ t
s
∫
Rd
∆
1
2
x p0(t, x; r, z)q(r, z; s, y)dzdr, (3.22)
where the integrals are understood in the sense of iterated integrals.
Proof. First of all, for fixed s < r < t, since
(x, z) 7→ p0(t, x; r, z) ∈ C∞b (Rd × Rd)
and
z 7→ q(r, z; s, y) ∈ Cb(Rd),
by Lemma 2.4, it is easy to see that
∇xφs,y(t, x, r) =
∫
Rd
∇x p0(t, x; r, z)q(r, z; s, y)dz, (3.23)
and
∆
1
2
x φs,y(t, x, r) =
∫
Rd
∆
1
2
x p0(t, x; r, z)q(r, z; s, y)dz. (3.24)
(1) We prove the following claim: For any t > s and x , y, there exists a p > 1 such that
sup
|w|6|x−y|/2
I(p,w) < ∞, where I(p,w) :=
∫ t
s
|∇xφs,y(t, x + w; r)|pdr. (3.25)
Proof of Claim: By (3.23) and (2.23) we have
I(p,w) 
∫ t
s
∣∣∣∣∣
∫
Rd
∇x p0(t, x + w; r, z)(q(r, z; s, y)− q(r, x + w; s, y))dz
∣∣∣∣∣
p
dr
+
∫ t
s
∣∣∣∣∣
∫
Rd
∇x p0(t, x + w; r, z)dz
∣∣∣∣∣
p
|q(r, x + w; s, y)|pdr
(2.19)(3.11)

∫ t
s
(∫
Rd
̺
β−γ
0 (t, x + w; r, z)(̺0γ + ̺βγ−β)(r, z; s, y)dz
)p
dr
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+∫ t
s
(∫
Rd
̺
β−γ
0 (t, x + w; r, z)(̺0γ + ̺βγ−β)(r, x + w; s, y)dz
)p
dr
(2.23) +
∫ t
s
(t − r)p(β−1)(̺0β + ̺β0)p(r, x + w; s, y)dr
=: I1(p,w) + I2(p,w) + I3(p,w).
For I1(p,w), it follows by (2.7) that for some p > 1,
sup
|w|6|x−y|/2
I1(p,w) < +∞.
For I2(p,w), by definition (2.1) and (2.2), we have for all |w| 6 |x − y|/2,
I2(p,w) 
∫ t
s
(∫
Rd
̺
β−γ
0 (t, x + w; r, z)dz
)p ( (r − s)γ
|x + w − y|d+1
+
(r − s)γ−β
|x + w − y|d+1
)p
dr

∫ t
s
(t − r)p(β−γ−1)
(
1
|x − y|d+1
+
(r − s)γ−β
|x − y|d+1
)p
dr < +∞,
provided p < 11+γ−β ∧
1
β−γ
. Similarly, for p < 11−β , we have
sup
|w|6|x−y|/2
I3(p,w) < +∞. (3.26)
Thus, we obtain (3.25).
Now, for any ei = (0, · · · , 1, · · · , 0) ∈ Rd, we can write
ϕ(t, x + εei) − ϕ(t, x)
ε
=
∫ t
s
∫ 1
0
∂xiφ(t, x + θεei, r)dθdr.
By (3.25) one can take limits to get
∂xiϕ(t, x) = lim
ε→0
ϕ(t, x + εei) − ϕ(t, x)
ε
=
∫ t
s
∫ 1
0
lim
ε→0
∂xiφ(t, x + θεei, r)dθdr =
∫ t
s
∂xiφ(t, x, r)dr,
and (3.21) is proven.
(2) Next, we prove (3.22). Recalling the definition of φs,y, we have
∇xφs,y(t, x + w, r) − ∇xφs,y(t, x, r)
=
∫
Rd
(∇x p0(t, x + w; r, z) − ∇x p0(t, x; r, z))q(r, z; s, y)dz
=
∫
Rd
(
∇x p0(t, x + w; r, z)(q(r, z; s, y)− q(r, x + w; s, y))
− ∇x p0(t, x; r, z)(q(r, z; s, y)− q(r, x; s, y))
)
dz
+
{
q(r, x + w; s, y)
∫
Rd
∇x p0(t, x + w; r, z)dz
− q(r, x; s, y)
∫
Rd
∇x p0(t, x; r, z)dz
}
=:
∫
Rd
Q(t, x; r, z; s, y; w)dz+ R(r, t, x,w; s, y).
We now prove the following claim: For any γ ∈ (0, β) and σ ∈ (0, β − γ),
|Q(t, x; r, z; s, y; w)|
 |w|σ̺
β−γ
−σ (t, x + w; r, z)
(
(̺β
γ−β
+ ̺0γ)(r, x + w; s, y) + (̺βγ−β + ̺0γ)(r, z; s, y)
)
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+ |w|σ̺
β−γ
−σ (t, x; r, z)
(
(̺β
γ−β
+ ̺0γ)(r, x; s, y) + (̺βγ−β + ̺0γ)(r, z; s, y)
)
+ |w|σ̺0β−γ−σ(t, x; r, z)
(
(̺β
γ−β
+ ̺0γ)(r, x + w; s, y) + (̺βγ−β + ̺0γ)(r, z; s, y)
)
+ |w|σ̺0β−γ−σ(t, x; r, z)
(
(̺β
γ−β
+ ̺0γ)(r, x + w; s, y) + (̺βγ−β + ̺0γ)(r, x; s, y)
)
, (3.27)
and for w ∈ Rd,
R(r, t, x; s, y; w)  |w|β−γ(t − r)β−1
{
(̺0γ + ̺βγ−β)(r, x + w; s, y) + (̺0γ + ̺βγ−β)(r, x; s, y)
}
+ |w|γ(t − r)β−γ−1(̺0β + ̺β0)(r, x; s, y). (3.28)
Proof of Claim: Case 1: We assume
|w| > |t − r|.
By (3.11) we have
|∇x p0(t, x; r, z)(q(r, z; s, y)− q(r, x; s, y))|
 ̺00(t, x; r, z)(|x − z|β−γ ∧ 1)
(
(̺β
γ−β
+ ̺0γ)(r, x; s, y) + (̺βγ−β + ̺0γ)(r, z; s, y)
)
 |w|σ̺
β−γ
−σ (t, x; r, z)
(
(̺β
γ−β
+ ̺0γ)(r, x; s, y) + (̺βγ−β + ̺0γ)(r, z; s, y)
)
,
and also
|∇x p0(t, x + w; r, z)(q(r, z; s, y)− q(r, x + w; s, y))|
 |w|σ̺
β−γ
−σ (t, x + w; r, z)
(
(̺β
γ−β
+ ̺0γ)(r, x + w; s, y) + (̺βγ−β + ̺0γ)(r, z; s, y)
)
.
Case 2: We assume
|w| 6 |t − r|.
Noticing that
|x + w − z| 6 |x − z| + |w| 6 |x − z| + |t − r|
and
|x − z| 6 |x + w − z| + |w| 6 |x + w − z| + |t − r|,
we have for any θ0 ∈ (0, 1),
|w| · |∇2x p0(t, x + θ0w; r, z)| · |x + w − z|β−γ  |w|σ̺0β−γ−σ(t, x; r, z).
Hence, for some θ0 ∈ (0, 1),
|(∇x p0(t, x + w; r, z) − ∇x p0(t, x; r, z))(q(r, z; s, y)− q(r, x + w; s, y))|
 |w| · |∇2x p0(t, x + θ0w; r, z)| · |x + w − z|β−γ
×
(
(̺β
γ−β
+ ̺0γ)(r, x + w; s, y) + (̺βγ−β + ̺0γ)(r, z; s, y)
)
 |w|σ̺0β−γ−σ(t, x; r, z)
(
(̺β
γ−β
+ ̺0γ)(r, x + w; s, y) + (̺βγ−β + ̺0γ)(r, z; s, y)
)
.
Similarly, we have
|∇x p0(t, x; r, z)(q(r, x; s, y)− q(r, x + w; s, y))|
 |w|σ̺0β−γ−σ(t, x; r, z)
(
(̺β
γ−β
+ ̺0γ)(r, x + w; s, y) + (̺βγ−β + ̺0γ)(r, x; s, y)
)
.
Combining the above calculations, we obtain (3.27). As for (3.28), it follows by Lemma 2.4
and Theorem 3.3.
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(3) Now, we are ready to prove the following claim: For any t > s and x , y, there exists a
p > 1 such that
sup
ε6|x−y|/2
J(p, ε) < +∞, where J(p, ε) :=
∫ t
s
∣∣∣∣∣∣
∫
|w|>ε
φs,y(t, x + w, r) − φs,y(t, x, r)
|w|d+1
dw
∣∣∣∣∣∣
p
dr. (3.29)
Proof of Claim: Notice that
J(p, ε) 
∫ t
s
∣∣∣∣∣∣
∫
ε6|w|6|x−y|/2
φs,y(t, x + w, r) − φs,y(t, x, r) − w · ∇xφs,y(t, x, r)
|w|d+1
dw
∣∣∣∣∣∣
p
dr
+
∫ t
s
∣∣∣∣∣∣
∫
|w|>|x−y|/2
φs,y(t, x + w, r) − φs,y(t, x, r)
|w|d+1
dw
∣∣∣∣∣∣
p
dr =: J1(p, ε) + J2(p).
For J1(p, ε), observe that
J1(p, ε) =
∫ t
s
∣∣∣∣∣∣
∫
ε6|w|6|x−y|/2
w
|w|d+1
·
(∫ 1
0
(
∇xφs,y(t, x + θw, r) − ∇xφs,y(t, x, r)
)
dθ
)
dw
∣∣∣∣∣∣
p
dr

∫ t
s

∫
ε6|w|6|x−y|/2
∫ 1
0
∫
Rd
|Q(t, x; r, z; s, y; θw)|dz
|w|d
dθdw

p
dr
+
∫ t
s
(∫
ε6|w|6|x−y|/2
∫ 1
0
R(r, t, x; s, y; θw)
|w|d
dθdw
)p
dr.
Using (3.27), (3.28) and by (2.7), as in proving (3.25), one has that for some p > 1,
sup
ε6|x−y|/2
J1(p, ε) < +∞.
For J2(p), we have by (3.13) that for some p > 1,
J2(p) 6
∫ t
s
∣∣∣∣∣∣
∫
|w|>|x−y|/2
|φs,y(t, x + w, r)| + |φs,y(t, x, r)|
|w|d+1
dw
∣∣∣∣∣∣
p
dr < +∞.
Thus, (3.29) is proven.
(4) Now by (3.29), one has
∆
1
2
x ϕ(t, x) = lim
ε↓0
∫
|w|>ε
∫ t
s
φs,y(t, x + w, r) − φs,y(t, x, r)
|w|d+1
drdw
= lim
ε↓0
∫ t
s
∫
|w|>ε
φs,y(t, x + w, r) − φs,y(t, x, r)
|w|d+1
dwdr
=
∫ t
s
lim
ε↓0
∫
|w|>ε
φs,y(t, x + w, r) − φs,y(t, x, r)
|w|d+1
dwdr =
∫ t
s
∆
1
2
x φs,y(t, x, r)dr,
which together with (3.24) yields (3.22). 
Now we prove the following main result of this section.
Theorem 3.6. Assume that a, b ∈ Hβ for some β ∈ (0, 14 ] and satisfy (2.16). Then there exists a
unique nonnegative continuous function pa,b(t, x; s, y) with∫
Rd
pa,b(t, x; s, y)dy = 1, (3.30)
and satisfying that
(i) For all x , y ∈ Rd and almost all t > s,
∂t pa,b(t, x; s, y) = L xa,b(t, x)pa,b(t, ·; s, y)(x). (3.31)
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(ii) For any bounded continuous function f ,
lim
t↓s
∫
Rd
pa,b(t, x; s, y) f (y)dy = f (x), (3.32)
and
lim
t↓s
∫
Rd
pa,b(t, x; s, y) f (x)dx = f (y). (3.33)
(iii) For all 0 6 s < t 6 1 and x, y ∈ Rd,
pa,b(t, x; s, y)  ̺01(t, x; s, y); (3.34)
and in the case of a(t, x) = a(t) independent of x, we have
pa,b(t, x; s, y)  ̺01(t, x; s, y). (3.35)
(iv) For any γ ∈ (0, 1),
|pa,b(t, x; s, y) − pa,b(t, x′; s, y)|  (|x − x′|γ ∧ 1)
{
̺01−γ(t, x; s, y) + ̺01−γ(t, x′; s, y)
}
, (3.36)
and
|∇x pa,b(t, x; s, y)| + |∆
1
2
x pa,b(t, x; s, y)|  ̺00(t, x; s, y). (3.37)
(v) If a, b ∈ C([0,∞); L1loc(Rd)), then for all f , g ∈ C∞0 (Rd),
lim
t↓s
1
t − s
∫
Rd
g(x)
(
Pa,bt,s f (x) − f (x)
)
dx =
∫
Rd
g(x)L xa,b(s, x) f (x)dx, s > 0, (3.38)
where
Pa,bt,s f (x) :=
∫
Rd
pa,b(t, x; s, y) f (y)dy.
Proof. (i) First, we prove (3.31). By equation (3.1), we have that for all x, y ∈ Rd and almost all
t > s,
∂t pa,b(t, x; s, y) (3.14)= ∂t p0(t, x; s, y) + q(t, x; s, y) +
∫ t
s
∫
Rd
L
x
a,b(t, y)p0(t, ·; r, z)(x)q(r, z; s, y)dzdr
(2.15)
= L xa,b(t, y)p0(t, ·; s, y)(x) + q0(t, x; s, y) +
∫ t
s
∫
Rd
q0(t, x; r, z)q(r, z; s, y)dzdr
+
∫ t
s
∫
Rd
L
x
a,b(t, y)p0(t, ·; r, z)(x)q(r, z; s, y)dzdr.
Recalling that
q0(t, x; s, y) =
(
L
x
a,b(t, x) −L xa,b(t, y)
)
p0(t, ·; s, y)(x), (3.39)
we further have
∂t pa,b(t, x; s, y) = L xa,b(t, x)p0(t, ·; s, y)(x) +
∫ t
s
∫
Rd
L
x
a,b(t, x)p0(t, ·; r, z)(x)q(r, z; s, y)dzdr,
which together with (3.21) and (3.22) yields (3.31).
(ii) We prove (3.32) and (3.33). As in proving (3.20), we can prove that for any bounded
continuous function f ,
lim
t↓s
∫
Rd
p0(t, x; s, y) f (y)dy = f (x),
and
lim
t↓s
∫
Rd
p0(t, x; s, y) f (x)dx = f (y).
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Moreover, by (3.13) we also have∣∣∣∣∣∣
∫
Rd
∫ t
s
∫
Rd
p0(t, x; r, z)q(r, z; s, y) f (y)dzdrdy
∣∣∣∣∣∣+
∣∣∣∣∣∣
∫
Rd
∫ t
s
∫
Rd
p0(t, x; r, z)q(r, z; s, y) f (x)dzdrdx
∣∣∣∣∣∣

∫
Rd
(
̺01+β(t, x; s, y) + ̺β1(t, x; s, y)
)
(dy + dx) (2.2) |t − s|β → 0, t ↓ s.
Thus, (3.32) and (3.33) are proven by equation (3.1).
For proving (3.30), if we set us(t, x) :=
∫
Rd
pa,b(t, x; s, y)dy, then by (3.31) and (3.32),
∂tus(t, x) = L xa,b(t, x)us(t, x), limt↓s us(t, x) = 1.
By the maximal principal of nonlocal equation (cf. [25] or [26, Theorem 2.3]), it follows that
us(t, x) ≡ 1, t > s, x ∈ Rd.
(iii) By (3.13), one has∫ t
s
∫
Rd
p0(t, x; r, z)|q(r, z; s, y)|dzdr  ̺01+β(t, x; s, y) + ̺β1(t, x; s, y) 6 ̺01(t, x; s, y), (3.40)
which in turn gives estimate (3.34) by equation (3.1) and (2.17).
In the case of a(t, x) = a(t), by (3.1) and (3.12), we have
|p(t, x; s, y) − p0(t, x; s, y)| 
∫ t
s
∫
Rd
p0(t, x; r, z)q(r, z; s, y)dzdr

∫ t
s
∫
Rd
̺01(t, x; r, z)̺0β(r, z; s, y)dzdr
 |t − s|β̺01(t, x; s, y) 6 Λ|t − s|βp0(t, x; s, y),
where Λ > 0 is a constant independent of t, s, x, y. Choosing T0 ∈ (0, 1) such that |t − s|β < 12Λ
for all 0 6 s < t 6 T0, we obtain (3.35) for small time by (2.17). For the large time, it follows
by a standard time shift argument (see [3, 22]).
(iv) As in proving (3.8), we have for any γ ∈ (0, 1),
|p0(t, x; s, y) − p0(t, x′; s, y)|  (|x − x′|γ ∧ 1)
(
̺01−γ(t, x; s, y) + ̺01−γ(t, x′; s, y)
)
.
Thus, by (3.10) and Lemma 2.3, we have∫ t
s
∫
Rd
|p0(t, x; r, z) − p0(t, x′; r, z)||q(r, z; s, y)|dzdr

(
|x − x′|γ ∧ 1
) ∫ t
s
∫
Rd
(
̺01−γ(t, x; r, z) + ̺01−γ(t, x′; r, z)
)
(̺0β + ̺β0)(r, z; s, y)dzdr

(
|x − x′|γ ∧ 1
)(
(̺01+β−γ + ̺β1−γ)(t, x; s, y) + (̺01+β−γ + ̺β1−γ)(t, x′; s, y)
)
 (|x − x′|γ ∧ 1)
(
̺01−γ(t, x; s, y) + ̺01−γ(t, x′; s, y)
)
,
which together with equation (3.1) yields (3.36).
Next, we prove (3.37). By (3.21), we can write
∇xϕ(t, x) =
∫ t
t+s
2
∫
Rd
∇x p0(t, x; r, z)
(
q(r, z; s, y) − q(r, x; s, y)
)
dzdr
+
∫ t
t+s
2
(∫
Rd
∇x p0(t, x; r, z)dz
)
q(r, x; s, y)dr
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+∫ t+s
2
s
∫
Rd
∇x p0(t, x; r, z)q(r, z; s, y)dzdr
=: Q1(t, x; s, y) + Q2(t, x; s, y) + Q3(t, x; s, y).
For Q1(t, x; s, y), by (2.19), (3.11) and Lemma 2.3, we have
|Q1(t, x; s, y)| 
∫ t
t+s
2
∫
Rd
̺
β−γ
0 (t, x; r, z)
{
(̺0γ + ̺βγ−β)(r, x; s, y) + (̺0γ + ̺βγ−β)(r, z; s, y)
}
dzdr

∫ t
t+s
2
(∫
Rd
̺
β−γ
0 (t, x; r, z)dz
)
(̺0γ + ̺βγ−β)(r, x; s, y)dr
+
∫ t
s
∫
Rd
̺
β−γ
0 (t, x; r, z)(̺0γ + ̺βγ−β)(r, z; s, y)dzdr
(2.2)(2.6)


∫ t
t+s
2
(t − r)β−γ−1(1 + (r − s)γ−β)̺00(r, x; s, y)dr

+ (̺0β + ̺β0 + ̺β−γγ )(t, x; s, y)  ̺00(t, x; s, y).
For Q2(t, x; s, y), we have
|Q2(t, x; s, y)|
(2.23)(3.10)

∫ t
t+s
2
(t − r)β−1
{
̺
β
0(r, x; s, y) + ̺0β(r, x; s, y)
}
dr  ̺00(t, x; s, y).
For Q3(t, x; s, y), we have
|Q3(t, x; s, y)|
(2.19)(3.10)

∫ t+s
2
s
∫
Rd
̺00(t, x; r, z)
{
̺
β
0(r, z; s, y) + ̺0β(r, z; s, y)
}
dzdr
(2.5)(2.2)
 ̺00(t, x; s, y).
Combining the above calculations, we obtain
|∇xϕ(t, x)|  ̺00(t, x; s, y). (3.41)
Similarly,
|∆
1
2
x ϕ(t, x)|  ̺00(t, x; s, y). (3.42)
Estimate (3.37) then follows by equation (3.1), (2.18), (2.19) and (3.41), (3.42).
(v) For f ∈ C∞0 (Rd), by (3.31) and (3.32), we have
Pa,bt,s f (x) − f (x)
t − s
−L xa,b(s, x) f (x) =
1
t − s
∫ t
s
(a(r, x) − a(s, x))∆
1
2
x Pa,br,s f (x)dr
+
a(s, x)
t − s
∫ t
s
∆
1
2
x (Pa,br,s f (x) − f (x))dr
+
1
t − s
∫ t
s
(b(r, x) − b(s, x)) · ∇xPa,br,s f (x)dr
+
b(s, x)
t − s
·
∫ t
s
∇x(Pa,br,s f (x) − f (x))dr
=: I1(t, s, x) + I2(t, s, x) + I3(t, s, x) + I4(t, s, x).
We have the following claim: for t > s,
sup
r∈[s,t]
‖∆
1
2
x Pa,br,s f ‖∞ + sup
r∈[s,t]
‖∇xPa,br,s f ‖∞ < +∞, (3.43)
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Proof of Claim: By Lemma 3.5 and (3.30), we have
∆
1
2
x Pa,br,s f (x) =
∫
Rd
∆
1
2
x pa,b(r, x; s, y) f (y)dy =
∫
Rd
∆
1
2
x pa,b(r, x; s, y)( f (y) − f (x))dy
and
∇xPa,br,s f (x) =
∫
Rd
∇x pa,b(r, x; s, y) f (y)dy =
∫
Rd
∇x pa,b(r, x; s, y)( f (y) − f (x))dy.
Hence, by (3.37) we have
|∆
1
2
x Pa,br,s f (x)| + |∇xPa,br,s f (x)| 6 C‖ f ‖Lip
∫
Rd
̺10(r, x; s, y)dy
(2.2)
6 C,
which gives (3.43).
For g ∈ C∞0 (Rd), since a, b ∈ C([0,∞); L1loc(Rd)), by (3.43), we have
lim
t↓s
∫
Rd
g(x)(I1(t, s, x) + I3(t, s, x))dx = 0.
Let an(x) ∈ C∞b (Rd) with
lim
n→∞
|an(x) − a(s, x)| = 0, x ∈ Rd.
Then, by (3.43), we have
lim
t↓s
∣∣∣∣∣
∫
Rd
g(x)I2(t, s, x)dx
∣∣∣∣∣ 6 limn→∞ limt↓s
∣∣∣∣∣∣
∫
Rd
g(x)an(x) − a(s, x)
t − s
∫ t
s
∆
1
2
x (Pa,br,s f (x) − f (x))drdx
∣∣∣∣∣∣
+ lim
n→∞
lim
t↓s
∣∣∣∣∣∣
∫
Rd
g(x)an(x)
t − s
∫ t
s
∆
1
2
x (Pa,br,s f (x) − f (x))drdx
∣∣∣∣∣∣
 lim
n→∞
∫
Rd
|g(x)| · |an(x) − a(s, x)|dx
+ lim
n→∞
lim
t↓s
∣∣∣∣∣∣
1
t − s
∫ t
s
∫
Rd
∆
1
2
x (gan)(x)(Pa,br,s f (x) − f (x))dxdr
∣∣∣∣∣∣ ,
which converges to zero by (3.32). Similarly, we also have
lim
t↓s
∣∣∣∣∣
∫
Rd
g(x)I4(t, s, x)dx
∣∣∣∣∣ = 0.
Combining the above calculations, we obtain (3.38).
(vi) Lastly, we show the uniqueness. For f ∈ C∞0 (Rd) and t > s, set
u fs (t, x) :=
∫
Rd
pa,b(t, x; s, y) f (y)dy.
Let us first show the following claim: For any T > s and p > 1,
sup
t∈[s,T ]
(
‖u fs (t)‖p + ‖∇u fs (t)‖p
)
< +∞. (3.44)
Proof of Claim: By Young’s inequality for convolution, it follows that
‖u fs (t)‖pp
(3.34)

∫
Rd
(∫
Rd
̺01(t, x; s, y)| f (y)|dy
)p
dx
(2.2)
 ‖ f ‖pp.
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We next prove supt∈[s,T ] ‖∇u
f
s (t)‖p < +∞. Let the support of f be contained in the ball {x ∈ Rd :
|x| 6 N}. We have ∫
Rd
∣∣∣∣∣
∫
Rd
∇x pa,b(t, x; s, y) f (y)dy
∣∣∣∣∣
p
dx  I1 + I2,
where
I1 :=
∫
|x|>2N
∣∣∣∣∣
∫
Rd
∇x pa,b(t, x; s, y) f (y)dy
∣∣∣∣∣
p
dx,
I2 :=
∫
|x|<2N
∣∣∣∣∣
∫
Rd
∇x pa,b(t, x; s, y) f (y)dy
∣∣∣∣∣
p
dx.
For I1, we have
I1 =
∫
|x|>2N
∣∣∣∣∣∣
∫
|y|6N
∇x pa,b(t, x; s, y) f (y)dy
∣∣∣∣∣∣
p
dx
6 CN
∫
|x|>2N
∫
|y|6N
|∇x pa,b(t, x; s, y)|p| f (y)|pdydx
6 CN‖ f ‖p∞
∫
|y|6N
∫
|x−y|>N
|∇x pa,b(t, x; s, y)|pdxdy
(3.37)
6 CN‖ f ‖p∞
∫
|y|6N
∫
|x−y|>N
1
|x − y|(d+1)p
dxdy < +∞.
For I2, by (3.43), we have
I2 6 sup
x∈Rd
∣∣∣∣∣
∫
Rd
∇x pa,b(t, x; s, y) f (y)dy
∣∣∣∣∣
p (∫
|x|<2N
dx
)
< +∞.
The claim is proven.
Let p′
a,b(t, x; s, y) be another function satisfying (3.30)-(3.37). We want to prove that for any
f ∈ C∞0 (Rd) and t > s,
u˜ fs (t, x) :=
∫
Rd
pa,b(t, x; s, y) f (y)dy −
∫
Rd
p′a,b(t, x; s, y) f (y)dy = 0.
In view of limt↓s u fs (t, x) = 0, by (3.31) we have
u˜ fs (t, x) =
∫ t
s
L
x
a,b(r, x)u˜ fs (r, ·)(x)dr.
The uniqueness follows by (3.44) and [26, Lemma 3.1]. 
4. Proof of Theorem 1.1
By Duhamel’s formula, we construct the heat kernel p(t, x; s, y) of L (t, x) by solving the
following integral equation:
p(t, x; s, y) = pa,b(t, x; s, y) +
∫ t
s
∫
Rd
pa,b(t, x; r, z)c(r, z)p(r, z; s, y)dzdr. (4.1)
For t > s > 0 and x, y ∈ Rd, set Θ0(t, x; s, y) := pa,b(t, x; s, y), and define recursively for n ∈ N,
Θn(t, x; s, y) :=
∫ t
s
∫
Rd
pa,b(t, x; r, z)c(r, z)Θn−1(r, z; s, y)dzdr. (4.2)
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For γ ∈ (0, 1] and c ∈ Kγd, define
ℓcγ(ε) := sup
(t,x)∈[0,∞)×Rd
∫ ε
0
∫
Rd
̺0γ(s, z)(|c(t − s, x − z)| + |c(t + s, x + z)|)dzds.
Lemma 4.1. If c ∈ K1d, then there exists a constant Λ > 0 such that for all n ∈ N,
|Θn(t, x; s, y)| 6 {Λℓc1(t − s)}n̺01(t, x; s, y). (4.3)
If c ∈ K1−γd for some γ ∈ (0, 1), then there exists a constant C1 > 0 such that for any n ∈ N,
|Θn(t, x; s, y) − Θn(t, x′; s, y)| 6 C1(|x − x′|γ ∧ 1){Λℓc1(t − s)}n−1ℓc1−γ(t − s)
× (̺01(t, x; s, y) + ̺01(t, x′; s, y)). (4.4)
If c ∈ Hγ for some γ ∈ (0, 1), then there exists a constant C2 > 0 such that for any n ∈ N,
|∇xΘn(t, x; s, y)| 6 C2{Λ‖c‖∞(t − s)}n̺00(t, x; s, y). (4.5)
Proof. (1) First of all, by (3.34), we have for some C0 > 0,
pa,b(t, x; s, y) 6 C0̺01(t, x; s, y).
Now we use induction to prove (4.3). Suppose that (4.3) is true for n ∈ N. Then
|Θn+1(t, x; s, y)| 6
∫ t
s
∫
Rd
pa,b(t, x; r, z)|c(r, z)| · |Θn(r, z; s, y)|dzdr
6 C0{Λℓc1(t − s)}n
∫ t
s
∫
Rd
̺01(t, x; r, z)̺01(r, z; s, y)|c(r, z)|dzdr
(2.3)
6 Λ{Λℓc1(t − s)}n
∫ t
s
∫
Rd
(
̺01(t, x; r, z) + ̺01(r, z; s, y)
)
|c(r, z)|dzdr̺01(t, x; s, y)
6 {Λℓc1(t − s)}n+1̺01(t, x; s, y).
(2) By (4.2) and (3.36), we have
|Θn(t, x; s, y) − Θn(t, x′; s, y)|
 (|x − x′|γ ∧ 1)
∫ t
s
∫
Rd
(
̺01−γ(t, x; r, z) + ̺01−γ(t, x′; r, z)
)
|c(r, z)| · |Θn−1(r, z; s, y)|dzdr
(4.3)
 (|x − x′|γ ∧ 1){Λℓc1(t − s)}n−1
×
∫ t
s
∫
Rd
(
̺01−γ(t, x; r, z) + ̺01−γ(t, x′; r, z)
)
|c(r, z)|̺01(r, z; s, y)|dzdr
(2.8)
 (|x − x′|γ ∧ 1){Λℓc1(t − s)}n−1
×
{∫ t
s
∫
Rd
(t − r)1−γ(r − s)
(
̺00(t, x; r, z) + ̺00(r, z; s, y)
)
|c(r, z)|dzdrρ00(t, x; s, y)
+
∫ t
s
∫
Rd
(t − r)1−γ(r − s)
(
̺00(t, x′; r, z) + ̺00(r, z; s, y)
)
|c(r, z)|dzdrρ00(t, x′; s, y)
}
6 C1(|x − x′|γ ∧ 1){Λℓc1(t − s)}n−1
×
{∫ t
s
∫
Rd
(
̺01−γ(t, x; r, z) + ̺01−γ(r, z; s, y)
)
|c(r, z)|dzdrρ01(t, x; s, y)
+
∫ t
s
∫
Rd
(
̺01−γ(t, x′; r, z) + ̺01−γ(r, z; s, y)
)
|c(r, z)|dzdrρ01(t, x′; s, y)
}
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6 C1(|x − x′|γ ∧ 1){Λℓc1(t − s)}n−1ℓc1−γ(t − s)(̺01(t, x; s, y) + ̺01(t, x′; s, y)),
and (4.4) holds.
(3) If c is bounded, by definition and (2.2), it is easy to see that for some C1 > 0,
ℓcγ(ε) 6 C1‖c‖∞εγ, ε > 0. (4.6)
As in Lemma 3.5, one can prove
∇xΘn(t, x; s, y) =
∫ t
s
∫
Rd
∇x pa,b(t, x; r, z)c(r, z)Θn−1(r, z; s, y)dzdr.
By (3.30), we can write
∇xΘn(t, x; s, y) =
∫ t
t+s
2
∫
Rd
∇x pa,b(t, x; r, z)
(
c(r, z)Θn−1(r, z; s, y) − c(r, x)Θn−1(r, x; s, y)
)
dzdr
+
∫ t+s
2
s
∫
Rd
∇x pa,b(t, x; r, z)c(r, z)Θn−1(r, z; s, y)dzdr
=
∫ t
t+s
2
∫
Rd
∇x pa,b(t, x; r, z)c(r, z)
(
Θn−1(r, z; s, y) − Θn−1(r, x; s, y)
)
dzdr
+
∫ t
t+s
2
(∫
Rd
∇x pa,b(t, x; r, z)(c(r, z) − c(r, x))dz
)
Θn−1(r, x; s, y)dr
+
∫ t+s
2
s
∫
Rd
∇x pa,b(t, x; r, z)c(r, z)Θn−1(r, z; s, y)dzdr
=: Q1(t, x; s, y) + Q2(t, x; s, y) + Q3(t, x; s, y).
For Q1(t, x; s, y), by (4.6) and (4.4), we have
Q1(t, x; s, y)  {Λ‖c‖∞(t − s)}n−1
∫ t
t+s
2
∫
Rd
̺
γ
0(t, x; r, z)̺01−γ(r, z; s, y)dzdr
+ {Λ‖c‖∞(t − s)}n−1
∫ t
t+s
2
(∫
Rd
̺
γ
0(t, x; r, z)dz
)
̺01−γ(r, x; s, y)dr
(2.5)(2.2)
 {Λ‖c‖∞(t − s)}n̺00(t, x; s, y).
For Q2(t, x; s, y), by (4.6) and (4.3), we have
Q2(t, x; s, y)  {Λ‖c‖∞(t − s)}n−1
∫ t
t+s
2
(∫
Rd
̺
γ
0(t, x; r, z)dz
)
̺01(r, x; s, y)dr
 {Λ‖c‖∞(t − s)}n−1

∫ t
t+s
2
(t − r)γ−1(r − s)dr
 ̺00(t, x; s, y)
 {Λ‖c‖∞(t − s)}n̺00(t, x; s, y).
For Q3(t, x; s, y), we have
Q3(t, x; s, y)  {Λ‖c‖∞(t − s)}n−1
∫ t+s
2
s
∫
Rd
̺00(t, x; r, z)̺01(r, z; s, y)dzdr
 {Λ‖c‖∞(t − s)}n−1

∫ t+s
2
s
((r − s)(t − r)−1 + 1)dr
 ̺00(t, x; s, y)
 {Λ‖c‖∞(t − s)}n̺00(t, x; s, y).
Combining the above calculations, we obtain (4.5). 
24
Now we are in a position to give
Proof of Theorem1.1. By the standard time shift technique, it suffices to prove the conclusions
on a small time interval. We divide the proof in several steps.
(1) Define
p(t, x; s, y) = pa,b(t, x; s, y) +
∞∑
n=1
Θn(t, x; s, y).
By virtue of c ∈ K1d, we have
lim
ε↓0
ℓc1(ε) = 0.
Hence, for any given ε ∈ (0, 1), one can choose Tε ∈ (0, 1) small enough such that for all
0 6 s < t 6 Tε,
ℓc1(t − s) 6
ε
Λ
.
Thus,
|p(t, x; s, y) − pa,b(t, x; s, y)| 6
∞∑
n=1
|Θn(t, x; s, y)| 6
Λℓc1(t − s)
1 − Λℓc1(t − s)
̺01(t, x; s, y)
6
ε
1 − ε
̺01(t, x; s, y),
which together with (3.34) gives (1.5) for 0 6 s < t 6 Tε. Moreover, noticing that
m∑
n=0
Θn(t, x; s, y) = pa,b(t, x; s, y) +
∫ t
s
∫
Rd
pa,b(t, x; r, z)c(r, z)
m−1∑
n=0
Θn(r, z; s, y)dzdr,
by taking limits, we obtain equation (4.1). In the case of a(t, x) = a(t), by (3.35), if we let ε be
small enough, we also have (1.6). Moreover, estimates (1.7) and (1.8) follow by (4.4), (3.36)
and (4.5), (3.37).
(2) Define
Pt,s f (x) :=
∫
Rd
p(t, x; s, y) f (y)dy
and
Pa,bt,s f (x) :=
∫
Rd
pa,b(t, x; s, y) f (y)dy.
For proving (1.2), it suffices to prove that for any f ∈ C∞0 (Rd),
Pt,s f (x) = Pt,rPr,s f (x), s < r < t. (4.7)
By (4.1), we have
Pt,s f (x) = Pa,bt,s f (x) +
∫ t
s
Pa,bt,r′
(
c(r′, ·)Pr′,s f
)
(x)dr′
= Pa,bt,r Pa,br,s f (x) +
∫ r
s
Pa,bt,r P
a,b
r,r′
(
c(r′, ·)Pr′,s f
)
(x)dr′ +
∫ t
r
Pa,bt,r′
(
c(r′, ·)Pr′,s f
)
(x)dr′
= Pa,bt,r Pr,s f (x) +
∫ t
r
Pa,bt,r′
(
c(r′, ·)Pr′,s f
)
(x)dr′,
where we have used Pa,bt,s f = Pa,bt,r Pa,br,s f , which follows by the uniqueness of Theorem 3.6. On
the other hand, we also have
Pt,rPr,s f (x) = Pa,bt,r Pr,s f (x) +
∫ t
r
Pa,bt,r′
(
c(r′, ·)Pr′,rPr,s f
)
(x)dr′.
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Fix s < r and set
ut(x) := Pt,rPr,s f (x) − Pt,s f (x).
Then, we have
ut(x) =
∫ t
r
∫
Rd
pa,b(t, x; r′, y)c(r′, y)ur′(y)dydr′.
By (3.34), we have
‖ut‖∞ 6 sup
r′∈[r,t]
‖ur′‖∞
∫ t
r
∫
Rd
̺01(t, x; r′, y)|c(r′, y)|dydr′ = ℓc1(t − r) sup
r′∈[r,t]
‖ur′‖∞,
which implies that
sup
r′∈[r,t]
‖ur′‖∞ 6 sup
ε∈(0,t−r]
ℓc1(ε) sup
r′∈[r,t]
‖ur′‖∞.
In particular, if t − r is small enough (say less than ε0), then
sup
r′∈[r,t]
‖ur′‖∞ = 0.
Thus, we obtain (4.7) for t − r < ε0. For general t, it follows by repeatedly using (4.7).
(3) We prove (1.3). By (4.1) and (3.32), we only need to prove that for any f ∈ Cb(Rd),
lim
t↓s
∫
Rd
∫ t
s
∫
Rd
pa,b(t, x; r, z)c(r, z)p(r, z; s, y) f (y)dzdrdy = 0.
This limit follows by noticing that∣∣∣∣∣∣
∫
Rd
∫ t
s
∫
Rd
pa,b(t, x; r, z)c(r, z)p(r, z; s, y) f (y)dzdrdy
∣∣∣∣∣∣

∫
Rd
∫ t
s
∫
Rd
̺01(t, x; r, z)|c(r, z)|̺01(r, z; s, y)| f (y)|dzdrdy

∫
Rd
(∫ t
s
∫
Rd
(
̺01(t, x; r, z) + ̺01(r, z; s, y)
)
c(r, z)dzdr
)
̺01(t, x; s, y)dy
 ℓc1(t − s)
∫
Rd
̺01(t, x; s, y)dy
(2.2)
6 Cℓc1(t − s) → 0, t ↓ s.
(4) Let f , g ∈ C∞0 (Rd). By definitions, we make the following decomposition:
Pt,s f (x) − f (x)
t − s
−L f (x) = 1
t − s
∫ t
s
(
Pa,bt,r
(
c(r)Pr,s f )(x) − c(r, x)Pr,s f (x))dr
+
1
t − s
∫ t
s
(
c(r, x) − c(s, x)
)
Pr,s f (x)dr
+
1
t − s
∫ t
s
c(s, x)
(
Pr,s f (x) − f (x)
)
dr
+
(Pa,bt,s f (x) − f (x)
t − s
− L xa,b(s, x) f (x)
)
=: I1(t, s, x) + I2(t, s, x) + I3(t, s, x) + I4(t, s, x).
For I1(t, s, x), if we write
(Pa,bt,r )∗g(y) :=
∫
Rd
pa,b(t, x; r, y)g(x)dx,
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then∣∣∣∣∣
∫
Rd
g(x)I1(t, s, x)dx
∣∣∣∣∣ 6
∣∣∣∣∣∣
1
t − s
∫ t
s
∫
Rd
(
(Pa,bt,r )∗g(x) − (Pa,bt,r )∗1(x) · g(x)
)
c(r, x)Pr,s f (x)dxdr
∣∣∣∣∣∣
+
∣∣∣∣∣∣
1
t − s
∫ t
s
∫
Rd
(
(Pa,bt,r )∗1 − 1
)
(x)g(x)c(r, x)Pr,s f (x)dxdr
∣∣∣∣∣∣
=: J1(t, s) + J2(t, s).
For J1(t, s), noticing that
|(Pa,bt,r )∗g(y) − (Pa,bt,r )∗1(y) · g(y)| =
∣∣∣∣∣
∫
Rd
pa,b(t, x; r, y)(g(x) − g(y))dx
∣∣∣∣∣
(3.34)
6 C‖g‖H1
∫
Rd
̺01(t, x; r, y)(|x − y| ∧ 1)dx
(2.2)
6 C‖g‖H1 |t − r|,
by definition of Pr,s f and (1.5), we have
J1(t, s) 6 C‖g‖H1
∫ t
s
∫
Rd
|c(r, x)| · |Pr,s f (x)|dxdr
6 C‖g‖H1
∫ t
s
∫
Rd
∫
Rd
|c(r, x)|̺01(r, x; s, y)| f (y)|dydxdr
6 C‖g‖H1ℓc1(t − s)
∫
Rd
| f (y)|dy → 0, t ↓ s.
For J2(t, s), since c ∈ C([0,∞); L1loc(Rd)), by (3.33) and the dominated convergence theorem,
we have
lim
t↓s
J2(t, s) = 0.
It is the same reason that
lim
t↓s
∫
Rd
g(x)(I2(t, s, x) + I3(t, s, x))dx = 0.
Moreover, if a, b ∈ C([0,∞); L1loc(Rd)), by (3.38) we have
lim
t↓s
∫
Rd
g(x)I4(t, s, x)dx = 0.
Combining the above limits, we obtain (1.4). The whole proof is complete. 
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