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INTRODUCTION 
Hilbert’s fourteenth problem, in general terms, asked whether certain 
rings defined by finitely many polynomials over a field were finitely 
generated. More precisely, he stated the problem as follows (Hilbert [2]): 
Let X, =f,(x,, . . . . xn), . . . . Xm=fm(x,, . . . . x,) be m poly- 
nomials in n variables. Is the ring consisting of all rational 
functions in X,, . . . X, which are polynomials in x,, . . . . x, 
a finitely generated algebra? 
This can be stated in more modern terminology as follows: let F be a 
field of characteristic zero, let R denote the polynomial ring in n variables, 
and let K be a subfield of the field of fractions of R. Then the question is 
whether or not the ring K n R is a finitely generated algebra over F. The 
problem was generalized by Zariski [9], who asked whether the conclusion 
was true when the condition that R be a polynomial ring was weakened to 
the assumption that R be an integrally closed domain which is finitely 
generated over F. The first counterexample on this question was given by 
Rees [6], and in this paper the connection with symbolic blow-ups of 
prime ideals was first used. We recall the definition: if P is a prime ideal of 
a commutative ring R, its nth symbolic power, denoted Pen), is defined to 
be the ideal of all elements r of R such that there exists an s not in P such 
that sr is in the ordinary power P". In his example, Rees takes R to be the 
coordinate ring of the cone over an elliptic urve and shows that if P is the 
prime ideal corresponding to a point of infinite order, then the ring 
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0 ,120 P(“) is not finitely generated and is a counterexample to Zariski’s 
problem. Shortly thereafter Nagata ([IS]; see also Dixmier [ 11) gave a 
counterexample to Hilbert’s original problem, and, in fact, gave a coun- 
terexample which was a ring of invariants of a linear group acting on a 
polynomial ring, which is the special case which motivated the original 
problem. In his example a similar construction to that of Rees was used, 
in which P was not prime, but was the ideal defining sixteen generic lines 
through the origin in affine space of three dimensions. The proof was again 
based on the existence of points of infinite order on elliptic urves. 
But this did not totally end the story. Rees’s example uses a ring which 
is not regular, and Nagata’s uses an ideal which is not prime; Cowsik then 
asked whether there were examples in which the ring was regular and the 
ideal prime. Such an example was given in Roberts [7]. However, this still 
did not totally finish the problem, since this example was based on that of 
Nagata and made crucial use of the fact that when the ring was completed 
the ideal broke up into pieces and did not remain prime. So it was asked 
whether this was necessary or whether there existed examples of prime 
ideals in complete regular local rings whose symbolic blow-up is not 
finitely generated. 
The first aim of this paper is to give an example of this. In addition, this 
example is new in the sense that the necessary generators are actually con- 
structed algebraically. In the previous examples the fact that there was no 
finite set of generators was based on the existence of non-torsion points on 
a complex torus and relied on proof by contradiction. Here we show that 
there is a grading on the ring and show how to construct an element of any 
given degree which is not in the subalgebra generated by elements of lower 
degree. In addition, the field here is arbitrary of characteristic zero (it can 
be taken to be the rationals, for example), and there is no need for “generic 
points,” as there is in Nagata’s example. 
One last remark: this example originated in studying the “Monomial 
Conjecture” of M. Hochster [3]. The fact that the rings constructed below 
are so far from being finitely generated is a reflection of the difficulty of 
proving this conjecture. In fact, a considerably weaker statement than finite 
generation, namely that as the powers went to infinity the minimal degrees 
of elements (in the grading defined in the next section) of K n R also went 
to infinity, would also imply this. Even this very weak statement fails in the 
example presented here. 
1. CONSTRUCTION OF THE EXAMPLES 
We begin by letting F be any field of characteristic zero. Let R, 
denote the polynomial ring F[X, Y, Z]. Let R denote the ring R. with 
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four additional variables S, T, U, V adjoined, so that we have 
R = F[X, Y, Z, S, T, U, V], a polynomial ring in seven variables. We 
consider R as a graded ring in which R, has degree zero and S, T, U, and 
V have degree one. We let R; denote the component of degree i. 
Now let I be the ideal of RO generated by X’+ ‘, Y’+ ‘, Z’+ ‘, and 
X’YrZ’. where t is an integer greater than or equal to 2. The four gener- 
ators of I define a map of a free module F of rank four onto Z; let M denote 
the kernel of this map. We can identify F with the component R, of R, 
since R, is a free R,-module on S, T, U, and V. Let S(M) = @ i a ,, S’(M) 
denote the sub-R,-algebra of R generated by M, and let K denote the field 
of fractions of S(M). 
THEOREM 1. With notation as above, the ring Kn R is not finitely 
generated as an algebra over F. 
We prove this theorem in the next section. In fact, as mentioned in the 
Introduction, we show that this ring is not finitely generated over RO and 
that there is an element in each degree which is not in the subalgebra 
generated by elements of lower degree, where the grading is inherited from 
that of R. 
We remark that this example is simple enough so that it is easy to write 
down a set of generators for the ring S(M) (with integer coefficients); there 
are nine generators over F, and they are 
x K z xv- Y’Z’S, YV- X’Z’T, zv- X’Y’U, 
y’+‘S-X’+‘T zr+ls-y+‘u, and Z’+t’T- y’+‘u, 
The first six of these are sufficient to generate K as a field, and K is purely 
transcendental over F. 
The example of a non-finitely generated symbolic blow-up of a prime 
ideal in a power series ring is obtained by modifying the above example 
and completing the ring. First, we replace the polynomial ring 
R, = F[X, Y, Z] by the power series ring R, = F[ [X, Y, Z] ] and replace 
the ideal 1 by its image in &, which we denote i. For each non-negative 
integer n we let p denote the nth power of 1, and we let R?) = ni, (, I^n 
denote the completed Rees ring of 1 Let S = F[ [X, Y, Z, S, T, U, Vi]; if 
we let Ri denote the part of degree i in S, T, U, and V, we have 
R = ni,, Rj, and I?, is a free &-module on S, T, U, and V. The map of 
&-modules from R, onto i described as above extends to an algebra 
homomorphism from R onto R%. We denote this map $; we shall use this 
notation also for the map defined in the same way in the non-complete 
case. Let p be the kernel of this map; it is clear that p is a prime ideal of R. 
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THEOREM 2. The symbolic blow-up 0, b O PC” is not a finitely generated 
algebra over l?. 
Theorem 2 will be an easy consequence of Theorem 1, once the rings 
involved have been described more explicitly. 
Before proving these theorems, we mention briefly the connection with 
the Monomial Conjecture of M. Hochster in dimension three. This conjec- 
ture states that if we replace &, by any local ring of dimension three and 
replace X, Y, and Z by any system of parameters, then for any non- 
negative integer t, X’Y’Z’ is not in the ideal generated by X’+ ‘, Yr+ ‘, and 
Z’ + ‘. If the ring of Theorem 1 were finitely generated (and, even weaker 
conclusions would suffice), the Monomial Conjecture would be a conse- 
quence. Of course, the Monomial Conjecture has been proven, by totally 
different methods, in characteristic zero, and, although it follows from the 
result proven here that the ring constructed similarly in mixed charac- 
teristic is not finitely generated, it is possible that a weaker condition does 
hold in that case. 
2. PROOF OF THEOREM 1 
The proof that the ring Kn S defined in Theorem 1 is not finitely 
generated will be carried out in several steps. First, we give an explicit 
description of the part of this ring of degree n, which we denote S”(M). We 
then show that if n >, 1, then every element of S”(M), considered as a poly- 
nomial in S, T, U, and V, has all its coefficients in the ideal of R, generated 
by X, Y, and Z. Finally, we show that for every lz 2 0 there is an element 
of S”(M) whose V” coefficient is X. Put together, these facts imply 
immediately that the ring cannot be finitely generated. 
Let S(M)= O,2o S’(M) be the subring of R generated by M as above. 
Let S”(M) denote the set of elements c( of R, such that some power of the 
maximal ideal of R, times a is contained in S”(M). 
LEMMA 1. With notation as above, we have 
K n R = @ S”(M). 
n>O 
Proof. If c( E S”(M), then, in particular, x”cr E S”(M) for some m. Since 
XES(M), this implies that C(E K. It is clear from the definition that 
S”(M) E R. 
Conversely, suppose that an element a of R is in K. Localize R and S(M) 
by inverting the element X. After localization, A4 becomes a free direct 
summand of the free module generated by S, T, U, and V. Hence, after 
changing basis, the localization S(M), is a polynomial ring on three 
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variables and R, can be obtained from it by adding a fourth variable; so 
we have that Kn R, = S(M),, and thus CI E S(M),. Since the same holds 
for S(M), and S(M),, we conclude that some multiple of m, times ct is 
contained in S(M), so C(E ena0 S”(M). 
It was pointed out by the referee that S”(M) is also the double dual of 
the nth symmetric power of A4, so that the ring @ naO S”(M) is the 
“factorial closure” of the symmetric algebra on M. These concepts were 
introduced in Samuel [8]. 
We must now show that this algebra is not finitely generated, and more 
precisely, that for each n there is an element of S”(M) which is not in the 
subalgebra generated by all the S’(M) for j < n. This will follow from the 
following two lemmas: 
LEMMA 2. Denoting the maximal ideal of R0 by m,, we have 
S”(M) c m, R,, 
.for all n > 0. 
LEMMA 3. For all n > 0 there is an element of S”(M) whose V” coef- 
ficient is X. 
It is clear that these lemmas imply that there is a new generator in each 
degree. In fact, the element whose existence is claimed in Lemma 3 cannot 
be in the subalgebra generated by elements of lower degree, since Lemma 2 
implies that all such elements are in m;R,,, and X$ rni. 
Before proving these lemmas, we give a description of S”(M) as the 
kernel of a canonically defined map 4, from R, to R,, _, ; this will make the 
proofs easier. The map 4, is defined by evaluating to reduce degree. For 
later use we give three forms of the definition. 
We first give a coordinate-free version. For n = 1, we let q5i be the map 
from R, to R0 which maps the generators of R, onto the generators of I 
defined in the previous section. Then, for n > 1, we define 4, by letting 
d,h . ..m.)= i m, . ..q4.(m,)...m,. 
j=l 
Since R, is the nth symmetric power of R,, this is well-defined. Since M is 
the kernel of 4i, it is immediate from this definition that every element of 
S”(M) goes to zero under 4,. 
In terms of monomials, d,, is defined by letting S”TbUcVd go to the 
element 
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The expression for 4, in terms of monomials defines a matrix which 
represents 4,. To simplify this matrix, we give a third representation in 
terms of divided powers. For our purposes, it suffices to note that since the 
ground field is assumed to have characteristic zero, an alternative basis for 
R, can be obtained by replacing the monomial S”ThU”Vd by its multiple 
(l/u! b! c! d!) S”TbU”Vd. If we denote (l/a! b! C! d!) S”TbUi”Vd by 
S’“)T(b’U”“V’d’. we have the formula 
= (,f+l) s'"-- UT(b)U(")v'd)+ (,1+1) '$'T'b-l'U""V'd' 
+ (zt+ 1) c$U)T(b)U("- Vv/(d) + (x'y'z') S'"'T'b'U"'V'd- 1). 
Thus the integer coefficients in the matrix representing $,, are replaced 
with ones. 
We now claim that the kernel of d,, is exactly S”(M). In Lemma 1 we 
have shown that S”(M) is the set of elements of R, which end up in S”(M) 
after every proper localization of R,. Thus it suffices to show that after 
localization, when M becomes a free direct summand of rank 3 of R,, the 
kernel of 4, is exactly S”(M). After localization a basis can be taken to be 
T1, T,, T,, T4, where the first hree go to zero (so form a basis for M) and 
the fourth is mapped to one. Now 4n is simply partial differentiation with 
respect to T4, so, since the ground field was assumed to have characteristic 
zero, the kernel is exactly R, [T, , T,, T3], and this is S”(M). 
Now that S”(M) has been defined as the kernel of a map, we return to 
the proofs of the lemmas. 
Proof of Lemma 2. Let 9 be an element of R, such that 4 4 m, R, but 
4,,(q) = 0. We may assume that one of the coefficients is 1; let S”ThU”Vd 
be a monomial whose coefficient is 1. Since n > 1, one of the exponents is 
positive; assume, for example, that a > 0. The coefficient of S”- ‘TbU’ Vd in 
4Jv) is then 
uX’+ ’ + (something in the ideal ( Y’+ ‘, Z’+ ‘, ,l?Y’Z’)). 
Since q was assumed to be in the kernel of d,, this would imply that .%“+I 
is in the ideal ( Yr + ‘, Z’+ I, X’Y’Z’), which is not true. The same argument 
works if any of the other exponents are assumed positive, so this proves the 
lemma (of course, the whole point is that X’+ ‘, Yr+r, Z’+ ‘, and X’Y’Z’ 
form a minimal set of generators of the ideal I). 
Proof of Lemma 3. This is considerably more difficult, and is in fact the 
main result of the paper. 
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The first step is to translate the problem into linear algebra. What we are 
attempting to do is to find an element of the kernel of 4, which, when con- 
sidered as a polynomial in S, T, U, and V with coefficients in R,, has X as 
the coefftcient of V”. Recall that we have a map $, defined from R,, onto 
the nth power of the ideal I; it is defined uniquely as the nth component 
of the R,-algebra map $ such that $(S) = X’+ ‘, $(T) = Y’+‘, 
l)(u)=z’+‘, and $( V)=X’Y’Z’. Thus the map $, sends XV” to 
X(,,Y’Z’)” = X”‘f ’ rrZ”‘. Now for each monomial S”ThU”Vd in S, T, U, 
and V of degree n there is a unique monomial X’Y’Zk in X, Y, and Z (with 
i, j, or k possibly negative) such that we have 
$,l((x’ylZ”) S”TbU”Vd) = x”‘+ 1 yIIZ”’ ( = ICI, WW). 
We can solve explicitly for i, j, and k simply by evaluating the left-hand 
side of the equation, and we obtain 
i=(n-u-d)t-a+ 1, 
j=(n-b-d)t-6, 
and 
k=(n-c-d)t-c. 
Using the fact that this monomial is assumed to have degree n, we have 
a + b + c + d= n, so we can rewrite these equations 
i=(b+c) t--a+ 1, 
j=(a+c)t-b, 
and 
k=(a+b)r-c. 
The condition for the element (X’YjZk) S”ThU”V” actually be in R, 
is that each of the exponents i, j, and k be non-negative. A monomial 
S”TbUcVd with this property will be called admissible. For each admissible 
monomial, the associated element of R,, which we have been denoting 
(XiYjZk) S”TbUcVd, will be called an admissible term. We note that the 
condition of admissibility depends only on a, b, and c, and not on d. 
We now look at the set of admissible monomials when we fix not only 
n, but also the V-exponent d. Let m = n - d. Then a + b + c = m, so the first 
inequality is (m -a) t - a + 1 3 0, which can be written mt + 1 L u(r + 1). 
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Doing the same to the other two inequalities and using “[ 1” to denote the 
greatest integer function, we have the three inequalities 
mt+ 1 
a6 - [ 1 t+l ’ 
b< = L 1 t+l ’
and 
mt 
CQ - [ 1 t+l . 
We note that if one of these three inequalities is not satisfied, then the 
other two have to be satisfied (since t is at least 2). If, for instance, the 
second and third were not satisfied, we would have 
2mt 4m 
b+c>-- a-->m, 
t+l 3 
which contradicts the facts that a > 0 and a + b + c = m. 
We recall that the aim of all this is to show that there exists a linear 
combination of admissible terms in the kernel of 4, with XV-coefficient 
equal to 1. As mentioned above, we are attempting to turn this problem 
into linear algebra. At this point we have essentially accomplished this. The 
main point is that an admissible term of degree n is mapped by c$,, to a 
linear combination of admissible terms of degree n - 1. Since there are only 
a finite number of admissible terms of each degree, if we restrict 4, to the 
subspace they span, it becomes a map of finite dimensional vector spaces 
over F. The next step is to express this map by a matrix. 
Let S denote the set of admissible monomials in S, T, U, and V of degree 
n. Let T denote those monomials of degree n - 1 such that it is possible to 
obtain an element of S by increasing one of the exponents by one (so that 
the image of S under the map 4, is contained in the subspace spanned by 
the set T). Although the spaces we are considering are really spanned by 
the admissible terms associated to these monomials it is simpler to index 
them by the monomials in S, T, U, and V. Now order each of these bases 
in such a way that the power of V increases. Grouping monomials with the 
same power of V together, the matrix defining 4, will have the following 
block form: 
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The aim is to show that there is a relation between the columns of this 
matrix which has a non-zero coefficient on the last column; the correspond- 
ing linear combination of admissible terms will then be in the kernel of 4, 
and have V” coefficient X. Equivalently, we must show that the last column 
is in the space spanned by the other columns. To do this, we shall show 
that each matrix M, has at least as many columns as rows and has 
maximal rank. This will imply that such a solution can be found by solving 
sucessively for the terms with lower and lower powers of V, so it implies 
the result. 
To simplify matters, we replace the matrix above in terms of monomials 
in ordinary powers to the one in terms of divided powers; since the ground 
field has characteristic zero, this does not make any difference in the result. 
The matrix now consists of zeros and ones, with the ones occurring where 
the monomial indexing the column is obtained from the one indexing the 
row by adding one to one of the exponents. 
Fix m, and consider the matrix M,. We recall that the columns of this 
matrix are indexed by monomials in S, T, and U satisfying the three 
inequalities listed above and the rows by monomials of degree m - 1 whose 
exponents satisfy the same inequalities (for M, not for m - 1, since the 
condition for a monomial to belong to T is that it is possible to raise one 
exponent by -one to obtain an admissible monomial, not that the monomial 
itself be admissible). To prove the above assertion, we show that any linear 
combination of monomials in T which satisfies the relations given by the 
columns (i.e., such that the corresponding linear combination of the rows 
is zero) is zero, or in other words, that the rows of M, are linearly 
independent. To do this it is helpful to arrange the monomials of T in their 
natural triangular shape. For example, the monomials of degree 2 can be 
arranged 
S2 
ST SU 
T2 TU U2. 
Similarly, monomials of any given degree can be arranged in such a 
triangular array. Those which satisfy the inequalities are then obtained by 
481/132/2-14 
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removing some from each corner (the exact number removed depends on 
t as well as m). This leaves a non-regular hexagon. A linear combination 
of monomials as above can now be thought of as an array of this 
hexagonal shape with entries in the ground field. 
To make this a little more clear, we give the example where m - 1 = 6 
and t = 2. The triangle with corners removed then looks like 
00 
0.0 
0.0. 
0.0.. 
0.00.. 
\ / l oooooo 
The monomials in T correspond to the dots inside the three lines, and 
the dots cut off at each of the corners correspond to monomials which are 
not in T. 
The main advantage in doing this is that now the relations also have a 
simple interpretation. Each relation is defined by an admissible monomial 
of degree m, and the relation is that the sum of the three coefficients of 
monomials obtained by lowering each of the exponents by one is zero. 
Now these three monomials are arranged in a small triangle of the shape 
V. Thus the condition on the array is that the sum of entries in any such 
triangle is zero. Similarly, for the edges of the original triangle the sum of 
two adjacent entries is zero. On the other hand, there is no relation corre- 
sponding to the sides bounded by the horizontal or diagonal lines, since 
the monomials which would give such relations are not admissible. We 
must show that any array satisfying these conditions has all entries zero. 
We first fix some notation. We denote the length (i.e., the number of 
monomials) of the row just below the horizontal line by k (in the case 
illustrated above we have k = 2). We denote by r one less than the length 
of the part of the bottom row between the two diagonal lines (in this case 
r is also equal to 2). The fundamental fact is: 
CLAIM. If t 22, then r3 k. 
Proof This fact results from the actual formulas for r and k in terms of 
m and t. Recall that for a given m the triangle in question represents the 
monomials of degree m - 1. The maximum permissible S-degree for the 
INFINITE SYMBOLIC BLOW-UPS 471 
monomial to be admissible is [(mt + l)/(t + i)]. Hence the number of rows 
above the horizontal line is (m - 1) - [(mt + l)/(t + l)], and we have 
Since the maximum possible T and U-degrees are [(mt)/( t + l)], a similar 
analysis gives 
r=2 2Z.L [ 1 t+l -WZ+l 
Thus the inequality which must be checked is 
Since the right hand side is increasing with t and our assumption is that 
t > 2, it suffices to check it for t = 2, and this can be done by checking it 
for each of the possibilities for m modulo 3. 
We now conclude the proof of Lemma 2. The idea can be seen by 
referring to the triangular array above. Suppose we are given an array of 
elements of the ground field satisfying all the required equations. Suppose 
we know the values of all k entries on the top row, that is, just below the 
horizontal line. Since every entry is minus the sum of the two entries above 
it (or simply minus the entry above it if it lies on the edge of the triangle), 
all entries can then be calculated. However, when we arrive at the row just 
below the bottom row the entries must be zero, and this gives exactly r 
equations. We have seen that the number of equations (which is r) is at 
least equal to the number of unknowns (which is k). We now show that 
these equations are independent, and, in fact, we find them explicitly; the 
equation for each of the small triangles is essentially the same as that for 
Pascal’s triangle, so the coefficients of the equations have simple expres- 
sions in terms of binomial coefficients. 
Let a,, . . . . uk be the entries on the top row. We index the entries in the 
array according to horizontal rows and diagonal rows from upper right to 
lower left. More precisely, denote by aij the entry in the ith horizontal row 
starting just below the line and the jth diagonal row from upper right to 
lower left; hence, for example, we have alj = a, and entries on the left edge 
of the triangle are of the form a,,. 
We then have the following formula for uU: 
+=(-l)‘- i i,-l a,. 
L > s=, --s 
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(In this formula we let ai, or uj be zero if it lies outside the triangle and 
(;:f)=O if i-l <j-s orj-s<O.) Thus the k by k matrix (cti) of coef- 
ficients for the lirst k of the Y equations in k unknowns coming from the 
line just below the bottom is, up to a possible minus sign, of the form 
for some integers q and t. None of the binomial coefficients occurring in 
this matrix are zero; this can be seen by noting that it means that each of 
the ak’s actually occurs in each of the equations, or, in terms of the 
diagram, that the spaces in question below the bottom row lie in the 
triangular region below uk for each k. More formally, it follows from the 
inequality 
The determinant of a matrix of this form is not zero (the method for 
computing it can be found, for instance, in Muir [4, Chap. XX]). Thus this 
completes the proof. 
4. THE SYMBOLIC BLOW-UP OF P 
In this section we show that the fact that the ring @ S”(M) is not 
finitely generated implies that the symbolic blow-up of the prime ideal P in 
the power series ring 2 = F[ [X, Y, Z, S, T, U, V]] is not finitely generated. 
To see this, we note first hat if we denote the part of li of degree n in 
S, T, U, and V by &, then an element of fi = n i?, is in P if and only if 
each &,-component is in P. We have P n fi, = 0 and P n i?, = k. It follows 
that P” has non-zero components only in degrees greater than or equal to 
n and that P” n i?, = Sn(&). After localizing at X, Y, or Z, P is generated 
by a regular sequence, so that its symbolic powers are equal to its ordinary 
powers; hence an element CI of i?,, is in PC”) if and only if some power of 
tit0 times c( is in P”, so we have 
PC”’ n A, = Fgg. 
Now if an element c1 of P(“’ n i?, were in the subalgebra of @ i20 PC’) 
generated by the P(j) for i < n, we could write it as a sum of elements in the 
ideals Pci’Pci), where 0 < i, j < n and i + j = n. Since P(j) n l?, = 0 for k < i, 
and similarly for j, the only elements that could give a non-zero contribu- 
tion are those in (P(j) n fii)(PcJ) n fij) = m-. Thus an element of 
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P(G) which is not in the subalgebra of oiaO m generated by corn: 
ponents of degree less than n also gives an element of PC”) which is not in 
the subalgebra of @ i a ,, Pi) generated by components of lower degree, so 
@ i2 O PCi) is not a finitely generated algebra over k. 
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