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1. INTRODUCTION AND MAIN RESULT
In this paper, we study the existence and nonexistence of global solutions
of the problem
uit={(u:ii {ui), x # 0, t>0,
ui
’
=Mi ‘
n
j=1
umijj , x # 0, t>0, (1)
ui (x, 0)=ui0(x)>0, x # 0 ,
i=1, ..., n,
where 0/RN is a bounded domain with smooth boundary 0, ’ is the
unit outward normal vector, and the constants Mi>0, :i0, mij0,
i, j=1, ..., n; ui0(x), i=1, ..., n, are positive C1 functions and satisfy the
compatibility conditions.
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Decompose [1, ..., n]=G _ H such that :i>0 for i # G and :i=0 for
i # H. If :i>0 for all 1in, then G=[1, ..., n], H=<. If :i=0 for all
1in, then G=<, H=[1, ..., n]. Define
mij , i, j # H
mij : j , i # H, j # G
bij={:im ij , i # G, j # H:imij :j , i, j # G, i{ jmij+:i , i= j # G.
Let B=(bij)n_n , A=(aij)n_n=I&B, where I is an identity matrix. Then B
is a nonnegative matrix.
Our main result is
Theorem. All positive solutions of (1) exist globally if and only if all of
the principal minor deteminants of A are nonnegative.
From a physical point of view, the differential equations in (1) have been
suggested as some models; see [1, 2, 6] and the references therein. The
nonlinear boundary conditions in (1) can be physically interpreted as a
nonlinear radiation law, which here is actually an absorption law; see [35].
When n=2, C. V. Pao [7] established the upper and lower solutions
method and gave some sufficient conditions on the global solutions and for
a blow-up in finite time for problem (1). When n=2, S. Wang et al. [9]
proved that (1) has a global positive solution if and only if :1+m111,
:2+m221, and m12m21(1&m11&:1)(1&m22&:2) by constructing
explicit upper and lower solutions. When n>2 and :i=0, i=1, ..., n,
M. X. Wang et al. [8] proved that (1) has a global positive solution if and
only if all of the principal minor deteminants of I&(mij)n_n are non-
negative by discussing the properties of the solution of the single equation
to construct upper and lower solutions.
Using the methods of [6], it can be proved that there exist T>0 and a
unique noncontinuable solution (u1(x, t), ..., un(x, t)) of (1) on 0 _[0, T ).
If T<+, then limt  T& sup ni=1 &ui ( } , t)&=+, i.e., (u1 , ..., un)
blows up in finite time. Moreover, the comparison principle for the positive
upper and lower solutions holds. Consequently, ui (x, t)$, i=1, ..., n,
where $=min1in [min0 ui0(x)]>0.
For the reader’s convenience, here we briefly explain our ideas.
This paper is a continuation of the paper [9]. Our main purpose is to
give a general method of dealing with the general system (1).
Our basic strategy is to construct various kinds of explicit upper and
lower solutions to control the solution of (1).
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Although some ideas of the paper have been used in [8, 9], the problem
is very complex for the system (1). First, we need some results from the
irreducible matrices theory (see [10]). In particular, our Proposition 3 (see
below) plays a key role in proving our main results, although it is essen-
tially a direct result of Proposition 3.1 of [8] (see below also). Then,
thanks to the fact that the system has a very special structure, we spend a
lot of time constructing explicit upper and lower solutions. In addition, we
we also overcome many difficulties in verifying that the constructed
functions are upper and lower solutions of (1).
The above are the difficulties which we have to overcome to generalize
the results from [8, 9] to the case n3, :i0, and :i>0 for some i.
2. PRELIMINARIES
In this section we will prove some results which are useful in the proof
of our main theorem.
Proposition 1 [8]. Suppose that B is a nonnegative matrix, I is an
identity matrix, and all principal minor deteminants of A=(aij)n_n are non-
negative. If A is a irreducible matrix, then there exists ;=(;1 , ..., ;n)T with
;i>0, i=1, ..., n, such that A;(0, ..., 0)T, i.e.,
:
n
j=1
aij ; j0, i=1, ..., n.
Proposition 2 [8]. Suppose that B is a nonnegative matrix, I is an
identity matrix, and all of the l th order (l=1, ..., n&1) principal minor
determinants of A=(aij)n_n are nonnegative. If det A<0, then A is an
irreducible matrix and there exists ;=(;1 , ..., ;n)T with ;i>0, i=1, ..., n,
such that A;<(0, ..., 0)T, i.e.,
:
n
j=1
aij ; j<0, i=1, ..., n.
Proposition 3. Suppose that B is a nonnegative matrix, I is an identity
matrix, and all of the l th order (l=1, ..., n&1) principal minor deteminants
of A=(aij)n_n are nonnegative. If det A<0, then for any given c=
(c1 , ..., cn)T, ci # R1, i=1, ..., n, there exists k=(k1 , ..., kn)T with ki>0,
i=1, ..., n, such that Ak+c(0, ..., 0)T, i.e.,
:
n
j=1
aijkj+ci0, i=1, ..., n. (2)
253QUASILINEAR PARABOLIC SYSTEMS
Proof. It follows by Proposition 2 that there exists ;=(;1 , ..., ;n)T with
;i>0, i=1, ..., n, such that
:
n
j=1
aij ; j<0, i=1, ..., n.
Denote si=&nj=1 aij ;j , i=1, ..., n, then s i>0, i=1, ..., n. Set
s= max
1in
[max[ci , 0]s i , 1; i]>0,
then ki=;i s, i=1, ..., n, satisfy (2).
In fact, we have ki1, i=1, ..., n, and
:
n
j=1
aijkj+ci= :
n
j=1
aij ; js+ci
=s :
n
j=1
aij ; j+ci=&ss i+ci
&(max[ci , 0]si) s i+ci=&max[ci , 0]+ci
0.
Remark. By the choices of k and s we have that ki , i=1, ..., n, can be
chosen so large that, for any given constant L>0, kiL.
3. PROOF OF THE SUFFICIENCY
We will complete the proof of the sufficiency by using the inductive
method. We assume that all of the principal minor deteminants of A are
nonnegative in this part.
If n=1, 2, by the results of [7, 9] the solution of (1) exists globally,
i.e., the result is true for n=1, 2. Assume that the result is true for n=
1, 2, ..., n&1. By Proposition 1 we have the following two cases:
(I) A is reducible
(II) There exists l=(l1 , ..., ln)T with li>0, i=1, ..., n, such that
A l(0, ..., 0)T, i.e.,
:
n
j=1
aij lj0, i=1, ..., n.
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If (I) holds, without loss of generality we may consider that
A=\As_s0
As_(n&s)
A(n&s)_(n&s)+ , 1s<n.
By the definitions of A and B we have that bij=0, and hence mij=0,
i=s+1, ..., n, j=1, ..., s. Because 1s<n, by the inductive assumption
us+1(x, t), ..., un(x, t) exist globally. By the definition of the global solution
again we have that for any T>0 there exist Ci (T )>0 such that for (x, t) #
0 _[0, T],
ui (x, t)Ci (T )<+, i=s+1, ..., n.
By (1) we have
uit={(u:ii {ui ), x # 0, t>0,
ui
’
=Mi ‘
n
j=1
umijj i=1, ..., s. (3)
Mi ‘
n
j=s+1
C mijj (T ) ‘
s
j=1
umijj , x # 0, t>0,
ui (x, 0)=ui0(x)$>0, x # 0 ,
Denote Ki=Mi >nj=s+1 C
mij
j (T ), i=1, ..., s. Consider the problem
wit={(w:ii {wi), x # 0, t>0,
wi
’
=Ki ‘
n
j=1
wmijj , x # 0, t>0, i=1, ..., s (4)
wi (x, 0)=ui0(x)$>0, x # 0 ,
Since 1s<n, by the inductive assumption (4) has global solutions. And
by use of (3) and (4) it can be verified that (u 1(x, t), ..., u n(x, t))=
(w1(x, t), ..., ws(x, t), us+1(x, t), ..., un(x, t)) is an upper solution of (1) and
exists globally. Therefore the solutions of (1) exist globally.
If (II) holds.
Case 1. H=<, i.e., :i>0 for all 1in. Let h(x) be a positive
solution of
2h=*=|0||0|, x # 0;
h
’
=1, x # 0. (5)
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Then h(x) # C 2(0) & C 1(0 ). And there exist b, L>0 such that 1h(x)b,
|{h(x)|2L, x # 0 . Denote q i=nj=1 mij :j , p i=min[1, 2
1:i&1], Di=
maxx # 0 u i0(x), i=1, ..., n. Set
u i (x, t)=(Fh(x)+e=li (t+1))1:i= y1:ii , i=1, ..., n,
where
F= max
1in
[M i:i2qi pi]
== max
1in
[log(Fb), :i log Di , 2F(*+FL: i)]l i .
By direct computation, for (x, t) # 0_[0, +), 1in, we have
u it= y1:i&1i e
=li (t+1)=li : i , {u i=F:iy1:i&1i {h;
2u i=F:i y1:i&1i 2h+F
2:i (1:i&1) y1:i&2i |{h|
2.
{(u :ii {u i)=u
:i
i 2u i+:i u
:i&1
i |{u i |
2
=F*:i y1:ii +F
2:2i y
1:i&1
i |{h|
2
 y1:ii [F*:i+F
2L:2i ]
=1:i y1:i&1i yi [F*+F
2L:i]
1:i y1:i&1i e
=li (t+1)2[F*+F 2L:i]
1:i y1:i&1i e
=li (t+1)=li
=u it .
For (x, t) # 0_[0, +), 1in, we have
u i
’
=F:i y1:i&1i
h
’
=Mi ‘
n
j=1
u mijj F(:iM i) ‘
n
j=1
y&mij:jj y
1:i&1
i
Mi ‘
n
j=1
u mijj F(:iM i)
_ ‘
n
j=1
(2&mij:j } e&=ljmij (t+1):j) pie=li (t+1)(1:i&1)
=Mi ‘
n
j=1
u mijj piF(:iMi)
_2&
n
j=1 mij:j } e&=(t+1) 
n
j=1 lj mij :j+=li (t+1)(1:i&1)
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=Mi ‘
n
j=1
u mijj p iF(:iMi) 2
&nj=1 mij :j e=(t+1):i 
n
j=1 aij lj
Mi ‘
n
j=1
u mijj p iF(:iMi) 2
&nj=1 mij :j
Mi ‘
n
j=1
u mijj .
For x # 0 , 1in, we have
u i (x, 0)=(Fh(x)+e=li )1:ie=li :iDiu i0(x).
This shows that (u 1(x, t), ..., u n(x, t)) is an upper solution of (1) and exists
globally. Therefore (u1(x, t), ..., un(x, t))(u 1(x, t), ..., u n(x, t)), and hence
the solution (u1(x, t), ..., un(x, t)) of (1) exists globally.
Case 2. H{<. For simplicity, we may think that H=[1, ..., k]. If
k=n, i.e., :i=0 for 1in, by the result of [8], the result holds. If k<n,
then k+1, ..., n # G. We may think that limax[1, bMi2
n
j=k+1 mij:j], i=1, ..., n.
Set
u i (x, t)=hli (x) e=li (t+1), i # H,
u i (x, t)=(Fh(x)+e=li (t+1))1:i= y1:ii , i # G,
where
F= max
1in
[(M i:ib
k
j=1 mij lj 2
n
j=k+1 mij :j )pi],
== max
1in
[li (*+(l i&1) L), log D i , : i log Di , 2F(*+FL:i)]li .
By direct computation, for (x, t) # 0_[0, +), i # H, we have
u it=hli (x) e=li (t+1) =li ,
{u i=hli&1(x) e=li (t+1) li {h,
2u i=e=li(t+1)li (hli&1(x) 2h+(li&1) hli&2(x) |{h| 2),
=e=li (t+1)lih li (x)(h&1(x) *+(li&1) h&2(x) |{h|2),
e=li (t+1)lih li (x)(*+(l i&1) L),
e=li (t+1)lih li (x) =u it .
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For (x, t) # 0_[0, +), i # H, we have
u i
’
=e=li (t+1)lih li&1(x)
h
’
=e=li (t+1)lihli&1(x)
= ‘
n
j=1
u mijj ‘
k
j=1
(h&mij lj (x) e&=lj (t+1) mij ) } ‘
n
j=k+1
y&mij :ji e
=li (t+1)li hli&1(x)
 ‘
n
j=1
u mijj (h(x))
&kj=1 mij lj+li&1
} e=(t+1)(&
k
j=1 mij lj+li&
n
j=k+1 mij lj :j )2&
n
j=k+1 mij :j li .
Since
:
n
j=1
aij lj=& :
k
j=1
mij lj+li& :
n
j=k+1
mij l j: j0,
we have
& :
k
j=1
mij l j+li :
n
j=k+1
mij l j :j0.
Therefore
u i
’
 ‘
n
j=1
u mijj b
&12&
n
j=k+1 mij:j li
Mi ‘
n
j=1
u mijj .
For x # 0 , i # H, we have
u i (x, 0)=hli (x) e=lie=liDiui0(x).
For i # G=[k+1, ..., n], similar to the proof of Case 1 it can be verified
that
{(u :ii {u i)u it , x # 0, t>0;
u i (x, 0)Diui0(x), x # 0 .
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For (x, t) # 0_[0, +), i # G, we have
u i
’
=F:i y1:i&1i
h
’
= ‘
n
j=1
u mijj F: i ‘
k
j=1
((h(x))&mij lj e&=mij lj (t+1)) } ‘
n
j=k+1
y&mij :jj y
1:i&1
i
 ‘
n
j=1
u mijj 2
& nj=k+1 mij :j Fp i :i (h(x))&
k
j=1 mij lj
} e=(t+1):i (&
k
j=1 mij :i lj&
n
j=k+1 mij :i lj :j+(1&:i ) li )
 ‘
n
j=1
u mijj 2
& nj=k+1 mij :j Fp i :i } b&
k
j=1 mij lj e=(t+1):i 
n
j=1 aij lj
 ‘
n
j=1
u mijj 2
& nj=k+1 mij :j Fp i :ib&
k
j=1 mij lj
Mi ‘
n
j=1
u mijj .
This shows that (u 1(x, t), ..., u n(x, t)) is an upper solution of (1) and exists
globally. Therefore (u1(x, t), ..., un(x, t))(u 1(x, t), ..., u n(x, t)), and hence
the solution (u1(x, t), ..., un(x, t)) of (1) exists globally, i.e., the result is true
for n. The proof of the sufficiency is complete.
4. PROOF OF THE NECESSITY
We will complete the proof of the necessity by contradiction. Suppose
that some sth order (1sn) principal minor deteminant det As_s of
A=(aij)n_n is negative. Without loss of generality we may consider that
As_s=\
a11
a21
b
as1
} } }
} } }
b
} } }
a1s
a2s
} } }
ass + , 1sn,
and all of the p th order (1ps&1) principal minor deteminants
det Ap_p of As_s are nonnegative. Because the local solution u(x, t) of (1)
satisfies ui (x, t)$>0, i=1, ..., n, by (1) we have
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uit={(u:ii {u i ), x # 0, t>0,
ui
’
=Mi ‘
n
j=1
umijj i=1, ..., n.
(6)
Mi$
n
j=s+1 mij ‘
s
j=1
umijj , x # 0, t>0,
ui (x, 0)=ui0(x)$>0, x # 0 ,
Denote K i=Mi$
n
j=s+1 mij, i=1, ..., s. Consider the problem
wit={(w:ii {wi), x # 0, t>0,
wi
’
=K i ‘
s
j=1
wmijj , x # 0, t>0, i=1, ..., s. (7)
wi (x, 0)=ui0(x)$>0, x # 0 ,
By the definitions of the matrix A, B and the assumptions, we have that
As_s=I&Bs_s , where Bs_s is a nonnegative matrix and As_s satisfies all
of the assumptions of Proposition 3.
Case 1. :i>0, i=1, ..., s. Set ci=1&sj=1 mij:i :j , i=1, ..., s. It follows
by Proposition 3 that there exist li1, i=1, ..., s, such that
:
s
j=1
aij lj+ci0, i=1, ..., s. (8)
Denote yi=Fh(x)+(E&Mt)&li, %i=(li+1)(:i li), {i=max[1, 2%i&1], i=
1, ..., s. Set w
 i
(x, t)= y%ii , where h(x) satisfies (5), li , i=1, ..., s, satisfies (8),
and
E= max
1is
[($&12%i )1(li%i )], M= min
1is
[F*li],
F= min
1is
[K i E (
s
j=1 aij lj+ci ):i (%i {i), E &li b].
For i=1, ..., s, by the direct computations we have
w
 it
=%i y%i&1i Mli (E&Mt)
&li&1,
{w
 i
=%i y%i&1i F {h,
2w
 i
=%i y%i&1i F 2h+% i (%i&1) y
%i&2
i F
2 |{h| 2,
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{(w

:i
i {w i
)=w

:i
i 2w i
+:iw
:i&1
i |{w i
|2
= y:i%ii (F*%i y
%i&1
i +%i ((:i+1) % i&1) F
2y%i&2i |{h|
2)
F*%i y:i %i+%i&1i (by :i %i+%i&1=(:i+li+1):i li>0)
=F*%i y%i&1i (E&Mt)
&li&1 y%i :ii (E&Mt)
li+1
F*%i y%i&1i (E&Mt)
&li&1 (E&Mt)&li %i :i+li+1
=F*%i y%i&1i (E&Mt)
&li&1
w
 it
, x # 0, 0<t<EM.
By 1h(x)b and the choices of E, F, M we have
(E&Mt)&li yi2(E&Mt)&li, i=1, ..., s.
By the expression formulas of %i , i=1, ..., s, and the definition of A=
(aij)s_s , we have
& :
s
j=1
mij lj%j+li (% i&1)=& :
s
j=1
mij lj : j+(1&:i) li :i& :
s
j=1
m ij:j+1:i
=1:i \ :
s
j=1
aij lj+ci+0.
Using h’=1 and the above formulas, we have
w
 i
’
=%i y%i&1i F
h
’
=% i y%i&1i F
= ‘
s
j=1
w

mij ‘
s
j=1
y&mij %jj %i y
%i&1
i F
 ‘
s
j=1
w

mij ‘
s
j=1
(E&Mt)mij lj %j } %i{i (E&Mt)&li (%i&1) F
= ‘
s
j=1
w

mij (E&Mt)&(&
s
j=1 mij lj %j+li (%i&1))F% i{i
= ‘
s
j=1
w

mij (E&Mt)&1:i (
s
j=1 aij lj+ci ) F% i{i
 ‘
s
j=1
w

mij E&1:i (
s
j=1 aij lj+ci )F% i{i
K i ‘
s
j=1
w

mij, x # 0, 0<t<EM.
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By the choices of E, F, and h(x)b we have, for x # 0 ,
w
 i
(x, 0)=(Fh(x)+E &li )%i (Fb+E
&li)%i(2E&li)%i$ui0(x).
Therefore (w
 1
(x, t), ..., w
 s
) is a lower solution of (7) and blows up in finite
time. By (6) and (7) it is easy to know that (w
 1
(x, t), ..., w
 s
, $, ..., $) is a
lower solution of (1) and blows up in finite time. Hence the solution (u1 , ..., un)
blows up in finite time. There is a contradiction with the assumption that
(1) has a global solution.
Case 2: :i1= } } } =:ik=0, : j>0, 1 js, j{i l , l=1, ..., k. Without
loss of generality, we may consider that :1= } } } =:k=0, :j>0, j=k+1, ..., s.
Set
ci={1&
s
j=k+1 mij :j ,
1&sj=k+1 mij:i : j ,
i=1, ..., k;
i=k+1, ..., s.
By Proposition 3 there exist li1, i=1, ..., s, such that
:
s
j=1
aij lj+ci0, i=1, ..., s. (9)
Let ,(x) be the solution of the linear problem
&2,=1, x # 0; ,=0, x # 0,
then ,(x)>0, x # 0; ,’<0, x # 0. There exist G1 , G2 , G3>0 such that
0<G1<&
,
’
G2 , x # 0; ,(x)+|{,(x)|G3 , x # 0 .
Denote yi = Fh(x) + (E & Mt)&li ; %i = (li + 1) :i li , i = k + 1, ..., s, {i=
max[1, 2%i&1], i=1, ..., s, z=(E&1&D,(x))&1&Mt. Set
w
 i
(x, t)={z
&li,
y%ii ,
i=1, ..., k;
i=k+1, ..., s.
Where h(x) satisfies (5), li , i=1, ..., s, satisfies (9) and
E= max
1is
[($&1li, ($&12%i )1(li %i )], M= min
1is
[F*li , E 2D],
F= min
1is
[K iE (
k
j=1 aij lj+ci ):i (%i{i), E &li b],
D= min
1is
[1(2G3E ), K i E
s
j=1 aij lj+ci&2(li G2)].
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For i=1, ..., k, x # 0, 0<t<EM, by direct computation we have
w
 it
=Mliz&li&1,
{w
 i
=li z&li&1(E &1&D,(x))&2 (&D {,),
2w
 i
=li z&li&1(E &1&D,(x))&2 D
+z&li&2(E &1&D,(x))&4 D2 |{,|2 l i } [li+1&2z(E&1&D,)]
=li z&li&1(E &1&D,(x))&2 D+liz&li&2
} (E &1&D,(x))&4 D2 |{,| 2 [l i&1+2Mt(E&1&D,)]
li z&li&1(E &1&D,(x))&2 D (by li1)
E 2Dl iz&li&1Mliz&li&1=w it
.
For i=1, ..., k; x # 0; 0<t<EM; we have
wi
’
=(E&Mt)&li&1 liDE2 \&,’+
G2(E&Mt)&li&1 li DE2
= ‘
s
j=1
w

mij
j ‘
k
j=1
(E&Mt)mij lj ‘
s
j=k+1
y&mij %jj } G2(E&Mt)
&li&1 li DE2
 ‘
s
j=1
w

mij
j liDE
2G2 } (E&Mt)
k
j=1 mij lj+
s
j=k+1 mij lj%j&li&1
= ‘
s
j=1
w

mij
j liDE
2G2
} (E&Mt)&(&
k
j=1 mij lj+li&
s
j=k+1 mij lj :j+1&
s
j=k+1 mij :j )
= ‘
s
j=1
w

mij
j (E&Mt)
&(sj=1 aij lj+ci ) liDE 2G2
= ‘
s
j=1
w

mij
j E
&( sj=1 aij lj+ci ) liDE 2G2
K i ‘
s
j=1
w

mij
j .
For i=1, ..., k, x # 0 , using the choices of E, D, we have
w
 i
(x, 0)=(E &1&D,(x)) liE &li$ui0(x).
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For i=k+1, ..., s, similar to the proof of case 1 it can be verified that
w
 it
{(w

:i
i {wi), x # 0, 0<t<EM.
w
 i
’
= y%i&1i %iF
= ‘
s
j=1
w

mij
j ‘
k
j=1
(E&Mt)mij lj ‘
s
j=k+1
y&mij %jj y
%i&1
i %i F
 ‘
s
j=1
w

mij
j (E&Mt)
 kj=1 mij lj+
s
j=k+1 mij %j lj&li (%i&1) % iF{i
= ‘
s
j=1
w

mij
j %iF{ i
} (E&Mt)&1:i (&
k
j=1 mij lj:i&
s
j=k+1 mij :i:j lj+(1&:i ) li+1&
s
j=k+1 mij :i :j )
= ‘
s
j=1
w

mij
j (E&Mt)
&1:i (
k
j=1 aij lj+ci )%iF{i
 ‘
s
j=1
w

mij
j E
&1:i (
k
j=1 aij lj+ci ) %i F{i
K i ‘
s
j=1
w

mij
j , x # 0, 0<t<EM.
w
 i
(x, 0)=(Fh(x)+E&li)%i(Fb+E&li)%i
(2E&li)%i$u i0(x), x # 0 .
Therefore (w
 1
(x, t), ..., w
 s
) is a lower solution of (7) and blows up in finite
time. By (6) and (7) we have that (w
 1
(x, t), ..., w
 s
, $, ..., $) is a lower solu-
tion of (1) and blows up in finite time. And hence the solution (u1 , ..., un)
of (1) blows up in finite time. This is a contradiction to the assumption that
(1) has a global solution. The proof is complete.
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