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Abstract 
We consider finite size effects on calculation of the viscosity of bulk molecular fluids using 
molecular dynamics simulations.  The results are obtained using equilibrium simulations, 
direct calculations from nonequilibrium molecular dynamics simulations and calculations of 
the transient time correlation function expression, based on the dissipation theorem for 
nonlinear response.  As with atomic fluids, strain induced by the periodic boundary conditions 
on the molecular systems can become significant for small systems at high densities and low 
temperatures. It addition to this effect, the dissipation function has a finite size contribution 
below a critical size, and this becomes more important as the system size is reduced and the 
length of the molecule increases.  In this paper we show how calculations can be carried out 
to obtain convergence to bulk values with limited system size simulations.  
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1.  Introduction 
In order to make molecular dynamics simulations of bulk systems feasible or efficient, it is 
necessary to use periodic boundary conditions (PBCs) where a finite number of particles in a 
unit cell are replicated.  The periodicity of these systems still results in finite size effects, 
however they are reduced compared to those that would be caused by the presence of walls.  
There is extensive literature on finite size effects on simulation results (see, for example, 
Denton and Egelstaff, 1997 and Roman et al. 2008, and references therein).  With an increase 
in computational power, the size and complexity of the molecules that can be studied is 
increasing.  However, although some of the finite size effects are sensitive to the number of 
atoms, others will be sensitive to the number or length of the molecules.  In those cases, 
although the system might be relatively large in size with a large number of atoms, finite size 
effects might still be apparent. 
Some system size effects are simply a result of the inability of the system to explore the full 
phase space of the bulk fluid, and in many cases the only way to overcome this is to increase 
the size of the system.  Other effects occur due to the fact that the exact expression for the 
property of interest in a small system differs to that in the bulk system due to the inclusion of 
finite size terms.  In some cases if the expressions are corrected to include these terms, better 
agreement with the bulk system results will be obtained.  This might circumvent the need to 
increase the system size, and lead to better results without adding significant computational 
cost and therefore improve the efficiency of the simulation. It is these cases that we are most 
interested in here. 
One important property that can be obtained from molecular simulations is the viscosity of a 
molecular fluid. Determination of viscosities is of interest in fluidics, rheology and tribology, 
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where long extended molecules may exist at high densities.  Under shear, the viscosity of the 
fluid can increase or decrease and the structure of the fluids can change substantially.  As the 
complexity of the molecule increases, nonlinear response to an applied field occurs at lower 
strain rates.  This is an important issue in NEMD simulations as the strain rates required to get 
satisfactory signal to noise ratios in the stress are large compared to standard experimental 
conditions. To overcome this problem, expressions such as the transient time correlation 
function (TTCF) expression (Evans and Morriss, 1988, 1990) have been developed, and this 
will be discussed below.  In the current manuscript we will focus on calculations of the 
viscosity of dense fluids. 
Finite-sized effects will be considered in three approaches to calculation of the viscosity: 
equilibrium calculations using the Green-Kubo (GK) expression;  nonequilibrium calculations 
where the strain dependent viscosity can be determined directly from the ratio of the stress to 
the strain rate (Direct) and nonequilibrium calculations where the strain dependent viscosity is 
determined from the integral of a TTCF (Evans and Morriss, 1990).  Most work on finite size 
effects on viscosities has considered small molecules at system sizes where the effects are 
minimal (Yeh and Hummer, 2004).  However, Petravic and Evans (1998, 1998b) and Petravic 
(2004a, 2004b, 2004c, 2005) have extensively studied these issues for fluids comprised of 
monatomic Lennard-Jones or Weeks-Chandler-Andersen (Weeks et al., 1971) particles, and 
have shown how in sufficiently small systems finite size effects are significant.  In this paper 
we extend that work to consider molecular fluids. 
2. Calculation of Viscosity 
2.1 Viscosity from equilibrium simulations 
Green-Kubo relations using equilibrium molecular dynamics simulations provide the most 
common approach for calculation of viscosity.  Normally the equilibrium periodic system will 
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comprise of square (2D) or cubic (3D) periodic cells, although when large molecules are 
considered other shapes might be preferable (see, for example, Wassenaar and Mark, 2004).  
In addition, the cells are normally are aligned as shown on the left of figure 1.  However, if 
the periodic cells are shifted in one direction, as on the right of figure 1, the strain caused by 
the boundary conditions produces a non-zero stress.  This was demonstrated by Petravic 
(2004a) for a Lennard-Jones atomic fluid.  This effect is system size, temperature and density 
dependent becoming more pronounced as the system approaches the solid-state transition 
(Petravic, 2004b, 2005).  The usual Green-Kubo expression for the viscosity, , is: 
, (1) 
where , V is the volume of the periodic cell, and  is the shear stress.   
refers to an equilibrium ensemble average for a system of periodic cells of length L that are 
shifted by an amount,  along the x-direction to give a dimensionless strain of  
(Petravic, 2004b).  Petravic (2004b) showed that unless  takes on particular values (e.g. 
), this expression will diverge, and needs to be modified (Petravic, 2004c) to give a 
strain dependent form, 
. (2) 
 
η
η = βV Pxy(0)Pxy(t) ε00
∞
∫ dt
β = 1/ (kBT ) −Pxy ... ε0
Δ ε0 = Δ / L
ε0
ε0 = 0
η(ε0 ) = βV Pxy(0)− Pxy ε0( )Pxy(t) ε00
∞
∫ dt
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Figure 1.  Schematic diagrams illustrating the strain introduced by shifting the lattice.  The 
simulation cells are aligned in the figure on the left, and are shifted by  in the figure on the 
right. 
2.2 Viscosity from non-equilibrium simulations using direct calculations 
In NEMD simulations, the effect of the application of shear to a system is modelled directly, 
and the ratio of the stress developed in the system to the strain rate applied will give the shear 
viscosity.  The use of NEMD approaches for calculation of transport properties is becoming 
more widely used, especially with the incorporation of these techniques into readily available 
software such as LAMMPS (Plimpton, 1995) and RUMD (2014).  The utility of these 
computational techniques includes the determination of the linear transport coefficients for 
slowly relaxing systems where convergence of Green-Kubo integrals is slow, and for 
determination of the nonlinear transport coefficients. 
The most rigorous approach to model homogeneous planar shear flow is to use the SLLOD 
equations of motion in conjunction with compatible boundary conditions such as the Lees-
Edwards PBCs or the equivalent Lagrangian rhomboid PBCs (Evans and Morriss, 1990).  The 
equations of motion for a system subject to a strain rate, , are: 
εL
 !γ
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 , (3) 
where  is the position of atom  in molecule i,  is its peculiar momentum (the total 
momentum less the streaming momentum), its mass and  is the total force on the atom 
due to all inter- and intramolecular interactions.  The centre of mass and peculiar momentum 
of the ith molecule is denoted by  and , respectively, so  is the y-coordinate of the 
centre of mass of the ith molecule and  is its centre of mass peculiar momentum in the y-
direction, and  is the mass of molecule i.  The last term in the equation of motion for the 
momentum is the thermostatting term that is applied to prevent the system from heating up, 
and to allow it to come to a steady state.  In this work, a Gaussian thermostat is applied 
(Evans and Morriss, 1990) to keep the molecular kinetic energy constant, 
, 
 . (4) 
There is some choice in the equations used – e.g. molecular SLLOD where the same 
streaming velocity is assumed for all the atoms of a molecule, and atomic SLLOD where each 
atom’s streaming velocity is based on its position in the y-direction.  In addition, the 
molecular or atomic peculiar kinetic energy can be thermostatted.  These issues have been 
discussed in detail (see for example, Allen, 1984; Travis et al., (2005)).  Molecular SLLOD 
with the streaming velocity of the molecules thermostatted has been found to be most 
appropriate for calculation of the viscosity and will be used in this work.  Configurational 
thermostats (see for example Delhommelle and Evans (2001), (2002); Travis and Braga, 
 
!qiα = piα /miα + i !γ qyi
!piα = Fiα − i !γ
miα
Mi
pyi −ξ
miα
Mi
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pyi
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2008) also have advantages for the study of molecular systems, however they are not yet as 
widely used as kinetic thermostats and will not be considered here. 
The shear stress in the fluid is the negative of the xy-component of the pressure tensor given 
by, 
  (5) 
where  is the force on atom  of molecule i due to atom  of molecule j and 
.  Calculation of the viscosity is usually from the ratio of the average stress to 
the applied strain rate, 
 , (6) 
however constant stress simulations (sometimes referred to as reverse-NEMD) can also be 
carried out (Evans and Morriss, 1990; Müller-Plathe, 1999).  In the limit of zero strain rate, 
the linear transport coefficient is recovered.   
If the transient response of the viscosity of a system is required, (i.e. the response of a system 
to the application of a constant strain rate at time zero), an ensemble average at time, t, after 
application of the field can be measured, and in the large system limit this is given by, 
 . (7) 
However  for these systems will evolve with time and, as shown in (Petravic and Evans, 
1998a), the time-dependent viscosity for small periodic systems will depend on  due to the 
use of PBCs. The evolution of the viscosity for different  can be determined 
Pxy =
1
V
pxi pyi
Mi
− 12 Fiα jβqyij
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i≠ j
∑
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η( !γ ) = −
lim
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1
t Pxy(s)ds0
t
∫
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η( !γ ,t) = − Pxy(t)
!γ
ε
ε
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computationally.  Each of these, independently, will converge to the bulk value for 
sufficiently large system size.  This approach is somewhat complicated as simulations starting 
from different values of  need to be carried out independently, and the time evolution is 
obtained using data from the trajectories that at time t reach the desired value of  (Petravic 
and Evans, 1998a).  Alternatively, by considering  as a phase space variable and carrying 
out ensemble averages over the extended phase space, , a single response 
curve will be obtained that will be expected to converge more quickly to the bulk response 
than any of the individual fixed  responses (Petravic and Evans, 1998b).  If interest lies in 
just determining the shear viscosity of the bulk system (and not the lattice strain dependent 
value), then this is a more straightforward approach and we will consider this here.  
Calculation of the response in time of the viscosity to a constant strain rate using equation (7) 
where the average is taken over the extended phase space will be referred to as the direct 
calculation of the viscosity and is given explicitly by, 
  (8) 
where  is the equilibrium phase space distribution function and  is the initial value 
of the lattice strain.  The fact that a small periodic system has non-zero stress has implications 
on the time evolution of the viscosity too.  A direct calculation of the stress starting from an 
initial strained lattice will eventually adopt a time-periodic behaviour as has been 
demonstrated for the atomic system (Petravic and Evans, 1998b). 
In this paper it will also be of interest to consider the contributions to the extended phase 
space average in (8) due to single initial lattice strains, so we define: 
ε
ε
ε
′Γ ≡ (Γ,ε ) ≡ (q,p,ε )
ε
 
η( !γ ,t) = −
Pxy Γ(t),ε(t)( ) f (Γ,ε0 )dΓ dε0∫0
1
∫
!γ
= −
Pxy Γ(t),ε(t)( ) dε00
1
∫
!γ
f (Γ,ε0 ) ε0
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  (9)  
2.3 Viscosity from non-equilibrium simulations using the dissipation theorem 
Determination of the viscosity and its response, (8), is problematic at small strain rates.  This 
can be seen by considering systems in the linear regime where the average value of the 
numerator decreases linearly with field, whereas the standard deviation of that average will be 
field independent.  Therefore the error in the viscosity will increase inversely with the field.  
This means that the best determination of the linear viscosity will be achieved with the 
highest field possible, while maintaining linearity.  In the nonlinear regime, the response with 
the desired field instead must be considered, and if nonlinearity sets in at low fields this will 
result in large numerical errors.  
The TTCF approach overcomes this problem.  It was originally derived for thermostatted, 
field driven flow (Evans and Morriss, 1988, 1990), but the approach has been generalised 
through the dissipation theorem (Evans et al. 2010; Sevick et al. 2008). The standard form of 
this theorem gives the transient response of a phase variable, , to the application of a 
field,  
 
 (10) 
where  is the dissipation function that depends on the initial equilibrium system and the 
dynamics.  For field driven flow which is unthermostatted, or thermostatted using a Nosé-
Hoover or Gaussian thermostat (Evans and Morriss, 1990), and which is initially sampled 
from a canonical ensemble, the dissipation function is given by the adiabatic rate of change in 
the internal energy,  (Sevick et al., 2008).  Derivation of this result requires (i) that 
the dynamics are autonomous (i.e. with no explicit time dependence) and (ii) ergodic 
 
η( !γ ,ε0,t) = −
Pxy Γ(t),ε(t)( ) f (Γ,ε0 )dΓ∫
!γ
= −
Pxy Γ(t),ε(t)( ) ε0
!γ
B(t)
B(t) = B(0) + Ω(0)B(s)
0
t
∫ dt
Ω
 Ω = !H0
ad
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consistency (Evans and Searles, 2002) (i.e. the phase space spanned by the nonequilibrium 
system must be part of the equilibrium phase space domain).  The second condition is met for 
field driven flow which is unthermostatted or thermostatted using a Nosé-Hoover or Gaussian 
thermostat if the initial ensemble is canonical and the volume of the system is fixed or 
periodic and the periodicity does not change with time.  If the system is thermostatted and 
comes to a steady state, equation (10) will converge in the long time limit. 
In the case of planar shear flow, these conditions are not automatically met.  The time-
dependency of the periodic lattice starting from any single initial strain, , means that the 
dynamics is non-autonomous (the forces in equation (3) have an explicitly time-dependence) 
and the phase space sampled will change with time therefore violating ergodic consistency.  
This can be overcome by considering the extended phase space, , defined above. The 
lattice shift is introduced as an additional phase space variable with the equation of motion: 
 
. (11) 
In the extended phase space the forces will depend on both  and , but their explicit time-
dependence is removed.  The TTCF expression for the strain can then be obtained from (10) 
to give, 
 . (12) 
This will be referred to as the TTCF expression.  In this expression, the ensemble averages are 
over all the equilibrium ensembles (including all the different lattice strains), and the 
dynamics is generated using the nonequilibrium equations of motion (3) and (11).  At small 
system sizes it is necessary to average over all the initial lattice strains, however when the 
system becomes sufficiently large, averages over  with fixed initial strains,    
ε0
′Γ
 !ε = !γ
Γ ε
Pxy(t) = Ω Γ(0),ε(0)( )Pxy Γ(s),ε(s)( ) f (Γ,ε0 )dΓ dε0∫0
1
∫0
t
∫ ds ≡ Pxy(t)
TTCF
Γ
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 , (13) 
will give the same results and only one need be evaluated.  Although 
 when the ensemble average is over the extended phase space 
according to the dissipation theorem, for fixed initial strain this will not always be the case, 
and we question when the relationship can be applied:  .  If the 
superscript ‘TTCF’ or ‘DIRECT’ is absent, we are referring to the direct determination.  
The dissipation function for the dynamics described by equation  (3) and (11) and assuming 
an initial canonical ensemble, is .  The contribution from  
comes from the change in interaction energy between particles on either side of the boundary 
of the sliding periodic simulations cells as the cells move relative to each other (Petravic and 
Evans, 1998b).  In the large system limit, the contribution to  from the time evolution of  
becomes negligible compared to the contribution from , and it can be shown that 
.  In addition for atomic systems, it can be shown that this equality is exact 
 (Petravic and Evans, 1998b).  However if molecular systems are considered, 
there can be a significant contribution from  in small systems.  Evaluation of this term 
shows that it comes from particles where the minimum image distance between centre of 
mass of molecules with interacting atoms differs from the minimum image distance of the 
atoms themselves, as illustrated in figure 2 for extended molecules.  Therefore there will be a 
critical system size after which this term is zero.  For an extended molecule the minimum 
theoretical system size is  where a is the maximum actual length of the polymer 
and  is the interaction cutoff distance.  However, we note that molecules are rarely fully 
extended.  For the freely jointed chains considered numerically below, the end to end vector is 
Pxy(t) ε0
TTCF
= Pxy(0) ε0 + Ω Γ(0),ε0( )Pxy Γ(s),ε0( ) f (Γ,ε0 )dΓ∫0
t
∫ ds
Pxy(t)
TTCF
= Pxy(t)
DIRECT
Pxy(t) ε0
TTCF
=
?
Pxy(t) ε0
DIRECT
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∂H
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Ω ε
Γ
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roughly proportional to the square root of the number of beads at equilibrium and will rarely 
reach its maximum length.  Therefore the system size might be much smaller than the 
proposed “minimum theoretical system size” without showing significant effects on the 
viscosity.  Simulations will be useful to determine the effect of instances when the molecule 
is extended. 
 
Figure 2.  Schematic diagram illustrating how one polymer can interact with two different 
images of another polymer, due to interactions of different atoms when it is in an extended 
configuration.  The center of mass is marked by a small blue dot.  In one case the 
intermolecular atomic interactions are with the molecule that is the minimum distance image 
based on the centre of mass of the molecules, however in the other case it is not.  
2.4 Derivation of the Green-Kubo expression from the TTCF expression for viscosity  
The Green-Kubo relation for viscosity can be obtained from (12).  Firstly assume that the 
system is sufficiently large, or is composed only of atoms, so .  In the linear 
regime, (12) becomes 
  (14) 
 Ω = −PxyVβ !γ
 
Pxy(t) = − !γVβ Pxy Γ(0),ε0( )Pxy Γ(s),ε0( )0
t
∫ eqds
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where the ensemble average is over the extended phase space, and the dynamics is that 
generated by the equilibrium equations of motion so  at all times (
 
indicates that 
the dynamics is the equilibrium dynamics).  If the system reaches a steady state in the long 
time limit,  
  (15) 
where the final statement just involves a simplification of the notation. Again, the ensemble 
averages are over the extended phase space. This is the Green-Kubo relation for the shear 
viscosity.  We can write 
  (16) 
if we assume that decorrelation in time occurs by a time  , which is necessary for a steady 
state is to be obtained.  If the ensemble average is over all initial lattice strains, the second 
term on the right hand side of the equality will be zero since .  When the 
system size becomes large, the ensemble average over  with  fixed will be independent 
of , and again .  However, if the system size is small, and the ensemble 
average over  with  fixed, for most choices of  the value of  , as discussed 
above, and therefore the integral will diverge.  This was demonstrated by Petravic (2004b).  
By defining a modified Green-Kubo relation, converging values of the lattice-strain 
dependent relations, can be obtained:   
ε = ε0 ... eq
 
η = lim
t→∞
− Pxy(t)
!γ
= lim
t→∞
Vβ Pxy Γ(0),ε0( )Pxy Γ(s),ε0( ) eq0
t
∫ ds
≡ lim
t→∞
Vβ Pxy 0( )Pxy s( ) eq0
t
∫ ds
lim
t→∞
Vβ Pxy 0( )Pxy s( ) eq0
t
∫ ds
=Vβ Pxy 0( )Pxy s( ) eq0
tc∫ ds + limt→∞Vβ Pxy 0( ) eqtc
t
∫ Pxy s( ) eq ds
tc
Pxy Γ( ) eq = 0
Γ ε0
ε0 Pxy Γ( ) eq = 0
Γ ε0 ε0 Pxy eq,ε0 ≠ 0
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 . (17) 
This is equivalent to equation (2).  This modified viscosity will only give the shear viscosity 
in the large system limit.  
 
3. Results 
In order to examine the system size effects discussed above, simulations of various 2D and 
3D systems of atoms and polymer chain molecules were considered.  The atoms in the 
monomer and polymers interact via the WCA (Weeks et al., 1971). The WCA potential 
truncates the modified Lennard-Jones (LJ) potential at is the minimum, so the potential and is 
derivative are zero at the interaction cutoff, 
  (18)  
where ,  is the value of  for which the Lennard-Jones interaction potential is 
zero, and  is the well depth of the Lennard-Jones potential. In this work, all the physical 
properties are given in reduced units where the unit of mass is the particle mass m, the energy 
unit is the parameter  and the length unit is .  
The molecules consisted of short chain polymers modelled as a chain of united-atoms that are 
connected using a Finitely Extendible Nonlinear Elastic (FENE) potential (Warner, 1972; 
η(ε0 ) = limt→∞Vβ Pxy 0( )− Pxy eq,ε0( )Pxy s( ) eq,ε00
t
∫ ds
=Vβ Pxy 0( )− Pxy eq,ε0( )Pxy s( ) eq,ε00
tc∫ ds + limt→∞Vβ Pxy eq,ε0
2
tc
t
∫ ds
=Vβ Pxy 0( )− Pxy eq,ε0( )Pxy s( ) eq,ε00
tc∫ ds
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Grest and Kremer, 1986; Kröger, 2004). 
 
 (19)  
This potential allows the united-atoms to remain bound to one another, and unable to extend 
beyond . A suitable of choice of k and  also ensures the polymer chains cannot 
cross one another. In this work we choose  and  (Grest and Kremer, 1986; 
Kremer and Grest, 1990; Bosko et al., 2004).  The temperature of the system was fixed at 
 using a Gaussian thermostat and the atom particle density was set to  for the 
systems in 2D and  for the systems in 3D.  The systems are fluid under these 
conditions.  Unless otherwise stated, the strain rate was  which was large enough to 
obtain precise values from direct calculations. All atoms were initially on a body-centred 
lattice with periodic boundaries in all dimensions.  
3.1  Effects of initial lattice strain 
We firstly studied monatomic fluids to observe the effects of particle number and field on the 
shear stress and its response when , i.e. when there is no boundary term in the 
dissipation function.  A 2D system in a square period cell was used for computational 
efficiency. 
 
 The shear stress and its time dependence were calculated directly and using 
TTCF expressions, and various initial lattice strains were used. Figure 3a shows the results of 
evaluation of equation (9), , and (13), , for a  system in 2D for 
various initial lattice strains.  The results represent averages over 60,000 nonequilibrium 
trajectories.  Clearly there is a large dependence on  of both the initial average of , 
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− 12 kR02 ln 1−
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N = 8
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and its time response , .  At short times, the responses are not just shifted, but have 
totally different time evolutions in both the direct and TTCF calculations.  At long times the 
response is periodic and the periodic behaviour is similar for each , although shifted in 
phase and average value. The results of (9) and (13) clearly do not agree.  This is because the 
conditions for validity of the dissipation theorem (ergodic consistency and non-autonomous 
dynamics) are not met.  
In figure 3b, the average over a set of 40 different values of the initial lattice strain 
( ) is presented as a test of equation (12).  In the extended phase space 
the dissipation theorem is valid and the direct and TTCF results are expected to agree, as the 
calculations confirm. Similar results were obtained previously by Petravic and Evans (1998b).  
Although the dissipation theorem had not been derived at that time, they had derived the same 
result for the specific case considered here.  Note that the  result gives a long time 
limiting value of  that is much larger  in magnitude than the limiting value of 
. 
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Figure 3.   a) Comparison of  and  for a  system of monomers 
in 2D for four different initial lattice strains.  The results represent averages over 60,000 
nonequilibrium trajectories. b)  Comparison of  and  for the same 
simulation where averages are over the extended phase space.  This was sampled by 
considering 40 different initial lattice strains: . 
 
In addition, larger system sizes of  and  were considered and results are 
presented in figure 4.   
 
	 	 	 	 	
Figure 4.   a)  and b)  for systems of ,  and  
monomers in 2D for two different initial lattice strains:  and .  The results 
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are averages over 60,000, 20,000 and 40,000 nonequilibrium trajectories for the , 
 and  systems, respectively. 
 
The effect of field on the results was also considered.  In figure 5 the results of calculations of 
  and  for a number of fields are presented.  Importantly, the 
amplitude of the periodic response actually increases with a decrease in field and the 
disagreement between   and  is not reduced.  This implies that for 
a small system in the low field limit, the response cannot be described by the TTCF 
expression averaged over a single initial lattice strain, and that the usual Green-Kubo relation 
for the viscosity will not apply. 
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Figure 5.  a)  and b)  for systems of  monomers in 2D 
for strain rates of ,    and  for two different initial lattice strains: 
 and .  The results are averages over 20,000 nonequilibrium trajectories.  
The TTCF results are only plotted until  as no structure is observed after this time.  
 
A comparison between atomic and molecular systems was also made.  Both of the two 
systems considered had 16 united-atoms, with the first system comprised of 16 monomers and 
the second of 2 octamers. In this case a 3D system was simulated, and the results are 
presented in figure 6.  The initial value of the shear stress varied less with  for the octamer 
fluid than the monomer fluid, and the amplitude of the oscillations in  were also 
smaller.  This suggests that ordered structures in the octamer system are less likely to be 
sampled than in the monomer system.  This may be because although the mass and atom 
number density are the same, bonding of the atoms in the octamer case makes those 8 united-
atoms close and results in more free space between molecules allowing them to be more 
disordered.  
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Figure 6.  Comparison of the response of system of monomers and octamers to shear.  Both 
systems have 16 united atoms and are in 3D with a strain rate of . In a) the effect of 
lattice strain on  for the monomer and octamer is compared and in b) the time 
evolution of  for the monomer and octamer is compared with an initial lattice 
strain of .  The results are averages over 100,000 and 25,000 nonequilibrium 
trajectories for the system of monomers and the octamers, respectively. 
 
 
3.2  Effect of inclusion of boundary terms in the dissipation function 
As noted in section 2.3, the dissipation function appearing in the exact TCCF expression, (12), 
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influence of this term on for various molecular lengths is shown in figure 7.  The 
response of for systems evaluated with the exact dissipation function,  and 
 are compared for a total of 16 united atoms consisting of 16 monomers, 4 
tetramers and or 2 octamers in figure 7.  In the monomer system,  and therefore 
agreement between the two are observed.  As the molecules become larger and their average 
length increases, there is no longer agreement.  However it is noted that at early times the 
agreement is good in all cases and the initial slope of the response curve is well reproduced. 
In figure 8, the response of a system with a total of 128 united atoms consisting of 128 
monomers and 16 octamers is shown for .  Unlike  case, here the effects of the 
initial lattice strain, analysed in section 3.1, are small. There is no discernable difference in 
 calculated with  and  for the 128 atom system of 
octamers or the monatomic case.  As the chain length increases further, these effects become 
apparent. This demonstrates that this effect is not just due to the system volume, but also 
dependent on the length of the polymer chain.  As the polymer becomes longer, it will be 
more important to include the boundary term.   
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Figure 7.  Comparison of 
 
 determined with the exact value of   and 
.  All systems have 16 united atoms and are in 3D with a strain rate of .  
The polymers are a) monomers, b) tetramers and c) octamers.  Error bars shown are one 
standard error in the mean calculated from 10 runs of 50,000 nonequilibrium trajectories.   
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Figure 8.  Comparison of 
 
 determined with the exact value of   and 
.  All systems have 128 united atoms and are in 3D with a strain rate of .  
The polymers are a) monomers, b) octamers  and c) hexadecamers.  Error bars shown are one 
standard error in the mean calculated from 10 runs of 8,000,  17,200 and 9,600 
nonequilibrium trajectories for the monomers, octamers and hexadecamers, respectively.   
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pronounced in the molecular system than in the atomic system although they are still 
important.  Averaging over the extended phase space, with the initial lattice strain as a phase 
space variable, eliminates these effects.  It is therefore possible that in some cases more 
efficient calculations of shear viscosities for bulk using any of the three methods mentioned 
can be obtained by reducing the size of the system and averaging over the extended phase 
space. 
The importance of using the correct expression for the dissipation function in the Transient 
Time Correlation function expression is demonstrated.  Below a critical size, the contribution 
due to the periodic boundaries to the dissipation function needs to be incorporated or 
erroneous results will be obtained.  In our calculations, rather than evaluating the analytic 
form of  (see Petravic and Evans (1998b) for the derivation for the atomic system) this 
was done numerically which is less computationally complex.  This effect becomes more 
important as the length of the molecule increases and if the molecule is likely to take on 
extended configurations.  In some cases inclusion of this boundary term will allow 
calculations of viscosities to be performed to sufficient accuracy and more efficiently than 
increasing the system size.  For example, in Figure 8c it is clear that much more accurate 
results are obtained when the boundary term is included even though there is negligible 
difference in the computation time for the results obtained using the exact and approximate 
dissipation function.  This will also lead to a modified form of the Green-Kubo expression 
and therefore is not just of relevance to the Transient Time Correlation Function results. 
In this work, large fields were generally used to ensure that the error bars for the direct 
calculations were small.  With large fields, the TTCF expressions are more computationally 
demanding and have larger errors bars.  However, importantly, as the fields are reduced the 
size of the statistical error in  does not change whereas the error bars 
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 increase approximately inversely with the field (approximation 
based on linear response).  Therefore the real utility of the TTCF approach is when low fields 
are being considered.  The fields required for direct calculations of the viscosity using 
nonequilibrium molecular dynamics (NEMD) simulations are very high compared to 
experimental conditions, and to evaluate the strain rate dependent viscosity at relatively low 
fields it will becomes essential to use the TTCF expression.  The utility of TTCF methods in 
studying molecular fluids at low fields has been demonstrated previously (see examples in 
Desgranges and Delhommelle, 2005; Pan and McCabe, 2006; Brookes et al., 2012). The 
results presented here show some of the issues that need to be considered when carrying out 
these calculations, and how to optimise convergence to the thermodynamics limit using small 
system simulations. 
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