Abstract. Let Xt be an m-dimensional linear process defined by
Introduction
Consider m-dimensional linear process of the form [3] , [10] ). Further, let
A j , S n = n t=1 X t , n ≥ 1(S 0 = O) and define for n ≥ 1 the stochastic process ξ n by
In this paper we give sufficient conditions so that
t=1 X t (properly normalized) converges weakly to Wiener measure if the corresponding result for [ns] t=1 Z t is true. As applications we also discuss functional central limit theorems for linear processes generated by martingale difference and negatively associated random vectors. 
Main results
and, as n → ∞,
Then,
where
1 can be applied to many important cases, such as whether innovation {Z t } is martingale difference or negatively associated sequence. In the following, we will derive corollaries of Theorem 2.1. We note that Corollary 2.3 below is Theorem 1(i) of [6] 
It follows from the multivariate version of Theorem 1 of [2] or Theorem 2 of [1] that η n (s) converges weakly to Wiener measure with covariance matrix Γ (c.f. Theorem 3.1 of [8] ). On the other hand, it follows from Doob's maximal inequality and sup t E Z t 2 < ∞ that for every n ≥ 1
Hence, corollary 2.3 follows immediately from Theorem 2.1 with
Definition 2.4. Let {Z i , 1 ≤ i ≤ n} be a sequence of m-dimensional random vectors. They are said to be negatively associated(NA) for every pair of disjoint subsets A and
) ≤ 0 whenever f and g are coordinatewise increasing and the covariance exists. An infinite family is negatively associated if every finite subfamily is negatively associated. 
Proof. Note that
and by the result in [11] we have (2.9)
Hence, from (2.8) and (2.9) equation (2.7) follows.
Lemma 2.6. Let {Z i , 1 ≤ i ≤ n} be a sequence of m-dimensional negatively associated random vectors with E(Z i ) = 0 and E Z i
2 < ∞. Then for all x > 0 and a > 0, (2.10)
Proof. From (2.8) and the result of [11] , (2.10) follows easily. 
Theorem 2.7. Let {Z i , i ≥ 1} be a strictly stationary sequence of m-dimensional negatively associated random vectors with E(Z
Proof. By means of the simple device due to Cramer Wold (see [3] , [4] ), from the Newman's central limit theorem for negatively associated random variables(see [9] ) we obtain n [3] we only need to show that for any > 0, there exist a positive number λ and an integer n such that for every n ≥ n 0 (2.11)
Applying Lemma 2.6 with λ = mλ , x = λ n 1 2 and a = λ n
provided that λ is sufficiently large. This proves (2.11), and hence the proof of Theorem 2.7 is complete.
Corollary 2.8. Let {Z i , i ≥ 1} be a strictly stationary negatively associated sequence of m-dimensional random vectors centered at expectations and E Z 1 2 < ∞ and X t be defined as in (1.1) . Let the stochastic process ξ n be defined as in (1.4) . Assume (1.2) and
Proof. First note that ξ n (s) = n
i=1 Z i converses weakly to Wiener measure B m with covariance matrix Γ by Theorem 2.7. On the other hand, it follows from Lemma 2.5 and the condition E Z 1 2 < ∞ that (2.5) and (2.6) hold. Hence, Corollary 2.8 follows immediately from Theorem 2.1 with d(n) = √ n.
Proof of Theorem 2.1
For every fixed l ≥ 1, put
From the idea in [7] (p.320) we obtain that for any m ≥ 1,
Therefore, it follows that for every fixed l ≥ 1, 
By
Hence, (3.5) follows immediately from the Markov inequality and 
