Context. Iron plays a crucial role in studies of late-type stars. In their atmospheres, neutral iron is the minority species and lines of Fe i are subject to the departures from LTE. In contrast, one believes that LTE is a realistic approximation for Fe ii lines. The main source of the uncertainties in the non-local thermodynamic equilibrium (non-LTE = NLTE) calculations for cool atmospheres is a treatment of inelastic collisions with hydrogen atoms. Aims. We investigate the effect of Fe i + H i and Fe ii + H i collisions and their different treatment on the Fe i/Fe ii ionisation equilibrium and iron abundance determinations for Galactic halo benchmark stars HD 84937, HD 122563, and HD 140283 and a sample of 38 very metal-poor (VMP) giants in the dwarf galaxies with well known distances. Methods. We perform the NLTE calculations for Fe i -Fe ii with applying quantum-mechanical rate coefficients for collisions with H i from Barklem (2018, B18), Yakovleva, Belyaev, and Kraemer (2018, YBK18), and Yakovleva, Belyaev, and Kraemer (2019, YBK19). Results. We find that collisions with H i serve as efficient thermalisation processes for Fe ii, such that the NLTE abundance corrections for Fe ii lines do not exceed 0.02 dex, in absolute value, at [Fe/H] −3 and reach +0.06 dex at [Fe/H] ∼ −4. For a given star, different treatments of Fe i + H i collisions by B18 and YBK18 lead to similar average NLTE abundances from the Fe i lines, although there exist discrepancies in the NLTE abundance corrections for individual lines. With using quantum-mechanical collisional data and the Gaia based surface gravity, we obtain consistent abundances from the two ionisation stages, Fe i and Fe ii, for a red giant HD 122563. For a turn-off star HD 84937 and a subgiant HD 140283, we analyse the iron lines in the visible and the ultra-violet (UV, 1968 to 2990 Å) range. For either Fe i or Fe ii, abundances from the visible and UV lines are found to be consistent in each star. The NLTE abundances from the two ionisation stages agree within 0.10 dex, when using the YBK18 data, and 0.13 dex in case of B18. The Fe i/Fe ii ionisation equilibrium is achieved for each star of our stellar sample in the dwarf galaxies, with the exception of stars at [Fe/H] −3.7.
Introduction
Iron is of extreme importance for studies of cool stars. It serves as a reference element for all astronomical research related to stellar nucleosynthesis and chemical evolution of the Galaxy thanks to the many lines in the visible spectrum, which are easy to detect even in ultra ([Fe/H] 1 < −4, UMP) and hyper ([Fe/H] < −5) metal-poor stars. Lines of iron are used to determine basic stellar atmosphere parameters, that is, the effective temperature, T eff , from the excitation equilibrium of Fe i and the surface gravity, log g, from the ionisation equilibrium between Fe i and Fe ii. Neutral iron is a minority species in stellar atmospheres with T eff > 4500 K. Therefore, its statistical equilibrium (SE) can easily deviate from thermodynamic equilibrium due to deviations of the mean intensity of ionising radiation from the Planck function, and the theoretical spectra need to be modelled based on the non-local thermodynamic equilibrium (non-LTE = NLTE) line formation.
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of Bergemann et al. (2012) was used to compute the grids of the NLTE abundance corrections , which have wide applications (for example, Ruchti et al. 2013 , Bensby et al. 2014 , Bergemann et al. 2014 .
The need for a new analysis of Fe i -Fe ii is motivated by the recent quantum-mechanical calculations of Barklem (2018) and Yakovleva et al. (2018b) for inelastic Fe i + H i collisions and Yakovleva et al. (2019) for Fe ii + H i collisions. Until recent time, the treatment of poorly known inelastic collisions with hydrogen atoms was the main source of the uncertainties in the NLTE results. Previous NLTE studies of Fe i-Fe ii relied on H i collision rates from a rough theoretical approximation of Drawin (1968 Drawin ( , 1969 , as implemented by Steenbock & Holweger (1984) , and these rates were scaled by a factor S H , which was constrained empirically. For example, Mashonkina et al. (2011) estimated S H = 0.1 from inspection of different influences of H i collisions on the Fe i and Fe ii lines in the five benchmark stars with well-determined stellar parameters. Using nearly the same stellar sample, Bergemann et al. (2012) recommended S H = 1, which was adopted in computations of the NLTE grids by Lind et al. (2012) . Sitnova et al. (2015) and Mashonkina et al. (2017a) estimated S H = 0.5 from independent analyses of the two extended stellar samples, namely, nearby dwarfs with accurate Hipparcos parallaxes available and very metal-poor (VMP, [Fe/H] < −2) giants in the dwarf galaxies with known distances. Quantum-mechanical rate coefficients for the Fe i + H i collisions were used in only very few papers: Lind et al. (2017) and Amarsi et al. (2016) applied the data from a previous set of calculations of Barklem (2016) .
This study aims to investigate an influence of using accurate data on Fe i + H i and Fe ii + H i collisions on the Fe i /Fe ii ionisation equilibrium and iron abundance determinations for metal-poor stars. The model atom from Mashonkina et al. (2011) is taken as a basic model and is updated for calculations of collisional rates. We use the three Galactic halo benchmark stars with well determined atmospheric parameters and a sample of the 38 VMP giants in the dwarf galaxies with known distances. We want to inspect the NLTE effects for lines of Fe ii. Based on the available NLTE calculations (for example, Gratton et al. 1999 , Gehren et al. 2001 , Mashonkina et al. 2011 , one commonly believes that LTE is a realistic approximation for Fe ii lines. However, all the cited NLTE studies used the Drawinian rates to take into account collisions with H i in the SE calculations. How do the NLTE results for Fe ii change, when using accurate data on Fe ii + H i collisions?
The paper is organised as follows. Section 2 describes the updated model atom of Fe i -Fe ii and the effects of using accurate collisional data on the SE of iron in the VMP atmospheres. In Section 3 we determine abundances from lines of Fe i and Fe ii and inspect the Fe i /Fe ii ionisation equilibrium in the sample of VMP stars. Section 4 compares the obtained results with the literature data. Our recommendations and conclusions are given in Sect. 5.
Method of NLTE calculations for Fe i-Fe ii
The coupled radiative transfer and SE equations are solved with the DETAIL code (Butler & Giddings 1985) . The opacity package in DETAIL was updated as described by Mashonkina et al. (2011) . This research uses the MARCS homogeneous plane-parallel model atmospheres with standard abundances (Gustafsson et al. 2008 ) available on the MARCS website 2 . They were interpolated at the necessary T eff , log g, and iron abundance [Fe/H], using the FORTRAN-based routine written by Thomas Masseron that is available on the same website. For calculations with DETAIL, the models were converted to the MAFAGS format by applying the routines and input data from the MAFAGS-OS code (Grupp et al. 2009 ).
Updated model atom
This study updates the NLTE method developed by Mashonkina et al. (2011, hereafter, Paper I) . First, we briefly describe the atomic data taken from Paper I. The model atom includes 239 levels of Fe i, 89 levels of Fe ii, and the ground state of Fe iii. The multiplet fine structure is neglected. The model levels of Fe i represent the measured levels, belonging to 233 terms, and the predicted high-excitation (E exc > 7.1 eV) levels, out of which the six super-levels were built up. The Fe ii levels belong to 89 terms with E exc up to 10 eV. We use transition probabilities from the Nave et al. (1994, Fe i) compilation and calculations of Kurucz (2009) and Kurucz (1992) , electron-impact excitation data are taken from the close-coupling calculations of Zhang & Pradhan (1995) , Bautista & Pradhan (1996) , and Bautista & Pradhan (1998) . Electron-impact ionisation cross-sections are calculated from the classical path approximation, with a mean Gaunt factor of g = 0.1 for Fe i and to 0.2 for Fe ii, as recommended by Seaton (1962) .
The modifications concern computations of photoionisation and collisional rates. For 116 levels of Fe i their photoionisation cross-sections are taken from the R-matrix calculations of Bautista et al. (2017) . For the remaining levels of Fe i and for all the Fe ii levels, we adopt the hydrogenic approximation, where principal quantum number of the level is replaced with the corresponding effective principal quantum number.
Compared with Paper I, a treatment of electron-impact excitation is updated for 1031 transitions of Fe i, with employing the collision strengths from R-matrix calculations of Bautista et al. (2017) .
A novelty of this research is that we take into account inelastic processes in collisions with H i atoms for not only Fe i, but also Fe ii, using the rate coefficients from quantum-mechanical calculations.
For the ion-pair production from the energy levels of Fe i and mutual neutralisation (charge-exchange reactions),
and H i impact excitation and de-excitation processes in Fe i, the required data were taken from two different studies. Barklem (2018) used a method based on an asymptotic two-electron linear combination of atomic orbitals model of ionic-covalent interactions in the neutral atom-hydrogen-atom system, together with the multi-channel Landau-Zener model, and performed calculations including 166 covalent states of Fe i and 25 ionic states. Hereafter, we refer to these data as B18. In the SE calculations with the B18 data, we take into account 58 charge-exchange reactions, where the Fe ii ionic state is either the ground a 6 D or the first excited a 4 F state. At given temperature, rate coefficients of the remaining charge-exchange reactions are several orders of magnitude smaller, such that their influence on the SE of iron can be neglected. The rate coefficients of Yakovleva et al. (2018b, hereafter, YBK18) come from the quantum simplified model approach that was applied to low-energy collisions of iron atoms and cations with hydrogen atoms and anions. In total, 97 lowlying covalent Fe + H states and two ionic Fe ii + H i molecular states were treated.
It is important to compare the results of B18 and YBK18. Although the approaches used are different (YBK18 is based on the quantum asymptotic semi-empirical approach), the test calculations (Yakovleva et al. 2018a ) have shown that the models perform equally well, on average. This does not mean that the results are identical. This means that atomic data calculated by these two methods are roughly of the same accuracy, but using different methods leads to some scatter in the H-collision rate coefficients. The main difference of the two approaches applied in B18 and YBK18 is treating transitions that involve changing of the Fe + core. Both approaches are based on the ionic-covalent interactions. Within the two-electron linear combination of atomic orbital framework used in B18, the off-diagonal matrix elements are equal to zero between covalent and ionic states that have different Fe + cores, and, therefore, rate coefficients for corresponding processes are equal to zero as well. The simplified model used in YBK18 is free from this limitation since it is based on the semi-empirical formula for off-diagonal Hamiltonian matrix elements whatever the number of electrons is. According to the general rule, the off-diagonal matrix elements are non-zero, if the ionic and covalent states have the same molecular symmetry. The semi-empirical formula does not provide estimates for matrix elements with different cores, but does for single-electron transitions. So, one can estimate core-changed matrix elements by means of the semi-empirical formula treating such data as upper-limit estimates, these are the YBK18 data, while the results of B18 with zero core-changed matrix elements should be treated as lower-limit estimates. In addition, both methods do not take short-range non-adiabatic regions into account. It is known that accounting for short-range regions may increase rate coefficients by up to several orders of magnitude. Treating upper-limit data compensates somehow not accounting for the short-range regions, and this is another reason to use the upper-limit data. Thus, the results of both methods can be considered as lowerlimit and upper-limit estimates for the inelastic rate coefficients. and B18. The data correspond to a kinetic temperature of T = 5830 K and an H i number density of log N H (cm −3 ) = 16.9 that are characteristic of the line-formation layers (log τ 5000 = −0.54) in the model with T eff / log g / [Fe/H] = 6350 K / 4.09 / −2.15, which represents the atmosphere of one of our sample stars, HD 84937. In general, collisional rates grow towards smaller E lu , although, in each collisional recipe, log C can differ by 2-5 dex for the transitions of close energy. Compared with electron impacts, collisions with H i are more efficient in exciting the E lu 2 eV transitions, independent of using either B18 or YBK18 rate coefficients.
The right panel of Fig. 1 shows the ion-pair production and the electron-impact ionisation rates depending on the level ionisation energy. The charge-exchange reactions are much more efficient than the collisional ionisation and their inverse processes in coupling Fe i to Fe ii.
The quantum simplified model including 117 covalent and the ground ionic states was applied by Yakovleva et al. (2019 hereafter, YBK19) to calculate the rate coefficients for inelastic processes in low-energy Fe ii + H i collisions. Using these data, we take into account the H i impact excitation for 528 transitions of Fe ii in our model atom. We do not take into account the charge-exchange reactions, Fe ii + H i ⇄ Fe iii + H − , because of very low number density of Fe iii. For example, N(Fe iii)/N(Fe) < 10 −3 everywhere in the model 6350/4.09/−2.15. Figure 2 shows the electron impact and H i impact excitation rates for transitions of Fe ii. At given transition energy, collisions with H i are more numerous than electronic collisions, and only at E lu < 0.5 eV the two types of collisional rates approach each other. Thus, Fe ii + H i collisions are expected to serve as efficient source of thermalisation in the atmospheres of cool stars. We note that the quantum mechanical collisional rates lie at the upper boundary of the Drawinian rate set.
For H i impact excitation of the Fe i transitions missing in YBK18 and B18, we employ the rate coefficients computed by Barklem (2017) based on free electron model of Kaulakys (1991) . The data are accessible at https://github.com/barklem/kaulakys/.
We emphasise that collisions with H i are neglected for those Fe i and Fe ii transitions, for which none of the cited sources provides rate coefficients.
Statistical equilibrium of Fe i -Fe ii
We choose the VMP model atmosphere, 4600/1.40/−2.60, to investigate the influence of inelastic collisions with H i and their different treatment on the SE of Fe i-Fe ii. The calculations were performed for three different line-formation scenarios based on pure electronic collisions (a), including H i collisions for Fe i with the rate coefficients from YBK18 (b) and B18 (c). In both (b) and (c) cases, Fe ii + H i collisions are accounted for using the data of YBK19. Figure 3 displays the departure coefficients, b = n NLTE /n LTE , for selected levels of Fe i and Fe ii. Here, n NLTE and n LTE are the statistical equilibrium and thermal (SahaBoltzmann) number densities, respectively.
As shown in the earlier NLTE studies (see Mashonkina et al. 2011 , and references therein), the main NLTE mechanism for Fe i in the stellar parameter range, with which we are concerned here, is the ultra-violet (UV) over-ionisation caused by superthermal radiation of a non-local origin below the thresholds of the low excitation levels. It can be seen in Fig. 3 that the Fe i levels below d 3 F (E exc ≃ 4.5 eV) are underpopulated at log τ 5000 < 0.4, independent of the treatment of collisional rates. In case of pure electronic collisions, even the highest levels of Fe i are strongly decoupled from the ground state of Fe ii. As expected, the departures from LTE are smaller when collisions with H i are included. For example, at log τ 5000 = −0.52, the departure coefficients of a D (E exc = 4.73 eV) have a common parity, and, independent of the treatment of collisional rates, they are closely coupled to the Fe ii ground state throughout the atmosphere except the outermost layers. The odd-parity levels with E exc ≥ 4.8 eV are affected by the pumped UV transitions from the ground and low-excitation levels of Fe ii. In case of pure electronic collisions, this results in large overpopulation of all the levels above E exc = 4.8 eV. Including collisions with . We note that our ξ t value is consistent with the microturbulent velocity derived by Bergemann et al. (2012) and agrees within the error bars with that obtained by Amarsi et al. (2016) in their 1D-NLTE analysis. Hereafter, log ε FeII and log ε FeI are the Fe ii and the Fe i based abundances, respectively. We use the scale where log ε H = 12.
For HD 84937 and HD 140283, we take their T eff and log g from a careful analysis of Sitnova et al. (2015, hereafter, Paper II) . For HD 140283, the adopted atmospheric parameters are supported by recent measurements: Karovicova et al. (2018) determine T eff = 5787±48 K and a use of the Gaia DR2 parallax (Gaia Collaboration et al. 2018 ) yields log g = 3.66±0.03. In this study, we revise stellar metallicities, [Fe/H], using the Fe ii lines in the visible spectral range and the solar abundance log ε ⊙,FeII = 7.54 (Paper II), which is based on g fvalues of Raassen & Uylings (1998) . The microturbulent velocities were revised from a requirement that Fe i lines of different strength yield consistent absolute abundances. An accuracy of the ξ t determination is estimated as 0.2 km s −1 . For HD 84937, our ξ t value agrees well with that obtained by Amarsi et al. (2016) in their 1D-NLTE analysis, while it is larger than that of Bergemann et al. (2012) , by 0.3 km s −1
. In contrast, our ξ t value for HD 140283 is consistent with that of Bergemann et al. (2012) .
For the dSph stars, we adopt their T eff , log g, [Fe/H], and ξ t , as determined by Mashonkina et al. (2017a) and Pakhomov et al. (2019) . We do not revise microturbulent velocities because applying new collisional data affects only a little the slopes of the log ε FeI -log W obs /λ trends compared with the corresponding values in our previous studies.
Methods of abundance determinations
For the halo benchmark stars, both LTE and NLTE abundances are determined from line profile fitting. The synthetic spectra are computed with the SynthV_NLTE code (Tsymbal et al. 2019 ) that implements the pre-computed departure coefficients from the DETAIL code. The best fit to the observed spectrum is obtained automatically with using the IDL binmag code by O. Kochukhov 3 . The line list and atomic data for the synthetic spectra calculations are taken from the VALD database (Ryabchikova et al. 2015) .
For the dSph stars, the NLTE abundances from individual lines are calculated by applying the NLTE abundance corrections computed in this study to the LTE abundances derived by Mashonkina et al. (2017a) and Pakhomov et al. (2019) .
Galactic halo benchmark stars
The atmospheric parameters and the average abundances for the two ionisation stages are presented in Table 1 . Abundances from individual lines are given in Table 2 (Table A .1, online material).
HD 122563. We use 32 lines of Fe i and 15 lines of Fe ii in a high-quality spectrum from the ESO UVESPOP survey (Bagnulo et al. 2003) . For Fe i, the line atomic data are taken from Paper I (their Table 5 ). The exceptions are Fe i 5242, 5662, and 5638 Å, for which we adopt the most recent g fvalues from Belmonte et al. (2017 , and Ruffoni et al. (2014) , respectively. We note that, for each of these three lines, their g f -values were upward revised, by 0.09 to 0.15 dex, and this leads to larger line-to-line scatter in the W obs < 12 mÅ equivalent width range (Fig. 4) compared with using the older data. For Fe ii, we apply g f -values of Raassen & Uylings (1998) . The exceptions are Fe ii 4923 and 5018 Å, for which g f -values were obtained by averaging the data from the four sources with both lines available, namely, Bridges (1973) , Moity (1983) , Raassen & Uylings (1998, hereafter, RU98) , and Meléndez & Barbuy (2009, hereafter, MB09) .
In contrast to Paper I, we determine here absolute, but not differential abundances. They are derived in five different lineformation scenarios, namely: LTE, NLTE with pure electronic collisions, NLTE with including H i collisions and using the rate coefficients from YBK19 for Fe ii and YBK18 or B18 for Fe i, and NLTE based on the Drawinian rates. Abundances from individual lines are shown in Fig. 4 for the first four cases. We comment on the results obtained in different line-formation scenarios.
LTE: an abundance difference of −0.25 dex is found between Fe i and Fe ii.
Pure electronic collisions. The NLTE effects for lines of both Fe i and Fe ii are substantially larger compared with that in the other NLTE scenarios (Fig. 5 , only Fe i). For lines of Fe i the NLTE abundance corrections, ∆ NLTE = log ε NLTE − log ε LTE , are positive, and the obtained mean abundance, log ε FeI = 5.11±0.14, is 0.38 dex higher than the LTE value. Here, the sample standard deviation, σ = Σ(x − x i ) 2 /(N l − 1), determines the dispersion in the single line measurements around the mean for given ionisation stage and N l is the number of measured lines. As discussed in Sect. 2.2, the Fe ii levels above E exc = 4.8 eV have large overpopulations in case of pure electronic collisions. This results in positive NLTE corrections of ∆ NLTE = 0.09 to 0.47 dex for lines of Fe ii. The exceptions are Fe ii 4923 and 5018 Å, for which ∆ NLTE is slightly negative, of −0.01 and −0.03 dex, respectively. The mean NLTE abundance, log ε FeII = 5.16 ± 0.21, is 0.18 dex higher than the LTE one, and we note large line-to-line scatter, resulting in σ, which is more than twice larger than in LTE. The numbers in parentheses are the dispersions in the single line measurements around the mean. Electronic + hydrogenic collisions. Independent of using either YBK18 or B18 data for Fe i + H i collisions, abundances from the two ionisation stages of iron are found to agree within the error bars. Although the NLTE abundance corrections for individual lines of Fe i can differ in these two scenarios, by up to 0.1 dex (Fig. 5) . The exceptions are the Fe i 4427, 4920, and 5324 Å lines, for which the difference in ∆ NLTE between B18 and YBK18 amounts to 0.17, 0.13, and 0.15 dex, respectively.
Including collisions with H i reduces substantially the NLTE effects for lines of Fe ii, and ∆ NLTE s are only slightly positive (0.00 to 0.03 dex). The exceptions are the strongest Fe ii 4923 and 5018 Å lines. Their cores form in the atmospheric layers, where the departure coefficient of the upper level drops below that of the lower level, resulting in dropping the line source function relatively to the Planck function and strengthened lines, such that ∆ NLTE = −0.08 and −0.09 dex, respectively.
In Paper I, we applied a line-by-line differential NLTE and LTE approach, in the sense that stellar line abundances were compared with individual abundances of their solar counterparts. Here, we find that, similarly to the non-differential analysis, the differential abundances from the two ionisation stages: [Fe/H] I = −2.58 ± 0.11 (YBK18) and −2.62 ± 0.11 (B18) and [Fe/H] II = −2.55 ± 0.08 agree within the error bars. This study extends analysis to the UV spectral range by using high-quality HST/STIS spectra in the 1875 -3158 Å range, with a quality factor (QF) per resel of 52 and 90 for HD 84937 and HD 140283, respectively. Observations are provided by Thomas Ayres at http://casa.colorado.edu/∼ayres/ASTRAL/ within the ASTRAL project.
From a vast number of the Fe i lines in the UV spectrum of HD 140283, we selected those, which are not blended and have g f -values in O'Brian et al. (1991) . The average LTE abundance from these lines is referred below as log ε UV1 . Then we appended some unblended lines with g f -values from Kurucz (2009) and Fuhr et al. (1988) , which provide the abundance consistent with log ε UV1 , within 0.15 dex. For Fe i 2487 and 2730 Å, laboratory g f -values are taken from Belmonte et al. (2017) . We find that the statistical error of the LTE abundance from Fe i lines reduces from 0.36 to 0.14 dex, when moving from a total list of 91 lines to the selected 42 lines. For 70 unblended lines of Fe ii, with g fvalues mostly from RU98, we obtain σ ≃ 0.15 dex. For Fe ii 2262 and 2268 Å, g f -values are taken from Kroll & Kock (1987) and for Fe ii 2254 Å from Pauls et al. (1990) The NLTE calculations were performed for the YBK18+YBK19 and B18+YBK19 line formation scenarios. Figure 6 shows abundances from individual lines for YBK18+YBK19.
For both stars, the NLTE effects for lines of Fe ii are minor, with ∆ NLTE < 0.01 dex. In case of Fe i, ∆ NLTE is at the level of 0.15-0.2 dex for the E exc < 2 eV lines, reaches a maximal value of ∼ 0.4 dex for the lines arising from the z 5 D
• (E exc ≃ 3.2 eV) and z
F
• (E exc ≃ 3.4 eV) levels and drops at E exc > 4 eV (Fig. 7  only for HD 84937) . The difference in ∆ NLTE between using the YBK18 and B18 data does not exceed 0.05 dex and 0.07 dex for every Fe i line in HD 84937 and HD 140283, respectively.
For each star, both in LTE and NLTE and for both Fe i and Fe ii, we obtain consistent within 0.08 dex abundances from the visible and UV lines. LTE leads to lower abundance from Fe i compared with that from Fe ii, by 0.08 to 0.16 dex for different spectral ranges and different stars. In NLTE, the abundance difference log ε FeI − log ε FeII is positive and ranges between 0.06 and 0.13 dex in different cases. Uncertainties in the derived iron abundances. For a given star, uncertainties in atmospheric parameters, applying different sources of the line atomic data, and different treatment of the NLTE line formation produce systematic shifts in the abundances derived from individual lines of a given chemical species. We evaluate their effects on the Fe i/Fe ii ionisation equilibrium of the investigated stars, and the obtained results are summarised in Table 3 . For comparison, the last string of Table 3 displays the statistical errors due to line-to-line scatter,
In test calculations, we vary T eff , log g, and ξ t , by 50 K, 0.03 dex, and 0.2 km s −1 , respectively, taking into account quoted above errors of their measurements. The string g f (MB09 -RU98) of Table 3 shows the changes in log ε FeI − log ε FeII , when replacing g f -values of RU98 with that of MB09 for the visible lines of Fe ii.
Replacing photoionisation cross sections of Bautista et al. (2017 with the older ones of Bautista (1997 leads to slightly larger NLTE effects for Fe i lines in the 4600/1.4/−2.5 model atmosphere and nearly does not affect the NLTE results for the 6350/4.09/−2.15 and 5780/3.7/−2.4 models. In the model atmosphere of HD 122563, a use of the B18 rate coefficients for Fe i + H i collisions leads to smaller NLTE effects for Fe i lines than that for the YBK18 data. In contrast, ∆ NLTE (B18) > ∆ NLTE (YBK18) for lines of Fe i in the atmospheres of HD 84937 and HD 140283. However, the abundance shifts do not exceed 0.03 dex.
For HD 122563, ignoring the Kaulakys (1991) collision rates produces minor shifts in the NLTE abundances derived from Fe i lines, of +0.02 and +0.03 dex, on average, in the B18 and YBK18 cases, respectively. Similarly small effects are found for HD 84937 and HD 140283. However, it is important to note that the abundance shifts have a different sign for the visible and the UV lines of Fe i. For example, for HD 140283, ignoring the Kaulakys (1991) collisions leads to the higher abundances from the visible lines, by 0.03 dex (YBK18) and < 0.01 dex (B18), while to the lower abundances from the UV lines, by 0.05 (YBK18) and 0.01 dex (B18). The abundance difference between the visible and the UV lines of Fe i reduces, when the Kaulakys (1991) collisions are taken into account. We note that similarly small effect of including the Kaulakys (1991) collisions on the abundance determinations from lines of Mn i is reported by Bergemann et al. (2019) .
It can be seen that, for cool giants, achieving the Fe i/Fe ii ionisation equilibrium depends, in the first turn, on an accuracy of T eff . Next important source of the abundance uncertainties is g f -values. For example, applying g f -values of MB09 could remove the NLTE abundance difference log ε FeI − log ε FeII completely for HD 122563. We therefore call once more on atomic spectroscopists for further laboratory and theoretical works to improve g f -values of the Fe i and, in particular, Fe ii lines used in abundance analysis. Taking into account the obtained statistical abundance errors, we conclude that none of the systematic effects can destroy the Fe i/Fe ii ionisation equilibrium for the investigated halo benchmark stars.
VMP giants in the dwarf spheroidal galaxies
Our sample of the dSph stars covers the −4 ≤ [Fe/H] ≤ −1.5 metallicity range that is useful for testing a updated model atom of Fe i-ii, because the NLTE effects for Fe i lines depend on stellar metallicity. We use the same line list as in Mashonkina et al. (2017a) and Pakhomov et al. (2019) . The same atomic parameters are adopted for lines of Fe i, while, by analogy with analysis of the halo benchmark stars in Sect. 3.3, g f -values of RU98 are employed for the Fe ii lines.
For each star, the NLTE calculations were performed with the YBK18+YBK19 collisional recipe. For lines of Fe ii, the NLTE effects are minor at [Fe/H] > −3.7, such that ∆ NLTE ≤ 0.02 dex, in absolute value. The exceptions are Fe ii 4923 and 5018 Å, for which ∆ NLTE is negative and can reach −0.09 dex. The abundance differences between Fe i and Fe ii are displayed in Fig. 9 . Under the LTE assumption, log ε FeI is systematically lower than log ε FeII , by −0.27±0.08 dex, on average. In the NLTE calculations, an abundance discrepancy is largely removed in the [Fe/H] > −3.5 regime, with the mean log ε FeIlog ε FeII = −0.01±0.10. At the lower metallicity, in five of six stars, abundances from Fe i lines are higher that those from Fe ii, by up to 0.35 dex. As discussed by Mashonkina et al. (2017a) , this can be due to overestimated effective temperatures that were determined for these stars from photometric colours. From a carefull analysis of a sample of the UMP stars, Sitnova et al. (2019) recommend to use as many as possible photometric and spectroscopic indicators of T eff and log g, in order to improve The numbers in parentheses are the dispersions in the single line measurements around the mean. an accuracy of derived atmospheric parameters. In this study, we did not aim to revise T eff 's of our sample stars. Analysis of the Fe i /Fe ii ionisation equilibrium in the same dSph stars by Mashonkina et al. (2017a) was different from the present one in the two aspects: collisions with H i were treated with the Drawinian rates and abundances from the Fe ii lines were derived with g f -values of Raassen & Uylings (1998) , which were corrected by +0.11 dex, following the recommendation of Grevesse & Sauval (1999) . In order to achieve consistent abundances from the two ionisation stages for the stars at [Fe/H] > −3.5, Mashonkina et al. (2017a) applied a scaling factor of S H = 0.5 to the Drawinian rates. With the quantum mechanical rate coefficients from YBK18, we calculate larger NLTE abundance corrections for Fe i lines, by 0.1 dex, on average. Therefore, a use of the scaled (S H = 0.5) Drawinian rates together with the corrected (by +0.11 dex) g f -values of Raassen & Uylings (1998) provides, on average, the same abundance difference between Fe i and Fe ii, as that for accurate collisional data together with original g f -values of Raassen & Uylings (1998) .
Comparison with other studies
For the halo benchmark stars discussed in Sect. 3.3, the iron abundance analyses were performed by Amarsi et al. (2016, hereafter, ALA16) based on detailed 3D NLTE radiative transfer calculations using 3D hydrodynamic STAGGER model atmospheres. They treated Fe i + H i collisions with quantummechanical rate coefficients from Barklem (2016) . We do not compare here the results for HD 140283 because of large discrepancy in T eff between this study (5780 K) and ALA16 (5591 K). For HD 84937, ALA16 adopted T eff = 6356 K, log g = 4.06, and [Fe/H] = −2.0, which are close to ours. Our LTE abundances from lines of both Fe i and Fe ii in the visible spectral range agree with the corresponding 1D LTE abundances of ALA16, within 0.04 dex. We obtain slightly stronger NLTE effects for Fe i lines, with the mean NLTE -LTE abundance difference of +0.22(YBK18) / 0.24 dex (B18), while the 1D NLTE analysis of ALA16 results in +0.17 dex.
In order to compare the results for HD 122563, we take the same atmospheric parameters, T eff = 4600 K, log g = 1.6, and [Fe/H] = −2.5, as that in ALA16. In LTE, we obtain higher abundances than those of ALA16, by 0.13 and 0.10 dex for Fe i and Fe ii, respectively. The NLTE -LTE abundance differences amount to 0.15 (YBK18) and 0.13 dex (B18) for Fe i, while ALA16 reported 0.09 dex. The discrepancies in both LTE and NLTE abundances can be due to using different line lists.
Interestingly, the 3D NLTE analyses of ALA16 lead to the higher abundances compared with the 1D NLTE ones, by a very similar amount for Fe i and Fe ii in a given star: by 0.12 and 0.10 dex, respectively, in HD 84937 and by 0.08 and 0.07 dex in HD 122563. This leads us to think that the NLTE abundance discrepancy of 0.1 dex between Fe i and Fe ii obtained in this study for the visible lines in HD 84937 and HD 140283 could not be removed, when applying the 3D NLTE analysis.
For HD 84937, the Fe i /Fe ii ionisation equilibrium based on not only visible, but also UV spectra was checked earlier by Sneden et al. (2016, hereafter, S16) and Roederer et al. (2018, hereafter, R18) under the LTE assumption. Both studies used the VLT/UVES spectrum in the visible range, but different STIS UV spectra, with a resolution of R = 25 000 and 114 000, respectively. Despite employing rather different atmospheric parameters, namely, T eff /log g = 6300 K/4.00 (S16) and 6418 K/4.16 (R18), these two papers reported close together abundances, and each of them obtained a perfect agreement between the two ionisation stages, Fe i and Fe ii. From 446 lines of Fe i and 105 lines of Fe ii, S16 derived log ε FeI = 5.20 and log ε FeII = 5.19. Using the solar abundances presented by S16 in their Our list of the UV lines has 20 lines of Fe i and 6 lines of Fe ii in common with S16, while no common line with R18. By averaging our results from the visible and UV lines, we obtain the LTE abundance log ε FeI = 5.23, in line with that of S16 and R18. Our log ε FeII is higher than that of S16, by 0.11 dex, and agrees within 0.02 dex with that of R18. A discrepancy with S16 can be due to different line lists and different g f -values. When using the same g f -values, as in S16 for common lines, we obtain a difference of less than 0.01 dex in log ε FeII between this study and S16.
Conclusions
In this study, the Fe i -Fe ii model atom of Mashonkina et al. (2011) is updated by implementing photoionisation cross sections for the Fe i levels from Bautista et al. (2017) , electronimpact excitation data of Bautista et al. (2017) for the Fe i transitions, and by including inelastic Fe i + H i and Fe ii + H i collisions with rate coefficients from quantum-mechanical calculations of Barklem (2018, Fe i) , Yakovleva et al. (2018b, Fe i) , and Yakovleva et al. (2019, Fe ii) . We also implement the Kaulakys (1991) ' collisions applying rate coefficients from calculations of Barklem (2017) .
Using classical 1D model atmospheres, we inspect the effect of H i collisions and their different treatment on the derived abundances and the Fe i /Fe ii ionisation equilibrium of the three Galactic halo benchmark stars and a sample of 38 VMP giants in the dwarf galaxies with well known distances. For each star, the average NLTE abundances from Fe i lines obtained using the data of Yakovleva et al. (2018b) and Barklem (2018) differ by no more than 0.03 dex. Although there exist discrepancies in the NLTE abundance corrections for individual lines. In most cases, they do not exceed 0.1 dex. The exceptions are the Fe i 4427, 4920, and 5324 Å lines in HD 122563, for which the difference in ∆ NLTE amounts to 0.17, 0.13, and 0.15 dex, respectively. Further theoretical works are needed to improve the theory of inelastic Fe i + H i collisions.
The obtained results can be summarized as follows. 
