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Abstract 
Workflow is an important enabling technology for 
eScience. Research into workflow systems for 
eScience has yielded several specialized workflow 
engines. In this paper we investigate the nature of 
scientific workflow and describe how an existing 
business workflow engine, Microsoft’s BizTalk, can be 
adapted to support scientific workflow, and some 
advantages of doing this. We demonstrate how 
BizTalk is able to support scientific workflow through 
the implementation of two real bioinformatics 
workflows. These workflows are enacted through a 
novel web based interface making them widely 
accessible.   
1. Introduction 
The eScience vision is the large scale collaboration 
of people and other resources, particularly 
computational services and data, to undertake new 
science. Typically this takes the form of data analysis 
and knowledge discovery pipelines. These pipelines 
comprise the composition of existing applications and 
services. Workflow is one technique for achieving this. 
Workflow is loosely defined as the automation of a 
process to co-ordinate people, data and tasks. Business 
workflow has been researched and utilized over many 
years; more recently eScience recognized the need for 
workflow, and several specialized workflow engines 
have been developed. 
There are different kinds of workflow. Structured 
business workflows concern the throughput of data 
(transactions) through a number of processes or 
services to undertake business. Scientific workflow 
concerns the coupling of tools and transformation of 
data to enable science; often such workflows have 
interactive components and can be quite dynamic. 
It has been generally thought that business 
workflow engines are unsuitable for scientific 
workflow. In this paper we review the differences 
between business and scientific workflows, and show 
how BizTalk, a business workflow engine, can indeed 
support scientific workflows. There are many 
advantages to this, including being able to leverage 
the considerable engineering investment in such tools 
and their support for transactions, security, standard 
workflow languages, extensibility, wide variety of 
transport protocols and sophisticated web services. 
We present a web portal which can generate and 
control bioinformatics workflows hosted by BizTalk. 
The portal is novel in supporting a web based interface 
to configurable workflows and in supporting persistent 
(disconnected) workflows. 
The remainder of this paper is organized as 
follows; the next section overviews scientific 
workflow, and compares it with workflow within a 
business context. Section 3 describes the BizTalk 
workflow engine. Section 4 describes how BizTalk can 
support scientific workflows in a web based portal and 
Section 5 presents some example bioinformatics 
workflows which have been implemented in the 
portal. Section 6 concludes and discusses further work. 
2. Scientific workflow 
Scientific endeavor nowadays is becoming more 
and more complex and it involves a lot of data 
manipulation, analysis and processing. Scientists not 
only need to know their own domain knowledge but 
also knowledge in Information Technology. 
Workflows and workflow management systems can 
help scientists to reach their goals more quickly by 
looking after the automation of research or 
engineering scenarios and leave the scientists to focus 
on their research problems.  
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In experimental sciences, a large range of 
experiments goes through very similar lifecycles. 
These lifecycles can be divided into three parts: 
Design of Experiment, Data Collection and Data 
Exploration. In the Design of Experiment stage, the 
experiment design is laid out; variables that should be 
controlled are specified; and the output evaluation 
criteria are set. 
The Data Collection stage represents the actual 
execution of the experiment where the scientist first 
constructs the experiment according to the 
specification from the previous stage and decides what 
values the input parameters should have. Then the 
output data from the experiment is recorded. In the 
Data Exploration stage, the data is analyzed to verify 
the level of success from the experiment. This is 
usually done by statistical analysis or visualization of 
the data [12]. A scientific workflow management 
system is a system that manages these lifecycles for 
the scientist. Scientific workflows will often have a 
need for treating the lifecycle in a dynamic way 
because the workflow may depend on the results from 
a previous task or on trial and error methods in the 
scientific experiment [13].  
2.1 Scientific workflow requirements 
A full overview of requirements for scientific 
workflow is difficult due to the diverse nature of 
scientific work. However there are a few 
characteristics that stand out across many different 
systems. This section will try to give a short overview 
of some key characteristics of scientific workflows and 
features of scientific workflow systems. 
Scientific workflow can be roughly categorized into 
four main categories of operational requirements 
which all require different handling by a workflow 
management system. An overview of the four 
categories is found in table 1. Section 2.2 describes a 
selected set of current systems that addresses the 
outlined categories in different ways. 
Category Description 
Trial and Error Requires an experimental 
approach to workflow 
Long Running Tasks that run over a long 
period of time 
Computationally 
Intensive 
Workflows that require 
intensive compute power 
Verifiable Workflows that produce 
verifiable results 
Table 1. Operational Categories of Scientific 
Workflows 
Trial and error workflows are workflows that is 
subject to rapid changes either because they are in an 
experimental beginning phase or that the data that is 
subject for investigation is heterogeneous. A scientific 
workflow system needs to support dynamic 
reconfiguration during execution of a workflow to 
support the Trial and Error category. 
Long running workflows are workflows that 
execute over a longer period of time because there are 
large computational steps in the workflow. Grid 
workflow systems are typical systems that support long 
running workflows. If the scientific workflow system 
has got a user interface it should support a separation 
between the graphical interface and the processing so 
that the user can close the graphical interface without 
interfering with the workflow processing. 
Computational intensive workflows are workflows 
that contain tasks which require massive 
computational resources. Such tasks or programs are 
often related to analysis of data. Computational 
intensive workflows can in some cases be data 
intensive as well, e.g. the result of one task can lead to 
multiple inputs to the next task. Again grid workflow 
systems are a good match in supporting computational 
intensive workflows. The Long Running and 
Computational Intensive categories are closely related 
but they are separated because although a workflow 
can require massive computing power it does not have 
to be long running if you have enough computational 
resources available. The core requirement for 
supporting Computational Intensive workflows is to 
support access to high performance computing 
facilities from the workflow system. 
Verifiable workflows are workflows that need to be 
reproduced at a later stage. This is very common in 
biological workflows when the results are to be used 
for publication. The scientific workflow engine should 
support collection of the workflow data and allow the 
scientist to enter metadata to describe the workflow 
results. 
2.2 Existing scientific workflow systems 
This section describes a selection of important 
scientific workflow systems and their areas of 
application. For a comprehensive survey of this area 
see [8]. 
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Taverna [14] is the scientific workflow 
management tool created in the myGrid project [3]. It 
is designed to facilitate the use of workflow and 
distributed computing technologies within eScience. It 
targets researchers within the bioinformatics area. The 
workflow model in Taverna is represented by an XML 
based workflow language called XScufl. Taverna is 
meant to be a generic web service based scientific 
workflow system but it is currently targeting a wide 
range of areas within biology. Taverna is one of the 
few workflow engines that support the verifiable 
workflow category by adding metadata to the saved 
workflow results. 
PtolemyII [15] was originally designed for testing 
algorithms and mathematical models visually. Some 
recent projects such as SPA and Kepler [5] have 
extended PtolemyII to support scientific workflows in 
a drag and drop fashion. PtolemyII is based on an 
actor model that allows extension by creating new 
actor libraries. Actors in these extensions of PtolemyII 
are often wrapper calls to web services or grid 
services. The internal representation of a model in 
PtolemyII is expressed through a meta XML language 
named MoML (Modeling Markup Language). MoML 
provides an abstract syntax notation to represent 
components and the relationships between them.  
BioPipe [4, 16] is a framework that addresses 
workflow creation in large scale bioinformatics 
analysis projects and the complexity that is involved in 
such projects. BioPipe is designed to closely 
interoperate with the BioPerl package. Both are from 
the Open Bioinformatics Foundation. BioPipe 
complements BioPerl by adding support for job 
management for high throughput analysis. A BioPipe 
pipeline is created through an XML file that specifies 
all interaction from start to end of the pipeline. The 
execution of the pipeline can be submitted to non 
specific load sharing software, e.g. LSF or PBS, 
through a batch submission layer. There is no 
graphical composition tool available. The main idea 
behind the BioPipe project is to integrate a variety of 
data sources within bioinformatics into one unified 
analysis platform. 
DAGMan [17] is a meta-scheduler for Condor, a 
popular grid computing system for computational 
intensive jobs. It submits jobs to Condor in an order 
specified by a directed acyclic graph (DAG), thus the 
name DAGMan. Within DAGMan, programs are 
nodes in the graph and the dependencies represent the 
edges in the graph. A DAG is specified in an input file 
that defines the different nodes and edges in the DAG. 
Each node / program needs to have its own Condor 
description file for specifying how Condor should 
handle job submission and I/O for that specific 
program. DAGMan is responsible for scheduling, 
reporting and recovering the jobs associated with the 
DAG input. DAGMan supports grid computing 
through Condor-G which also supports connecting to 
a Globus grid.  
Chimera (Annis et al., 2002) is a system for finding 
or creating workflows with the help of a number of 
OGSA grid services. Parts of the concept behind 
Chimera is that one should be able to search for data 
or programs for a specific problem if someone else has 
written the program or collected the data before. Data 
that is presented through Chimera includes metadata 
that describes how the data was collected. The 
workflow in Chimera is represented as an abstract 
workflow specification. This abstract workflow is 
passed on to the Pegasus system, which translates it to 
a concrete workflow. The concrete workflow is 
essentially a DAG representation of the workflow that 
is submitted to Condors DAGMan scheduler for 
execution. Chimera is a part of the Grid Physics 
Network (GriPhyN) and is intended to be used in large 
scale data exploration projects within fields such as 
high energy physics and astrophysics. 
GridFlow [19] is a collaborative project driven by 
NASA, NEC and the University of Warwick. It is a 
grid based portal system for job submission to a 
computational grid. The portal system offers three 
main functionalities: simulation, execution and 
monitoring of jobs. The workflow representation in 
GridFlow is divided into three main parts: tasks, sub-
workflow and workflow. Tasks are the smallest 
elements in the workflow that, e.g., can represent a 
PVM or MPI program which utilizes multiple 
processors. Sub-workflows are a set of closely related 
tasks that should be executed in a predefined sequence 
on a local grid limited to one organization. Workflow 
is a collection of sub-workflows that is linked to each 
other. GridFlow uses an undocumented XML 
specification to represent the workflow and is meant to 
be a general purpose grid workflow system. 
3. BizTalk 
This section presents an overview of BizTalk, 
Microsoft’s business integration server [6]. The focus 
of BizTalk is on business integration, rather than pure 
workflow, which is a good match for bioinformatics 
applications where a key issue is tool and data 
integration. Also Biztalk is very extensible which 
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enables it to be programmatically customized to 
support different kinds of workflows and uses. 
Common usage scenarios for BizTalk are within 
enterprise application integration (EAI), and business 
to business integration (B2B).  
The BizTalk engine uses XML as a common 
intermediate format to represent messages from 
arbitrary data sources. Messages can be transformed 
through maps, combinations of XSLT and .NET code. 
These transformations can be constructed 
programmatically or via a graphical editor.  
The underlying architecture of the BizTalk engine 
is based on a publish-subscribe pattern. A workflow 
orchestration in BizTalk is activated through a 
subscription to a receive port that listens for incoming 
messages of a specified message type, see Figure 1. 
Ports in workflow orchestrations consist of two 
components, adapters and pipelines. The adapter 
specifies what transport medium the message is 
received on (e.g. HTTP, database table, or a file). 
Adapters are an important part of the Biztalk 
architecture because they provide an extension point 
e.g. for supporting legacy systems. Pipelines are used 
to prepare the message for further processing, such as 
decrypting an encrypted message before further 
processing. 
BizTalk supports a native orchestration format, 
XLANG, and the BPEL standard workflow language 
[11]. BizTalk also has excellent support for web 
services through adapters including advanced 
messaging like WS-Addressing and WS-Security. Like 
most commercial workflow engines BizTalk supports 
transactions, business process analysis and tracking. 
BizTalk includes a component for human 
interaction via the Human Workflow Services (HWS) 
API. HWS workflows are defined in the BizTalk 
documentation as “a set of actions that take place 
between people or processes in a specific context”. A 
HWS workflow is composed of actions which are 
components representing atomic tasks. Consider two 
actions: assign and delegate. The assign action is 
meant to assign a task to a user, e.g. “Please review 
this contract and add your comments”. The delegate 
action is meant for delegating an already assigned task 
to another user, e.g. “Please take care of this contract 
that was assigned to me”. These two actions could 
easily form the basis of a workflow for document 
approval. In our system, actions are used as wrappers 
for applications and web services. The key point about 
HWS is that it supports dynamic workflow which is 
required in scientific workflow. 
4. A bio-workflow portal using BizTalk 
Like other business workflow engines, BizTalk 
XLANG/BPEL schedules are meant to be designed by 
programmers and deployed for users. The workflows 
themselves are fixed and are created using Visual 
Studio. This is not a good match for eScience where 
the users and developers are often the same person. In 
eScience workflows are usually interactive and often 
dynamic and users can change them as they progress. 
However, the human workflow services part of 
BizTalk is a natural match to the dynamism required 
for eScience workflows. These workflows are 
constructed by web services from a client. This 
provides a simple interface where, for example, a 
portal can create and edit workflows. We have 
constructed such a portal which provides a ubiquitous 
and simple interface that all scientists can use. 
Our portal prototype allows a scientist to compose 
and run simple workflows from a web interface. The 
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architecture behind the web system is based on 
BizTalk HWS components that are executed from a 
workflow schedule. When a workflow is selected in 
the portal the workflow schedule is loaded and 
presented to the user. The user then decides if he 
wants to fill in the input parameters manually or if he 
wants to use cached parameters. Workflow execution 
is output driven; when a result is viewed by clicking 
on a components’ output view, the workflow checks if 
results are ready or if the input parameters have 
changed. This is to allow the use of cached data in 
order to boost performance. If necessary the workflow 
runtime will then execute the schedule up to the stage 
that the user requested. 
HWS components that belong to the workflow are 
invoked based on a workflow schedule by the 
workflow runtime system through the HWS Web 
Service. From a BizTalk and HWS point of view, the 
workflow is built ad-hoc. This makes it a lot more 
flexible than in a regular compiled and deployed 
BizTalk orchestration. BizTalk keeps track of the 
workflow structure even if it is built on the fly. There 
are restrictions on what services can be started based 
on the availability of input from other components, 
e.g. component B needs the result from component A 
to execute. An overview of the workflow system 
architecture is explained in Figure 2.  
The HWS components are in most cases acting as 
fault-tolerant wrappers for command line applications 
and web services. Exception handling in BizTalk 
allows for compensating actions, for example, 
compensation can be used if your local application 
fails and you have to use a remote web service instead.  
Every HWS component has a corresponding thin 
wrapper which simplifies the I/O for the web service 
component. The user interface and the backend 
processing are completely separated so that we can 
support disconnected asynchronous execution of 
workflows. This is especially advantageous when long 
running workflows are executed. It also provides 
opportunities to support a richer set of clients, e.g. 
PDAs and smart phones. 
Each component is conforming to a common 
interface that is required for workflow composition. 
This interface incorporates important metadata such 
as “the component is a standalone component”, e.g. a 
database querying component together with the input 
and output data formats it uses. The components 
interfaces are loaded on demand by the portal system. 
Since the components are dynamically loaded, adding 
new components to the system can simply be done by 
dropping components into a system folder. 
A simple XML formatted description file, which is 
provided through the component interface, allows the 
runtime to check if a component’s output format 
matches the next component’s input format and apply 
format converters where this is available. BioPerl, a 
Perl toolkit for building bioinformatics solutions, 
provides a convenient module that addresses format 
conversion between 11 common sequence data formats 
used in bioinformatics. This module, Bio::SeqIO, is 
used to convert sequence data between components 
where needed during execution. Formatting between 
different sequencing formats introduces a potential 
source of error because some formats carry less 
information than others. The Fasta format consists of 
a sequence and a description field which is used to 
uniquely identify the sequence, normally the accession 
id plus an optional comment. GenBank is a richer 
format used in the NCBI database with the same 
name. The GenBank includes information about a 
sequence, the authors and sites of biological interest in 
the sequence. A format conversion from Fasta to 
GenBank format would result in an unverifiable 
GenBank file because the description field in Fasta is 
decided by the user. As a simplified example, the 
Bacteriophage L2 genome has got 226 lines of 
descriptive text in GenBank format. When converted 
to Fasta and back to GenBank again using BioPerl 
there are only 6 lines that describes the sequence. Our 
system is not currently addressing such issues other 
than to let the user decide if he wants to apply the 
conversion step or not; a more semantics based 
approach such as BioMOBY may be needed [7]. 
Our system conforms well to the categories outlined 
in section 2.1. We support trial and error through 
dynamically composing the workflow from a schedule 
in runtime mode. This allows us to be able to 
reconfigure the workflow while it is running. 
Verifiable workflows are supported through an 
automatic tracking system in BizTalk. The system will 
track the full workflow information including input 
and output files, and parameters. Long running 
workflows are supported through our disconnected 
model for asynchronous workflow processing which 
allows the workflow to continue processing even if the 
user decides to close its browser window. Support for 
computational intensive workflow is not implemented 
in the current version of the workflow but this is in 
planning for the next release. 
In the current state our system only allows simple 
pipelined workflows. It is however a work in progress 
to support branching, looping and simple form of 
parallelism.  
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5. Applications 
Two example workflows have been implemented in 
our system, Prokaryote Genomic Motif Identification 
and DNA Clone Characterization. The former makes 
heavy use of the format conversion abilities of the 
system while the latter is a workflow requiring lots of 
manual intervention to determine if a useful 
characterization has been made. These are both real 
workflows used at QUT and Mater Medical Research 
Institute. These workflows comprise a number of 
tasks. Some of these tasks are wrapped legacy 
applications, typically Perl, and others are new custom 
components.  These applications demonstrate that 
BizTalk can be used to implement bioinformatics 
workflows. 
5.1 Prokaryote Genomic Motif Identification 
This workflow is concerned with locating motifs in 
genomic prokaryote sequences. Prokaryotes are single 
celled organisms which are characterized by not 
having a membrane bound nucleus i.e. the DNA is 
free within the cell. The prokaryote genomic 
sequences represent the main contribution towards the 
total DNA content of the organism. Specifically, the 
workflow searches for regulatory motifs whereby 
searches are made relative to the coding sequence 
(CDS), i.e. the regions of the genome that code for 
proteins. The three step process (genome selection, 
sequence extraction, pattern matching) represents the 
basic events in motif identification.  The pattern 
matching stage is shown in figures 3 and 4; notice 
how the workflow steps are shown in the left-hand 
pane of the portal. In conjunction with motif 
identification routines such as position weight 
matrices, pattern frequency and combined promoter 
weight matrices (-10 and -35 boxes); motifs relative to 
the CDS regions of the target genome can be 
identified. The key focus is on applying weight 
matrices to motif identification in singular and 
composite models. 
The sequence extractor and pattern matcher 
applications both use the BSML data format to 
represent the genome data. Currently the only 
database that supports retrieving BSML directly is 
EMBL. This gives us the option of using EMBL only 
or to convert the more common NCBI GenBank 
format to BSML. The latter choice was desired by our 
biologists as the genome selection step is selected 
through the Sequence Manager [10] component. The 
Sequence Manager is a component that allows you to 
search for sequences and store them in personal 
sequence collections. It operates on a cached version 
of the NCBI database. 
5.2 DNA Clone Characterization 
Let us consider a biologist who works in a wet lab. 
A DNA sample is sent away to a DNA sequencing 
facility that produces a raw sequence file and an ABI 
file with information about the position base call 
confidence of each base pair. Based on the 
visualization graph of the sequence content (Figure 5), 
the biologist removes insignificant data from the start 
and end of the sequence, or more generally extracts a 
region of interest. The aim of the workflow is to 
Figure 3. Pattern searcher input 
Figure 4. Pattern searcher output 
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characterize a DNA clone with the aid of pre-existing 
information using two common bioinformatics tools: 
BLAST and CLUSTALW. BLAST is initially used to 
identify the sequence against a general database. 
CLUSTALW is used to further specify the dataset the 
unknown sequence is matched against (Figure 6). 
Together, this combined approach is effectively used 
to determine the unknown sequence, however reverse 
complementing the unknown can further enhance the 
approach. By complementing the unknown sequence, 
the opposite strand is probed against the CLUSTALW 
dataset which may return the desired result. 
A special feature of the DNA Clone 
Characterization workflow is that it can vary in length 
for each case. The best case scenario is two steps if the 
BLAST search returns a positive match straight away, 
while the worst case scenario is five steps if you do not 
get the desired result at all or get a proper result from 
CLUSTALW after reverse complementing the 
sequence. This workflow requires a high level of 
human participation to decide on the quality of the 
analysis result. 
6. Further work and conclusions 
We have discussed scientific workflow and shown 
how a commercial workflow engine can support these. 
This does require the use of a non-traditional part of 
the workflow engine, the human workflow service, 
which is more closely mapped to the interactive and 
dynamic workflow required by scientists. Utilizing a 
commercial workflow engine has several advantages 
over research workflow engines, including support for 
advanced web services, BPEL, transactions, and 
extensibility. A novel aspect of the system is the 
provision of a web based interface for manipulating 
workflows. This enables workflows to be dynamically 
constructed and executed. Furthermore workflows are 
disconnected, enabling the support of long running 
workflows. Several bioinformatics workflows have 
been written and these are being used by biologists. 
There are several ways in which we would like to 
extend the current workflow system. We could like to 
make workflows accessible via web services, so that 
they can be created and queried programmatically, 
perhaps within the WS-RF framework. BizTalk 
already supports such reflective facilities. Some 
workflows are quite costly; we would like to 
automatically support the scheduling of these 
computations to a backend cluster, so that, for 
example, multiple Blast tasks could be automatically 
evaluated in parallel. 
Another area requiring work is the manual 
wrapping of legacy applications and adaptation of data 
formats; this is particularly relevant for 
bioinformatics. We are currently investigating 
BioMOBY [7] to see whether it might offer a solution 
to the data format problem. 
The current implementation can be accessed via 
our Bioinformatics Project Home page at 
http://www.plas.fit.qut.edu.au/bio/. We intend to make 
the framework freely available. 
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