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Erhard Tietel 
"KÜNSTLICHE INTELLIGENZ" UND PSYCHO­
ANALYSE: EINE "MESALLIANCE"? 
Im Winterheft 1988 des "DAEDALUS", dem Joumal of the American 
Academy of Art and Sciences, findet sich unter verschiedenen Aufsätzen 
zur "Artificial Intelligence" ein Beitrag von Sherry Turkle mit dem Titel: 
"Artificial Intelligence and Psychoanalysis: a new alliance" - ohne Fragc­
zeichen! -, womit ihr Standpunkt auch schon markiert ist. 
Ein Wort zur Autorin: Sherry Turkle ist Psychologin und Soziologin, Pro­
fessorin am Massachusetts Institute of Technology (MIT), einem der älte­
sten und angesehensten Forschungstätten der Computerwissenschaften und 
der Künstlichen Intelligenz (KI). Vor ihrer Hinwendung zu Fragen der psy­
chischen rolgen und der Implikationen der Computerisierung veröffent­
lichte sie eine Studie zur Psychoanalyse in Frankreich mit dem Titel 
"Psychoanalytic Politics: rreud's French Revolution". In Deutschland ein­
schlägig bekannt wurde sie jedoch erst durch ihr Buch "The Second SeiL 
Computers and the Human Spirit" - auf deutsch: "Die Wunschmaschine" 
(1984/1986)1, dem bis dahin ersten umfassenden Versuch, dcr Frage empi­
risch nachzugehcn, wic dcr Umgang mit dcm Computcr das Denken und 
Verhalten der Menschen beeinflußt; auch in dicser Studie zeigt sich S. Tur­
kle dem ps ychoanal ytischen Denken verbunden. 
Währcnd S. Turklc in "Dic Wunschmaschine" den Einfluß dcs Computers 
auf verschiedene Gruppen (Kinder, Jugendliche, Erwachsene) durchaus 
noch kritisch und abwägend darstellt und im wesentlichen rragen aufwirft, 
zeigt sie bezüglich der Möglichkeiten der Künstlichen Intelligenz einc nicht 
zu übcrsehendc Euphoric, die sich in dem hier zu diskutierendcn Beitrag 
vollends durchsetzt: Sie ist von den neueren Entwicklungen in der KI be­
1 Voraus ging dem Buch der ebenfalls vieldiskuIierte Aufsatz: Computer as Rorschach 
(siehe Turkle 1980). 
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geistert und betont vor allem die Chancen für die Psychoanalyse, die von 
einer Verbindung mit der Künstlichen Intelligenz ausgehen. 
1m vorliegenden Text werden die Vorstellungen Sherry Turkles zu Verbin­
dungen zwischen Künstlicher Intelligenz und Psychoanalyse vorgestellt 
und diskutiert. Es handelt sich um einen der ersten Beiträge, die vom neuen 
Paradigma des Konnektivismus ausgehend versuchen, eine Brücke zur 
Psychoanalyse zu schlagen.2 
1. Der Computer als Bürge für Wissenschaftlichkeit 
Sherry Turkle beginnt ihren Aufsatz3 mit der These, daß KI der Psycho­
analyse bei den Schwierigkeiten helfen könne, die diese in der scientific 
community dabei hat, als Wissenschaft ernst genommen zu werden. Com­
puter seien hierbei nicht nur als etwas Technisches anzusehen; sie staUen 
die Wissenschaften des Geistes (worunter Turkle auch die Psychoanalyse 
zählt) vielmehr mit einer Art theoretischer Legitimation aus, die die Auto­
rin einen "tragenden Mythos" (sustaining myth)4 nennt (S. 24lf.). 
Als erstes Beispiel für die nicht-technische Wirkung des Computers nennt 
Turkle das Ende der Vorherrschaft des. Behaviorismus in der Psychologie 
in den 60er Jahren, das sie - unter Berufung auf den Psychologen George 
Miller - wesentlich darauf zurückführt, daß das Auftauchen des Computers 
es auch Psychologen erlaubt hat, nach dem Inhalt der black-box, nach 
"inneren Zuständen" zu fragen: "Die Anwesenheit des Computers diente als 
tragender Mythos für eine neue Psychologie der inneren Zustände, die als 
'cognitive science' bekannt wurde" (S. 243).5 Schon in diesem Beispiel 
zeigt sich für Turkle, daß der Einfluß des Computers nicht von größerer 
Quantifizierung, Regelhaftigkeit, Fx:tktheit und Formalisierung ausging. 
2 Der vorliegende Beitrag steht in Verbindung mit einem weiteren, größeren Text, in 
dem es um Beziehungen zwischen Psychoanalyse und Cognitive Science geht (siehe 
hierzu Tiete1 1991) . 
3 Die Übersetzung des Textes wurde von mir vorgenommen/E.T. Eingeklammerte Sei­
tenzahlen ohne weitere Angabe beziehen sich auf diesen Text. 
4 Man kann hier auch von einem neuen Paradigma sprechen. 
5 Siehe hierzu auch Ho1enstein (1988) sowie ausführlicher Gardner (1989). 
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sondern im Gegenteil davon, die Psychologie aus den engen Fesseln des 
Behaviorismus zu befreien (S. 243). Sie kritisiert damit ein geisteswissen­
schaftliches Klischee, das KI immer mit rationalistischen Philosophien und 
einer Tendenz zum Formalismus verbindet (S. 244). Dieses scheinbar plau­
sible Argument bezieht seine Kraft jedoch aus einer Verschiebung: selbst 
wenn die KI bzw. der Computer wissenschaftsgeschichtlich zur Freisetzung 
neuer Fragestellungen in der Psychologie beitrug, so immanent doch mit 
dem Zwang zu höchster Formalisierung: denn nur das, was sich formalisie­
ren ließ, war auch programmierbar. Diese größere Stringenz und Exaktheit 
der Begriffe und Konzepte, das (scheinbare?) Aufspüren von kausalen Zu­
sammenhängen, ist es auch, was manchen Psychoanalytiker an der Com­
putersimulation psychischer Prozesse fasziniert (siehe Leuzinger-Bohleber 
1987a und 1987b sowie Tietel 1991). 
2. Bisherige Berührungen von KI und Psychoanalse 
Zentrales Anliegen der KI sei - so Turkle -, eine Theorie darüber bereitzu­
stellen, wie der menschliche Geist funktioniert: ihr doppeltes Anliegen sei 
erstens, Maschinen zu bauen, die denken und zweitens, diese Maschinen 
dazu zu benutzen, über Denken nachzudenken (S. 244). Dabei stelle die KI 
nicht nur der Psychologie in Form der "cognitive science" einen tragenden 
Mythos zur Seite, sondern neuerdings auch der Psychoanalyse: KI und 
Psychoanalyse haben besondere Gemeinsamkeiten, die vor allem darin lie­
gen, daß neue Entwicklungen beider Disziplinen die Funktion innerer 
Agenten (agents) in den Mittelpunkt ihrer Theoriebildung stellen. 
Traditionelle Gemeinsamkeiten nun sieht Turkle darin gegeben, daß Psy­
choanalyse und KI Wissenschaften der Selbstreflexion sind (während der 
Behaviorismus Selbstbezüglichkeit verbietet). Doch hier parallelisiert Tur­
kle vorschnell: meint Selbstreflexion in der KI - Turkle verweist hier auf 
Äußerungen von Schank, Minsky und Norman - daß die maschinelle Nach­
bildung des Denkens auf dem beruht, was der KI-Forscher in Selbster­
forschung als Mechanismen des Denkens bei sich selbst entdeckt, so geht 
die psychoanalytische Vorstellung von Selbstreflexion über diese Beob­
achtung eigener mentaler Prozesse hinaus. Selbstreflexion, wie die Psycho­
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analyse sie versteht, ist keine Form einsamer Selbstbezüglichkeit, nicht 
bloße Selbstbesinnung oder Selbstbeobachtung, sonden! eingebunden in 
einen intersubjektiven Prozeß. Auch die Selbstanalyse, als scheinbar mona­
dische Form der Selbstreflexion, braucht ihr Gegenüber; Freud halte dieses 
Gegenüber in fließ (siehe Eifermann 1987, S. 197ff.). Habermas betont 
darüber hinaus den notwendig praktischen, d.h. subjektverändemden Cha­
rakter der Selbstreflexion es besteht nicht in erster Linie im Auffinden be­
stehender Strukturen, sondern ist ein lebendiger, lebensgeschichtliche Er­
fahrungen und Erlebnisse umstrukturierender Prozeß, der an die Übertra­
gung gebunden ist, also eingebettet ist in eine "Bewegung der Selbstretle­
xion" zwischen Arzt und Patient (Habermas 1968, S. 302 u. S. 306).6 
3. Zwei Paradigmen der KI: Symbolverarbeitung VS. Konnektionislllus 
Die wesentliche Unterscheidung, die S. Turkle in ihrem Text einführt, ist 
die zwischen zwei Ansätzen der Künstlichen Intelligenz (S. 246ff.). 
Der traditionelle Ansatz, der die KI von Ende der 60er Jahre bis Mitte der 
80er Jahre fast ausschließlich bestimmte (auch die Ansätze der Comutersi­
Illulation psychischer Prozesse) ist die Informations- bzw. Symbolverar­
beitung. Die inrOlmationsverarbeitende KI geht laut Turkle zurück auf die 
Boolsche Algebra und basiert - wie Dreyfus und Dreyfus (1988) zeigen ­
auf der rationalistischen Philosophie und Logik. Erster llöhepunkt dieses 
Ansatzes war Newell und Simons Bestimmung der Intelligenz als 
"physikalisches Symbolsystem" (vgl. Newell 1980). In traditionellen Com­
putern, die nach diesem Paradigma gebaut sind, sitzen Millionen von In­
formationseinheiten im Speicher und warten untätig darauf, daf3 die Zen­
traleinheit ctwas mit ihnen macht, jedoch immer nur mit einer Information 
pro Zeiteinheit. Bestimmend ist die Unterscheidung zwischen Infomlalio­
nen und Prozessoren, d. h. Regeln, nach denen die Informationen 
------ ................ _­
6 Auf den spezifisch henneneutischen Charakler psychoanalytischer Selbstreflexion 
weist auch Erdheim hin; sie ist angesiedelt in einem zweiseitigen Übertragungsprozeß 
(Ubertragung und Gegenüberuagung) und verknüpft die Analyse der eigenen Erfah­
rung mit der Analyse der fremden Erfahrung - in einem von beiden Beteiligten ge­
meinsam zu leistenden Prozeß (vgl. Erdheim 1982, S. 27f.; siehe auch Loewald 1986, 
S.279). 
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verarbeitet werden, Abfolgen von Anweisungen, wie man Infonnationen 
von einem Ort zu einem anderen übertrngt.7 
Der neue, kommende Ansatz der KI - S. Turkle nennt ihn "emergent Kr ­
versammelt sich unter dem Begriff "Konnektionismus" oder auch 
"neuronale Netze" (Kemke 1988). Dieser Zweig der KI, der nicht der Lo­
gik, sondern der Biologie oder Gehimforschung entspringt, hatte ebenfalls 
schon zu Beginn der KI - in den 50er und frühen 60er Jahren - einen ersten 
Höhepunkt (Rosenblatts Konzept der "Perceptron"), wurde dann jedoch 
vom mainstream (qua Macht des Forschungsmiuelflusses) fast völlig ver­
drängt (Dreyfus & Dreyfus 1988) und bildet erst seit kurzem das neue, auf­
strebende Paradigma.8 
In der "emergent KI" geht es nicht darum, daß programmierte Regeln ein­
deutig vorgeben, was wie in welcher Reihenfolge verarbeitet wird, sondern 
in Ansätzen von Simulationen des menschlichen Gehirns wird versucht, ein 
System von unabhängigen Elementen oder Einheiten im Computer zu er­
richten, mit der Erwartung, daß aus der Interaktion dieser Elemente Intelli­
genz hervorgeht (eben: emerges). Das ganze System ist dabei ein dynami­
sches, ohne Unterscheidung zwischen Prozessoren und der Infonnation, die 
verarbeitet wird. Familien von neuronenähnlichen Entitäten, Gesellschaften 
von 'sub-minds' und 'sub-subminds' befinden sich in gleichzeitiger Interak­
tion (S. 247). An die Stelle von detenninierten Algorithmen treten Wahr­
scheinlichkeiten, und Statistiken übernehmen die Rolle von Regeln 
(S.250).9 
7 Siehe den ausgezeichneten Überblick über die verschiedenen Phasen der KI bei 
Huber! L. Dreyfus (1985). . 
8 Einen klareren und auch übersichtlicheren Einblick in den "neuen Focus der KIn 
(Turkle) geben die Aufsätze von C. Klemke (1988) und Kinzel & Decker (1988), so­
wie das sehr lesbare, übersichtliche Buch von Varela (1990). Ich folge hier jedoch der 
Darstellung von S. Turkle. ' 
9 Varela beschreibt dies folgendermaßen: "Die Strategie besteht darin ... ein kognitives 
System zu bauen. indem man nicht bei Symbolen und Regeln ansetzt. sondern mit 
einfachen Bestandteilen beginnt, die sich in dynamischer Weise und großer Dichte 
miteinander verknüpfen. Jeder Bestandteil operiert dabei nur in seiner eigenen, eng 
begrenzten Umwelt, und es gibt keinerlei externe Einwirkung, die das System gleich­
sam um seine Achse drehen würde. Da das System ein Netzwerk ist, "emergiert", d.h. 
ergibt sich spoQtan ein übergreifendes Zusammenwirken. sobald die Zustände aller 
beteiligten "Neuronen" einen für alle befriedigten Zustand erreicht haben. In einem 
solchen System bedarf es daher keiner zentralen Verarbeitungseinheit, um die Ge­
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Der Fluchtpunkt dieses Ansatzes ist ein System von aktiven und interakti­
ven inneren 'agents': Agenten oder Aktoren; und dieses Modell ist es, das 
es der Psychoanalyse - S. Turkle zufolge - erlaubt, in einen Dialog mit der 
KI zu treten (S. 248). 
Schon beim Vorläufer der 'emergent KI', den "Perceptrons", ging es um ein 
System von interaktiven 'agents', bei denen nicht ihr Wissen, sondern ihr 
Ort in einem Netzwerk und ihre Interaktionen und Beziehungen 
(connections, daher: Konnektionismus) zentral waren (S. 252). Während 
klassische Informationsverarbeitung auf explizit formalen Symbolen be­
ruht, arbeiten Perceptrons auf einem subsymbolischen und subfonnalen 
Niveau. 
Emlöglicht wurde der Konnektionismus durch das Aufkommen neuer 
'hard-ware'; die Entwicklung von Mikroprozessoren gestattete die Aufhe­
bung der Trennung von passiver Datenbasis und Prozessor; neue Pro­
gramme wurden entwickelt, die nicht die Form von abzuarbeitenden Listen 
besitzen. Anfang der 80er Jahre kamen Weiterentwicklungen auf dem Ge­
biet der Parallel-Rechner hinzu, sowie neue Vorstellungen über Objekte im 
Programmieren. Der wichtigste Aspekt - so Turkle - ist jedoch der schon 
erwähnte der Interaktionen von inneren Agenten oder Aktoren (agents), 
von Objekten innerhalb des Systems. 10 (S. 252) 
samtdynamik zu steuern. Dieser Übergang von lokalen Regeln zu übergreifender Ko~ 
härenz ist der Kern dessen, was in den Jahren der Kybernetik "Selbstorganisation" ge­
nannt wurde. Heute spricht man lieber von "emergenten" oder "globalen" Eigen­
schaften ... oder auch von Synergetik" (Yarela 1990, S. 60-62). 
10 Gardner beschreibt den Umschwung einiger ehemaliger hard-liner des Symbolver­
arbeitungsparadigmas zum Konnektivismus in seiner historisch angelegten Studie zur 
kognitiven Wissenschaft am Beispiel Minsky's folgendemIaßen: "Minsky glaubt nicht 
mehr an einen einfachen allgemeinen oder zentralen Prozessor, durch den alle 
Informationen hindurch müssen, oder an einen organisierten oder einheitlichen Geist, 
der alle Handlungen überwacht; jetzt meint er, geistige Aktivität bestehe aus vielen 
Agenten, Agierenden, von denen jeder auf etwas spezialisiert ist. Nach seiner Auffas­
sung setzt sich der Geist aus mehreren Dutzend Yerarbeitungszentren oder "Agenten" 
zusammen, die verschiedene Wissensarten simultan verarbeiten können. Jeder der 
Einzelagenten hat eine Funktion, die unter bestimmten Bedingungen aktiviert wird, 
und jeder hat Zugang zu anderen Agenten. Die Agenten kommunizieren nicht durch 
die Ubermittlung symbolischer Begriffe, sondern durc~ die Ausbreitung von Erregung 
oder Hemmung. Sie können auch, etwa wie Freuds Uber-Ich, Informationen zensie­
ren. Nach diesem Schema wissen einige Teile des Geistes gewisse Dinge, und andere 
Teile wissen etwas über die erstgenannten. Das Wissen, welcher Agent was wissen 
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4. Konnektionismus und psychoanalytische Objektbeziehungstheorie 
An dieser Stelle schlägt Sherry Turkle nun die Brücke zur Psychoanalyse: 
In der Fokussierung auf innere Objekte und deren Interaktionen teilt die KI 
Voraussetzungen, die auch in der gegenwärtigen psychoanalytischen Theo­
rie zentral sind - Turkle bezieht sich auf die Objektbeziehungstheorie. 
Entlang der Linie zunächst nur begrifflicher Gemeinsamkeit sowie forma­
ler Analogien - hier und dort geht es um "innere Objekte" begiImt S. Tur­
kle mit einer Reihe unzulässiger Parallelisierungen und vereinfachender 
Gleichsetzungen. Ähnlich wie in der klassischen KI sieht Turkle auch in 
der klassischen Psychoanalyse - das heißt für sie: Triebtheorie - eine Unter­
scheidung zwischen Prozessoren und Material, zwischen machtvollen inne­
ren Strukturen, z.B. dem Überich und auf der anderen Seite Erinnerungen, 
Gedanken und Wünschen. Wunschregungen verkommen in dieser rück­
deutenden Umschreibung zu bloß passivem Material, ein Gedanke, wie er 
der psychoanalytischen Theorie kaum ferner sein könnte; doch S. Turkle 
führt die Übertragung eines in der KI gewonnenen Modells auf die Psycho­
analyse konsequent durch. Auch die psychoanalytische Objektbeziehungs­
theorie postuliere ein dynamiliches System, in welchem die Unterscheidung 
zwischen Prozessor und dem, was verarbeitet wird, zusammenbricht. Wie­
derum ist für Turkle die "Parallele zum Computer" klar: in beiden Fällen 
gibt es eine Bewegung weg von einer Situation, in welcher ein paar wenige 
innere Strukturen einen mehr passiven Stoff bearbeiten" (S. 258). 
Es verwundert denn auch nicht, auf wen sich S. Turkle aus dem Spektrum 
der psychoanalytischen Objektbeziehungstheorien bezieht: auf den Analy­
tiker, der radikal mit der Freudschen Triebtheorie bricht und versucht, die 
Psychoanalyse als Objektbeziehungstheorie zu konstruieren, auf Fairbaim. 
Turkle: "Fairbaim ersetzte die Freudsche Dichotomie von Ich und Es, 
Struktur und Energie durch unabhängige Instanzen innerhalb des Geistes 
(mind), die denken, wünschen und Bedeutungen in Interaktionen miteinan­
der hervorbringen - so wie die 'emergent Kr freie und autonome Aktoren 
und Agenten innerhalb des Computersystems ansiedelt" (S. 258). 
und was tun kann, ist sogar eine der wichtigsten Komponenten dieser neuen Betrach­
tungsweise des Geistes" (Gardner 1989, S. 181f.). Ich komme darauf zurück. 
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5. Das Konzept des 'kognitiven Unbewußten' 
Als einen der fortgeschrittensten Ansätze, geistiges und seelisches Gesche­
hen als eine Gemeinschaft interagierender Agenten und Aktoren darzustel­
len, nennt Turkte Marvin Minsky's 1985 erschienenes Buch "The Society 0/ 
Mind" (S. 259f). Marvin Minsky, Begrunder und langjähriger Leiter von 
KI-Projekten am MIT - der übrigens, wie Turkle berichtet, ein Programm 
für Fairbairns Objektbeziehungstheorie geschrieben hat -, beschreibt in die­
sem Buch eine große Anzahl von 'Agenten': Zensor-Agenten, Ärger-Agen­
ten, Erkenntnis-Agenten, aber auch elementarere Handlungs-Agenten, wie 
Agenten für Finden, Nehmen, Sehen, Legen usw. Unser Geist ist nach 
Minskys Ansicht aus Agenten zusammengesetzt, die als kleine und einfa­
che Einheiten zu verstehen sind, aus deren Zusammensetzung dann Intelli­
genz erwächst. Minsky definiert Agenten folgendermaßen: "Jeder Teil oder 
Prozeß des Geistes, der für sich allein genommen einfach genug ist, um 
verstanden zu werden - obwohl die Interaktionen in Gruppen solcher 
Agenten Phänomene erzeugen können, die weit schwerer zu verstehen 
sind" (Minsky 1990, S. 328). Intelligenz wird von Minsky denn auch als 
"Kombination einfacherer Dinge" erklärt (ebenda, S. 23), mit der Konse­
quenz, daß komplexe Zusammenhänge immer wieder in ihre einfachsten 
und kleinsten Bestandteile zerlegt werden müssen, in Agenten, die nur in 
Verbindung mit anderen, in der Zusammenfügung zu Agenturen, zu Sy­
stemen eben der 'Gesellschaft' von Agenten und Agenturen, die unser 
Geist ist, intelligente Leistungen vollbringen. 
Zensoren kommen in Minskys Theorie eine Schlüsselrolle zu. Minsky 
würdigt hier Freud als einen wichtigen Theoretiker, der als einer der ersten 
die zentrale Stellung der Zensur im psychischen Leben erkannt hat - für 
S. Turkle ein erneutes Beispiel für die sich entwickelnde Resonanz zwi­
schen Psychoanalyse und KI. Während Freuds Zensur - so Turkle - Men­
schen vor schmerzlichen Gedanken schützt, sieht Minsky Zensoren als un­
verzichtbar flir das Funktionieren intelligenter Systeme an. Ohne Unter­
druckung13 - so Minsky - keine Intelligenz; unvereinbare Äußerungen be­
13 Minsky benutzt hier den Begriff der "repression", der sowohl Unterdrückung als 
auch - im psychoanalytischen Kontext - Verdrängung bedeuten kann. Da der psycho­
analytische Begriff der Verdrängung eindeutig besetzt ist, gebe ich "repression" hier 
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stimmter sich widersprechender Agenten müssen teilweise durch Nichtbe­
achtung unterdrückt werden. Diese Notwendigkeit der Unterdrückung ver­
bindet - S. Turkle zufolge - Minskys Ansatz mit der Psychoanalyse - mit 
einem entscheidenden Unterschied: Minsky löst Unterdrückung/Verdrän­
gung aus der Bindung an ängstigende, emotionsgeladene Erfahrungen und 
dehnt das Konzept auf das kognitive Feld aus. Nach Minkys Ansicht sind 
kognitive Paradoxe "genauso gefährlich wie die Urszene" (S. 260). Aus der 
Perspektive eines "kognitiven Unbewußten" müssen Paradoxe wie auch 
'Unsinn' im Prozeß der sich entwickelnden Intelligenz unterdrückt werden ­
in Maschinen wie im Menschen. Absurde Resultate des Denkens sind Tabu 
und genauso bedrohlich wie Sexualität - und der Zensor arbeitet mit aller 
Macht an ihrer Unterdrückung. 14 
Minsky's Sichtweise der Notwendigkeit der Vermeidung von Paradoxa für 
intelligente Prozesse wäre mit Einsichten Winnicotts zu konfrontieren, für 
den Paradoxe und Widersprüche gerade für die Herausbildung intelligenter 
Funktionen entwicklungsgeschichtlich eine zentrale Bedeutung haben. Bei 
der Diskussion des Übergangsobjekts, konkreter: beim Übergang von der 
Objektbeziehung zur Objektverwendung, die erst die Anerkennung von äu­
ßeren Objekten als äußere ennöglicht, stellt sich folgendes Paradox, das 
auch dem Kind Widersprüchliches zumutet: "Das Kleinkind erschafft das 
Objekt, aber das Objekt war bereits vorher da, um geschaffen und besetzt 
zu werden" (Winnicott 1973, S. 104). Winnicott betont ausdrücklich, daß 
ein wesentlicher Beitrag seiner Theorie in der Aufforderung besteht, 
"dieses Paradox anzuerkennen und hinzunehmen und es nicht lösen zu 
wollen. Nur eine Zuflucht zu abgespaltenen intellektuellen Funktionen 
wie übrigens auch in der deutschen Übersetzung des Minsky'schen Buches - mit 
Unterdrückung wieder. 
14 Bei der Einführung von "Unterdrücker-Agenten" wie von "Zensor-Agenten" geht es 
Minsky vor allem darum, daß wir aus vergangenen Fehlern lernen. Die Zensor-Agen­
ten sorgen rechtzeitig dafür, daß wir vor Situationen und Gedanken bewahrt werden, 
die sich in der Vergangenheit als fehlerhaft oder schädlich erwiesen haben (vgl. 
Minsky 1990, S. 275). Das "gewöhnliche Denken" - und eben nicht nur tabuisierte 
unbewußte Gedanken - ist nach Minsky deshalb auf Zensoren angewiesen, da 
':ineffektive mentale Prozese" unterdrückt werden müssen: "Absurde Ergebnisse des 
Uberlegens müssen ebenso gründlich tabuisiert w~rden wie soziales Fehl- oder Un­
sinnsverhalten" (ebenda, S. 278). "Uneffektives Uberlegen" ist "ebenso 'unartig' ... 
und daher ebenso komisch", wie die Unartigkeiten, von denen Freud handelt. Es muß 
daher "gleichermaßen unterdrückt werden" (ebenda, S. 279). Diesen Punkt greift 
Turkle auf. 
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könnte es lösen; der Preis wäre jedoch, daß das Paradox dabei seinen Wert 
einbüßt" (ebenda, S. 8). Der Gedanke Winnicotts besteht darin, "daß eine 
Widersprüchlichkeit, die akzeptiert wird, positiven Wert haben kann" 
(ebenda, S. 25). Vielleicht weisen M. Mahlers Überlegungen zur Ambiten­
denz in eine ähnliche Richtung. Auch hier geht es darum, daß Entwick­
lungsfortschritte durch Ambitendenzen und Ambivalenzen hindurch statt­
finden und nicht durch deren Umgehung und Ausschaltung. 
6. Schlußüberlegungen 
Turkle spricht im letzten Teil ihres Beitrags noch Fragen des infiniten Re­
gresses und der Rekursion als zentrale Probleme nicht nur der KI, sondern 
ihrer Meinung nach auch der Psychoanalyse an. Doch auch hier vermag sie 
nicht genauer anzugeben, welche Bedeutung diese Konzepte für die Psy­
choanalyse bekommen könnten. Es bleibt letztlich bei einer Folge von Be­
hauptungen. Die von Turkle vorgeschlagene 'Allianz' zwischen Psycho­
analyse und KI hat sich bei genauerer Betrachtung jedenfalls als eine 
'Mesalliance' erwiesen, ein Begriff, mit dem Freud ebenfalls "falsche Ver­
knüpfungen" - die 'seiner' Hysteriker - beschreibt. 
Auf Seiten der Psychoanalyse steht dem Streben nach einer Verbindung 
beider Wissenschaften vor allem der Wunsch Pate, endlich als Wissen­
schaft anerkannt zu werden. Es gibt hier durchaus einige Ansätze l5 , wenn­
gleich auch Ulrich Moser, der im deutschsprachigen Raum als einer der er­
sten bereits in den 60er Jahren mit Computersimulationsmodellen arbeitete, 
in einer neueren Veröffentlichung durchaus kritische Töne zu einer Allianz 
zwischen Künstlicher Intelligenz und Psychoanalyse findet (vgl. Moser 
1(91). Ich habe dazu an anderem Orte Stellung genommen (v gl. Tietel 
1991). Von der Psychoanalyse, die immerhin seit ihren Anfängen auch kri­
tische Kulturtheorie ist, würde ,ich erwarten, statt auf den Zug der Mathe­
matisierung der Welt und Computerisierung der Gesellschaft einfach nur 
aufzuspringen, den Größenwahn, der die Künstliche Intelligenz von Anfang 
an begleitet und den "Mythos rles Computers", der sich gesellschaftlich 
15 Z, B, die Arbeiten von U. Moser (1966) und 1. v. Zeppelin (1987) wie auch von M. 
Leuzinger-Boh1eber (1987a und 1987b), 
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verbreitet, als zu interpretierende Phänomene aufzugreifen und sie einer 
Deutung zugänglich zu machen. Für die individuelle Computerfaszination 
geschieht dies bereits vereinzelt l6 . Für die Psychoanalyse steht diese Kri­
tik noch aus. 
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45.000 gefangene Menschen gibt es in der BRD und Westberlin. Hinter 
den Gefängnismauern zu verschwinden, heißt für viele von ihnen, alle 
sozialen Bindungen nach draußen zu verlieren. Wer nicht bereit oder in 
der Lage ist, für ca. 90 Pfennig in der Stunde im Knast zu schuften, hat 
keine Möglichkeit, sich mit dem zu versorgen, was für alle Menschen 
draußen eine Selbstverständlichkeit ist: Kaffee, Tee, Tabak usw .. Drei­
mal im Jahr dürfen Gefangene ein Paket von draußen empfangen. Aber 
viele haben niemanden, der/die bereit ist, es ihnen zu schicken. Wer ei­
nern/r Gefangenen ein Paket schicken will, wende sich an: 
Jan Harms, taz-Knastabos, Kochstr. 18, 1000 Berlin 61 
