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Hecke algebras arise naturally in the representation theory of finite or p-adic Cheval- ley groups, as endomorphism algebras of certain induced representations (see Carter [9] , Lusztig [44] , and the references there). They may also be viewed as quotients of group algebras of Artin-Tits braid groups, and then they can be used to construct invariants of knots and links (Jones [36] ).
Another point of view -which we take in this talk -is to regard them abstractly as deformations of group algebras of finite Coxeter groups, depending on a parameter u. If we specialize this parameter to a root of unity, we obtain in general a non-semisimple specialized algebra. The degree of non-semisimplicity is measured in terms of a corresponding decomposition matrix, which records in which way the irreducible representations of the generic algebra split up under specialization.
The aim of this talk is to explain some of the main open problems about decomposition matrices of Hecke algebras, and to report on some significant recent advances in this area.
For applications to the representation theory of a finite Chevalley group G over a field of characteristic p, the most interesting specializations are those where u is mapped to a non-zero element in a field of positive characteristic f 7~ p. By Dipper's theory of Hom functors [14] , a special case of which we describe in Section 1, the corresponding decomposition matrix is a submatrix of the usual f-modular decomposition matrix of G.
A general factorization result, which we explain in Section 2, shows that our decomposition matrices can be obtained in two steps: one step from u to a root of unity over Q, and another step from characteristic 0 to characteristic f. A conjecture which was first formulated by James [32] for Hecke algebras associated to the symmetric group 6n predicts that "nothing happens" in the second step, as long as f is not too small. (James actually considers an enlargement of that algebra, namely the q-Schur algebra introduced by Dipper and himself in [17] ; he also gives a precise bound for ~.) A rigorous formulation of this conjecture, for finite Coxeter groups of any type, will be given in Section 3.
For Hecke algebras associated with 6n, Lascoux, Leclerc and Thibon [39] have conjectured a solution of the first step, by translating the original problem to that of computing the canonical basis (in the sense of Kashiwara and Lusztig; see [46] ) of a certain highest weight module for an affine Kac-Moody algebra; see Theorem 4.3. In Sections 4 and 5 we explain the main ideas of Ariki's proof [2] of this conjecture, which builds on work of Kazhdan and Lusztig [38] , Ginzburg (11~, and Lusztig [42, 43] .W e now give an example that illustrates some of the points to be discussed in the sequel.
EXAMPLE 0.1. -Let W be the dihedral group of order 8. It is generated by two elements s, t which have order 2 and whose product has order 4. Thus, (W, {s, t}) is a Coxeter system of type B2. Let ~l be the corresponding Iwahori-Hecke algebra over the ring A = Z[u, u-l~, where u is an indeterminate, see ( 1.1 ) . Then H is an associative algebra with an identity Ti, generated by elements Ts, Tt such that the following relations hold:
Let K be the field of fractions of A. Then the algebra K1l = K 0 A 1l is semisimple and, up to equivalence, its irreducible representations are given as follows (see [12, §67C] ):
Let Ap be the localization of A in some non-zero prime ideal p, and let kp be its residue field. We consider the canonical map Ap kp and determine the corresponding decompo- sition matrix between the irreducible representations of the algebras K1l [32, 34, 35, 19, 51] for classical types and [7, 25, 22, 49, 50] for exceptional types (see also [15] for a survey). In the latter cases, these computations use in an essential way the computer algebra systems GAP [52] and MAPLE [10] . But Broué and Malle [8] ; see also Ariki and Koike [3] . Note Hecke algebra analogue of the permutation module of 6n on the cosets of 6 À. We set This is the Dipper-James q-Schur algebra, defined and studied in [17, 18] . We have where CJ is a discrete valuation ring as above and Pa C G denotes the parabolic subgroup of all invertible block upper triangular matrices with blocks given by the parts of A. THEOREM 1.6 (Dipper and James [17, §6] ). - The decomposition matrix of So(n, q) is a part of the decomposition matrix of (~~G~ . Moreover, the latter matrix can be calculated from the decomposition matrices of those algebras So(r, qd) for which dr n.
There are also q-Schur algebras associated with other types of finite Coxeter groups.
The most far-reaching such generalizations are due to Gruber and Hiss [29] , where a result similar to Theorem 1.6 for finite classical groups and so-called linear primes f is obtained.
A GENERAL SETTING FOR DECOMPOSITION MAPS
Let A be any integral domain and H be an associative A-algebra, finitely generated and free over A. (All of our rings and algebras will have identity elements, and ring homomorphisms will respect them.) Let Ap -kp induces a homomorphism dp :
Ro(kpH) between the Grothendieck groups2 of KH and kpH, which we will then call the p-modular decomposition map of H. The corresponding decomposition matrix will be the matrix of dp with respect to the standard bases of Ro(KH) and Ro(kpH) consisting of the classes of simple modules.
2.1. The "usual" case of discrete valuation rings. If Ap is a discrete valuation ring, we can define the desired decomposition map as follows: for a given KH-module V, there exists a K-basis such that the Ap-submodule M C V spanned by that basis is invariant under the action of H; then M/pM can be regarded as a kpH-module, and we define dp by sending the class of V to the class of M/pM. For the details of this construction, see [12, The following result gives a condition for a decomposition map to be "trivial".
THEOREM 2.4 (Tits' Deformation Theorem). -In the above set-up, assume that KH is also split and that the radicals of KH and kpH have the same dimension. Then dp is an isomorphism which preserves the classes of simple modules. This is proved in [12, §68A] (It would also be possible to work with a q-Schur algebra or with a cyclotomic algebra; but let us stick to this specific case.) We will assume throughout that R is large enough; in particular, R will contain all the square roots and roots of unity that we will need below and the group algebra F[W~ will be split semisimple. The fact that the parameters as have square roots implies that the algebra K1l is split semisimple (see [1, 5, 41] where p is the image of p in R; we will denote it de . So, our factorization reads dp = dt' o d,. We now give a number of examples which illustrate the above set-up. Note that by a general semisimplicity criterion (see [30] or [27] ), the algebra F1l is semisimple unless ( is a root of unity. 1-l , and the map d, is an approximation to it.
The above examples are taken from [21] . Motivated [48] .) The second statement in the following result is [39, Conjecture 6.9(ii)]. THEOREM 4.3 (Ariki [2] ). -6 The subspace 1C C .~' is an integrable highest weight module For an introduction to canonical bases, see [46] ; note, however, that the results presented there are needed in the generality of Lusztig [42, 43] . Lascoux, Leclerc, Thibon [39] also describe an eflicient algorithm for computing the canonical basis of K, which is implemented in Mathas' GAP package SPECHT [52] , and in Veigneau's package ACE [54] .
Ariki [2] proves in fact a more general version of the above result, which is also valid for Iwahori-Hecke algebras of type Bn and for the cyclotomic Hecke algebras associated with 6n (see [3] ). We then obtain even new results about the classification of the simple modules for these algebras (see Mathas [45] ). 5If d = p is a prime then, on the level of the symmetric groups, these operators have an interpretation in terms of induction/restriction of modules and sorting into p-blocks (see [33, (6.3.17) J). This also works on the level of ~.,v, where ( plays the role of the prime p. This follows from [35, Theorem 4.29] (the "Nakayama rule" for (-blocks of 1in) and the general results on representations of 1in in [16] .
In October 1995, Grojnowski also announced a proof of this result and of Theorem 4.7 below (following the ideas in his note [28] ), as well as an extension to Jantzen filtrations, as suggested in [39, §9] . At the time of this writing, written proofs have not yet appeared.
The idea of Ariki's proof is to establish a link between itself and a class of simple modules for an affine Hecke algebra (of which 1in is a quotient). The advantage of working with affine Hecke algebras is that the simple modules can be described geometrically via the "Deligne-Langlands conjecture"; see [38] and [11] . Our (Since si acts as a reflection on X, the right hand side is a well-defined element of Hn.) 4.6. As we did for we write CHn = C0A Hn where C is regarded as an A-module via the specialization .4 -)-C, v e (. We shall be concerned exclusively with the algebra CHn and its simple modules. The above construction shows that CHn has countable dimension over C. Moreover, CHn is finitely generated over its center (see [11, Prop. 7.1.14]). These two facts imply that every simple CHn-module is finite-dimensional. Let Ro(CHn) be the Grothendieck group of finite-dimensional CHn -modules.
We now single out a finitely generated subgroup of Ro(CHn ) . Let A = (Ai,... , Àz) be any composition of n (i.e., we have Ai > 0 for all i, and ~i ~i = n). Let ~Hn C CHn be the subalgebra generated by To,st (for i ~ Ai, Ai + a2, ... ) and all Tx,l (for x E X).
Assume we have a representation CHn ~ C with for all i, and where is a power of (2 for all x E X. Let ~ be the corresponding CHn -module [38] and the "non-vanishing result" in [11, §8.8] : in this case, no orbit is "missing". (Grojnowski [28] announces a solution for this problem in general; see also Vigneras [56, §2] .) We will come back to this point in (5.6) and Proposition 5.9 below. Now the "standard" modules H*(,~x) can be identified with induced modules as in (4.6) . We now turn to the second ingredient, the theory of canonical bases for (quantized) universal enveloping algebras (see [46] ). We shall work exclusively with Lusztig's geometric description [42, 43] . Depending on whether ( has finite or infinite order, we consider an affine algebra of finite or infinite rank. We begin with the case of finite rank. [42, (12.14) and §15] and [43] 
