Abstract: Multi-label learning originated from the investigation of text categorization problem, where each document may belong to several predefined topics simultaneously. In multi-label learning, the training set is composed of instances each associated with a set of labels, and the task is to predict the label sets of unseen instances through analyzing training instances with known label sets. In this paper, a multi-label lazy learning approach named Mlknn is presented, which is derived from the traditional k-Nearest Neighbor (kNN) algorithm. In detail, for each unseen instance, its k nearest neighbors in the training set are firstly identified. After that, based on statistical information gained from the label sets of these neighboring instances, i.e. the number of neighboring instances belonging to each possible class, maximum a posteriori (MAP) principle is utilized to determine the label set for the unseen instance. Experiments on three different real-world multi-label learning problems, i.e. Yeast gene functional analysis, natural scene classification and automatic web page categorization, show that Ml-knn achieves superior performance to some well-established multi-label learning algorithms.
Introduction
Multi-label learning tasks are omnipresent in real-world problems. For instance, in text categorization, each document may belong to several predefined topics, such as government and health [14, 19] ; in functional genomics, each gene may be associated with a set of functional classes, such as metabolism, transcription and protein synthesis [7] ; in scene classification, each scene im-some specific evaluation metric. In most cases however, instead of outputting a multi-label classifier, the learning system will produce a real-valued function of the form f : X × Y → R. It is supposed that, given an instance x i and its associated label set Y i , a successful learning system will tend to output larger values for labels in Y i than those not in Y i , i.e. f (x i , y 1 ) > f (x i , y 2 ) for any y 1 ∈ Y i and y 2 / ∈ Y i .
The real-valued function f (·, ·) can be transformed to a ranking function rank f (·, ·), which maps the outputs of f (x i , y) for any y ∈ Y to {1, 2, . . . , Q} such that if f (x i , y 1 ) > f (x i , y 2 ) then rank f (x i , y 1 ) < rank f (x i , y 2 ). Note that the corresponding multi-label classifier h(·) can also be derived from the function f (·, ·): h(x i ) = {y|f (x i , y) > t(x i ), y ∈ Y}, where t(·) is a threshold function which is usually set to be the zero constant function.
Performance evaluation of multi-label learning system is different from that of classic single-label learning system. Popular evaluation metrics used in single-label system include accuracy, precision, recall and F-measure [20] . In multi-label learning, the evaluation is much more complicated. For a test set S = {(x 1 , Y 1 ), (x 2 , Y 2 ), ..., (x p , Y p )}, the following multi-label evaluation metrics proposed in [19] are used in this paper:
(1)hamming loss: evaluates how many times an instance-label pair is misclassified, i.e. a label not belonging to the instance is predicted or a label belonging to the instance is not predicted. The performance is perfect when hloss S (h) = 0; the smaller the value of hloss S (h), the better the performance.
where ∆ stands for the symmetric difference between two sets. Note that when |Y i | = 1 for all instances, a multi-label system is in fact a multi-class single-label one and the hamming loss is 2 Q times the usual classification error.
While hamming loss is based on the multi-label classifier h(·), the following metrics are defined based on the real-valued function f (·, ·) which concern the ranking quality of different labels for each instance:
(2)one-error : evaluates how many times the top-ranked label is not in the set of proper labels of the instance. The performance is perfect when one-error S (f ) = 0; the smaller the value of one-error S (f ), the better the performance.
where for any predicate π, [[π] ] equals 1 if π holds and 0 otherwise. Note that, for single-label classification problems, the one-error is identical to ordinary classification error. (3)coverage: evaluates how far we need, on the average, to go down the list of labels in order to cover all the proper labels of the instance. It is loosely related to precision at the level of perfect recall. The smaller the value of coverage S (f ), the better the performance.
(4)ranking loss: evaluates the average fraction of label pairs that are reversely ordered for the instance. The performance is perfect when rloss S (f ) = 0; the smaller the value of rloss S (f ), the better the performance.
where Y denotes the complementary set of Y in Y.
(5)average precision: evaluates the average fraction of labels ranked above a particular label y ∈ Y which actually are in Y . It is originally used in information retrieval (IR) systems to evaluate the document ranking performance for query retrieval [17] . The performance is perfect when avgprec S (f ) = 1; the bigger the value of avgprec S (f ), the better the performance.
Previous Works Review
As stated in Section 1, the generality of multi-label problems inevitably makes it more difficult to solve than traditional single-label (two-class or multi-class) problems. Until now, only a few literatures on multi-label learning are available, which mainly concern the problems of text categorization [14, 19, 4, 21, 11, 13] , bioinformatics [3, 7, 23] and scene classification [2] .
Research of multi-label learning was initially motivated by the difficulty of concept ambiguity encountered in text categorization, where each document may belong to several topics (labels) simultaneously. One famous approach to solving this problem is BoosTexter proposed by Schapire and Singer [19] , which is in fact extended from the popular ensemble learning method AdaBoost [9] . In the training phase, BoosTexter maintains a set of weights over both training examples and their labels, where training examples and their corresponding labels that are hard (easy) to predict correctly get incrementally higher (lower) weights. McCallum [14] proposed a Bayesian approach to multi-label document classification, where a mixture probabilistic model (one mixture component per category) is assumed to generate each document and EM [5] algorithm is utilized to learn the mixture weights and the word distributions in each mixture component. Ueda and Saito [21] presented two types of probabilistic generative models for multi-label text called parametric mixture models (Pmm1, Pmm2), where the basic assumption under Pmms is that multi-label text has a mixture of characteristic words appearing in single-label text that belong to each category of the multi-categories. It is worth noting that the generative models used in [14] and [21] are both based on learning text frequencies in documents, and are thus specific to text applications. Comité et al. [4] extended alternating decision tree [8] to handle multi-label data, where the AdaBoost.MH algorithm proposed by Schapire and Singer [18] is employed to train the multi-label alternating decision trees.
Gao et al. [11] generalized the maximal figure-of-merit (MFoM) approach [10] for binary classifier learning to the case of multiclass, multi-label text categorization. They defined a continuous and differentiable function of the classifier parameters to simulate specific performance metrics, such as precision and recall etc. (micro-averaging F 1 in their paper). Their method assigns a uniform score function to each category of interest for each given test example, and thus the classical Bayes decision rules can be applied. Kazawa et al. [13] converted the original multi-label learning problem of text categorization into a multiclass single-label problem by regarding a set of topics (labels) as a new class. To cope with the data sparseness caused by the huge number of possible classes (Q topics will yield 2 Q classes), they embedded labels into a similarityinduced vector space in which prototype vectors of similar labels will be placed close to each other. They also provided an approximation method in learning and efficient classification algorithms in testing to overcome the demanding computational cost of their method.
In addition to text categorization, multi-label learning has also manifested its effectiveness in other real-world applications, such as bioinformatics and scene classification. Clare and King [3] adapted C4.5 decision tree [16] to handle multi-label data (gene expression in their case) through modifying the definition of entropy. They chose decision trees as the baseline algorithm because of its output (equivalently a set of symbolic rules) is interpretable and can be compared with existing biological knowledge. It is also noteworthy that their goal is to learn a set of accurate rules, not necessarily a complete classification. Through defining a special cost function based on ranking loss (as shown in Eq. (4)) and the corresponding margin for multi-label models, Elisseeff and Weston [7] proposed a kernel method for multi-label classification and tested their algorithm on a Yeast gene functional classification problem with positive results. Zhang and Zhou [23] designed the multi-label version of BP neural network through employing a novel error function capturing the characteristics of multi-label learning, i.e. the labels belonging to an instance should be ranked higher than those not belonging to that instance. Boutell et al. [2] applied multi-label learning techniques to scene classification. They decomposed the multi-label learning problem into multiple independent binary classification problems (one per category), where each example associated with label set Y will be regarded as positive example when building classifier for class y ∈ Y while regarded as negative example when building classifier for class y / ∈ Y . They also provided various labeling criteria to predict a set of labels for each test instance based on its output on each binary classifier. Note that although most works on multi-label learning assume that an instance can be associated with multiple valid labels, there are also works assuming that only one of the labels associated with an instance is correct [12] 1 .
ML-KNN
For convenience, several notations are introduced before presenting Ml-knn. Given an instance x and its associated label set Y ⊆ Y, suppose k nearest neighbors are considered in the Ml-knn method. Let y x be the category vector for x, where its l-th component y x (l) (l ∈ Y) takes the value of 1 if l ∈ Y and 0 otherwise. In addition, let N (x) denote the set of k nearest neighbors of x identified in the training set. Thus, based on the label sets of these neighbors, a membership counting vector can be defined as:
where C x (l) counts the number of neighbors of x belonging to the l-th class.
For each test instance t, Ml-knn firstly identifies its k nearest neighbors N (t) in the training set. Let H l 1 be the event that t has label l, while H l 0 be the event that t has not label l. Furthermore, let E l j (j ∈ {0, 1, . . . , k}) denote the event that, among the k nearest neighbors of t, there are exactly j instances which have label l. Therefore, based on the membership counting vector C t , the category vector y t is determined using the following maximum a posteriori principle:
Using the Bayesian rule, Eq. (7) can be rewritten as:
1 In this paper, only the former formalism of multi-label learning is studied.
[
%Computing the prior probabilities
%Computing the posterior probabilities
%Computing y t and r t (14) Identify N (t); As shown in Eq. (8) , in order to determine the category vector y t , all the information needed is the prior probabilities
. Actually, these prior and posterior probabilities can all be directly estimated from the training set based on frequency counting. Fig. 1 gives the complete description of Ml-knn. T is the training set as shown in Section 2 and the meanings of the input arguments k, t and the output argument y t are the same as described previously. Furthermore, the input argument s is a smoothing parameter controlling the strength of uniform prior (In this paper, s is set to be 1 which yields the Laplace smoothing). r t is a real-valued vector calculated to rank labels in Y, where r t (l) corresponds to the posterior probability
). As shown in Fig. 1 , based on the multi-label training instances, steps (1) and (2) (14) to (18) compute the algorithm's outputs based on the estimated probabilities.
Experiments
As reviewed in Section 3, there have been several approaches to solving multilabel problems. In this paper, Ml-knn is compared with the boosting-style algorithm BoosTexter [19] 2 , multi-label decision tree Adtboost.MH [4] 3 , and the multi-label kernel method Rank-svm [7] , which are all generalpurpose multi-label learning algorithms applicable to various multi-label problems.
For Ml-knn, Euclidean metric is used to measure distances between instances. For BoosTexter and Adtboost.MH, the number of boosting rounds is set to be 500 and 50 respectively because on all data sets studied in this paper, the performance of these two algorithms will not significantly change after the specified boosting rounds; For Rank-svm, polynomial kernels with degree 8 are used which yield the best performance as shown in the literature [7] .
In this paper, comparative studies of those algorithms are performed on one bioinformatic data [7] , one natural scene classification data, and one automatic web page categorization data [21] .
Yeast Gene Functional Analysis
In this paper, the effectiveness of multi-label learning algorithms is firstly evaluated through predicting the gene functional classes of the Yeast Saccharomyces cerevisiae, which is one of the best studied organisms. Specifically, the Yeast data set studied in the literatures [7] and [15] is investigated. Each gene is described by the concatenation of micro-array expression data and phylogenetic profile and is associated with a set of functional classes whose maximum size can be potentially more than 190. In order to make it easier, Elisseeff and Weston [7] preprocessed the data set where only the known structure of the functional classes are used. Actually, the whole set of functional classes is structured into hierarchies up to 4 levels deep 4 . In this paper, as what has been done in the literature [7] , only functional classes in the top hierarchy are considered. The first level of the hierarchy is depicted in Fig. 2 . The resulting multi-label data set contains 2 417 genes each represented by a 103-dimensional feature vector. There are 14 possible class labels and the average number of labels for each gene is 4.24 ± 1.57. sults of Ml-knn are reported in Table 1 , where the number of nearest neighbors considered by Ml-knn (i.e. the parameter k as shown in Fig. 1 ) varies from 8 to 12. The value following "±" gives the standard deviation and the best result on each metric is shown in bold face. Table 1 shows that the number of nearest neighbors used by Ml-knn does not significantly affect the performance of the algorithm. Therefore, all the results of Ml-knn shown in the rest of this paper are obtained with the parameter k set to be the moderate value of 10. Table 2 reports the experimental results of Ml-knn and other multi-label learning algorithms on the Yeast data, where the best result on each metric is shown in bold face. To make a clearer view of the relative performance between each algorithm, a partial order " " is defined on the set of all comparing algorithms for each evaluation criterion, where A1 A2 means that the performance of algorithm A1 is statistically better than that of algorithm A2 on the specific metric (based on two-tailed paired t-test at 5% significance level).
The partial order on all the comparing algorithms in terms of each evaluation criterion is summarized in Table 3 .
Note that the partial order " " only measures the relative performance between two algorithms A1 and A2 on one specific evaluation criterion. However, it is quite possible that A1 performs better than A2 in terms of some metrics but worse that A2 in terms of other ones. In this case, it is hard to judge which algorithm is superior. Therefore, in order to give an overall performance assessment of an algorithm, a score is assigned to it which takes account of its relative performance with other algorithms on all metrics. Concretely, for each evaluation criterion, for each possible pair of algorithms A1 and A2, if A1 A2 holds, then A1 is rewarded by a positive score +1 and A2 is penalized by a negative score -1. Based on the accumulated score of each algorithm on all evaluation criteria, a total order ">" is defined on the set of all comparing algorithms as shown in the last line of Table 3 , where A1 > A2 means that A1 performs better than A2 on the Yeast data. The accumulated score of each algorithm is also shown in the parentheses. Table 3 shows that Ml-knn performs fairly well in terms of all the evaluation criteria, where on all these metrics no algorithm has outperformed Ml-knn. Especially, Ml-knn outperforms all the other algorithms with respect to hamming loss, coverage and ranking loss 5 . It is also worth noting that BoosTexter performs quite poorly compared to other algorithms. As indicated in the literature [7] , the reason may be that the simple decision function realized by this method is not suitable to learn from the Yeast data set. On the whole (as shown by the total order), Ml-knn substantially outperforms all the other algorithms on the Yeast data.
Natural Scene Classification
In natural scene classification, each natural scene image may belong to several image types (classes) simultaneously, e.g. the image shown in Fig. 3(a) can be classified as a mountain scene as well as a tree scene, while the image shown in Fig. 3(b) can be classified as a sea scene as well as a sunset scene. Through analyzing images with known label sets, a multi-label learning system will automatically predict the sets of labels for unseen images. The above process of semantic scene classification can be applied to many areas, such as content- based indexing and organization and content-sensitive image enhancement, etc [2] . In this paper, the effectiveness of multi-label learning algorithms is also evaluated via this specific kind of multi-label learning problem.
The experimental data set consists of 2 000 natural scene images, where a set of labels is manually assigned to each image. Table 4 gives the detailed description of the number of images associated with different label sets, where all the possible class labels are desert, mountains, sea, sunset and trees. The number of images belonging to more than one class (e.g. sea+sunset) comprises over 22% of the data set, many combined classes (e.g. mountains+sunset+trees) are extremely rare. On average, each image is associated with 1.24 class labels. In this paper, each image is represented by a feature vector using the same method employed in the literature [2] . Concretely, each color image is firstly converted to the CIE Luv space, which is a more perceptually uniform color space such that perceived color differences correspond closely to Euclidean distances in this color space. After that, the image is divided into 49 blocks using a 7 × 7 grid, where in each block the first and second moments (mean and variance) of each band are computed, corresponding to a low-resolution image and to computationally inexpensive texture features respectively. Finally, each image is transformed into a 49 × 3 × 2 = 294-dimensional feature vector.
Ten-fold cross-validation is also performed on this image data set. Experimen- Table 6 Relative performance between each multi-label learning algorithm on the natural scene image data set. 
Average Precision A1 A3, A1 A4, A2 A3, A2 A4, A3 A4
Total Order Ml-knn (10)>BoosTexter (8)
>Adtboost.MH(-4)>Rank-svm(-14)
tal results of Ml-knn and other multi-label learning algorithms are reported in Table 5 , where the best result on each evaluation criterion is shown in bold face. Similarly as the Yeast data, the partial order " " and the total order ">" are also defined on the set of all comparing algorithms which are shown in Table 6 .
As shown in Table 6 , it is obvious that both Ml-knn and BoosTexter are superior to Adtboost.MH and Rank-svm in terms of all evaluation criteria. Furthermore, Adtboost.MH outperforms Rank-svm on all evaluation metrics and Ml-knn outperforms all the other algorithms in terms of hamming loss. On the whole (as shown by the total order), Ml-knn slightly outperforms BoosTexter and is far superior to Adtboost.MH and Rank-svm on the natural scene image data set. Fig. 4 shows some example images on which Ml-knn works better than BoosTexter, Adtboost.MH and Rank-svm, where null means that the predicted label set is empty.
Note that in this data set, the average number of class labels associated with each image is relatively small (e.g. 1.24). Therefore, to further evaluate the performance of the multi-label learning algorithms on the problem of natural scene classification, images with only one class label are excluded from the original data set. Thus, a filtered data set containing 457 images is obtained, in which each image is associated with 2.03 class labels on average. Tenfold cross-validation is again performed on the filtered image data set, where experimental results of the multi-label learning algorithms are reported in Table 7 with the best result on each evaluation criterion shown in bold face. Similarly as the Yeast data, the partial order " " and the total order ">" are also defined on the set of all comparing algorithms which are shown in Table  8 . Table 8 shows that both Ml-knn and BoosTexter are superior or at least comparable to Adtboost.MH and Rank-svm in terms of all evaluation criteria. Furthermore, Ml-knn outperforms Adtboost.MH on all evaluation metrics while BoosTexter outperforms Adtboost.MH and Ml-knn outperforms Rank-svm on all evaluation metrics except one-error. On the whole (as shown by the total order), the same as the original (unfiltered) data set, Ml-knn again slightly outperforms BoosTexter and is far superior to Adtboost.MH and Rank-svm on the filtered natural scene image data set. These results show that Ml-knn can also work well on the problem of natural scene classification when more class labels are associated with each image. Table 8 Relative performance between each multi-label learning algorithm on the filtered natural scene image data set.
Evaluation Algorithm
Criterion
A1-Ml-knn; A2-BoosTexter; A3-Adtboost.MH; A4-Rank-svm
Hamming Loss A1 A3, A1 A4, A2 A3, A2 A4
One-error A1 A3
Coverage

A1 A3, A1 A4, A2 A3
Ranking Loss A1 A4
Average Precision A1 A3, A1 A4, A2 A3, A2 A4
Total Order Ml-knn (8)>BoosTexter (5)>Rank-svm(-6)>Adtboost.MH(-7)
Automatic Web Page Categorization
Recently, Ueda and Saito [21] presented two types of probabilistic generative models called parametric mixture models (Pmm1, Pmm2) for multilabel text. They also designed efficient learning and prediction algorithms for Pmms and tested the effectiveness of their method with application to the specific text categorization problem of WWW page categorization
6
. Specifically, they tried to categorize real Web pages linked from the "yahoo.com" domain, where it consists of 14 top-level categories (i.e. "Arts&Humanities", "Business&Economy", etc.) and each category is classified into a number of second-level subcategories. By focusing on the second-level categories, they used 11 out of the 14 independent text categorization problems. For each problem, the training set contains 2 000 documents while the test set contains 3 000 documents.
In this paper, these data sets are used to further evaluate the performance of each multi-label learning algorithm. The simple term selection method based Table 9 Characteristics of the web page data sets (after term selection). PMC denotes the percentage of documents belonging to more than one category, ANL denotes the average number of labels for each document, and PRC denotes the percentage of rare categories, i.e. the kind of category where only less than 1% instances in the data set belong to it. on document frequency (the number of documents containing a specific term) is used to reduce the dimensionality of each data set. Actually, only 2% words with highest document frequency are retained in the final vocabulary
7
. Note that other term selection methods such as information gain and mutual information could also be adopted. After term selection, each document in the data set is described as a feature vector using the "Bag-of-Words" representation [6] , i.e. each dimension of the feature vector corresponds to the number of times a word in the vocabulary appearing in this document. Table 9 summarizes the characteristics of the web page data sets. It is worth noting that, compared with the Yeast data and the natural scene image data, instances are represented by much higher dimensional feature vectors and a large portion of them (about 20% ∼ 45%) are multi-labelled over the 11 problems. Furthermore, in those 11 data sets, the number of categories are much larger (minimum 21, maximum 40) and many of them are rare categories (about 20% ∼ 55%). Therefore, the web page data sets are more difficult to learn from than the previous data collections.
The experimental results on each evaluation criterion are reported in Tables  10 to 14 , where the best result on each data set is shown in bold face. Similarly as the Yeast data, the partial order " " and total order ">" are also defined on the set of all comparing algorithms which are shown in Table 15 .
As shown in Table 15 , Ml-knn achieves comparable results in terms of all the evaluation criteria, where on all these metrics no algorithm has outperformed Ml-knn. On the other hand, although BoosTexter performs quite well in terms of one-error, coverage, ranking loss and average precision, it performs almost worst among all the comparing algorithms in terms of hamming loss. Table 13 Experimental results of each multi-label learning algorithm on the web page data sets in terms of ranking loss. It is also worth noting that all the algorithms perform quite poorly in terms of one-error (around 45% for all comparing algorithms). The reason may be that there are much more categories in those 11 data sets which makes the top-ranked label be in the set of proper labels of an instance much more difficult. On the whole (as shown by the total order), Ml-knn is comparable to BoosTexter and both of them slightly outperform Adtboost.MH and are far superior to Rank-svm on the web page data sets. Table 15 Relative performance between each multi-label learning algorithm on the web page data sets.
Evaluation Algorithm Criterion
A1-Ml-knn; A2-BoosTexter; A3-Adtboost.MH; A4-Rank-svm
Hamming Loss A3 A2, A4 A2
One-error A2 A3
Coverage
A1 A4, A2 A4, A3 A4
Ranking Loss A1 A4, A2 A4
Average Precision
A2 A4
Total Order {Ml-knn (2) , BoosTexter(2)}>Adtboost.MH(1)>Rank-svm(-5)
Conclusion
In this paper, a lazy learning algorithm named Ml-knn, which is the multilabel version of kNN, is proposed. Based on statistical information derived from the label sets of an unseen instance's neighboring instances, i.e. the membership counting statistic as shown in Section 4, Ml-knn utilizes maximum a posteriori principle to determine the label set for the unseen instance. Experiments on three real-world multi-label learning problems, i.e. Yeast gene functional analysis, natural scene classification and automatic web page categorization, show that Ml-knn outperforms some well-established multi-label learning algorithms.
In this paper, the distance between instances is simply measured by Euclidean metric. Therefore, it is interesting to see whether other kinds of distance metrics could further improve the performance of Ml-knn. On the other hand, investigating more complex statistical information other than the membership counting statistic to facilitate the usage of maximum a posteriori principle is another interesting issue for future work.
