Abstract. Some least-squares mixed finite element methods for convectiondiffusion problems, steady or nonstationary, are formulated, and convergence of these schemes is analyzed. The main results are that a new optimal a priori L 2 error estimate of a least-squares mixed finite element method for a steady convection-diffusion problem is developed and that four fully-discrete leastsquares mixed finite element schemes for an initial-boundary value problem of a nonlinear nonstationary convection-diffusion equation are formulated. Also, some systematic theories on convergence of these schemes are established.
Introduction
The purpose of this paper is to analyze the fully-discrete least-squares mixed finite element methods for a nonlinear nonstationary convection-diffusion problem written as a first-order system. Recently, there has been an increasing interest in applications of least-squares finite element algorithms to various problems, steady or evolutionary. Many papers have been written on applications and theories of least-squares finite element methods for various elliptic boundary value problems, e.g., see [2, 3, 7, 8, 10, 11, 12, 13, 14, 18, 19, 20, 21, 25, 26] . In recent years, least-squares finite element methods have been extended to many nonstationary problems, e.g., see [9, 14, 15, 16, 24, 28] . However, compared with least-squares finite element methods for stationary elliptic problems, the corresponding theory for time-dependent problems is much less developed. Some convergence analysis for first order hyperbolic systems and for some semi-discrete methods for a linear convection-diffusion problem and a hyperbolic system were discussed in [9, 15, 16] and the references cited therein.
In this paper, we will develop the algorithms and theory of the least-squares mixed finite element methods for elliptic problems proposed in [7, 8, 25, 26] where ∇ is the gradient operator and div the divergence operator. b(u) = (b 1 (u), · · · , b d (u)) is a vector-valued function, the coefficient c(u) a strictly positive function and the coefficient matrix A(u) = (a ij (u)) d×d a symmetric uniformly positive definite matrix, i.e., there exist positive constants a * and c * such that
Γ = Γ D Γ N and ν is the unit vector normal to Γ N . In general, the coefficients c(u), f (u), b(u) and A(u) are also dependent upon the time variable t and space variable x. For convenience and without loss of generality, we assume that the coefficients depend only on the unknown u.
The nonlinear convection-diffusion problem (1.1) may be rewritten as a firstorder system of the form By using the difference quotient to replace the partial derivative with respect to time in (1.3(a)), one can discretize the nonlinear first-order parabolic system (1.3) into a system of first-order elliptic equations and then solve them layer by layer through use of various least-squares finite element methods. For elliptic problems, various weighted L 2 -norms may be used to formulate least-squares finite element schemes. However, it is well-known that convergence of any approximate scheme for evolutionary problems is also based on their stability in the time direction in the sense of some norms. For the standard finite element methods and the classical mixed element methods, the conservative properties of the original problems are kept naturally so that they are stable and convergent, but this is not true for leastsquares finite element schemes based on general weighted L 2 norms. Therefore, it is very important to choose a suitable weighted L 2 -norm to formulate least-squares mixed finite element schemes for time-dependent problems.
The paper is organized in the following way. In Section 2, we give a new result on the optimal L 2 -convergence of a least-squares finite element method without introducing the curl operator for a linear elliptic problem. In [7, 8, 25, 26] , the ellipticity and the optimal error estimates in H(div; Ω) × H 1 (Ω) have been proved, but the optimal L 2 -norm error estimate was not given. We formulate a modified scheme in the sense of a weighted L 2 -norm and prove that this scheme has optimal accuracy in L 2 -norm if the classical mixed elements are used. Then we will formulate four fully-discrete least-squares mixed finite element schemes for the nonlinear first-order system (1.3) in Section 3, and establish the systematic theories on convergence of these schemes in Section 4.
2.
A new result on least-squares finite element method for linear second order elliptic problem
Throughout the paper, we introduce usual Sobolev spaces W k,p (Ω) (k ≥ 0, 1 ≤ p ≤ ∞) defined on Ω with usual norms · W k,p (Ω) as in [1] . Let H k (Ω) = W k, 2 (Ω) and define the standard inner products as follows:
In this section, we study a least-squares mixed finite element method for solving a linear steady convection-diffusion problem of the form Carey, Pehlivanov, Vassilevski and Lazarov in [8, 25, 26] and Cai, Lazarov, Manteuffel and McCormick in [7] studied least-squares mixed finite element methods for the first-order system of the form Under some restrictions on the coefficients of (2.2), the systematic theories on positive definiteness and convergence of some least-squares mixed finite element schemes in H(div; Ω) × H 1 (Ω) were established in [8, 25, 26] , and then a new theory was given in [7] under a very general condition. We consider a first-order system of the form
Let T hσ and T hu be two families of finite element partitions of the domain Ω, where h σ and h u are mesh parameters, generally denoting the largest diameter of elements in the partitions T hσ and T hu , respectively. In practical applications, the partitions T hσ and T hu may or may not be the same. Here, we want to emphasize their independence in calculation and convergence analysis. Construct the finite element function spaces H hσ ⊂ H defined on T hσ and S hu ⊂ S defined on T hu .
A least-squares approach is based on a minimization problem for a suitably defined quadratic functional involving residuals of the differential equations in the sense of some norms. Let α be any strictly positive function and D be any symmetric positive definite matrix function. Introduce the weighted inner products 
The minimization problem (2.4) is equivalent to the following least-squares mixed finite element scheme.
Least-squares mixed finite element scheme A.
In the simplest case, α = 1 and D = I. The least-squares mixed finite element scheme (2.6) has been studied, and the following results were given in [7] . 
Lemma 2.1 ([7]). The bilinear form a( · ,
Let (σ, u) and (σ h , u h ) be the solutions of (2.3) and (2.6), respectively. Then we have the a priori estimate
Assume that there exist integers k 1 ≥ k ≥ 0 and m ≥ 1 and a constant K 3 , independent of h σ and h u , such that the finite element spaces H hσ and S hu have the following approximation properties (see [4, 5, 6, 17, 22, 23] 
inf
where k 1 = k + 1 when H hσ is one of the Raviart-Thomas elements in [23] or the Nedelec elements in [22] , and k 1 = k ≥ 1 when H hσ is one of the other classical mixed elements in [4, 5, 6] or the C 0 -elements in [17] . Then (2.8) and (2.9) lead to the a priori error estimate
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The estimate (2.10) is optimal in H(div; Ω)×H
(Ω). For general spaces H hσ constructed by C 0 -elements, approximate solutions with optimal accuracy in the L 2 -norm cannot be obtained from the general scheme (2.6). This fact has been indicated in [7, 8, 21, 25, 26] . In order to obtain approximate solutions with optimal accuracy in the L 2 -norm in the cases of general spaces H hσ , such as C 0 elements, many authors have proposed various modified schemes, e.g., see [2, 3, 8, 10, 11, 12, 13, 18, 19, 20, 21, 25, 26] , in which some consistent curl equations are introduced to change the original problems into first-order systems with H 1 -ellipticity so that C 0 -elements can be used to obtain approximate solutions with optimal accuracy in the L 2 -norm. We hope to obtain optimal approximate solutions from least-squares mixed finite element schemes with the simplest forms without introducing any additional equation. Introduce a bilinear form
where A = A −1 , and define a least-squares mixed finite element scheme. Least-squares mixed finite element scheme B.
Our main result in this section is that the approximate solution defined by (2.11) has optimal accuracy in the L 2 -norm if the finite element space H hσ is one of the classical mixed element spaces in [4, 5, 6, 22, 23] . [5] and Brezzi-Douglas-Marini elements in [6] with index k. Let (σ, u) and (σ h , u h ) be the solutions of (2.3) and (2.11), respectively. Then an optimal error estimate holds:
The proof of Theorem 2.1 is completed by using the following two lemmas. 
Proof. Introduce a bounded linear operator P 1 : S → S hu such that
where λ is a positive constant such that the bilinear form on the left-hand side of (2.14) is coercive in H 1 (Ω). It is easily seen that the operator P 1 is a standard finite element projection of an elliptic problem so as to satisfy a standard error estimate (see [17] ):
3) and (2.11) result in the error equation
It follows from the error equation (2.16) that
Performing integration by part in the last term on the right-hand side of (2.17) and using the boundary value condition, we obtain an estimate from (2.17): [4, 5, 6, 22, 23] . Then an approximate property holds:
Proof. It is well-known that in the classical mixed element spaces defined in [4, 5, 6, 22, 23] , there exists an operator Π h from H onto H hσ such that
H. If the finite element space H hσ is one of the Raviart-Thomas elements in [23] or the Nedelec elements in [22] with index k 1 = k + 1, (2.21) leads to (2.19) . If the finite element space H hσ is one of the other classical mixed elements in [4, 5, 6] with index k 1 = k, we see from (2.20 
It is also clear that the space div(H hσ ) is a piecewise polynomial function space of degree k 1 − 1 ≥ 0. Let α h be a piecewise linear interpolating function of α on T hσ . From the approximation (2.9) and the inverse property of the space H hσ we know that In the next sections, we will see that a suitable choice of the weighted function α and the matrix D is more important for time-dependent problems to have stability in the time direction.
3. Fully-discrete schemes for a nonlinear nonstationary problem
In this section, we formulate four fully-discrete least-squares mixed finite element schemes to solve the nonlinear first-order system (1.3). Let the function spaces H be defined as in Section 2, S = {v ∈ H 1 (Ω); v = 0 on Γ D }, and let H hσ × S hu ⊂ H × S be a family of finite element spaces defined on a family of partitions T hσ × T hu . Denote by A the inverse matrix of A. Make a time partition:
τ n as time step size. Let
By using the backward difference technique with first-order accuracy to discretize the nonlinear first-order system (1.3), we can rewrite (1.3) as
in Ω,
Define a weighted bilinear form
Omitting the terms R n 1 and F n 1 in (3.1) and then applying the least-squares minimum principle to (3.1) at each time step, we can define a system of least-squares mixed finite element schemes to solve the system (3.1) step by step.
Scheme 1. Give an initial approximation
From Lemma 2.1 we know that the bilinear form A n (z; · , · ) is continuous and positive definite in H × S. From the Lax-Milgram theorem, we derive an existence theorem.
Theorem 3.1. Scheme 1 has a unique solution at each time step.
In order to formulate least-squares mixed finite element schemes with secondorder accuracy in τ , we must approximate the value of functions at the midpoint of the time interval with second-order accuracy by the mean value or Taylor expansion formula. Letū
By using the Crank-Nicolson difference technique with second-order accuracy to discretize the nonlinear first-order system (1.3), we can rewrite (1.3) as 
We define another weighted bilinear form:
Omitting the terms R n 2 and F n 2 in (3.5) and then applying the least-squares minimum principle to (3.5) at each time step, we can define a system of least-squares mixed finite element schemes to solve the system (3.5) step by step.
Scheme 2. Give an initial approximation (σ
Similarly to A n (z; · , · ), the bilinear form D n (z; · , · ) is also continuous and positive definite in H × S.
Theorem 3.2. Scheme 2 has a unique solution at each time step.
The convergence analysis in the next section shows that Schemes 1 and 2 yield the approximate solutions with accuracy optimal in H(div;
We consider another first-order mixed system equivalent to the nonlinear convection-diffusion problem (1.3) as follows:
By using the backward difference technique with first-order accuracy to discretize the nonlinear first-order system (3.8), we can define a new least-squares mixed finite element scheme.
Scheme 3. Give an initial approximation
(σ 0 h , u 0 h ) ∈ H hσ × S hu . Seek (σ n h , u n h ) ∈ H hσ × S hu such that for each (ω h , v h ) ∈ H hσ × S hu A n (û n h ; (σ n h , u n h ), (ω h , v h )) = ( 1 c(û n h ) (c(û n h )u n−1 h + τ n f (û n h )), c(û n h )v h + τ n div ω h ) + τ n ( A(u n−1 h )(σ n−1 h + A(u n−1 h )∇u n−1 h + b(u n−1 h )u n−1 h ), ω h + A(û n h )∇v h + b(û n h )v h ), (3.9) for n = 1, 2, · · · , N, whereû n h is given bŷ u n h = u n−1 h + τ n∂t u n−1 h , n ≥ 2, (3.10) orû n h = u n−1 h + τ n c(u n−1 h ) (f (u n−1 h ) − divσ n−1 h ), n ≥ 1. (3.11)
Theorem 3.3. Scheme 3 has a unique solution at each time step.
Define another weighted bilinear form
We can also define another scheme with second-order accuracy in τ . 
Scheme 4. Give an initial approximation
(σ 0 h , u 0 h ) ∈ H hσ × S hu . Seek (σ n h , u n h ) ∈ H hσ × S hu such that for each (ω h , v h ) ∈ H hσ × S hu B n (ũ n− 1 2 h ,ǔ n h ; (σ n h , u n h ), (ω h , v h )) = ( 1 c(ũ n− 1 2 h ) (c(ũ n− 1 2 h )u n−1 h − τ n 2 divσ n−1 h + τ n f (ũ n− 1 2 h )), c(ũ n− 1 2 h )v h + τ n 2 div ω h ) + τ n ( A(u n−1 h )(σ n−1 h + A(u n−1 h )∇u n−1 h + b(u n−1 h )u n−1 h ), ω h + A(ǔ n h )∇v h + b(ǔ n h )v h ), (3.12) for n = 1, 2, 3, · · · N , whereũ n− 1 2 h is given by (3.4) andǔ 1 h =û 1 h by (3.10) or (3.11), andǔ n h by u n h =u n−1 h + τ n c(u n−1 h ) (f (u n−1 h ) − divσ n−1 h ) + τ 2 n 2∂ t [ 1 c(u n−1 h ) (f (u n−1 h ) − divσ n−1 h ) ], n ≥ 2.
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In Schemes 1-4, we choose different weighted L 2 inner products to formulate least-squares mixed finite element schemes at different time steps. In the next section, we shall see that the approximate solutions determined by Schemes 1-4 keep the stability in the sense of weighted L 2 -norms, and prove that Schemes 1-4 yield approximate solutions with accuracy optimal in H(div; Ω) × H 1 (Ω) when the finite element space H hσ is any subspace of H(div; Ω), and that Schemes 3-4 yield approximate solutions with accuracy optimal in (L
(Ω) if the finite element space H hσ is one of the classical mixed elements with index k 1 = k + 1, such as the Raviart-Thomas elements in [23] and the Nedelec elements in [22] .
Convergence analysis
In this section, we assume that the solution (σ, u) of the nonlinear first-order system (1.3) is smooth, that there exists a constant K * such that 0 < τ ≤ K * min 1≤n≤N τ n , i.e., the time partition is quasi-regular, that the finite element spaces H hσ and S hu have the approximate property (2.9), and that the initial approximation satisfies
We also suppose that the coefficients 
where λ is a positive constant such that the bilinear form on the left-hand side of (4.6) is coercive in H 1 (Ω). The operator Q 1 is a standard elliptic projection and satisfies a standard error estimate (see [17, 27] ):
for any 0 ≤ t ≤ T . From the approximate property (2.9) we know that there exists a vector-valued function h ∈ H hσ such that for any 0
. We have to estimate θ n and π n . From (4.4) we see that (π n , θ n ) satisfies the following error equation:
and
(4.10)
From (4.9) and (4.10), we get the equality (c(u
Estimate the terms in (4.11). We make an inductive hypothesis that for any n ≥ 1 we have the uniform estimate
It is clear that
Then (c (su
From the error equation (4.9) we see that
It is also clear that ζ n−1 is a weighted L 2 -projection of the function c (su
).
, and
On the other hand, we have
. Substituting the above estimates into (4.13), we have (4.14) so that for sufficiently small h u , h σ and τ we have 
. Substituting these estimates and (4.15) into (4.11), we derive that 
for 1 ≤ n ≤ N . An application of the discrete Gronwall's lemma to (4.17) leads to
We have proved the error estimate (4.18) under the inductive hypothesis (4.12). Now we check (4.12). We will prove by induction that (4.12) holds under condition (4.2). From the Sobolev embedding theorem [1] and the inverse property of the finite element space S hu it follows that for each v h ∈ S hu , where 0 < δ 1 << 0.5. We start from n = 1 to check (4.12). From (4.1) and (4.19) we see that when
i.e., (4.12) is true for n = 1. Suppose that (4.12) is also true for each 1 
Under the condition (4.2), we know from (4.19) and (4.20) that when h
holds, where the constant K 33 depends only on T and some norms of the solution u.
Proof. It is clear that the solution (σ n , u n ) of (1.3) and the solution (σ n h , u n h ) of Scheme 2 satisfy an error equation
again. From (4.24) we see that (π n , θ n ) satisfies the error equation
(4.27)
In order to estimate the terms in (4.27), we make an inductive hypothesis that for each n ≥ 1 the uniform estimate
holds. Under the inductive hypothesis (4.28), we have the following estimates: 
(4.33)
On the other hand, taking ω h ≡ 0 and v h = θ n − θ n−1 in (4.26), we get another equality:
(4.34)
Estimate the terms on the right-hand side of (4.34). Under the inductive hypothesis (4.28), the following estimates hold: Similarly to (4.36),
(4.38) Substituting (4.35)-(4.38) into (4.34) and then summing (4.34) from 1 to n, we derive the estimate
(4.39)
By applying the discrete Gronwall's lemma to (4.39), we have
(4.40) Substituting (4.40) into (4.33), we obtain for sufficiently small τ the error estimate
(4.41)
Applying the discrete Gronwall's lemma again, we have
We have proved (4.42) under the inductive hypothesis (4.28). Now we check (4.28). From (4.40) and (4.42) we see that
It follows from the inverse property of the finite element space S hu that 
Then the a priori error estimate
holds, where the constant K 49 depends only on T and some norms of the solution u.
and ε n = n h − σ n . We only have to estimate the bounds of (π n , θ n ), which satisfies an error equation
where
In order to estimate the terms in the error equation (4.48), we make an inductive hypothesis that for any n ≥ 1 we have the uniform estimate
(4.52)
We estimate the terms in the brackets on the right-hand side of the error equation (4.47):
it follows that 
(4.58)
Applying the inequality
( 4.59) to (4.58), we have the estimate
(4.60)
By applying the discrete Gronwall's lemma to (4.60), we derive that
It is not difficult to check the inductive hypothesis (4.49).
Finally, we consider the error estimate of Scheme 4. 
holds, where the constant K 65 depends only on T and some norms of the solution u.
We only have to estimate (π n , θ n ), which satisfies the error equation
First, by taking v h ≡ 0 and ω h = π n − π n−1 in (4.64), we have the equality
To estimate the terms in the error equation (4.66), we introduce an inductive hypothesis that for any n ≥ 1, the uniform estimate Under the inductive hypothesis (4.67), the following estimates hold:
it follows that
Substituting (4.68)-(4.71) into (4.66) and summing it from 1 to n, we obtain the estimate
(4.72)
to (4.72), we find that
(4.74)
On the other hand, taking ω h ≡ 0 and v h = θ n − θ n−1 in (4.64), we have another equality: Substituting (4.76) and (4.77) into (4.75) and summing it from 1 to n, we find that An application of (4.59) to (4.78) leads to θ n 2 Applying the discrete Gronwall's lemma to (4.81), we obtain the a priori error estimate θ n 2 
