Abstract-The growing complexity of processes in many organizations stimulates the adoption of business process analysis techniques. Typically, such techniques are based on process models and assume that the operational processes in reality conform to these models. However, experience shows that reality often deviates from hand-made models. Therefore, the problem of checking to what extent the operational process conforms to the process model is important for process management, process improvement, and compliance.
I. INTRODUCTION
As business processes become more complex and change frequently, reliable process models become more important. Such models are used to document business processes or to con¿gure the information system. Moreover, process models are used to analyze processes, e.g., to check conformance or to evaluate the performance of business process redesigns.
However, many studies show that models often deviate from reality (cf. [11] - [13] ). Process models can be obsolete, outdated, idealized, or simply disconnected from reality [15] . Hence, before any sort of analysis is applied to process models, it is imperative to know how well reality conforms to the model and vice versa. Legislation such as the SarbanesOxley Act, Basel II, and HIPAA, illustrate the importance of a good alignment between the real process and its model. Moreover, many organizations seek a balance between Àexi-bility (people can deviate from the standard way of working) and control (deviations need to be monitored and acted upon if needed). Therefore, the importance of conformance checking is increasing.
Conformance checking measures how "good" a model of a process is with respect to an event log that records the executions of the process. In this paper, we focus on the ¿tness dimension of conformance [13] , [17] . Fitness measures the extent process models capture the observed behavior as recorded in event logs. Given a process model and a sequence of activities from a log showing the execution of a process instance, the ¿tness of a trace is high (i.e. good) if the same sequence of activities (or a very similar one) is allowed by the model. Event logs may not necessarily contain all the activities executed-logging everything might be costly and affect the performance of process executions. Still, the unlogged activities can inÀuence process behavior. Identifying such unobservable activities in event logs is important in measuring ¿tness, as mistakes in doing so may lead to falsenegative results. Given a process model and an event log, deviations in the ¿tness dimension manifest as either skipped or inserted activities. Skipped activities refer to activities that should be performed according to the model, but do not occur in the log. In contrast, inserted activities refer to activities that occur in the log, but should not happen according to the model.
In reality, the severity of skipping/inserting activities may depend on characteristics of the activity, e.g., some activities may be skipped without severe problems while the insertion of an important activity may lead to signi¿cant problems. Take for example a typical process of handling insurance claims in an insurance company, shown as a Petri net in Figure 1 . In cases where the amount of claim is relatively small, "check documents" or "check cause" activities are often skipped. Nevertheless, the severity of skipping these activities is less than the severity of skipping essential activities, such as "send money". Another example; in cases where the claimed amount is large, double checking on the claims is often performed, which leads to inserted executions of "check documents" or "check cause" not possible in the model. Although multiple executions of the two activities are also deviations, their severity to the overall process is small compared to multiple executions of "send money". Classical techniques that measure ¿tness (e.g. [13] ) penalize conformance for existence of either skipped or inserted activities. However, heuristics often result in incorrect estimations of ¿tness. Moreover, they do not consider the different severities of skipping/inserting the different activities. As a result, the ¿tness does not correspond to the perceived degree of conformance.
In this paper, given a process model and an event log, we propose a cost-based replay technique that measure ¿tness and taking into account the cost of skipping and inserting individual activities. The technique is based on the D algorithm and can be tailored to answer speci¿c questions (e.g. Does the log conforms to the model? Which activities are often skipped? Are there any inserted activities in the log?). Section II introduces the basic concepts needed to understand this paper. The idea to measure ¿tness based on skipped and inserted activities is provided in Section III. We propose an D -based approach to measure the ¿tness in Section IV. Experimental results are discussed in Section VI, and related work is discussed in Section VII. Section VIII concludes the paper. For proofs of the theorems presented in this paper, as well as a more detailed analysis of the experiments, we refer to [2] .
II. BASIC CONCEPTS
Our ¿tness calculation uses the D algorithm [6] , an algorithm originally invented to ¿nd a shortest path between two nodes in a directed graph with arc costs. Hence, we formalize a graph with arc costs and related concepts.
LQ denotes the set of natural numbers. We write A for the universe of activity names, D A for a set of activities, and 6 5 A for unobservable activities (i.e., activities in the model not recorded in the event log).
Let W be a set. For (¿nite) sequences of elements over a set W we use the following notation: The empty sequence is denoted with ; a non-empty sequence is given by listing its elements between angled brackets. A concatenation of sequences 1 and 2 is denoted with 1 · 2 and we use ? to denote shorter sequences, i.e. 1 ? 2 if and only if there is a sequence 3 6 = with 2 = 1 · 3 . W denotes the set of all ¿nite sequences over W and W + = W \ {}. We refer to the l-th element of a sequence as l and we use || to represent the length of the sequence . The projection of a sequence 5 W on T W is denoted as &T , e.g., hd> d> e> fi &{d>f} = hd> d> fi. We say that is a pre¿x of 0 if and only if ? 0 . A bag p over S is a mapping p : S $ LQ . We use + and for the sum and the difference of two bags and => ?> A> > for comparison of bags, which are de¿ned in the standard way. We overload the set notation, writing > for the empty bag and 5 for the element inclusion. We write e.g. p = 2[s] + [t] for a bag p with p(s) = 2, p(t) = 1, and p({) = 0 for all { 6 5 {s> t}. As usual, |p| stands for the total number of elements in bag p (e.g. |2 A path from y to y 0 5 Y is a sequence of edges h(y 1 > y 2 )> (y 2 > y 3 )> = = = > (y q 1 > y q )i 5 Z + where y 1 = y a y q = y 0 holds. By y J Ã y 0 we denote that a path from y to y 0 exists (we omit the superscript J if the context is clear). We say that J is an acyclic graph if ; y5Y y 6 Ã y holds. The set of all possible paths from y to y 0 is denoted by B(y> y 0 ) Z . We also de¿ne a path cost function B : Z $ LQ that returns the cost of a path where The algorithm works by iteratively exploring successors of nodes, starting from the source node y vuf . Let y 5 Y be a node in J and let sd 5 B(y vuf > y) be the path with the smallest distance so far from y vuf to y, the algorithm relies on an evaluation function i (y) = j(y) + k(y), where j : Y $ LQ is a function that returns the smallest distance of paths from the source node y vuf to y (so far), and k : Y $ LQ is a heuristic function that underestimates the distance of path from any node to its preferred target node y wuj 5 Y wuj .
To determine which visited node whose successors are going to be explored in the next iteration, the algorithm calculates the distance of every node whose successors haven't been explored yet, using an evaluation function i : Y $ LQ . Then, it selects the one that has the minimal distance. The iteration stops under two conditions: either a node that is a member of Y wuj is selected as the node to be explored in the next iteration (implies that we get the solution path), or there is no other nodes to be explored (implies that no path to any target nodes exists).
As long as the heuristic function k returns a value that underestimates the distance of a path from a node to its preferred target node and the evaluation function is increasing with the increasing number of visited nodes, the D algorithm is guaranteed to ¿nd a path with the smallest distance [6] .
Measuring ¿tness requires an event log and a process model. We formalize event logs, process models, and related concepts as follows: • H is a ¿nite set of events, • F is a ¿nite set of cases (process instances),
• : H $ D is a function relating each event to an activity, • : H $ F is a surjective function relating each event to a case.
• Â H × H imposes a total ordering on the events in H. We write h 2 Â h 1 as a shorthand to (h 2 > h 1 ) 5 Â.
In reality, cases are executed independently from each other. For example, in an insurance company, the way a claim is handled does not directly inÀuence how other claims are handled. Therefore, events of a case are often treated independently from events of other cases. Let f 5 F be a case identi¿er. With H f , we denote the events of case f, i.e.
A process model typically describes a set of activities that have to be performed and their ordering. Many languages are used to model business process, like EPC and BPMN 1 . In this paper, we use Petri nets [10] to model processes, however, our approach is applicable to any kind of model, as long as it can be decided if a given execution is a valid one (there is no need to be able to decide which activities can occur in the future, only if a given activity could have occurred at a given point in time).
De¿nition II.4. (Petri net) A Petri net Q over a set of activities D is a tuple Q = (S> W> I> ), where S and W is a set of places and transitions, respectively, I (W × S )^(S × W ) is a set of directed arcs connecting places and transitions, : W $ D^{} is a function mapping transitions to either activities or (unobservable activities), such that ; d5D < w5W (w) = d. Note that any net Q is also a directed graph (S^W> I> ) where ; iz5I (iz) = 1.
A marking p of Q is a bag over S , indicating the state of Q. Unfortunately, in practice, knowing whether a case is deviating or not is not useful for further analysis. In cases where deviations occur, such as the case H 3 f , it is more important to know the extent of the deviations, and furthermore why they occur.
To measure the extent of deviations, ¿tness is best measured on a per-event basis. From Section I, we know that there are two possible causes of deviations: skipping or inserting activities. Therefore, the ideal ¿tness calculation should penalize ¿tness value based on the existence of each of these two types of deviations. However, identifying such activities is not trivial. Consider the net in Fig. 2 and the case H 3 f . The case can be interpreted as one of the following: [ is inserted in the event log, \ is skipped in the model, or F is inserted in the log (removing results in a "good" pre¿x).
As mentioned in Section I, the cost of skipping and inserting activities can be different for individual activities. Therefore, we assume the existence of cost functions that return the cost of skipping as well as inserting activities. We de¿ne cost function l : D $ LQ that returns non-negative cost of inserting extra activities in the log, and another cost function v : D^{} $ LQ that returns non-negative cost of skipping transitions in the model (including the unlabeled ones). These functions need to be determined by process experts.
When identifying the deviations between cases in the log and processes, we assume that we are interested in the actual execution of which the costs of deviation are minimal. Thus, suppose that the cost functions for activities involved in the net in Fig. 2 are de¿ned as follows:
, hence the deviation in the case most likely occurred because activity \ was skipped (hence the case should have been hD> E> [> \> Fi).
Considering cost functions and both skipped and inserted activities, we de¿ne our ¿tness metric as follows: De¿nition III.2. (Cost-based ¿tness metric) Let Q = (S> W> I> ) be a Petri net over a set of activities D with an initial marking p 0 . Let R W be the set of all possible runs of Q starting in p 0 . Let O D = (H> F> > > Â) be an event log over D. Let f 5 F be a case and let H f be the sequence of events of case f. Let v and l be the cost functions for skipping and inserting activities respectively.
Assuming that skipped activities in the case are identi¿ed as a bag D v over D^{}, and all inserted activities, manifested as events, are identi¿ed as a set H l H f , we de¿ne a ¿tness i as one minus the ratio between the total cost of having inserted/skipped activities and the total cost of considering all events as inserted activities, i.e.
The intuition behind the metric is that ¿tness value should decrease as more activities are inserted/skipped. In the worst case, given a process model and a set of events of a case, all of the events can be considered as inserted activities. The cost of such extreme case is used to normalize our ¿tness metric. Note that due to the absence of information about skipped activities in the log, one can assume as many skipped activities as allowed by the model. In case there is a large number of skipped activities, (e.g., in a loop executed repeatedly ) i may become negative. However, the "best run" has a value between 0 and 1.
The cost functions v and l de¿ned above are an important contribution of this paper. By providing the user with options to change these parameters, the user can specify what he thinks is more problematic. For example, by giving relatively low costs to skipping activities, the user can specify that an activity that should be executed in the model but cannot be found in the log should be considered as being executed anyway, while a high value indicates that this transition indeed did not happen.
The ¿tness metric de¿ned in Def. III.2 assumes that skipped and inserted activities are known in advance. In this paper, we are interested in ¿nding inserted/skipped activities that give minimal cost such that the highest possible ¿tness value is obtained. We describe our approach to identify such activities in Section IV.
IV. IDENTIFY SKIPPED AND INSERTED ACTIVITIES
A case in an event log ¿ts a Petri net if each events performed in the case can be mimicked by ¿ring a transition in the net that refers to the same activity as the event, either directly from the current state of the net or indirectly after ¿ring sequence of -labeled transitions from the current state. Skipped activities should only be introduced when according to the model, a transition that should be able to mimic an event cannot be ¿red without ¿ring non--labeled transitions. Only in cases where the cost of skipping activities is higher than the cost to assume that an event under consideration is inserted, we consider the event to represent an inserted activity.
Therefore, ¿nding both skipped and inserted activities in a given case can be formulated as a problem of constructing the best matching instance of a given net based on the events of the case. A set of events of a case ¿ts a Petri net (i.e. all events can be generated by the net) if and only if there is an instance of the net matching the events in which each nontransition instance represents an event and partial order between events is honored by transition instance. We use the standard de¿nition of an instance of Petri net (sometimes referred to as occurrence net [9] ) since a run of a net does not capture causal dependencies and concurrencies. This is a standard concept in Petri nets, therefore we simply use it without explaining it in detail. L is an instance of Q if and only if the following holds:
Petri net as L, but without the transition instances not in W L 0 , without the arcs connected to these transitions and without any disconnected places. Figure 3 shows some possible instances of the Petri net given in Fig. 2 . As shown in Figure 3 , there are no conÀicts/choices in an instance. Places and transitions need to be on a path starting on one of the initially marked places.
When a set of events is replayed on a Petri net, we iteratively construct instances from its pre¿xes. For each pair consisting of a pre¿x and a constructed instance, we match events in the pre¿x (possibly partial) to transition instances that refer to the same activities. Matched events correspond to ¿rings of transitions. Events in the pre¿x without any match indicate inserted activities because they happened in reality, but should not happen according to the net. Non--labeled transition instances in the Petri net instance that are not associated with any events represent skipped activities as they should be performed according to the net, but were not performed in reality.
Given a pre¿x of a case, an instance of a Petri net with a function matching events in the pre¿x to transition instances is said to be matching the pre¿x. 
e. the ordering of events is in the pre¿x is respected in the instance, and 
i.e. each event mapped by in the pre¿x is mapped to a transition that corresponds to the activity represented by this event. We use (L H 0 > ) to denote a tuple consisting of an arbitrary instance L that matches pre¿x H 0 with match , and we use = H 0 to denote the (possibly in¿nite) set of all tuples that consists of an instance matching pre¿x H 0 and its match (i.e.
. is a partial function. For convenience we write (h) = B to indicate that h is not in the domain of .
Take for example several instances of a Petri net that match a set of events of a case in Fig. 4 , each with its own matching function that (partially) maps the events to transition instances. Transition instances that have events mapped to them are shaded. As shown by matching instances (i) and (ii), matching functions may partially map events to transition instances. In instance (i), both events in the pre¿x hD> Ei are mapped to the transition instances D and E. In instance (ii) however, the second event is not mapped to the second transition instance, i.e. the event E is identi¿ed as being an inserted activity and the transition instance E is identi¿ed as a skipped activity.
Matching instances may reveal different reasons for deviations (if there are any). Matching instance (iii) shows no deviations for the current pre¿x, while in instance (iv), the whole case is considered in which event [ is identi¿ed as being an inserted activity. In instance (v), again the whole case is considered, but now the transition instance \ is skipped, while [ is no longer an inserted activity. Figure 5 . Example of a search by the D W algorithm
To determine which of the instances is most likely describing the occurring deviations in a given case, we utilize the cost functions of skipping activities v and inserting extra activities l . The idea is that we construct an instance that has the least cost of deviations. For example, if the cost of skipping activity \ (i.e.
v (\ )) is less than inserting activity [ (i.e. l (V)), then instance (v) is the best ¿tting instance, otherwise instance (iv) is.
So far, we have de¿ned the notion of ¿tness and we have shown both how to quantify ¿tness and how to locate deviations if we have an instance matching a pre¿x. In the next section, we present our D based algorithm for constructing the best matching instance.
V. CONSTRUCTING THE BEST MATCHING INSTANCE
Since our aim is to construct a matching instance for any given case, we ¿rst prove that such an instance always exists, not only for every instance, but also for every pre¿x of an instance. Lemma V.1. (Matching instance exists for any pre¿x) Let O D = (H> F> > > Â) be an event log over set of activities D. Let f 5 F be a case identi¿er, let H f be the sequence of events of case f, and let H 0 H f be a pre¿x. Let Q = (S> W> I> ) be a Petri net over D with initial marking p 0 , and let L = (S L> W L> I L> > (> p 0 0 ) be an instance of net Q . We show that (L> ) 5 = H 0 for any with Dom() = >.
We identify a Petri net instance that best matches our case using the D approach. Before we introduce the formal technique, Fig. 5 illustrates our approach roughly in using the Petri net and the set of events example in Fig. 4 .
We associate a directed graph in the D problem domain with an acyclic search space graph to seek the best matching instance, given a set of events of a case and a net. Nodes in the search space graph represent instances of the given net matching a pre¿x of the case.
In the D problem domain, the graph structure is typically known in advance, but in our technique, it is constructed during replay. Given a case H f to be replayed on a net, we start by constructing the search space graph consisting of only an instance matching the empty set (i.e. the instance consisting only of places that are initially marked as indicated by the start node in Figure 5 ).
Based on the instance, we construct other instances as successors in the graph. A successor is again a matching instance such that:
• it has one matching transition instance more than its predecessor, in which case one transition instance is added to the net and the pre¿x is extended with a corresponding event or • it has one inserted activity more, i.e., the net stays the same, but the pre¿x contains one more event, or • it has one skipped activity more, i.e., the net has one more transition instance but the pre¿x remains the same. Note that more than one transition can be enabled, hence there may be more than one successor in the graph with an added skipped activity. The steps above are repeated until one of the nodes in the graph with the shortest distance from the start node is actually a target node, i.e. a node of which the pre¿x is the entire case.
The distance between two adjacent nodes depends on the difference between these nodes in the number of events mapped by the matching function and the number of unmapped non--labeled transitions. Furthermore, the heuristic function k required by the D algorithm, is de¿ned as the number of events in the same case that do not belong to the current pre¿x.
In order to obtain the distances associated to the arcs, we use the notion of costs again, where costs are de¿ned on nodes and the distance between two nodes is the difference in costs. We denote transition instances that are not mapped to any event as W L v = W L \ Rng() and denote a set of events that are not mapped to any transitions as H l = H 0 \ Dom(). We de¿ne a cost function q : = H 0 $ LQ where
The cost function q has a close relation with the costbased ¿tness metric de¿ned in Def. III.2. The set of skipped transition instances is the same as the bag of skipped activities, hence q de¿nes the nominator of the fraction.
Using the costs of two matching instances, we can de¿ne the distance between them as follows. with match and H 00 with match 0 respectively. We de¿ne the distance between (L> ) and (L 0 > 0 ) as:
The number of events of each pre¿x is also added as part of the distance de¿nition as the value of the function is inÀuenced by the number of events in each pre¿x. Note that it is easy to see that the function is transitive.
Although we de¿ned the distance between any two matching instances, our approach only considers instances that differ either by one transition, or by one event in the pre¿x. Therefore, we de¿ne a partial order on matching instances as follows:
De¿nition V.4. (Partial order between instances)
Let O D = (H> F> > > Â) be an event log over a set of activities D. Let f 5 F be a case identi¿er, and let H f be the sequence of events of case f. Let H 1 > H 2 be two pre¿xes of H f . Let Q = (S> W> I> ) be a Petri net over D with initial marking p 0 , let
and (L 2 > 2 ) 5 = H2 be two tuples of instances matching H 1 with match 1 and H 2 with match 2 respectively.
We de¿ne a partial order between matching instances
e. a transition that corresponds to an event is added at the end of the instance, or
.e. one skipped activity is added to the end of the instance, or
and L 1 = L 2 , i.e. one inserted activity is identi¿ed at the end of the instance. Finally, we formalize our search space and heuristic function using this partial order on matching instances. De¿nition V.5. (Search space graph and heuristic function) Let O D = (H> F> > > Â) be an event log over a set of activities D and let Q = (S> W> I> ) be a Petri net over D with initial marking p 0 . Let f 5 F be a case, and let H f be the events of case f. Let v and l be cost functions for skipping and inserting activities respectively. We de¿ne a search space graph of replaying H f on Q as J = (Y> Z> ) with heuristic function k : Y $ LQ (see Def. II.2) as follows:
• Y is a (possibly in¿nite) set nodes, de¿ned as Y = S
• k : Y $ LQ is a heuristic cost function that estimates the least cost of any paths from a node to its preferred target node. Let H 0 H f be a pre¿x of events and let y 5 Y . We de¿ne k(y) = |H f | |H 0 |, i.e. the number of events in case f still not used to construct y.
• For all (y 1 > y 2 ) 5 Z holds that ((y 1 > y 2 )) = (y 1 > y 2 ). The source y vuf 5 Y and target nodes Y wuj Y are de¿ned as follows:
• y vuf = (({s 5 p 0 }> >> >> > (> p 0 0 )> ), i.e. = hi = {y vuf }, and • Y wuj = = H f is a set of all instances matching H f and their matching functions . To guarantee that the D algorithm will actually ¿nd one of the target nodes from the source node, we need to prove three things: (i) at least one target node is reachable, (ii) the heuristic function gives an underestimation of the distance to the target nodes, and (iii) the evaluation function is monotonously increasing. The ¿rst is trivial, as the target node where each event is considered a inserted activity is reachable by adding the inserted activities incrementally (i.e. following part 3 of Def. V.4). Furthermore, if the heuristic function underestimates the distance to the target nodes and all distances are non-negative then due to the transitivity of the function the evaluation function will be monotonously increasing.
Lemma V.6. (Non-negative cost of arc) Let O D = (H> F> > > Â) be an event log over a set of activities D, Let f 5 F be a case and let H f be the events of case f. Let J = (Y> Z> ) be a search space and let (y 1 > y 2 ) 5 Z be an edge in the search space. We show that ((y 1 > y 2 )) 0, i.e. that (y 1 > y 2 ) 0.
Theorem V.7. (Heuristic function gives underestimation)
Let O D = (H> F> > > Â) be an event log over a set of activities D, Let f 5 F be a case and let H f be the events of case f. Let J = (Y> Z> ) be a search space and let y 0 > y wuj 5 Y be two nodes in the search space, such that y 0 Ã y wuj and y wuj 5 Y wuj . We show that k(y 0 ) ((y 0 > y wuj )).
This theorem shows that we can use an D -based approach for conformance checking. It is important to realize that the search space de¿ned in Def. V.5 is in¿nite in case there are loops in the Petri net. If the costs of executing such a loop is not greater than 0, then the D algorithm has to consider the in¿nite search space, hence it is not guaranteed to terminate. Therefore, each loop should have an activity with positive costs for skipping. As our approach works based on costs, the selection of cost functions l and v is essential. We present experiments where we compare different values for these cost functions.
VI. EXPERIMENTS
We implemented the proposed ¿tness calculation approach as a ProM 6 plug-in 3 and performed experiments using various cost parameter values for different goals. As the costs of skipping/inserting individual activities require speci¿c knowledge about processes under consideration, in our experiments we assume ¿xed costs for skipping and inserting activities, i.e., we are not using domain knowledge to limit the number of parameters in our experiments. Furthermore, the costs of skipping a labeled transition are assumed to be 0, since we do not have loops of such transitions in the model. 
A. InÀuence of cost ratios
Given a model and cases with different number of deviations, good ¿tness measurements should give cases with high number of deviations less ¿tness value than the ones with less number of deviations. To see which cost con¿guration gives good ¿tness measurement in the presence of deviations, we conducted a set of experiments where only one of the two types of deviations occur. We use a Petri net with unobservable activities, duplicate transitions (i.e. transitions representing the same activity), and complex control-Àow patterns such as the multi-choice pattern (ORsplit), milestone, and iterations. To get a controlled testing environment, experiments with deviating activities are performed with relatively small number of events. The set of events required for experiments with skipped activities is obtained by generating a relatively small number of 25 events from the model and delete the events randomly as many as the desired number of skipped activities. Similarly, the set of events to conduct experiments with inserted activities is obtained from 10 events, generated from the model, and then add activities as many as the number of inserted activities needed. For each experiment with a case, we also calculate the ratio between deviating events and the number of events in the case as baseline. The results of the experiments are shown in Fig. 6 and 7 .
Our ¿tness measurement approach produces good results in the experiments where the cost of skipping activities is higher than the cost of inserting activities (e.g. experiments with l (d) : v (d) equal to either 1 : 2 or 1 : 5). With such cost settings, ¿tness values are close to the baseline values and tend to decrease as the number of deviations increases. However, there are few exceptions on experiments with skipped activities, where ¿tness increases along with the increasing number of skipped activities (see Fig. 6 ). These exceptions occur because our measurement approach is guaranteed to ¿nd the biggest ¿tness value. Rather than identifying skipped activities that penalize ¿tness severely (due to cost settings), marking some events as inserted activities gives higher ¿tness in such exception cases.
Setting the costs such that inserting activities is more costly than skipping activities always give high ¿tness values, because it allows the approach to ¿nd skipped activities that enable un¿reable transitions. The bigger the cost of skipping compare to the cost of inserting activities, the higher the ¿tness due to less penalty for skipping activities.
B. Real-life experiments
The second set of experiments is conducted to see whether the approach can handle real-life cases. We use four pairs of model and real-life log from a municipality in the Netherlands, describing process executions of handling two type of objections, handling building permission applications and giving out copies of documents. Experiment settings and results are shown in Table I . The results are compared to the results of the classical ¿tness calculation described in [13] .
From our previous experiment, we know that setting the cost of inserting to be lower than the cost of skipping activities provides a better ¿tness metric. Therefore, we use the value 1:3 as the ratio between inserting and skipping activities to measure ¿tness and obtain results as shown in Table I . In most cases, our approach provides less ¿tness values than the ones provided by classical ¿tness measurements. Only in the experiments with "Afschriften" log that our ¿tness measurement gives higher values than the classical ¿tness measurement. This happens because our metric does not penalize ¿tness for not terminating properly. Thus, our ¿tness measurement is more suitable to measure ¿tness in cases where the completeness of process executions are not guaranteed. In addition, no performance issues were found as ¿tness calculations were done within seconds. We obtain better diagnostics for analysis of the cause of deviations than the classical ¿tness measurement that relies on manual analysis. For example, we take one of the cases that have extremely low ¿tness values (0.00) in log "BezwaarWOZ". The ¿tness value is provided when the cost of inserting:skipping activities is 1:3 (see Fig. 8 ). As shown in the left side of Fig. 8 , all events in the case are identi¿ed as inserted activities. To see what causes such low ¿tness value, we decrease the cost of skipping an activity such that ratio between inserting:skipping activities becomes 1:1. With such ratio, two skipped activities are revealed: "Voorbereiden" and "Horen". These two activities are supposed to be executed early in the case. By increasing the cost of inserting an activity such that the ratio between the cost of inserting and skipping activities becomes 3:1, we identi¿ed one more activity that is skipped: "Uitspraak wacht". By tuning the cost parameters such that the cost of skipping activities is less than the cost of inserting activities, one can obtain results that reveal possible causes of deviations and exploit the information for further analysis (e.g. if an activity is often skipped, process model should also allow such skipping).
VII. RELATED WORK The notion of conformance has appeared in many different contexts, such as business process compliance [14] , auditing [16] , security, and process mining. Conformance comprises of several orthogonal dimensions, such as ¿tness, precision, generalization, and structural [13] , [17] . From all dimensions of conformance, ¿tness is one of the most important dimensions and therefore typically measured ¿rst. If ¿tness value between a given model and process execution is low, not much useful information can be obtained from measuring conformance on other dimensions.
Many of existing ¿tness metrics are created to evaluate process discovery techniques. There are already various metrics proposed related to the ¿tness dimension [1] , [3] , [5] , [7] , [8] , [13] . A comprehensive lists of these metric are provided in [17] . Fitness is measured on different level of granularity. Our proposed metric penalize ¿tness only for individual execution of activity that is not ¿t.
We consider the work on the classical conformance checking with a metric based on the number of missing, remaining, produced, and consumed tokens, proposed by Rozinat et al. [13] as a benchmark. The approach have been tested against several real-life case studies (e.g. [11] , [12] ).
However, the proposed ¿tness is sensitive to the structure of the model. Furthermore, it is shown that in the presence of duplicate transitions/unobservable activities, heuristics may lead to incorrect results. Experiment results in Section VI show that our approach manage to provide correct results in the presence of duplicate transitions/unobservable activities.
Our work in this paper is closely related to the work of Cook et al. (see [3] , [4] ). To our knowledge, the work propose one of the most early ¿tness-related measurements that consider the severity of deviations based on event logs. Given a model and an execution of a process, the approach in [3] measures conformance by comparing an event stream generated by the model and an event stream that is derived from the execution. Fitness is measured in terms of string edit distance (SSD) and non-linear string distance metric (NSD) that can be weighted per-activity. The problem that is still unsolved in [3] is the selection of heuristic estimator that guarantee the minimum cost goal. In this paper, we solve the problem by proposing admissible heuristics that guarantees optimal result (see Thm. V.7). However, we do not cover ¿tness measurement in cases where process executions are assumed to be completed.
VIII. CONCLUSION
In this paper, we provide a robust cost-based technique to replay event logs on process models that is not only capable to deal with unobservable activities, but can also identify both skipped activities in process models and inserted activities in event logs.
As the work in this paper is based on a general framework using the D approach that guarantees to identify the best ¿t of a case in a Petri net, it provides a solid basis for benchmarking and further analysis based on replay, such as process conformance and performance analysis.
Finally, the bene¿t of always ¿nding the best possible sequence of transitions to ¿re given the cost parameters comes at the cost of computational complexity, but real-life experiments show practical applicability.
