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ABSTRACT 
In current days the intrusion detection systems (IDS) have several shortcomings such as 
high rates of false positive alerts, low detection rates of rare but dangerous attacks, and 
the need for a constant human intervention and tuning. Daily, there are reports of 
incidents such as major ex-filtration of data for the purposes of stealing identities, credit 
card numbers, and intellectual properties, as well as to take control of network 
resources. Machine learning approaches have been widely used to increase the 
effectiveness of intrusion detection platforms. While some machine learning techniques 
are effective at detecting certain types of attacks, there are no known methods that can 
be applied universally and achieve consistent results for multiple attack types. This 
situation makes the detection of cyber-based attacks on computer networks a relevant 
and challenging area of research. The Fast Learning Network (FLN) is one of the new 
machine learning algorithms that are easy to implement, computationally efficient, and 
with excellent learning performance characteristics. However, the internal power 
parameters (weight and basis) of FLN are initialized at random, causing the algorithm 
to be unstable. In this work, a new cooperative multi-swarm scheme called multi-swarm 
optimization (MRPSO) which is inspired by the human social behavior was proposed 
for the interaction of several PSO groups while searching for the best parameters values 
of PSO. The focus of this research is on the development of a model that can optimize 
the initial parameters of FLN based on MRPSO to obtain an optimal set of initial 
parameters for FLN, thus, creating an optimal FLN classifier named as MRPSO-FLN 
which can improve the efficacy of network intrusion on data sets that contain instances 
of multiple classes of attacks. These methods were tested on NSL-KDD intrusion-
detection datasets and the results indicate that the proposed approaches used in the 
system performed well in large dataset processing. In these experiments, it was 
demonstrated that the FLN optimization method achieved 0.9964 which is a higher 
accuracy than most of the existing paradigms for classifying network intrusion 
detection data. 
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ABSTRAK 
Pada masa ini, sistem pengesanan pencerobohan (IDS) mempunyai beberapa kelemahan 
seperti kadar tanda palsu positif yang tinggi, kadar pengesanan yang rendah serangan 
jarang tetapi berbahaya, dan keperluan untuk intervensi dan penalaan manusia yang 
berterusan. Harian, terdapat laporan kejadian seperti penapisan utama data untuk tujuan 
mencuri identiti, nombor kad kredit, dan sifat intelektual, serta untuk mengawal sumber 
rangkaian. Pendekatan pembelajaran mesin telah digunakan secara meluas untuk 
meningkatkan keberkesanan platform pengesanan pencerobohan. Walaupun beberapa 
teknik pembelajaran mesin berkesan dalam mengesan jenis serangan tertentu, tidak ada 
kaedah yang diketahui yang boleh digunakan secara universal dan mencapai hasil yang 
konsisten untuk pelbagai jenis serangan. Keadaan ini menjadikan pengesanan serangan 
berasaskan siber pada rangkaian komputer yang relevan dan mencabar bidang 
penyelidikan. Rangkaian Pembelajaran Cepat (FLN) adalah salah satu daripada 
algoritma pembelajaran mesin baru yang mudah dilaksanakan, berkomputeran dengan 
baik, dan dengan ciri prestasi pembelajaran yang cemerlang. Walau bagaimanapun, 
parameter kuasa dalaman (berat dan asas) FLN diisytiharkan secara rawak, 
menyebabkan algoritma tidak stabil. Dalam usaha ini, satu skim berbilang kooperatif 
baru yang dikenali sebagai pengoptimuman multi-swarm (MRPSO) yang diilhamkan 
oleh tingkah laku sosial manusia dicadangkan untuk interaksi beberapa kumpulan PSO 
sambil mencari nilai parameter terbaik PSO. Tumpuan penyelidikan ini adalah 
mengenai pembangunan model yang dapat mengoptimumkan parameter awal FLN 
berdasarkan MRPSO untuk mendapatkan set parameter awal optimum untuk FLN, 
dengan itu, mewujudkan pengelas FLN optimum yang dinamakan MRPSO-FLN yang 
boleh meningkatkan keberkesanan intrusi rangkaian pada set data yang mengandungi 
contoh pelbagai kelas serangan. Kaedah-kaedah ini telah diuji pada dataset pengesan 
pencerobohan NSL-KDD dan hasilnya menunjukkan bahawa pendekatan yang 
dicadangkan yang digunakan dalam sistem dilakukan dengan baik dalam pemprosesan 
dataset yang besar. Dalam eksperimen ini, ia menunjukkan bahawa kaedah 
pengoptimuman FLN mencapai 0.9964 yang merupakan ketepatan yang lebih tinggi 
daripada kebanyakan paradigma sedia ada untuk mengelaskan data pengesanan 
pencerobohan rangkaian. 
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