Dvoretkty, Erd} os, and Kakutani 8] showed that for each t 2 (0; 1), Pft 2 Lg = 0: However, Burdzy 1] has shown that nontrivial cut points exists, i.e., with probability one L\(0; 1) 6 = ;. In this paper we give another proof of the existence of cut points and compute the Hausdor dimension of L in terms of a particular exponent, called the intersection exponent.
The intersection exponent is de ned as follows. Let B Although the theorem is stated for dimensions 2 and 3, it is actually true in all dimensions. If d 4 8 ] the probability on the left hand side of (1) equals 1 for all n. Hence we can say that the intersection exponent d = 0 for d 4 . But, with probability one, L = 0; 1] for d 4 , and hence dim h (L) = 1. If d = 1, cut times must be points of increase or points of decrease. It is known 9] that with probability one, one dimensional Brownian motion has no points of increase. Hence L = ;. But, it is easy to check that the intersection exponent, as de ned in (1) equals one for d = 1.
De ne the set of global cut times to be L G = ft : B 0; t) \ B(t; 1) = ;g: In two dimensions, with probability one, L G = f0g. In three dimensions, there are nontrivial global cut times. As part of the proof of Theorem 1.1 we prove that with probability one
The set of local cut times can be de ned by L loc = ft 2 0; 1] : there exists > 0 with B t ? ; t) \ B(t; t + ] = ;g: Using the fact that 3 < 1=2, we have the following corollary. Corollary 1.2 The percolation dimension of Brownian motion is greater than or equal to 2(1? ).
In particular, the percolation dimension of three dimensional Brownian motion is strictly greater than 1.
The main techinical tool in proving Theorem 1.1 is an improvement of the estimate (1). As ; n] = ;g: We prove in Section 3 that there exist constants 0 < c 3 < c 4 < 1 such that c 3 n ?2 a n c 4 n ?2 ; (2) c 3 n ? b n c 4 n ?
A somewhat di erent proof of (2) with some positive probability, independent of n. This gives a good indication that the Hausdor dimension of L should be 1 ? , and with this bound standard techniques can be applied to establish the result.
In the next section we will give the proof of Theorem 1.1, saving the proofs of the key estimates for the nal two sections. In Section 3, we prove the estimates (2) and (3) and in the nal section we establish the bound on E(J 2 n ). This research was done while the author was visiting the University of British Columbia. I would like to thank Ed Perkins for some useful remarks about Hausdor dimension.
Proof of Main Theorem
In this section we prove Theorem 1.1, delaying the proofs of some of the estimates to the next sections. We will not need to know the exact value of , but we will use the fact that The lower bound is the di cult result. We will need the following standard criterion for estimating the Hausdor dimension of a subset of 0; 1] (see 10] for relevant facts about Hausdor dimension). : (4) We will need estimates on higher moments of J n . We prove the following in Section 4. Lemma 2.3 There exists a c 8 < 1 such that if 2 n?2 j k 3 2 n?2 , P A(j; n) \ A(k; n)] c 8 (2 n ) ? (k ? j + 1) ? ; (5) and hence
Standard arguments now can be used to show that (4) and (6) imply that there exists a c 9 > 0 such that for each n, PfJ n c 9 (2 n ) 1? g c 9 ;
(7) and hence PfJ n c 9 (2 n ) 1? i.o.g c 9 : (8) Let n be the (random) measure whose density, with respect to Lebesgue measure, is (2 n ) on each interval (k ? 1)2 ?n ; k2 ?n ] with 2 n?2 < k 3 2 n?2 such thatÃ(k; n) holds and assigns measure zero elsewhere. It is easy to check that supp( n+1 ) supp( n ) and, with probability one,
Also, n is the zero measure on the complement of the event fB 0; 1 4 ] B(0; 1 2 ); jB(1)j 1g: By (8) , with probability at least c 9 , we can nd a subsequence n i such that n i ( 0; 1]) c 9 :
This shows that L \ 1 4 ; 3 4 ] is nonempty with positive probability. Let = 1 ? ? with > 0 and let I ( n ) denote the -energy of n as described in Lemma 2.1. Then, by (5), Here the sums are over all 2 n?2 < j; k 3 2 n?2 and u is a positive constant, depending on , whose value may change from line to line. In particular, PfI ( n ) 2u =c 9 g 1 2 c 9 :
Therefore, using (8) s > 0, the probability of the event on the right goes to zero as t ! 0. Hence for every s > 0, P(U s n U 1 ) = 0;
i.e., the sets agree up to an event of probability zero. If
then it easy easy to see from the Blumenthal 0-1 Law that P(U) must be 0 or 1. Since P(U) = P(U 1 ), U 1 satis es a 0-1 Law, and hence it su ces to prove that P(U 1 ) > 0. , it can be shown 6] that the supremum is taken on when jx ? yj = 2, but we will not use that fact here. Scaling and rotational invariance imply that a nm a n a m ; and hence by standard arguments, using the subadditivity of log a 2 n , there exists a > 0 such that a n n ?2 ;
and, in fact, a n n ?2 for all n. The exact value of is not known; for this section, it will su ce to know the bounds The lower bound in (2) follows from submultiplicativity. To get a bound in the other direction, it su ces to show that there is a constant c > 0 such that for all n; m, a nm ca n a m : (10) (One can check this by noting that (10) implies that b n = log a 2 n + log c is superadditive.) As before, we let B(x; r) denote the open ball of radius r about x in R d . Lemma 3.1 There exists a c 13 > 0 such that for all n, a n+1 c 13 a n :
Proof. Let V n be the event V n = fB Proof. Without loss of generality we assume 1=10; n 2. By the previous lemma, there exists a > 0 such that if jxj; jyj 1; jx ? yj , P x;y (A n ) 1 2 a n :
Fix such a > 0. Fix n and choose some jxj; jyj = 1 that maximize P x;y (A n ). (It is easy to see that f(x; y) = P x;y (A n ) is continuous and hence the maximum is obtained. If a Brownian motion is on the sphere of radius 1 ? , there is a probability of at least c that it reaches the sphere of radius 1=2 before leaving the ball of radius 1. By the Harnack principle, a Brownian motion starting on the sphere of radius 1=2 has a positive probabilty, independent of the starting point, of hitting the unit sphere rst within distance of y (the probability depends on , but we have xed ). Hence P x;y fjB( ) ? yj < j < T 1 n g c :
Using the strong Markov property, we conclude P x;y (A n j < T 1 n ; < ) (1 ? c )a n + c (a n =2): But, P x;y (A n j < T 1 n ; ) a n ;
and hence P x;y (A n ; < T 1 n ) P x;y (A n j < T 1 n ) (1 ? c 15 )a n ;
for appropriately chosen c 15 > 0. Therefore, P x;y (A n ; > T 1 n ) c 15 a n : 2
For any n; , consider the x; y with jxj = jyj = 1 that maximize P x;y (U 1 n \ A n ): It is intuitively obvious that the x; y that maximize this quantity are not very close to each other. However, it takes some e ort to prove this. Let jxj = 1 and let Y n = sup 2 c 18 a n :
We have therefore proved the following lemma. Then by combining this path with the paths mentioned above and scaling by a factor of 2 we see that P e 1 ;?e 1 (A 2n ) pc 23 a n : 2
The choice of e 1 ; ?e 1 in the proof above was arbitrary. In fact, the same idea can be used to prove the following. Corollary 3.9 For every > 0 there is an > 0 such that if jxj; jyj = 1; jx ? yj , P x;y (A n ) P x;y (A 2n ) a n :
We omit the proof of the next easy lemma. Then it follows from Corollary 3.8, Lemma 3.10, and the strong Markov property that for every > 0, there is an > 0 such that P(J n \ A n ) P(J n \ A n=2 ) a n=2 c a n :
We have therefore proved the following. This corollary tells us that Brownian paths that do not intersect have a good chance of being reasonably far apart. Once we know that they can be reasonably far apart we can attach many di erent con gurations to the ends of the two walks and still get an event with probability greater than a constant times a n . As an example, we state the following corollary whose proof we omit. n ) c 27 a n : Lemma 3.7, Corollary 3.9, and Corollary 3.12 can now be combined to give (2). Corollary 3.13 There exists a c > 0 such that for all n; m, a nm c 28 a n a m ; and hence there is a constant c 4 < 1 such that n ?2 a n c 4 n ?2 : Moreover, for every > 0 there is an > 0 such that if jxj; jyj = 1; jx ? yj , P x;y (A n ) n ?2 :
We will now prove the estimate for xed times, (3). We note that there is a constant > 0 and a c 28 < 1 such that for jxj; jyj n=2; k > 0, P x;y fmin(T Proof. The rst inequality is easy, since P x;y (A n ; min(T and the second term can be estimated using (11).
We will prove the second inequality for m = 2 n . Choose jxj = jyj = 1 and write P for P x;y .
Assume T m = T 1 m a(2 n ) 2 . Then there must be at least one j = 1; : : :; n with T 2 j ? T 2 j?1 ( 1 2 ) The following can be proved similarly. We omit the proof. By the corollary and Lemma 3.14, we can see that we can choose a su ciently small so that there is a = (a) > 0 such that for jxj; jyj = 1, jx ? yj 1 By appropriately extending the paths we can conclude the following. To prove Lemma 4.1 we will assume for ease that j ? i is even (a very easy modi cation is needed for j ? i odd) and we let k = (j ? i)=2. Up to symmetry there are three cases to consider: Case I, i n ? j k; Case II, i k n ? j; and Case III, k i n ? j.
For Case I, P D(i; n) \ D(j; n)] PfB 0; i ? 1 n ] \ B i n ; i + k n ] = ;; B j ? k n ; j n ] \ B j + 1 n ; 1] = ;g: (14) By independence and Proposition 3.15, this probability is bounded by a constant times (i+1) ? (n? j + 1) ? . Since k n=6, we easily get the result.
Case II is similar except that we use Proposition 3.15 to conclude that the probability in (14) is bounded by a constant times (i + 1) ? (k + 1) ? . Since n ? j n=6, we get the result.
To handle Case III, let V = V i;j;n = fB i ? k n ; i n ] \ B i + 1 n ; i + k n ] = ;; B j ? k n ; j n ] \ B j + 1 n ; j + k n ] = ;g; U = U i;j;n = fB 0; i ? k n ] \ B j + k n ; 1] = ;g: By summing over a and noting that n ? j n=6, we get the result. This proves Lemma 4.1. We comment that similar arguments can be used to prove estimates for higher moments. 
By summing (15) we conclude E(J r n ) r n r(1? ) ;
for appropriately chosen r .
