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UTILISATION DES E´QUATIONS EULER-PML EN MILIEU HE´TE´ROGE`NE
BORNE´ POUR LA RE´SOLUTION D’UN PROBLE`ME INVERSE EN
GE´OPHYSIQUE.
Ludovic Me´tivier1
Abstract. The numerical resolution of a seismic non linear inverse problem leads to use 2D Euler-
PML equations, as a model of acoustic wave propagation in the underground. The numerical domain
where the computation is done is bounded and heterogeneous. Some a priori energy estimates are
proposed in order to demonstrate that this propagation problem is weakly well-posed with a default of
rank 1, as an extension of the results in [Petit-Bergez, 2006].
Re´sume´. La re´solution d’un proble`me non line´aire d’inversion de donne´es sismiques donne lieu a`
l’utilisation d’e´quations 2D Euler-PML pour la mode´lisation de la propagation des ondes. Le domaine
nume´rique de calcul est borne´ et he´te´roge`ne. Des estimations d’e´nergie a priori sont propose´es; elles
de´montrent notamment, en e´tendant les re´sultats de [Petit-Bergez, 2006], que le proble`me est faiblement
bien pose´, de de´faut 1.
Introduction
L’inversion de donne´es sismiques est une figure emble´matique de la famille des proble`mes inverses. A
la suite de l’explosion d’une source en surface, des re´cepteurs enregistrent les re´flexions des ondes e´mises sur
les discontinuite´s du sous-sol. Ces enregistrements constituent les donne´es a` partir desquelles une estimation
des parame`tres e´lastiques du sous-sol, a` l’origine des re´flexions, est recherche´e. Les applications de cette tech-
nique sont diverses, telles la prospection pe´trolie`re ou l’inge´nierie civile. Les me´thodes actuellement employe´es
fournissent un re´sultat d’une pre´cision de l’ordre de la dizaine de me`tres. Cependant, l’inte´reˆt des industriels
se porte sur l’obtention d’une information de plus en plus pre´cise, et une description du sous-sol a` l’e´chelle
du me`tre, voire infe´rieure, est recherche´e, notamment pour la proble´matique du stockage de CO2. De plus,
les milieux de propagation fortement he´te´roge`nes (variations de l’ordre de la dizaine de centime`tres sur une
profondeur de plusieurs centaines de me`tres) perturbent fortement les me´thodes classiques qui me`nent alors a`
des re´sultats errone´s. Une possibilite´ de s’affranchir de cette difficulte´, et parvenir a` des re´sultats dits de “haute
re´solution”, est la prise en compte des non-line´arite´s de la propagation des ondes par rapport aux parame`tres
e´lastiques du sous-sol [Delprat-Jannaud, Lailly, 2004]. En effet, les me´thodes usuelles utilisent des mode`les de
propagation line´aires qui ne prennent en compte que les re´flexions primaires sur les discontinuite´s du sous-sol.
Ceci explique notamment leur e´chec dans le cas de milieux fortement he´te´roge`nes, puisque dans ce contexte
les re´flexions secondaires (ou scattering multiple) jouent un roˆle qui ne peut plus eˆtre ne´glige´. La prise en
compte de ces non-line´arite´s induit cependant une sensibilite´ tre`s forte par rapport a` la source qui ge´ne`re les
donne´es [Delprat-Jannaud, Lailly, 2005]. Or, celle-ci est en ge´ne´ral assez mal connue, en raison des effets de
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couplage entre la source et le sous-sol. Ceci constitue une difficulte´ majeure pour l’introduction d’un mode`le de
propagation non line´aire dans les me´thodes d’inversion classiques.
Il devient alors inte´ressant de se pencher sur le cas particulier de l’inversion de donne´es sismiques de puits.
Contrairement a` l’inversion de donne´es sismiques de surface, dans laquelle les re´cepteurs enregistrant la re´ponse
du sous-sol sont place´s en surface, a` une certaine distance (“offset”) de la source, les re´cepteurs sont place´s dans
un puits vertical, a` diffe´rentes profondeurs. Au cours de l’inversion, en plus du mode`le d’impe´dance, la condition
de pression au re´cepteur le moins profond est calcule´e. Cette condition de pression correspond au signal e´mis
par la source apre`s la traverse´e de l’“encaissant”, c’est a` dire l’e´paisseur de terre qui se´pare la source du premier
re´cepteur. Cet interme´diaire de calcul permet de s’affranchir de la connaissance de la source a priori requise par
les me´thodes classiques. Le proble`me de sensibilite´ par rapport a` la source est donc leve´, et les non-line´arite´s de
la propagation peuvent eˆtre prises en compte, conduisant au re´sultat haute re´solution de´sire´. La difficulte´ re´side
ailleurs : l’e´tude et la mise en oeuvre de ce proce´de´ n’ont e´te´ effectue´es que dans un contexte de propagation et de
description du sous-sol 1D [Mace´, Lailly, 1986], s’inspirant de re´sultats mathe´matiques obtenus pour l’inversion
de donne´es sismiques en contexte 1D ( [Bamberger, 1978], [Bamberger, Chavent, Lailly, 1979]). Les limitations
sont donc nombreuses. D’une part le mode`le de sous-sol est 1D, et les parame`tres ne peuvent eˆtre estime´s que
dans l’axe du puits. D’autre part, le mode`le de propagation conside´re´ suppose la propagation d’ondes planes, ce
qui constitue une hypothe`se fort peu re´aliste. Pour s’affranchir de ces hypothe`ses restrictives, il est inte´ressant
d’e´tudier l’extension de l’inversion de donne´es de puits a` un contexte multi-dimensionnel. L’application de cette
me´thode est donc e´tudie´e dans un contexte 2D.
Le principe de re´solution demeure inchange´ : le proble`me est re´solu par la minimisation d’une fonction-
nelle mesurant l’e´cart quadratique entre les donne´es observe´es et les re´sultats obtenus par la re´solution du
proble`me direct de propagation d’ondes. Cependant, le mode`le d’impe´dance de´termine´ est maintenant 2D,
et la condition de pression au premier re´cepteur ne de´pend plus uniquement du temps, mais e´galement de
l’extension late´rale choisie pour le mode`le d’impe´dance. De plus, le mode`le de propagation doit faire intervenir
des conditions absorbantes afin de borner nume´riquement le domaine de calcul. Des couches absorbantes de
type PML (Perfectly Matched Layers), qui s’appliquent aux syste`mes hyperboliques, ont e´te´ choisies; de ce fait,
la propagation des ondes acoustiques est de´crite par le syste`me des e´quations d’Euler 2D line´arise´es autour
d’une vitesse nulle. Le gradient de la fonctionnelle est calcule´ dans un cadre discret, par la me´thode de l’e´tat
adjoint. Par ailleurs, la strate´gie d’optimisation doit eˆtre adapte´e a` la grande taille du proble`me. Finalement,
le nombre d’inconnues e´tant largement augmente´, il convient de de´terminer quelle information a priori doit
eˆtre introduite pour lever le maximum d’inde´termination. Les proble`mes pose´s sont donc nombreux. Il sera
question ici plus particulie`rement de l’e´tude mathe´matique du premier d’entre eux, a` savoir la formulation et
la de´monstration du caracte`re faiblement bien pose´ du proble`me de propagation d’ondes dans un milieu 2D
borne´, he´te´roge`ne, borde´ de couches absorbantes PML. Ces re´sultats sont de´ja` connus pour le proble`me de
Cauchy en milieu homoge`ne, pour les e´quations de Maxwell TE (Transverse Electrique) [Petit-Bergez, 2006].
La nouveaute´ propose´e ici est une formulation adapte´e a` un proble`me de propagation 2D en milieu he´te´roge`ne,
et le calcul d’estimations d’e´nergie pour la propagation d’ondes en milieu borne´, he´te´roge`ne, les parame`tres
physiques du milieu pouvant pre´senter des discontinuite´s. La premie`re partie sera consacre´e a` la formulation
mathe´matique du proble`me inverse d’identification de l’impe´dance. Dans la deuxie`me partie seront pre´sente´s
les re´sultats mathe´matiques obtenus pour le proble`me direct de propagation des ondes, a` savoir les estimations
d’e´nergie et la construction de ces re´sultats.
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1. Description de la me´thode d’inversion 2D de donne´es sismiques de puits
1.1. Proble`me direct
Les e´quations retenues pour mode´liser la propagation d’ondes acoustiques sont les e´quations d’Euler 2D
line´arise´es autour d’une vitesse nulle, 
∂tux − αc ∂xp = 0
∂tuz − αc ∂zp = 0
∂tp− c
α
∂xux − c
α
∂zuz = 0,
(1)
avec des condition initiales nulles pour p, ux, uz, et la condition limite
p(x, z1, t) = h(x, t), avec h(x, 0) = 0, (2)
ou` ux, uz, p sont respectivement les vitesses de de´placement horizontal, vertical et la pression, de´finies sur
[a, b]× [z1, zmax]× [0, T ]. De plus,
c ∈ C∞ ([a, b]× [z1, zmax]) , et α ∈ C∞pm ([a, b]× [z1, zmax])
sont respectivement la vitesse des ondes acoustiques et l’impe´dance du milieu de propagation, C∞pm([a, b] ×
[z1, zmax]) de´signant l’ensemble des fonctions C
∞ par morceaux sur le domaine [a, b]× [z1, zmax]. En effet, si la
vitesse peut eˆtre conside´re´e comme une fonction lisse du domaine, l’impe´dance pre´sente des discontinuite´s qui
sont a` l’origine des re´flexions observe´es lors de la propagation des ondes dans le milieu. Pour le proble`me traite´
ici, la vitesse c(x, z) est conside´re´e connue. Le parame`tre clef est donc l’impe´dance α(x, z), dont une estimation
est recherche´e lors de la re´solution du proble`me inverse.
Des re´cepteurs sont dispose´s a` intervalle re´gulier dans le puits. Leurs coordonne´es sont note´es
(xr , zr), 1 ≤ r ≤ R.
Ces re´cepteurs mesurent les vitesses de de´placement horizontal et vertical. Ceci permet de de´finir les observa-
tions Oxr (t), O
z
r (t),∈ L2([0, T ])
∀t ∈ [0, T ], ∀r = 1 . . . R

Oxr (t) = ux(xr , zr, t)
Ozr (t) = uz(xr , zr, t).
Le proble`me direct est donc de´fini par l’ope´rateur de mode´lisation M qui, a` un mode`le d’impe´dance α(x, z)
et une condition de pression h(x, t), associe les valeurs du champ de vitesse au niveau des re´cepteurs, obtenues
par la re´solution du syste`me (1), (2)
M : (α, h) 7−→ (ux(x1, z1, t), . . . , ux(xR, zR, t), uz(x1, z1, t), . . . , uz(xR, zR, t))
C∞pm([a, b]× [z1, zmax];R∗+)× L2 ([a, b]× [0, T ]) 7−→
(
L2([0, T ])
)2R
.
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1.2. Proble`me inverse
L’ope´rateur inverse M−1 n’est pas de´fini. En effet, ni l’existence, ni l’unicite´ d’un mode`le d’impe´dance
et d’une condition de pression reproduisant exactement les donne´es ne sont assure´es. Il est donc ne´cessaire de
construire un crite`re de se´lection afin de de´finir une solution approche´e du proble`me. Ce crite`re consiste en la
mesure de l’e´cart quadratique entre les donne´es et les observations calcule´es par la re´solution du proble`me direct,
pour un mode`le d’impe´dance et une condition de pression donne´s. La re´solution du proble`me inverse consiste
en la minimisation de ce crite`re [Bonnet, 2006]. Le proble`me inverse reste cependant, de par l’introduction
massive d’inconnues supple´mentaires par rapport au proble`me 1D, largement inde´termine´, diffe´rents mode`les
pouvant aboutir au meˆme e´cart quadratique. Afin de restreindre cette inde´termination, il convient de re´aliser
plusieurs ”tirs”, correspondant a` des positions de sources diffe´rentes, ceci afin de constituer un ensemble plus
vaste de donne´es. A chacun de ces jeux de donne´es correspond une condition de pression a` la frontie`re z = z1,
reconstitue´e au cours de l’inversion. Il faut donc conside´rer N jeux de donne´es correspondant a` N sources
ponctuelles, auxquels sont associe´es N conditions de pression hn(x, t). De plus, il existe plusieurs me´thodes
dites de ”re´gularisation” pouvant eˆtre utilise´es afin de tirer profit de toute l’information a priori disponible sur
le mode`le d’impe´dance recherche´. Une description exhaustive de ces me´thodes de´passant le cadre de cet expose´,
la fonctionnelle conside´re´e ici ne fera intervenir aucun crite`re de re´gularisation. Soit
h =
 h1(x, t)...
hN (x, t)
 .
La fonctionnelle a` minimiser pour la re´solution du proble`me inverse est
J(α, h) =
N∑
n=1
R∑
r=1
∫ T
0
|Oxr,n(t)−Mr(α, hn)(t)|2 + |Ozr,n(t)−Mr+R(α, hn)(t)|2dt. (3)
Le proble`me inverse s’e´crit alors
min
α,h
J(α, h)
sous la contrainte ∀(x, z) ∈ [a, b]× [z1, zmax], α(x, z) > 0
(4)
2. Des couches absorbantes PML pour la re´solution du proble`me direct
2.1. Formulation PML
Pour pouvoir borner nume´riquement le domaine de calcul sans ge´ne´rer de re´flexion artificielle, des couches
absorbantes sont introduites. La formulation retenue est une adaptation aux e´quations d’Euler en milieu
he´te´roge`ne de celle propose´e dans [Be´renger,1993] pour les e´quations de Maxwell TE en milieu homoge`ne. La
multiplication des coefficients d’absorption σx(x) et σz(z) par la vitesse c constitue la seule modification notable.

∂tux − αc∂xpx − αc∂xpz + cσxux = 0
∂tuz − αc∂zpx − αc∂zpz + cσzuz = 0
∂tpx − c
α
∂xux + cσxpx = 0
∂tpz − c
α
∂zuz + cσzpz = 0.
(5)
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Les variables px et pz sont issues du ”splitting” de la variable de pression, et ve´rifient px + pz = p. Les
conditions initiales sont nulles pour ux, uz, px, pz. La condition limite en z = z1 est
px(x, z1, t) + pz(x, z1, t) = h(x, t) (6)
Il a e´te´ montre´ que le proble`me de Cauchy pour les e´quations de Maxwell TE PML en milieu homoge`ne
est faiblement bien pose´ de de´faut 1 [Abarbanel, Gottlieb, 1997] [Be´cache, Joly, 2002]. L’objectif est d’e´tendre
ce re´sultat au proble`me aux limites pour les e´quations d’Euler PML en milieu he´te´roge`ne et d’obtenir des
estimations d’e´nergie sur la solution. Pour simplifier la preuve, le proble`me est de´compose´ en deux parties.
La premie`re traite du proble`me aux limites en milieu he´te´roge`ne lisse, dans le cas simplifie´ du demi-espace
(α ∈ C∞([z1,+∞] × R+;R∗+)). La condition limite en pression portera alors sur la frontie`re du demi-espace
en z = 0. La deuxie`me partie s’attache a` l’e´tude du proble`me en milieu non borne´, pour un milieu stratifie´
(α ne de´pend que de la direction z), pour une impe´dance pre´sentant une discontinuite´ a` l’interface entre deux
sous-domaines (α ∈ C∞pm(R;R∗+)). La conjonction des deux re´sultats obtenus montre le caracte`re faiblement
bien pose´ du proble`me globale dans le cas d’un milieu de propagation stratifie´ : e´quations PML en milieu borne´
he´te´roge`ne avec de possibles discontinuite´s d’impe´dance suivant z. L’extension au cas d’une impe´dance a` deux
dimensions d’espace est un peu plus complexe et ne figure pas ici. Le calcul des estimations d’e´nergie pour ces
deux sous-proble`mes repose en grande partie sur la preuve propose´e dans [Petit-Bergez, 2006]. L’ide´e directrice
est de de´finir un syste`me d’e´quations e´tendu faisant intervenir les variables initiales et leurs de´rive´es premie`res
, [Me´tral, Vacus, 1999], puis de montrer que ce syste`me est fortement bien pose´ et de calculer les estimations
correspondantes. Les re´sultats obtenus sont maintenant expose´s.
The´ore`me 1 : Proble`me aux limites pour le demi-espace. Soit Ω le demi-espace [z1,+∞] × R. Soit
h(x, t) ∈ H7/2,7/2 (R× [0, T ]) telle que h(x, 0) = 0, ∂th(x, 0) = 0, ∂tth(x, 0) = 0. Pour (σx, σz) ∈
(
W 1,∞ (Ω)
)2
,
c ∈ C∞ (Ω), α ∈ C∞ (Ω) tels que
0 < cmin ≤ c(x, z) ≤ cmax, 0 < αmin ≤ α(x, z) ≤ αmax, alors (7)
∃(C1, C2) ∈ R2, tels que pour toute solution suffisamment re´gulie`re de (5), (6) on aie
‖(ux, uz, px + pz)‖L∞(0,T ;H1(Ω)) + ‖(σxux, σzuz, c(σxpx + σzpz))‖L∞(0,T ;L2(Ω)) ≤
N
M
e
(γ+1)T
2M2 ‖(ux, uz, px + pz)(., ., 0)‖H1(Ω) +
N
M
e
(γ+1)T
2M2 ‖(σxux, σzuz, c(σxpx + σzpz))(., ., 0)‖L2(Ω)
+
C1N
M
e
(γ+1)T
2M2 ‖h‖H7/2,7/2([0,T ]×R) + C2‖h‖H7/2,7/2([0,T ]×R) avec
(8)
γ(α, c) = sup
x,z
‖∂x(H˜A˜) + ∂z(H˜B˜) + 2H˜S˜‖2
M(α, c) = minmin
x,z
{
α(x, z)c(x, z),
c(x, z)
α(x, z)
,
4α2 + c2 −√16α4 + c4
2αc
(x, z)
}
,
N(α, c) = max
{
‖αc‖∞, ‖ c
α
‖∞,
∥∥∥∥∥4α2 + c2 +
√
16α4 + c4
2αc
∥∥∥∥∥
∞
}
,
(9)
les matrices H˜, A˜, B˜, S˜ e´tant de´finies par la suite.
The´ore`me 2 : Proble`me pour deux sous domaines se´pare´s par une interface. Soient Ω1 = R ×
R−, Ω2 = R × R+, Ω = Ω1 ∪ Ω2, et (σx, σz) ∈
(
W 1,∞ (Ω)
)2
, (ux, uz, px, pz) ∈
(
H1 (Ω)
)4
, c1 ∈ C∞ (Ω1),
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c2 ∈ C∞ (Ω2), α1 ∈ C∞ (R−), α2 ∈ C∞ (R+), tels que
0 < cmin ≤ ci(x, z) ≤ cmax, 0 < αmin ≤ αi(z) ≤ αmax, i = 1, 2, (10)
alors, pour toute solution suffisamment re´gulie`re de (5) dans R2,
‖(ux, uz, px + pz)(., ., t)‖2H1(Ω) + ‖(σxux, σzux, c(σxpx + σzpz))(., ., t)‖2L2(Ω) ≤(
N ′
M ′
)2
e
γ′t
(M′)2
(
‖(ux, uz, px + pz)(., ., 0)‖2H1(Ω)‖+ (σxux, σzuz, c(σxpx + σzpz))(., ., 0)‖2L2(Ω)
)
,
(11)
avec γ′ ≤ max
i=1,2
γ(αi, ci), M
′ = min
i=1,2
M(αi, ci), N
′ = max
i=1,2
N(αi, ci). (12)
2.2. De´monstrations des the´ore`mes
2.2.1. De´finition du syste`me e´tendu
Soit
U1(x, z, t) =

ux
uz
p
 , U2(x, z, t) = ∂xU1, U3(x, z, t) = ∂zU1, U4(x, z, t) =

σxux
σzuz
c (σxpx + σzpz)
 ,
Le syste`me e´tendu est de´fini par les e´quations
∂tU1 −A(x, z)∂xU1 −B(x, z)∂zU1 + C(x, z)U1 + EU4 = 0
∂tU2 −A(x, z)∂xU2 −B(x, z)∂zU2 + C(x, z)U2 − ∂xA(x, z)U2 − ∂xB(x, z)U3 + ∂xC(x, z)U1 + E∂xU4 = 0
∂tU3 −A(x, z)∂xU3 − B(x, z)∂zU3 + C(x, z)U3 − ∂zA(x, z)U2 − ∂zB(x, z)U3 + ∂zC(x, z)U1 + E∂zU4 = 0
∂tU4 − S1(x, z)U1 − S2(x, z)U2 − S3(x, z)U3 + S4(x, z)U4 = 0,
(13)
ou` A(x, z) =
 0 0 αc0 0 0c
α
0 0
 , B(x, z) =
0 0 00 0 αc
0
c
α
0
 ,
sont les matrices associe´es au syste`me des e´quations d’Euler (1) et C,E, Si, i = 1, . . . , 4 sont de´finies par
C(x, z) =
cσx 0 00 cσz 0
0 0 0
 , E =
0 0 00 0 0
0 0 1
 ,
S1(x, z) =
0 0 00 0 0
0 0 c2σxσz
 , S2(x, z) =
 0 0 σxαc0 0 0
σx
c2
α
0 0
 ,
S3(x, z) =
0 0 00 0 σzαc
0 σz
c2
α
0
 , S4(x, z) =
cσx0 0 00 cσz 0
0 0 c(σx + σz)
 .
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Ainsi en posant
U˜(x, z, t) =

U1
U2
U3
U4

, A˜(x, z) =

A 0 0 0
0 A 0 −E
0 0 A 0
0 0 0 0
 , B˜(x, z) =

B 0 0 0
0 B 0 0
0 0 B −E
0 0 0 0
 ,
S˜(x, z) =

C 0 0 E
∂xC C − ∂xA −∂xB 0
∂zC −∂zA C − ∂zB 0
−S1 −S2 −S3 S4
 ,
il est possible d’e´crire le syste`me e´tendu sous la forme condense´e
∂tU˜ − A˜∂xU˜ − B˜∂zU˜ + S˜U˜ = 0. (14)
2.2.2. Existence d’un syme´triseur de´fini positif pour le proble`me e´tendu
De´finition 1 Soit un ope´rateur
P(x, t, ∂x) =
J∑
j=1
Aj(x, t)∂xj ,
de symbole P (x, t, iω) = i
J∑
j=1
ωjAj(x, t) ω ∈ RJ .
(15)
Un syme´triseur de cet ope´rateur est une matrice hermitienne H(x, t, ω) de´finie positive pour tout x ∈ RJ ,
t ∈ [0, T ], ω ∈ RJ , |w| = 1, C∞ par rapport a` tous ses arguments, et ve´rifiant
H(x, t, ω)P (x, t, ω) + P ∗(x, t, ω)H(x, t, ω) = 0.
Lemme 1. Il existe un syme´triseur re´el H˜(x, z) pour l’ope´rateur P1 = A˜∂x + B˜∂z. De plus, son inde´pendance
par rapport aux variables ω1 et ω2 lui confe`re la proprie´te´ de syme´triser simultane´ment les matrices A˜ et B˜.
De´monstration. Un syme´triseur H(x, z) pour l’e´quation d’Euler (1) est
H(x, z) =

c
α
0 0
0
c
α
0
0 0 αc
 .
On ve´rifie que
H˜(x, z) =

H 0 0 0
0 H 0 X1
0 0 H X2
0 XT1 X
T
2 L
 (16)
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est un syme´triseur de P1 qui syme´trise simultane´ment A˜ et B˜, avec
X1 =
0 0 −10 0 0
0 0 0
 , X2 =
0 0 00 0 −1
0 0 0
 , L(x, z) =
1 0 00 1 0
0 0 4αc
 .

Remarque. L’existence du syme´triseur H˜(x, z) prouve, d’apre`s [Kreiss, Lorenz, 2004], que le proble`me
de Cauchy pour le syste`me e´tendu et des coefficients α(x, z) et c(x, z) C∞ est fortement hyperbolique et donc
fortement bien pose´. Toutefois, le cas qui nous inte´resse est celui d’un domaine borne´ avec d’e´ventuelles dis-
continuite´s d’impe´dance α(x, z), il est donc ne´cessaire de calculer directement les estimations.
2.2.3. Estimations pour le demi-espace z > 0
Soit Ω = [z1,+∞]× R+. L’impe´dance α(x, z) et la vitesse c(x, z) ve´rifient
α(x, z) ∈ C∞ (Ω;R∗+) , c(x, z) ∈ C∞ (Ω;R∗+) .
Le syme´triseur H˜(x, z) induit le produit scalaire
(U˜ , V˜ ) eH = (U˜ , H˜V˜ ).
La norme induite par ce produit scalaire est e´quivalente a` la norme L2, et M‖U˜‖L2 ≤ ‖U˜‖ eH ≤ N‖U˜‖L2, ou`
M et N sont de´finis par l’e´quation (9).
Lemme 2. Pour h ∈ H7/2,7/2 ([0, T ]× R) telle que h(x, 0) = 0, ∂th(x, 0) = 0, ∂tth(x, 0) = 0, ∃(C1, C2) ∈
R
2 tels que pour U˜ solution de (14),
‖U˜(t)‖L∞(0,T ;L2(Ω)) ≤
1
M
exp
(γ+1)T
2M2
(
N‖U˜(0)‖L2(Ω) ++C1‖h‖H7/2,7/2([0,T ]×R)
)
+ C2‖h‖H7/2,7/2([0,T ]×R).
ou` γ est de´fini par l’e´quation (9).
De´monstration. La re´gularite´ de h permet de de´finir un syste`me e´quivalent au syste`me (14), avec des conditions
initiales et des conditions au bord homoge`nes, et un second membre non nul. Ce syste`me e´quivalent est obtenu
par la de´finition de rele`vements approprie´s. Notant ux, uz , p, v, Ux, Uz, P, V tels que
ux = ux − Ux, uz = uz − Uz, p = p− P, v = v − V,
U = (ux, uz, p, ∂xux, ∂xuz , ∂xp, ∂zux, ∂zuz, ∂zp, σxux, σzuz , v) ,
U est solution de
∂tU − A˜∂xU − B˜∂zU − S˜U = F (x, z, t) (17)
avec 
∃C1 ∈ R, ‖F‖L2(0,T ;L2(Ω)) ≤ C1‖h‖H7/2,7/2([0,T ]×R),
∀(x, z) ∈ Ω, U˜(x, z, 0) = U(x, z, 0) = 0,
∀(x, t) ∈ R× [0, T ], p(x, 0, t) = 0, ∂zuz(x, 0, t) = 0, v(x, 0, t) = 0.
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Soient Aˇ = H˜A˜, Bˇ = H˜B˜, Sˇ = H˜S˜, alors ,
d
dt
‖U(t)‖2eH =
(
U, H˜
dU
dt
)
+
(
H˜U,
dU
dt
)
=
∫
Ω
(U(x, z, t), Aˇ∂xU(x, z, t)) + (U(x, z, t), Bˇ∂zU(x, z, t))dxdz
+
∫
Ω
(AˇU(x, z, t), ∂xU(x, z, t)) + (BˇU(x, z, t), ∂zU(x, z, t))− 2(U(x, z, t), SˇU(x, z, t)) + 2(F (x, z, t), U(x, z, t))dxdz.
Par inte´gration par parties des troisie`me et quatrie`me termes de la dernie`re ligne, il vient
d
dt
‖U(t)‖2eH = −
∫
Ω
(
U(x, z, t), 2SˇU(x, z, t) + ∂x(Aˇ)U(x, z, t) + ∂z(Bˇ)U(x, z, t)
)
−2 (F (x, z, t), U(x, z, t)) dxdz − ∫
R
(
BˇU(x, 0, t), U(x, 0, t)
)
dx.
Or
∫
R
(
BˇU(x, 0, t), U(x, 0, t)
)
dx = 2
∫
R
c2(x, 0) (uz(x, 0, t)p(x, 0, t) + ∂xuz(x, 0, t)∂xp(x, 0, t))
+α(x, 0)c(x, 0)∂zp(x, 0, t)
(
c(x, 0)
α(x, 0)
∂zuz(x, 0, t)− v(x, 0, t)
)
dx.
Cependant, p(x, 0, t) = 0, d’ou` ∂xp(x, 0, t) = 0. D’autre part, ∂zuz(x, 0, t) = 0 et v(x, 0, t) = 0. Le terme de
bord apparaissant dans les estimations d’e´nergie est donc nul et
d
dt
‖U(t)‖2eH ≤
(
sup
x,z
‖∂xAˇ+ ∂zBˇ + 2Sˇ‖2 + 1
)
‖U(t)‖2L2(Ω) + ‖F˜ (t)‖2L2(Ω).
D’ou`
d
dt
‖U(t)‖2eH ≤
γ + 1
M2
‖U(t)‖2eH + ‖F˜ (t)‖2L2(Ω).
L’utilisation du lemme de Gronwall et les ine´galite´s relatives au produit scalaire induit par H˜ permettent
d’e´tablir
‖U(t)‖2L2(Ω) ≤
1
M2
e
(γ+1)t
M2
(
N2‖U(0)‖2L2(Ω) +
∫ t
0
‖F˜ (τ)‖2L2(Ω)dτ
)
.
Il vient d’apre`s ce qui a e´te´ e´tabli au de´but de la de´monstration
‖U(t)‖L∞(0,T ;L2(Ω)) ≤
1
M
exp
(γ+1)T
2M2
(
N‖U˜(0)‖L2(Ω) + C1‖h‖H7/2,7/2([0,T ]×R)
)
.
Or, par les proprie´te´s des rele`vements, ∃C2 ∈ R, ‖U − U˜‖L∞(0,T ;L2(Ω)) ≤ C2‖h‖H7/2,7/2([0,T ]×R), et par
l’ine´galite´ triangulaire on de´duit
‖U˜(t)‖L∞(0,T ;L2(Ω)) ≤
1
M
exp
(γ+1)T
2M2
(
N‖U˜(0)‖L2(Ω) ++C1‖h‖H7/2,7/2([0,T ]×R)
)
+ C2‖h‖H7/2,7/2([0,T ]×R).

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2.2.4. Estimations pour le proble`me avec interface
Soient maintenant deux demi-espaces Ω1,Ω2 se´pare´s par une interface situe´e en z = 0.
Ω1 = R× R−, Ω2 = R× R+.
L’espace entier est note´ Ω = Ω1 ∪ Ω2. Nous nous plac¸ons dans le cas d’un milieu de propagation stratifie´.
Chacun de ces sous-domaines est caracte´rise´ par une impe´dance αi et une vitesse ci, pour i = 1, 2, telles que
α1(z) ∈ C∞
(
R−;R
∗
+
)
, α2(z) ∈ C∞
(
R+;R
∗
+
)
, ci(x, z) ∈ C∞
(
Ωi;R
∗
+
)
, i = 1, 2
La de´finition des syme´triseurs H˜i sur les domaines Ωi induit des produits scalaires qui sont note´s (., .) eHi . Les
normes associe´es a` ces produits scalaires sont e´quivalentes aux normes L2 de´finies sur ces domaines, et induisent
les constantes Mi et Ni de´finies par (9).
Lemme 3. Pour U˜(x, z, t) solution de (14) sur le domaine Ω,
‖U˜(t)‖2L2 ≤
N ′2
M ′2
e
γ′t
M′2 ‖U˜(0)‖2L2,
avec γ′,M ′ et N ′ de´finis par (12).
De´monstration. Soit U˜ i la restriction a` Ωi de la solution U˜ du syste`me (14) dans le domaine Ω. Les quantite´s
continues a` l’interface sont la pression p et la vitesse normale a` l’interface uz. D’autre part, la vitesse du son
c(x, z) est elle-meˆme continue. De ceci se de´duit la continuite´ a` l’interface des termes
c2(x, 0)uz(x, 0, t)p(x, 0, t) et c
2(x, 0)∂xuz(x, 0, t)∂xp(x, 0, t).
D’autre part, d’apre`s (5),
∂t
u1x(x, 0
−, t)
α1(0−)
+
σx(x)
α1(0−)
u1x(x, 0
−, t) = c1(x, 0−)∂xp
1(x, 0−, t)
= c2(x, 0+)∂xp
2(x, 0+, t) = ∂t
u2x(x, 0
+, t)
α2(0+)
+
σx(x)
α2(0+)
u2x(x, 0
+, t)
Comme uix(x, 0, 0) = 0 pour i = 1, 2,
u1x(x, 0
−, t)
α(0−)
=
u2x(x, 0
+, t)
α(0+)
(18)
La continuite´ de p a` l’interface implique e´galement celle de ∂tp, qui implique, en utilisant une nouvelle fois
(5),
c1(x, 0−)
α(0−)
∂xu
1
x(x, 0
−, t) +
c1(x, 0−)
α1(0−)
∂zu
1
z(x, 0
−, t)− v1(x, 0−, t) =
c2(x, 0+)
α(0+)
∂xu
2
x(x, 0
+, t) +
c2(x, 0+)
α2(0+)
∂zu
2
z(x, 0
+, t)− v2(x, 0+, t)
En de´rivant la relation (18) suivant x, α ne de´pendant pas de x, il vient
c1(x, 0−)
α1(0−)
∂zu
1
z(x, 0
−, t)− v1(x, 0−, t) = c
2(x, 0+)
α2(0+)
∂zu
2
z(x, 0
+, t)− v2(x, 0+, t)
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Ces relations a` l’interface permettent d’aborder le proble`me d’estimation d’e´nergie. Soient
Aˇi = H˜iA˜i, Bˇi = H˜iB˜i, Sˇi = H˜iS˜i, i = 1, 2.
Alors
d
dt
‖U˜1(t)‖2eH1 +
d
dt
‖U˜2(t)‖2eH2 =
−
∫
Ω1
(U˜1(x, z, t), ∂x(Aˇ
1)U˜1(x, z, t) + ∂z(Bˇ
1)U˜1(x, z, t) + 2Sˇ1U˜1(x, z, t))dxdz
−
∫
Ω2
(U˜2(x, z, t), ∂x(Aˇ
2)U˜2(x, z, t) + ∂z(Bˇ
2)U˜2(x, z, t) + 2Sˇ2U˜2(x, z, t))dxdz
+
∫
R
(Bˇ1U˜1(x, 0, t), U˜1(x, 0, t))− (Bˇ2U˜2(x, 0, t), U˜2(x, 0, t))dx.
Comme pre´ce´demment ,
∫
R
(BˇiU˜ i(x, 0, t), U˜ i(x, 0, t)) =
2
∫
R
c2i (x, 0)
(
uiz(x, 0, t)p
i(x, 0, t) + ∂xu
i
z(x, 0, t)∂xp
i(x, 0, t)
)
dx
+2
∫
R
c2i (x, 0)α
i(0)ci(x, 0)∂zp
i(x, 0, t)
(
ci(x, 0)
αi(0)
∂zu
i
z(x, 0, t)− vi(x, 0, t)
)
dx.
D’apre`s les relations a` l’interface e´tablies plus haut, il ressort que ces termes de bord s’annulent entre eux.
Il vient alors
d
dt
‖U˜1(t)‖2eH1 +
d
dt
‖U˜2(t)‖2eH2 =
−
∫
Ω1
(U˜1(x, z, t), ∂x(Aˇ
1)U˜1(x, z, t) + ∂z(Bˇ
1)U˜1(x, z, t) + 2Sˇ1U˜1(x, z, t))dxdz
−
∫
Ω2
(U˜2(x, z, t), ∂x(Aˇ
2)U˜2(x, z, t)− ∂z(Bˇ2)U˜2(x, z, t) + 2Sˇ2U˜2(x, z, t))dxdz.
d’ou`, par l’ine´galite´ de Cauchy-Schwarz,
d
dt
(
‖U˜1(t)‖2eH1 + ‖U˜
2(t)‖2eH2
)
≤ γ
′
(M ′)2
(
‖U˜1(t)‖2eH1 + ‖U˜
2(t)‖2eH2
)
.
L’utilisation du lemme de Gronwall et les ine´galite´s inhe´rentes aux produits scalaires induits par les syme´triseurs
H˜i sur les sous-espaces Ωi permettent de conclure. 
Ces re´sultats montrent donc le caracte`re faiblement bien pose´ des e´quations PML de Be´renger, applique´es
aux e´quations d’Euler 2D line´arise´es autour d’une vitesse nulle, dans un milieu borne´, he´teroge`ne, et discontinu
suivant z. L’extension de ce re´sultat au proble`me 3D fait actuellement l’objet de recherches. Un syme´triseur
associe´ au proble´me 3D a e´te´ calcule´, ce qui indique que le re´sultat tient pour le proble`me de Cauchy a` coefficients
variables C∞. Cependant, il reste a` prolonger l’e´tude au proble`me en milieu borne´ discontinu 3D.
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3. Re´sultats nume´riques
3.1. Description de l’expe´rience
Des tests nume´riques sont re´alise´s pour valider l’efficacite´ de cette formulation PML. Le domaine dans
lequel la propagation des ondes acoustiques est e´tudie´e est rectangulaire. Les simulations sont effectue´es pour
des mode`les de vitesse et d’impe´dance de complexite´ croissante (milieu homoge`ne, milieu bi-couche, milieu tre`s
he´te´roge`ne issu de donne´es re´elles (figure 1)), afin de mettre en e´vidence les difficulte´s issues de l’he´te´roge´ne´ite´
du milieu. A chaque fois, deux cas sont conside´re´s. Le premier correspond a` l’expe´rience te´moin : les mode`les
initiaux de vitesse et d’impe´dance sont prolonge´s par continuite´ dans les directions x et z > 0 de manie`re a`
de´finir un mode`le ”demi-espace” englobant le domaine dans lequel la propagation est e´tudie´e. Les dimensions de
ce mode`le ”demi-espace” sont choisies de manie`re a` ce que le signal e´mis par la source ne subisse pas de re´flexion
totale sur les extre´mite´s du domaine pendant le temps de propagation de´fini au pre´alable T = 2s. Le deuxie`me
correspond a` l’expe´rience PML : le mode`le initial est a` nouveau prolonge´ par continuite´ dans les directions x et
z > 0 mais pour 20 points de discre´tisation seulement. Ceci permet de de´finir les couches PML dans lesquelles
un terme d’absorption non nul est introduit. Une comparaison entre les champs de vitesse verticale est alors
effectue´e pour un temps donne´ afin de juger de l’efficacite´ des PML.
Figure 1. Mode`les d’impe´dance (gauche) et de vitesse de propagation (centre), signal de ricker (droite)
3.2. Parame`tres de l’expe´rience
Le signal s(t) = 5 × 108(t − 1f ) exp(−Π2f2(t − 1f )2) e´mis par la source est un signal typique utilise´ en
ge´ophysique, appele´ signal de Ricker (figure 1). C’est un signal a` moyenne nulle centre´ sur une fre´quence
f = 25Hz. La source s˜(x, z, t) utilise´e est centre´e en (xS = 0, zS = 1700) et telle que
s˜(x, z, t) = s(t) exp(− (x− xS)
2
104
) exp(− (z − zS)
2
104
)
ce qui garantit une bonne re´gularite´ spatiale et temporelle. Les coefficients d’absorption utilise´s pour le mode`le
PML sont choisis conforme´ment aux expe´riences nume´riques de [Hu, 1996],
σx(x) = σ0,x
(
dx(x)
Dx
)n
, σz(z) = σ0,z
(
dz(z)
Dz
)n
avec σ0,x = 8(n+ 1)/Dx, σ0,z = 8(n+ 1)/Dz, n = 3.
(19)
Dx etDz repre´sentent l’e´paisseur des PML respectivement suivant x et z, et les fonctions dx(x) et dz(z) mesurent
la distance se´parant le point courant du de´but de la couche PML, repsectivement suivant x et z.
Le domaine initial conside´re´ est Ω = [−360, 360]× [0, 3400]. Pour une bonne repre´sentation de l’onde, il faut
168 ESAIM: PROCEEDINGS
ve´rifier la condition suivante, λ de´signant la longueur d’onde caracte´ristique :
∆x ≤ λ
10
, ∆z ≤ λ
10
, soit ∆x ≤ 14m, ∆z ≤ 14m,
la vitesse moyenne e´tant de l’ordre de 3500m.s−1 et la fre´quence centrale de 25Hz.
La me´thode d’approximation nume´rique utilise´e est la me´thode des diffe´rences finies d’ordre 2. Un sche´ma de
Yee adapte´ aux PML est employe´. Les pas de discre´tisation retenus sont ∆x = 12m et ∆z = 8m, une pre´cision
plus fine e´tant utilise´e pour les variations verticales de l’impe´dance. Il reste a` fixer le pas de discre´tisation en
temps. La condition CFL pour un milieu homoge`ne, pour e´viter le phe´nome`ne de dispersion du sche´ma de Yee,
est la suivante
cmax∆t
√
1
∆x2
+
1
∆z2
≤ 1
avec cmax = sup
x,z
c(x, z). Dans le cas conside´re´, cmax = 6013m.s
−1, ce qui implique ∆t ≤ 1.1 × 10−3. Cepen-
dant, les test nume´riques effectue´s indiquent que dans le cas de milieux he´te´roge`nes, la condition de stabilite´
est infe´rieure au cas de milieux homoge`nes. Le pas de discre´tisation retenu est finalement ∆t = 10−3s.
3.3. Figures re´sultats
Dans chaque cas, on repre´sente a` gauche le champ de vitesse verticale dans le milieu demi-espace, au
centre le champ de vitesse verticale dans un milieu borne´ par la PML, a` droite l’erreur commise uzerr(x, z, t),
au temps t = 0.8s.
uzerr(x, z, t) = |uz∞(x, z, t)− uzPML(x, z, t)|.
La figure 2 correspond a` un mode`le homoge`ne et la figure 3 correspond a` un mode`le bicouche. L’e´paisseur
de la couche PML est fixe´e a` 20 points de discre´tisation. L’e´chelle de l’erreur se´le`ve pour chacun des deux cas
a` 10−5, pour un signal dont l’intensite´ est de l’ordre de 10−3, soit environ 1% d’erreur en norme L∞.
Figure 2. Champ de vitesse verticale pour un mode`le homoge`ne, a` t=0.8s, 20 points dans la PML
Le cas du mode`le he´te´roge`ne (figure 1) est repre´sente´ figure 4. L’erreur augmente de manie`re significative:
pour un signal d’intensite´ d’ordre 2× 10−3, l’erreur commise est d’ordre 2× 10−4, soit 10% d’erreur en norme
L∞. Cependant, en augmentant la taille des couches PML a` 40 points de discre´tisation, l’erreur dimininue
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Figure 3. Champ de vitesse verticale pour un mode`le bicouche, a` t=0.8s, 20 points dans la PML
signifiactivement (de l’ordre de 5% en norme L∞), et reste localise´e a` la frontie`re avec la couche PML (figure
5).
Figure 4. Champ de vitesse verticale pour le mode`le he´te´roge`ne, a` t=0.8s, 20 points dans la PML
Figure 5. Champ de vitesse verticale pour le mode`le he´te´roge`ne, a` t=0.8s, 40 points dans la PML
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3.4. Conclusion
Ces expe´riences montrent que la pre´sence de fortes he´te´roge´ne´ite´s dans le milieu de propagation per-
turbe le fonctionnement de la couche PML. Cependant l’augmentation de sa taille permet de re´duire l’erreur
d’approximation commise. De plus, il semble que celle-ci reste localise´e au bord. Une e´tude plus pre´cise de
la localisation de l’erreur pourrait eˆtre envisage´e. Afin d’ame´liorer ces re´sultats, l’introduction de conditions
aux limites absorbantes a` l’extre´mite´ des couches PML pourrait e´galement eˆtre teste´e, en remplacement des
conditions de Dirichlet homoge`nes qui sont pour l’instant utilise´es. La comparaison avec d’autres formulations
des e´quations PML seraient e´galement inte´ressantes. Beaucoup de travaux ont en effet e´te´ mene´s, tant sur les
e´quations de Maxwell que sur les e´quations d’Euler, dont le but est de proposer de nouvelles formulations des
e´quations PML [Nataf, 2006] [Rahmouni, 2004]. Un autre proble`me pose´ par la formulation de Be´renger utilise´e
ici est la de´composition des variables, qui augmente les couˆts de calculs par l’introduction d’une e´quation
supple´mentaire. L’utilisation d’autres formulations sans de´composition pourrait permettre de surmonter cet
inconve´nient. D’autre part, la taille de la couche PML utilise´e ici devenant importante, il serait e´galement
inte´ressant de comparer les re´sultats obtenus sur ce mode`le avec ceux obtenus en utilisant des conditions aux
limites transparentes. Les couˆts de calcul augmentent en effet avec la taille de la couche PML, et il est possible
que pour la meˆme pre´cision les conditions aux limites transparentes se re´ve`lent moins couˆteuses.
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