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3.1 Lokasi dan Waktu Penelitian 
 Penelitian ini dilakukan pada perusahaan manufaktur yang terdaftar di 
Bursa Efek Indonesia. Periode pengambilan data adalah dari tahun 2014 sampai 
tahun 2016. Waktu penelitian dilakukan mulai dari bulan Oktober 2017 sampai 
maret 2018. 
1.2 Jenis penelitian 
 Penelitian ini adalah penelitian kuantitatif yang menggunakan data 
sekunder berupa laporan keuangan dan ringkasan kinerja perusahaan manufaktur 
yang tercatat. Penelitian kuantitatif adalah penelitian yang dimulai dengan 
pengujian hipotesis, konsep dijabarkan dalam bentuk variabel yang jelas, 
pengukuran telah dibuat secara sistematis sebelum data dikumpulkan, data 
berbentuk angka, teori yang digunakan umumnya berupa sebab akibat, analisa 
dilakukan dengan statistik, tabel, diagram dan didiskusikan bagaimana 
hubungannya dengan statistik. 
1.3 Jenis dan Sumber Data 
Jenis data yang digunakan dalam penelitian ini adalah data sekunder yaitu 
sumber data penelitian diperoleh peneliti secara tidak langsung melalui media 
perantara (diperoleh dan dicatat oleh pihak lain). Data yang digunakan dalam 
penelitian ini adalah data laporan keuangan tahunan dari tahun 2014 sampai 





dengan melakukan pengunduhan melalui situs www.idx.co.id. Data yang 
digunakan merupakan data kuantitatif. 
1.4 Populasi dan Sampel 
Menurut Sugiyono (2012 : 115) populasi merupakan wilayah generalisasi 
yang terdiri dari objek atau subjek yang mempunyai karakteristik tertentu yang 
ditentukan peneliti untuk dipelajari dan ditarik kesimpulannya. Sedangkan sampel 
adalah bagian dari jumlah dan karakteristik yang dimiliki oleh populasi tersebut 
(Sugiyono 2012:116). 
Populasi dalam penelitian ini adalah perusahaan manufaktur yang terdaftar 
di BEI periode 2014-2016. Di tahun 2014 jumlah perusahaan manufaktur yang 
listing di BEI berjumlah 141 perusahaan, tahun 2015 berjumlah 143 perushaaan 
dan tahun 2016 berjumlah 144 perusahaan. Dan sampel yang akan diambil sesuai 
dengan kriteria pemilihan sampel. 
 
1.5 Metode Pengambilan Sampel 
Metode pengambilan sampel yang digunakan oleh peneliti adalah metode 
purposive sampling. Teknik sampling ini menentukan sampelnya berdasarkan 
kriteria-kriteria tertentu. Adapun kriteria dan pertimbagan  dalam penelitan ini 
sebgagai berikut :  
1. Perusahaan manufaktur yang menyajikan laporan keuangan perusahaan 
berturut-turut secara lengkap dan kecukupan data serta informasi yang 





2. Perusahaan memiliki data yang lengkap untuk faktor-faktor yang diteliti, 
yaitu siklus konversi kas, kepemilikan institusional, ukuran dan umur 
perusahaan. 
3. Perusahaan yang menyajikan laporan keuangan dengan mata uang Rupiah. 
4. Perusahaan yang memiliki laba positif berturut-turut selama 2014-2016. 








Perusahaan manufaktur yang melaporkan laporan keuangan 
berturut-turut selama periode 2014-2016 di BEI  
103 
2 




Perusahaan yang tidak menyajikan laporan keuangan dengan 
mata uang Rupiah  
(24) 
4 
Perusahaan yang tidak memiliki laba positif berturut-turut selama 
periode 2014-2016 
(25) 
5 Perusahaan yang tidak memiliki kepemilikan institusional  (10) 
 Total Sampel 40 
Sumber: Data primer diolah, 2017 




SEKTOR INDUSTRI DASAR DAN KIMIA 
SUB SEKTOR NAMA PERUSAHAAN 
1. SEMEN 1. INTP( Indocement Tunggal Prakasa 
Tbk) 
2. KERAMIK, PORSELIN DAN 
KACA 
1. AMFG (Asahimas Flat Glass Tbk)  
2 .  TOTO (Surya Toto Indonesia Tbk) 
3.  LOGAM DAN SEJENISNYA 1. INAI (Indal Aluminium Industry Tbk) 





SUB SEKTOR NAMA PERUSAHAAN 
  
3. KIMIA 
1. BUDI (Budi Acid Jaya Tbk) 
2. DPNS (Duta Pertiwi Nusantara) 
3. EKAD (Ekadharma International Tbk) 
4. INCI (Intan Wijaya International Tbk) 
5. SRSN (Indo Acitama Tbk) 
4. PLASTIK DAN KEMASAN 
 
1. AKPI (Argha Karya Prima Industry 
Tbk)  
2. IGAR (Champion Pasific Indonesia 
Tbk) 
3. TRST (Trias Sentosa Tbk) 
5. PAKAN TERNAK  1. CPIN (Charoen Pokphand Indonesia 
Tbk) 
6. KAYU DAN 
PENGOLAHANNYA 
- 





SEKTOR ANEKA INDUSTRI 
SUB SEKTOR NAMA PERUSAHAAN 
1. MESIN DAN ALAT BERAT - 
2. OTOMOTIF DAN KMPONEN 
1. ASII (Astra International Tbk)  
2. AUTO (Astra Auto Part Tbk)  
3. INDS (Indospring Tbk) 
4. SMSM (Selamat Sempurna Tbk) 
3. TEKSTIL DAN GARMENT  
 
1. TRIS (Trisula International Tbk)  
2. UNIT (Nusantara Inti Corpora Tbk)  
4. ALAS KAKI - 
5. KABEL 
1. JECC (Jembo Cable Company Tbk) 
2. KBLI (KMI Wire and Cable Tbk) 
3. SCCO (Supreme Cable Manufacturing 
and Commerce Tbk) 










SEKTOR INDUSTRI BARANG KONSUMSI 
SUB SEKTOR NAMA PERUSAHAAN 
1. MAKANAN DAN MINUMAN 
1. CEKA (Cahaya Kalbar Tbk) 
2. DLTA (Delta Djakarta Tbk) 
3. ICBP (Indofood CBP Sukses Makmur 
Tbk) 
4. MLBI (Multi Bintang Indonesia Tbk) 
5. MYOR (Mayora Indah Tbk) 
6. ROTI (Nippon Indosari Corporindo 
Tbk) 
7. SKBM (Sekar Bumi Tbk) 
8. ULTJ (Ultrajaya Milk Industry and 
Trading Company Tbk) 
2. ROKOK   
1. GGRM (Gudang Garam Tbk)  
2. HMSP (Hanjaya Mandala Sampoerna 
Tbk) 
3. FARMASI    
1. KLBF (Kalbe Farma Tbk) 
2. MERK (Merck Tbk) 
3. TSPC (Tempo Scan Pasific Tbk)  
4. KOSMETIK & BARANG 
KEPERLUAN RUMA TANGGA 
1. TCID (Mandom Indonesia Tbk) 
2. UNVR (Unilever Indonesia Tbk)  
5. PERALATAN RUMAH  
TANGGA  
1. CINT ( Chitose Internasional Tbk )  




3.6 Metode Pengumpulan Data 
Metode pengumpulan data ini adalah data sekunder sehingga metode 
pengumpulan data menggunakan metode dokumentasi. Metode dokumentasi 
adalah mencari data mengenai hal-hal atau variabel yang berupa catatan, transkip, 





3.7 Defenisi Operasional dan Pengukuran 
3.7.1 Variabel Dependen 
Variabel dependen sering disebut sebagai variabel terikat yang dipengaruhi 
atau yang menjadi akibat karena adanya variable bebas. Variabel dependen dalam 
penelitian ini adalah profitabilitas. Berikut penjelasan variabel dependen: 
1. Profitabilitas 
Profitabilitas merupakan kemampuan perusahaan dalam memperoleh laba 
yang diinginkan perusahaan. Menurut Citra Indradewi (2016) Profitabilitas 
merupakan salah satu aspek yang difokuskan sebagai tujuan oleh setiap 
perusahaan. Perusahaan yang memiliki tingkat pertumbuhan profitabilitas tinggi 
maka dapat diartikan bahwa pihak manajemen perusahaan memiliki kinerja yang 
baik dan telah mampu mengelola sumber daya yang dimiliki secara efektif dan 
efisien. 
Dihitung dengan rumus berikut berikut (Muhammad Fauzan,2015) : 
Return On Asset  = 
   
           
x100% 
 
3.7.2 Variabel Independen 
Variabel independen sering disebut variabel bebas yang mempengaruhi 
atau yang menjadi sebab perubahan atau timbulnya variabel dependen (terikat). 
Variabel independen dalam penelitian ini adalah Siklus Konversi Kas dan 






1. Siklus konversi kas 
  Menurut Daruz Yazdanfar dan Peter Ohman (2014), Siklus konversi kas 
memberikan gambaran penting  tentang proses keuangan dalam perusahaan. Jika 
suatu perusahaan berinvestasi lebih banyak modal daripada yang dianggap normal 
dalam industri tertentu, menyebabkan peningkatan biaya dan penurunan daya 
saing. Aset yang diinvestasikan dalam bekerja modal sering mewakili bagian 
terbesar dari total aset, dan karena itu bisa menjadi insentif bagi rasionalisasi 
modal. Manajemen siklus konversi kas membutuhkan perencanaan, routing, dan 
mengevaluasi struktur modal alternatif untuk meningkatkan kinerja perusahaan. 
Dihitung dengan rumus berikut (Daruz Yazdanfar dan Peter Ohman,2014) : 
CCC = Days of Inventory + Days In Account Receivable Period - Days 
in Account Payable Period 
 
2. Kepemilikan Institusional 
 Kepemilikan institusional memiliki arti penting dalam memonitor 
manajemen, karena dengan adanya kepemilikan institusional dapat mendorong 
peningkatan pengawasan yang lebih optimal. Proporsi kepemilikan istitusional 
yang besar dapat meningkatkan usaha pengawasan oleh pihak institusi sehingga 
dapat menghalangi perilaku oportunistik manajer dan dapat membantu 
pengambilan keputusan perusahaan, sehingga dapat meningkatkan profitabilitas 
perusahaan. Kepemilikan institusional dapat diukur dengan menggunakan rasio 





saham  perusahaan manufaktur selama periode 2014-2016. Satuan dari 
kepemilikan institusional adalah persen. 
 
Kepemilikan Institusional= 




3.7.3 Variabel Kontrol 
 Variabel kontrol adalah variabel yang dikendalikan atau dibuat konstan 
sehingga hubungan variabel independen terhadap dependen tidak dipengaruhi 
oleh faktor luar yang tidak diteliti. Dalam penelitian ini ukuran perusahaan dan 
umur perusahaan menjadi variabel kontrol. 
1. Ukuran Perusahaan 
 Menurut Ridho Tanso (2016), profitabilitas dapat ditingkatkan apabila 
ukuran peusahaannya besar. Perusahaan dengan ukuran besar dapat menyerap 
sumber-sumber modal yang besar pula. Sumber modal yang besar dapat 
memudahkan perusahaan untuk mengoperasikan kegiatan perusahaan. Ukuran 
perusahaan dapat dilihat dari tingkat penjualan, jumlah tenaga kerja, atau jumlah 
aktiva yang dimiliki perusahaan.  
Dihitung dengan rumus berikut (Tauringan dan Godfred, 2013 dalam Farah dan 
Cindy,2016) : 








2. Umur Perusahaan 
 Nurhasanah (2012) dalam Sri Ayani (2016) menyatakan umur perusahaan 
adalah umur sejak berdirinya perusahaan tersebut sampai masih mampu 
menjalankan operasinya. Secara teoritis, perusahaan berukuran besar dan telah 
lama berdiri akan dipercaya oleh penanam modal (investor) dari pada perusahaan 
kecil. Hal ini karena perusahaan yang telah lama berdiri dapat menghasilkan profit 
yang lebih tinggi daripada perusahaan yang baru berdiri. Perusahaan yang telah 
lama berdiri profitabilitasnya akan lebih stabil dibandingkan perusahaan yang 
baru berdiri dan akan lebih cepat dan akan meningkatkan profitabilitasnya karena 
adanya pengalaman dari manajemen sebelumnya dalam mengelola bisnis 
perusahaan sehingga akan lebih sipa menghadapi berbagai resiko dimasa yang 
akan datang. Umur perusahaan dihitung sejak perusahaan tersebut berdiri sampai 
penelitian dilakukan. 
Dihitung dengan rumus berikut (Owusa dan Ansah,2000 dalam Sherly Dwi 
Saptari,2016) : 
Umur = Tahun Penelitian-Tahun Pendirian Peusahaan 
 
3.8 Metode Analisis Data 
Metode analisis data adalah suatu metode yang digunakan untuk mengolah 
hasil penelitian guna memperoleh suatu kesimpulan. Metode analisis data yang 
digunakan dalam penelitian ini adalah metode analisis regresi linear berganda. 
Sebelum melakukan uji hipotesis, dilakukan uji asumsi klasik terlebih dahulu 





autokorelasi. Dilanjutkan dengan uji hipotesis menggunakan koefisien determinasi 
(R
2
), uji simultan (uji F) dan uji parsial (uji t). 
 
3.8.1 Asumsi Klasik 
3.8.1.1 Uji Normalitas 
 Uji normalitas bertujuan untuk menguji apakah dalam model regresi, 
variabel pengganggu atau residual memiliki distribusi normal. Dalam uji 
normalitas ini ada 2 cara untuk mendeteksi apakah residual berdistribusi normal 
atau tidak, yaitu dengan analisis grafik dan uji statistik . Alat uji yang digunakan 
adalah dengan analisis grafik histogram dan grafik normal probability plot dan uji 
statistik dengan Kolmogorov-Smirnov Z (1-Sample KS).  
Dasar pengambilan keputusan dengan analisis grafik normal probability 
plot adalah (Ghozali, 2009 dalam Dyah, 2012) :  
a) Jika titik menyebar di sekitar garis diagonal dan mengikuti arah garis 
diagonal, maka model regresi memenuhi asumsi normalitas.  
b) Jika titik menyebar jauh dari garis diagonal dan atau tidak mengikuti arah 
garis diagonal, maka model regresi tidak memenuhi asumsi normalitas.  
 Dasar pengambilan keputusan uji statistik dengan Kolmogorov-Smirnov Z 
(1-Sample K-S) adalah (Ghozali, 2009 dalam Dyah, 2012):  
1. Jika nilai Asymp. Sig. (2-tailed) kurang dari 0,05, maka H0 ditolak. Hal ini 
berarti data residual terdistribusi tidak normal.  
2. Jika nilai Asymp. Sig. (2-tailed) lebih dari 0,05, maka H0 diterima. Hal ini 





3.8.1.2 Uji Multikolinieritas 
Uji multikolinearitas bertujuan untuk menguji apakah model regresi 
ditemukan adanya korelasi antar variabel independen. Model regresi yang baik 
seharusnya tidak terjadi korelasi diantara variabel independen. Untuk mendeteksi 
ada atau tidaknya multikolinearitas di dalam model regresi dapat dilihat dari (1) 
nilai tolerance dan lawannya (2) Variance Inflation Factor (VIF) . Tolerance 
mengukur variabilitas variabel independen yang terpilih yang tidak dijelaskan 
oleh variabel independen lainnya. Jadi nilai tolerance yang rendah sama dengan 
nilai VIF yang tinggi (karena VIF=1/tolerance). Nilai cutoff yang umum dipakai 
untuk menunjukkan adanya multikolinearitas adalah nilai tolerance ≤ 0,10 atau 
sama dengan nilai VIF ≥ 10 (Ghozali, 2011 dalam Putranto 2014). 
 
3.8.1.3 Uji Heterokedasitas 
 Uji heteroskedastisitas bertujuan menguji apakah dalam model regresi 
terjadi ketidaksamaan variance dari residual satu pengamatan ke pengamatan 
yang lain. Jika variance dari residual satu pengamatan ke pengamatan lain tetap, 
maka disebut Homoskedastisitas dan jika berbeda disebut Heteroskedastisitas. 
Untuk mengetahui ada tidaknya heteroskedastisitas dilihat melalui hasil uji 
statistik. Uji statistik yang dilakukan adalah dengan menggunakan Uji Glejser.  
Uji Glejser dilakukan dengan meregresikan absolut residual (AbsUt) 
sebagai variabel dependen sedangkan variabel independen tetap. Jika variabel 
independen signifikan secara statistik mempengaruhi variabel dependen, maka ada 





kepercayaan 5% maka dapat disimpulkan regresi tidak mengandung adanya 
Heteroskedastisitas (Ghozali, 2009 dalam Dyah, 2012). 
3.8.1.4 Uji Autokorelasi 
 Uji autokorelasi digunakan untuk menguji apakah dalam model regresi 
linear terdapat korelasi antara kesalahan pengganggu pada periode t dengan 
kesalahan pengganggu pada periode t-1 (sebelumnya). Model regresi yang baik 
adalah regresi yang bebas dari autokorelasi. Untuk mendeteksi ada tidaknya 
autokorelasi penelitian ini menggunakan metode uji Durbin-Watson (DW test). 
Metode Durbin-Watson menggunakan titik kritis yaitu batas bawah dl dan batas 
atas du. H0 diterima jika nilai Durbin-Watson lebih besar dari batas atas nilai 
Durbin-Watson pada tabel.  
Dasar pengambilan keputusan ada tidaknya autokorelasi dengan 
menggunakan tabel Durbin-Watson (Ghozali, 2009 dalam Dyah, 2012):  
1.  Bila nilai DW terletak antara batas atas (du) dan (4-du), maka koefisien 
autokorelasi sama dengan nol berarti tidak ada autokorelasi.  
2.  Bila nilai DW lebih rendah dari pada batas bawah (di), maka koefisien 
autokorelasi lebih dari nol berarti ada autokorelasi positif.  
3.  Bila nilai DW lebih dari pada (4-dl), maka maka koefisien autokorelasi 
lebih kecil dari nol berarti ada autokorelasi negatif.  
4.  Bila nilai DW terletak antara batas atas (du) dan batas bawah (dl) atau DW 






3.8.2 Analisis Regresi Linear Berganda (Multiple Regression) 
Analisis Regresi Linear Berganda (Multiple Regression) merupakan suatu 
model dimana variabel terikat tergantung dua atau lebih variabel bebas. Analisis 
Regresi Linear Berganda digunakan untuk mengukur pengaruh lebih dari satu 
variabel bebas terhadap variabel terikat. Persamaan Analisis Regresi Linear 
Berganda dapat dinyatakan dengan fungsi persamaan sebagai berikut : 
Y=a+b1CCC + b2KI +b3SIZE+b4UMUR+ei 
Dimana : 
Y   : Profitabilitas 
a   : Konstanta 
b1-b2     : Koefisien regresi 
X1   : Siklus Konversi Kas 
X2   : Kepemilikan Institusional  
SIZE   : Ukuran Perusahaan 
AGE   : Umur Perusahaan 
e                      : Error 
 
3.9 Pengujian Hipotesis 
Untuk memperoleh kesimpulan dari analisis regresi linear berganda, maka 
terlebih dahulu dilakukan pengujian hipotesis. Dalam analisis regresi penulis 
melakukan tiga pengujian yaitu pengujian secara parsial (Uji t), secara 






3.9.1 Uji Signifikansi Parameter Individual atau Uji T 
Uji T digunakan untuk menguji apakah setiap variabel bebas secara 
masing-masing parsial atau individu memiliki pengaruh yang signifikan terhadap 
variabel terikat pada tingkat signifikansi 0.05 (5%) dan menganggap variabel 
bebas bernilai konstan.  
3.9.2 Uji F (Simultan) 
  Uji F digunakan untuk menguji pengaruh secara simultan variabel bebas 
terhadap variabel tergantungnya pada tingkat signifikansi 0.05 (5%). 
3.9.3 Uji Koefisien Determinasi atau R2 
Koefisien determinasi merupakan besarnya kontribusi variabel bebas 
terhadap variabel tergantungnya. Semakin tinggi koefisien determinasi maka 
semakin tinggi variabel bebas dalam menjelaskan variasi perubahan pada variabel 
tergantungnya. Nilai R
2
 berkisar antar 0 – 1. 
 
