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ENERGY CONDITIONS AND TWISTED LOCALIZATIONS OF OPERATORS
ERIC T. SAWYER
Abstract. We show that the energy conditions are not necessary for boundedness of fractional Riesz
transforms Rα,n for 0 ≤ α < n in dimension n ≥ 2.
We also give a weak converse, namely that the energy conditions are necessary for boundedness of families
of twisted localizations of fractional singular integrals Tα having the positive gradient property - however,
the kernels of these localizations satisfy only one-sided Caldero´n-Zygmund smoothness estimates.
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2 E.T. SAWYER
1. Introduction
An important ‘two weight theorem’ for the Hilbert transform was obtained early on by Nazarov, Treil
and Volberg [NTV4], who proved that the Hilbert transform H , with convolution kernel K (x) = 1
x
, was
bounded from L2 (σ) to L2 (ω), i.e.∫
R
|Hσf (x)|2 dω (x) =
∫
R
∣∣∣∣∫
R
f (y)
y − xdσ (y)
∣∣∣∣2 dω (x) ≤ N2H ∫
R
|f (y)|2 dσ (y) ,
for all f ∈ L2 (σ) uniformly over suitable truncations of the kernel K, provided that the following three
conditions held:
(1) the Muckenhoupt condition,
A2 ≡ sup
intervals I
∫
R
|I|
|I|2 + x2 dω (x) ·
∫
R
|I|
|I|2 + y2 dσ (y) <∞,
(2) the testing conditions,
TH ≡ sup
intervals I
√
1
|I|σ
∫
I
|Hσ1I |2 dω <∞ and T∗H ≡ sup
intervals I
√
1
|I|ω
∫
I
|Hω1I |2 dσ <∞,
(3) and the pivotal conditions,
(1.1) V2 ≡ sup
intervals I
√√√√ sup
I=∪˙Ir
1
|I|σ
∞∑
r=1
(∫
R
|Ir |
|Ir|2 + y2
dσ (y)
)2
|Ir|ω <∞,
(1.2) V∗2 ≡ sup
intervals I
√√√√ sup
I=∪˙Ir
1
|I|ω
∞∑
r=1
(∫
R
|Ir |
|Ir|2 + y2
dω (y)
)2
|Ir |σ <∞.
The first two conditions are necessary for boundedness of H , but the third condition is not. This was es-
tablished in Lacey, Sawyer and Uriarte-Tuero [LaSaUr2], where a substitute for the pair of pivotal conditions
was introduced, namely the pair of energy conditions,
(1.3) E2 ≡ sup
intervals I
√√√√ sup
I=∪˙Ir
1
|I|σ
∞∑
r=1
(∫
R
|Ir|
|Ir|2 + y2
dσ (y)
)2
|Ir|ω E (Ir, ω)2 <∞,
(1.4) E∗2 ≡ sup
intervals I
√√√√ sup
I=∪˙Ir
1
|I|ω
∞∑
r=1
(∫
R
|Ir |
|Ir|2 + y2
dω (y)
)2
|Ir |σ E (Ir, σ)2 <∞,
and this pair was shown to be not only necessary for boundedness of the Hilbert transform to hold, but in
fact necessary for the Muckenhoupt and testing conditions to hold. The quantity
(1.5) E (J, µ)
2 ≡ 2 1|J |µ
∫
J
1
|J |µ
∫
J
∣∣∣∣x− x′|J |
∣∣∣∣2 dµ (x) dµ (x′) ,
is a one-dimensional L2 version of the familiar normalized self-energy of the charge distribution 1Iµ in
physics, and E ([a, b] , µ) takes values near 0 for highly concentrated distributions such as δa, and values near
1 for highly spread out distributions such as µ = δa+ δb (just the opposite from self-energy in 3-space, since
the exponent n− 2 of Laplace’s fundamental solution changes sign when n goes from 3 to 1).
This necessity of the energy condition reinforced the T 1 conjecture of NTV [Vol] that boundedness of
the Hilbert transform is equivalent to the Muckenhoupt and testing conditions. And this conjecture was
subsequently proved in the two part paper [LaSaShUr3]; [Lac] by Lacey, Sawyer, Shen and Uriarte-Tuero;
Lacey, with the inclusion of common point masses by Hyto¨nen in [Hyt2]. The energy conditions played a
crucial role in both parts [LaSaShUr3] and [Lac], and their n-dimensional counterparts have continued to
play equally crucial roles in higher dimensional theorems of T 1 type, [SaShUr7]-[SaShUr10], [LaSaShUrWi],
[LaWi1] and [LaWi]. The known proofs of necessity of the energy conditions broke down in higher dimensions,
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leaving higher dimensional T 1-type theorems in a state of limbo, not knowing if the energy conditions were
necessary, or if another approach was needed.
In this paper we construct families of counterexample weight pairs to show that the energy conditions can
indeed fail for a pair of weights, despite boundedness of the fractional Riesz transform - the prototypical
fractional singular integral in higher dimensions. These families of counterexamples are motivated by a weak
converse result that we also develop - namely that the boundedness of a large ‘twisted’ family of operators
(related to a single ‘nice’ singular integral) does indeed imply the energy conditions. While this converse
result may be of some theoretical interest, it is diminished by the requirement that the testing conditions be
taken over too large a family
{
ΘiT
α
JΘj
}
J∈J and 1≤i,j∈M
of twisted localizations, and by the fact that the
kernels of these twisted localizations satisfy only one-sided Caldero´n-Zygmund smoothness estimates.
The counterexamples constructed here in dimension n ≥ 2 are actually simpler than the subtle and com-
plicated counterexample constructed in dimension n = 1 by Sawyer, Shen and Uriarte-Tuero in [SaShUr11].
Indeed, the counterexample in [SaShUr11] (which showed the energy conditions are not necessary for bound-
edness of a certain elliptic operator on the line) was obtained by modifying the example weight pair (σ, ω) in
[LaSaUr2] consisting of a Cantor measure ω and a discrete measure σ. In order to fail the energy condition,
the measure σ was modified into a measure σ̂ by smearing out along the line each point mass in σ, so that
the local energies of the ‘smeared out’ measure σ̂ no longer vanished. But this ‘smearing out’ destroyed the
backward testing condition, which then required a modification of the Hilbert transform to a ‘flattened’ ver-
sion H♭, whose convolution kernel was still elliptic K♭ (x) ≈ 1x , but no longer had strictly negative derivative.
This in turn forced a redistribution ω̂ of the Cantor measure ω in order that H♭ω̂ vanish on the support of
σ̂, resulting in a delicate and difficult recursion.
On the other hand, the extra dimension in Rn for n ≥ 2 permits a ‘spreading out’ of each point mass in σ
into a new dimension, which then requires a matching ‘spreading out’ of the Cantor measure ω, something
much simpler to deal with than that just outlined in dimension n = 1.
1.1. Statements of theorems. We state here our main theorem and proposition, but defer the definitions
of some of the terminology used in the statements, until the sections where they are developed. First we
show that the deep energy conditions are not necessary for boundedness of fractional Riesz transforms in
general.
Theorem 1. Let 0 ≤ α < n. Then there is a sequence of pairs {(σ̂N , ω̂N )}∞N=1 of locally finite positive
Borel measures on Rn (actually finite sums of point masses) such that the backward deep energy constants
Eα,∗2 (σ̂N , ω̂N ) are unbounded in N ≥ 1, and yet such that the vector Riesz transform Rα,n of order α is
bounded from L2 (σ̂N ) to L
2 (ω̂N ) uniformly in N ≥ 1.
In the converse direction, we can derive the deep energy conditions, and also the bounded overlap energy
conditions, from uniform boundedness of a large enough family of operators with uniform one-sided Caldero´n-
Zygmund norms.
Proposition 2. Let (σ, ω) be a pair of locally finite positive Borel measures on Rn. Let 0 ≤ α < n and sup-
pose that Tα is a standard α-fractional singular integral on Rn that is both strongly elliptic and satisfies the
positive gradient property. In particular we can take Tα = Rα,n. If the family
{
ΘiT
α
JΘj
}
J∈J and 1≤i,j∈M
of
twisted localizations of the operator Tα satisfies the testing conditions uniformly in J ∈ J and 1 ≤ i, j ∈M ,
then the deep and bounded overlap energy conditions hold, and moreover there is a positive constant C, de-
pending only on n, α, ‖Tα‖CZα and the constants in the definitions of strongly elliptic and positive gradient
condition, such that
Eα,deep2 ≤ Eα,overlap2 ≤ C sup
J∈J and 1≤i,j≤M
TΘiTαJΘj + CβAα2 .
We also show in Lemma 10 below, that the kernels ΘiK
α
JΘj of the operators ΘiT
α
JΘj satisfy one-sided
Caldero´n-Zygmund estimates∣∣ΘiKαJΘ−1j (x, y)∣∣ . ‖Kα‖CZα |x− y|α−n ,∣∣∣∇ℓyΘiKαJΘ−1j (x, y)∣∣∣ . ‖Kα‖CZα |x− y|α−n−ℓ , ℓ = 1, 2,
with smoothness in the y-variable only, and then we show in Lemma 11 below, that the negative of the Riesz
transform Rα,n has the positive gradient property.
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Proposition 2 is proved in Part 1 of the paper, while Theorem 1 is proved in Part 2. Each of these parts
can essentially be read independently of the other.
Part 1. Necessity of energy conditions for twisted localizations
In the first part of this paper, we prove Proposition 2 by deriving the deep and bounded overlap energy
conditions, as defined below, from testing conditions for the family of twisted localizations of the α-fractional
Riesz transform Rα,n in dimension n, and more generally for strongly elliptic convolution vector operators
Tα in place of Rα,n that enjoy the positive gradient property.
2. Standard fractional singular integrals
Let 0 ≤ α < n and 0 < δ ≤ 1. We define a δ-standard α-fractional Caldero´n-Zygmund kernel Kα(x, y) to
be a vector-valued function defined on Rn×Rn whose components uniformly satisfy the following fractional
size and smoothness conditions: For x 6= y in Rn,
|Kα (x, y)| ≤ CCZα |x− y|α−n and |∇Kα (x, y)| ≤ CCZα |x− y|α−n−1 ,(2.1)
|∇Kα (x, y)−∇Kα (x′, y)| ≤ CCZα
( |x− x′|
|x− y|
)δ
|x− y|α−n−1 , |x− x
′|
|x− y| ≤
1
2
,
and where the last inequality also holds for the adjoint kernel in which x and y are interchanged. We define
the Caldero´n-Zygmund norm ‖Kα‖CZα of Kα to be the least constant CCZα for which the above display
holds.
2.1. Defining the norm inequality and testing conditions. We now recall the precise definition of the
weighted norm inequality
(2.2) ‖Tασf‖L2(ω) ≤ NTα ‖f‖L2(σ) , f ∈ L2 (σ) ,
as in [SaShUr10] for example. Let
{
ηαδ,R
}
0<δ<R<∞
be a family of nonnegative functions on [0,∞) so that
the truncated kernels Kαδ,R (x, y) = η
α
δ,R (|x− y|)Kα (x, y) of the operator Tα are bounded with compact
support for fixed x or y. Then the truncated operators
Tασ,δ,Rf (x) ≡
∫
R
Kαδ,R (x, y) f (y) dσ (y) , x ∈ Rn,
are pointwise well-defined, and we will refer to the pair
(
Kα,
{
ηαδ,R
}
0<δ<R<∞
)
as an α-fractional singular
integral operator, which we typically denote by Tα, suppressing the dependence on the truncations. When
Kα (x, y) is a δ-standard α-fractional Caldero´n-Zygmund kernel, we say that Tα =
(
Kα,
{
ηαδ,R
}
0<δ<R<∞
)
is a δ-standard α-fractional singular integral.
Definition 3. We say that an α-fractional singular integral operator Tα =
(
Kα,
{
ηαδ,R
}
0<δ<R<∞
)
satisfies
the norm inequality (2.2) provided∥∥Tασ,δ,Rf∥∥L2(ω) ≤ NTασ ‖f‖L2(σ) , f ∈ L2 (σ) , 0 < δ < R <∞.
It turns out that, in the presence of the Muckenhoupt conditions (3.1) below, the norm inequality (2.2)
is essentially independent of the choice of truncations used (see e.g. [LaSaShUr3] in dimension n = 1),
and this is explained in some detail in [SaShUr10]. Thus, as in [SaShUr10], we are free to use the tangent
line truncations described there throughout this paper, and in particular we interpret the testing conditions
below using the tangent line truncations:.
(2.3) TTα ≡ sup
cubes I
√
1
|I|σ
∫
I
|Tασ 1I |2 dω <∞ and TTα,∗ ≡ sup
cubels I
√
1
|I|ω
∫
I
∣∣Tα,∗ω 1I ∣∣2 dσ <∞.
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2.2. Strong ellipticity and the positive gradient property. Recall from [SaShUr7] that a standard
α-fractional vector singular integral Tα on Rn with vector kernel Kα =
(
Kαj
)J
j=1
is strongly elliptic if for
each m ∈ {1,−1}n, there is a sequence of coefficients {λmj }Jj=1 such that
(2.4)
∣∣∣∣∣∣
J∑
j=1
λmj K
α
j (x, x+ tu)
∣∣∣∣∣∣ ≥ ctα−n, t ∈ R,
holds for all unit vectors u in the n-ant Vm (i.e. an n-dimensional quadrant) where
Vm = {x ∈ Rn : mixi > 0 for 1 ≤ i ≤ n} , m ∈ {1,−1}n .
We now define the positive gradient property. We say that a strongly elliptic standard α-fractional
convolution singular integral Tα has the positive gradient property if in addition there is a finite sequence
of closed sectors {Sj}Mj=1 such that:
(1) we have Rn =
⋃M
j=1 Sj and there is a positive constant θ = θTα > 0 so that each sector Sj is a
rotation Θj of the unit sector S of aperture θ, where
S ≡
{
y ∈ Rn : y′ = y|y| ∈ BSn−1 (e1, θ)
}
.
(2) for each sector Sj = ΘjS there is a sequence of coefficients
{
λmj
}J
j=1
such that the scalar convolution
kernel K (ξ) ≡∑Jj=1 λmj Kαj (Θ−1j ξ) satisfies
K (ξ)−K (η)
ξ1 − η1
≈ |ξ|α−n−1 , for ξ =
(
ξ1, ξ˜
)
, η = (η1, η˜) ∈ S with
∣∣∣ξ˜ − η˜∣∣∣
|ξ1 − η1|
≤ tan θ.
It is obvious that the vector Riesz transform Rα,n is a strongly elliptic convolution singular integral, and
we prove in Lemma 11 below that its negative has the positive gradient property. The rotation invariance
of Rα,n makes each of these two properties easy to establish.
Remark 4. In dimension n = 1 the positive gradient property reduces to d
dx
Kα (x) ≈ − 1
x2−α
, and in the
case of the kernel K (x) = 1
x
for the Hilbert transform, we actually have equality, d
dx
K (x) = − 1
x2
, a property
exploited extensively in the proof of the NTV conjecture in [LaSaShUr3], [Lac].
3. Poisson integrals and Muckenhoupt conditions
Let µ be a locally finite positive Borel measure on Rn, and suppose Q is a cube in Rn. Recall that
|Q| = ℓ (Q)n where ℓ (Q) is the side length of a cube Q. The two α-fractional Poisson integrals of µ on a
cube Q are given by the following expressions:
Pα (Q,µ) ≡
∫
Rn
|Q| 1n(
|Q| 1n + |x− cQ|
)n+1−α dµ (x) ,
Pα (Q,µ) ≡
∫
Rn
 |Q| 1n(
|Q| 1n + |x− cQ|
)2

n−α
dµ (x) ,
where |x− cQ| denotes distance between x and the center cQ of Q, and |Q| denotes the Lebesgue measure
of Q. We refer to Pα as the standard Poisson integral and to Pα as the reproducing Poisson integral. Note
that for n− 1 ≤ α < n, these two kernels satisfy
Pα (Q,µ) ≤ Pα (Q,µ) , for all intervals Q and positive measures µ,
and that the inequality is reversed for 0 ≤ α ≤ n− 1.
We now define the one-tailed Aα2 constant using Pα. The energy constants Eα introduced in the next
section will use the standard Poisson integral Pα. We denote the collection of cubes in Rn with edges parallel
to the coordinate axes by Pn (not to be confused with the Poisson integral Pα).
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Definition 5. The one-sided constants Aα2 and Aα,∗2 for the weight pair (σ, ω) are given by
Aα2 ≡ sup
Q∈Pn
Pα (Q,1Qcσ) |Q|ω|Q|1−αn
<∞,(3.1)
Aα,∗2 ≡ sup
Q∈Pn
Pα (Q,1Qcω) |Q|σ|Q|1−αn
<∞.
Note that these definitions are the analogues of the corresponding conditions with ‘holes’ introduced by
Hyto¨nen [Hyt2] in dimension n = 1 - the supports of the measures 1Qcσ and 1Qω in the definition of Aα2
are disjoint, and so the common point masses of σ and ω do not appear simultaneously in each factor.
4. Strong, deep and bounded overlap energy constants
We begin with the strong energy constants (see e.g. [LaSaUr2] and [SaShUr7]).
Definition 6. Let 0 ≤ α < n. Suppose σ and ω are locally finite positive Borel measures on Rn. Then the
strong energy constant Eα2 is defined by
(4.1) (Eα2 )2 ≡ sup
I=∪˙Ir
1
|I|σ
∞∑
r=1
(
Pα (Ir,1Iσ)
|Ir|
)2 ∥∥x−mωIr∥∥2L2(1Irω) ,
where the supremum is taken over arbitrary decompositions of a cube I using a pairwise disjoint union of
subcubes Ir. Similarly, we define the dual strong energy constant Eα,∗2 by switching the roles of σ and ω:
(4.2)
(Eα,∗2 )2 ≡ sup
I=∪˙Ir
1
|I|ω
∞∑
r=1
(
Pα (Ir,1Iω)
|Ir|
)2 ∥∥x−mσIr∥∥2L2(1Irσ) .
In order to define the weaker notions of deep and bounded overlap energy constants, we must introduce
additional notation. We say that a dyadic cube J is (r, ε)-deeply embedded in a (not necessarily dyadic)
quasicube K, which we write as J ⋐r,ε K, when J ⊂ K and both
ℓ (J) ≤ 2−rℓ (K) ,(4.3)
dist (J, ∂K) ≥ 1
2
ℓ (J)ε ℓ (K)1−ε ,
Recall the collection
M(r,ε)−deep (K) ≡ {maximal J ⋐r,ε K}
of maximal (r, ε)-deeply embedded dyadic subcubes of a cube K (a subcube J of K is a dyadic subcube
of K if J ∈ D when D is a dyadic grid containing K). This collection of dyadic subcubes of K is of
course a pairwise disjoint decomposition of K. Recall also the refinement and extension of the collection
M(r,ε)−deep (K) given in [SaShUr7] for certain K and each ℓ ≥ 1 (where πℓK ′ denotes the ℓth ancestor of
K ′ in the grid):
Mℓ(r,ε)−deep (K) ≡
{
J ∈ M(r,ε)−deep
(
πℓK ′
)
for some K ′ ∈ CD (K) :
J ⊂ L for some L ∈ M(r,ε)−deep (K)
}
,
where CD (K) is the set of D-dyadic children of K. Thus Mℓ(r,ε)−deep (K) is the union, over all children K ′
of K, of those cubes inM(r,ε)−deep
(
πℓK ′
)
that happen to be contained in some L ∈ M(r,ε)−deep (K). These
collections of cubes satisfy the bounded overlap property (see e.g. [SaShUr7]),∑
J∈Mℓ
(r,ε)−deep
(K)
1γJ ≤ β1K , for each ℓ ≥ 1.
Finally, let PωM ≡
∑
J∈D: J⊂M △ωJ be Haar projection onto the subspace of L2 (ω) consisting of those
functions f ∈ L2 (ω) supported in M with ∫
M
fdω = 0 - see e.g. [SaShUr7] for more detail on Haar
expansions in L2 (ω).
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Definition 7. Suppose σ and ω are locally finite positive Borel measures on Rn and fix γ > 1. Then the
deep energy condition constant Edeepα is given by(
Eα,deep2
)2
≡ sup
ℓ≥1
sup
D
sup
I=∪˙Ir
1
|I|σ
∞∑
r=1
∑
M∈Mℓ
(r,ε)−deep
(Ir)
(
Pα
(
M,1I\γMσ
)
|M |
)2
‖PωMx‖2L2(ω) ,
where supD supI=∪˙Ir is taken over
(1) all dyadic grids D,
(2) all D-dyadic cubes I,
(3) and all subpartitions {Ir}N or ∞r=1 of the cube I into D-dyadic subcubes Ir.
The exact value of γ > 1 above is not too important in general, but when we wish to emphasize the value
of γ, we will refer to Edeepα as the γ-deep energy condition constant.
Note that we could also define a slightly less restrictive notion of energy condition as in [LaWi] by taking
the supremum over I = ∪˙Ir for which there is bounded overlap of the expansions γIr,
(4.4)
(
Eα,overlap2
)2
≡ sup
D
sup
I=∪˙Ir∑
∞
r=1 1γIr≤β1I
1
|I|σ
∞∑
r=1
(
Pα
(
Ir,1I\γIrσ
)
|Ir |
1
n
)2 ∥∥PωIrx∥∥2L2(ω) ,
and we refer to finiteness of Eα,overlap2 as the bounded overlap energy condition, or more precisely as the
γ-overlap energy condition when we want to emphasize the choice of γ.
Later, in Part 2 of the paper, we will have reason to consider the corresponding forward (bounded overlap)
pivotal constant, which is defined by replacing
∥∥PωIrx∥∥2L2(ω) with its upper bound |Ir| 2n |Ir |ω in (4.4):
(4.5)
(
Vα,overlap2
)2
≡ sup
D
sup
I=∪˙Ir∑
∞
r=1 1γIr≤β1I
1
|I|σ
∞∑
r=1
Pα
(
Ir,1I\γIrσ
)2 |Ir |ω .
The backward pivotal constant Vα,overlap,∗2 is defined by interchanging the roles of the measures σ and ω.
5. Twisted localizations and necessity of the deep energy condition
Let {Θj}Mj=1 be a finite set of rotations such that Rn =
·⋃M
j=1ΘjQ̂ where Q̂ is the sector centered on
the positive x1-axis with aperture angle θ > 0 as in the positive gradient property for the strongly elliptic
convolution singular integral Tα in Rn. Our goal here is to prove the (forward) γ-overlap energy condition
with constant
Eα,overlap2 . sup
J
sup
1≤i,j≤N
TΘiTαJΘj +Aα2 ,
where
{
ΘiT
α
JΘj
}
is a family of standard fractional singular integrals associated with Tα. More precisely
we will show
∞∑
r=1
(
Pα
(
J,1I\γIrσ
)
|Ir|
1
n
)2 ∥∥PωIrx∥∥2L2(ω) ≤ {sup
J
sup
1≤i,j≤N
(
TΘiTαJΘj
)2
+ βAα2
}
|I|σ ,
for all partitions of a dyadic cube I =
·⋃
r≥1
Ir into subcubes Ir with
∑∞
r=1 1γIr . β1I . We now turn to defining
the twisted localizations ΘiT
α
JΘj appearing on the right hand side of the inequality displayed above.
Let Q ≡ [− 12 , 12]n be the unit cube of side length 1 centered at the origin, and let
Q̂ ≡ {y = (y1, y′) ∈ (R× Rn−1) \ γQ : |y′| ≤ λ |y1|}
=
{
y ∈ Rn \ γQ : y′ = y|y| ∈ BSn−1 (e1, θ)
}
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be the unit truncated sector of separation γ and aperture θ = arctanλ for γ > 1 and λ > 0 chosen as needed
below. Let ϕ be a smooth bump function that equals 1 on Q̂ and vanishes off an appropriate ρ-expansion
Q̂∗ =
{
y ∈ Rn \ γ
ρ
Q : y′ =
y
|y| ∈ ρBSn−1 (e1, θ)
}
,
where 1 < ρ < γ, and such that
|∇ϕ (y)| ≤ 1 and |∇ϕ (y)| ≤ Cϕ |y|−1 , y ∈ Rn.
In particular, we can choose the bump function ϕ so that the localized kernel 1J (x)K
α (x, y)ϕ (y) satisfies
a one-sided Caldero´n-Zygmund condition, in which there is smoothness only in the y-variable. See below.
We also define such a bump function for each ‘rotated’ sector
Q̂j ≡
{
y ∈ Rn \ γQ : y′ = y|y| ∈ BSn−1 (Θje1, θ)
}
,
which with a small abuse of notation we denote by ΘjQ̂, despite the fact that Q̂j is not exactly a rotation
of Q̂. But since the cube Q is not rotation invariant, we cannot simply take a rotation of ϕ. Thus for each
1 ≤ j ≤M , we choose a bump function ϕj that is equals 1 on the sector ΘjQ̂ = Q̂j and is supported in the
ρ-expansion of the sector, {
y ∈ Rn \ γ
ρ
Q : y′ =
y
|y| ∈ ρBSn−1 (Θje1, θ)
}
,
and satisfies appropriate estimates. To avoid clutter of notation. we will typically suppress the superscript
j and simply write ϕ for each of these bump functions ϕ1, ..., ϕM .
Lemma 8. With notation as above,
|1Q (x)Kα (x, y)ϕ (y)| ≤ ‖Kα‖CZα |x− y|
α−n
,(5.1) ∣∣∇1y1Q (x)Kα (x, y)ϕ (y)∣∣ . ‖Kα‖CZα |x− y|α−n−1 ,∣∣∇2y1Q (x)Kα (x, y)ϕ (y)∣∣ . ‖Kα‖CZα |x− y|α−n−2 .
Proof. We trivially have the first line in (5.1),
|1Q (x)Kα (x, y)ϕ (y)| ≤ |Kα (x, y)| ≤ ‖Kα‖CZα |x− y|
α−n
.
If in addition 1Q (x)ϕ (y) 6= 0, then
3
√
n |y| ≤ |x− y| ≤ 5√n |y| ,
and so
|∇y1Q (x)Kα (x, y)ϕ (y)| ≤ |∇yKα (x, y)| |ϕ (y)|+ |Kα (x, y)| |∇yϕ (y)|
≤ ‖Kα‖CZα |x− y|
α−n−1
+ ‖Kα‖CZα |x− y|
α−n |∇ϕ (y)|
≤ ‖Kα‖CZα
(
1 +
(
5
√
n
)n−α
Cϕ
)
|x− y|α−n−1 . ‖Kα‖CZα |x− y|
α−n−1
,
Similarly
∣∣∇2y1Q (x)Kα (x, y)ϕ (y)∣∣ . ‖Kα‖CZα |x− y|α−n−2. 
Thus the localized kernel 1Q (x)K
α (x, y)ϕ (y) satisfies Caldero´n-Zygmund smoothness in the y-variable,
but it fails to satisfy Caldero´n-Zygmund smoothness in the x-variable. This unfortunate omission diminishes
the significance of the derivation of energy from localized families, but does help somewhat to narrow the
focus on difficulties in obtaining necessity of energy from boundedness of families of operators.
5.1. Family of localizations of an operator. For any α-fractional singular integral operator Tα with
kernel Kα (x, y), and any cube J with center cJ and side length ℓ (J), we consider the vector operator T
α
J
with kernel
KαJ (x, y) ≡ 1J (x) Kα (x, y) ϕJ (y) ;
ϕJ (y) = ϕ
(
y − cJ
ℓ (J)
)
,
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which we refer to as a localization of Tα to the cube J and sector Ĵ , where Ĵ = δℓ(J)Q̂+ cJ is the dilate by
ℓ (J) and translate by cJ of the unit sector Q̂ with aperture θ defined above.
Now we define the operator TαJΘ
−1
j with kernel
KαJΘ
−1
j (x, y) ≡ 1J (x) Kα (x, y) ϕJ
((
ΘJj
)−1
y
)
,
but where we must of course use ϕjJ in place of ϕJ for each 1 ≤ j ≤M , since cubes are not invariant under
rotations. As mentioned earlier, we will typically suppress the superscript j here. This operator TαJΘ
−1
j is
referred to as a localization of Tα to the cube J and sector Θ̂Jj J , where Θ̂
J
j J = δℓ(J)Θ̂jQ+ cJ is the dilate
by ℓ (J) and translate by cJ of the ‘rotation’ Θ̂jQ of the unit sector Q̂ with aperture θ (we say ‘rotation’
despite the fact that this is only approximately true).
Now let J = {Jk}∞k=1 be a sequence of pairwise disjoint subcubes of a cube I satisfying the bounded
overlap condition,
(5.2)
∞∑
r=1
1γIr . β1I ,
and define the vector operators
TαJ =
∞∑
k=1
TαJk ,
TαJΘ
−1
j =
∞∑
k=1
TαJkΘ
−1
j ,
to have kernels
KαJ (x, y) =
∞∑
k=1
1Jk (x) K
α (x, y) ϕJk (y) ,(5.3)
KαJΘ
−1
j (x, y) =
∞∑
k=1
1Jk (x) K
α (x, y) ϕJk
((
ΘJkj
)−1
y
)
.
respectively. Here, for any cube J ,
ΘJi (x) ≡ Θi (x− cJ) + cJ , x ∈ Rn,
is the conjugation by translation by cJ of the rotation Θi, resulting in a rotation about the point cJ . We
refer to the operator TαJΘ
−1
j as the localization rotated by Θj of T
α to the collection J . Denote by J,
the infinite family of such collections of cubes, namely those collections J of pairwise disjoint subcubes
of a cube I, whose expansions have bounded overlap (5.2). The corresponding infinite family of operators{
TαJΘ
−1
j
}
J∈J and 1≤j≤M
, taken over all cubes I and decompositions J satisfying (5.2) and all 1 ≤ j ≤M , is
called the family of localizations of the operator Tα. The kernels
{
KαJΘ
−1
j
}
J∈J and 1≤j≤M
uniformly satisfy
a one-sided Caldero´n-Zygmund condition (in the y-variable only).
Lemma 9. Let KαJΘ
−1
j be as in the second line of (5.3). Then for all J ∈ J and 1 ≤ j ≤M we have∣∣KαJΘ−1j (x, y)∣∣ . ‖Kα‖CZα |x− y|α−n ,(5.4) ∣∣∣∇ℓyKαJΘ−1j (x, y)∣∣∣ . ‖Kα‖CZα |x− y|α−n−ℓ , ℓ = 1, 2.
Proof. The first line in (5.4) is automatic since the cubes Jk are pairwise disjoint:
∣∣KαJΘ−11 (x, y)∣∣ =
∣∣∣∣∣
∞∑
k=1
1Jk (x) K
α (x, y) ϕJk (y)
∣∣∣∣∣ ≤ |Kα (x, y)| ≤ ‖Kα‖CZα |x− y|α−n .
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Now note that
|∇yϕJ (y)| =
∣∣∣∣∇y [ϕ(y − cJℓ (J)
)]∣∣∣∣ = ∣∣∣∣∇ϕ(y − cJℓ (J)
)
1
ℓ (J)
∣∣∣∣
≤ Cϕ
∣∣∣∣y − cJℓ (J)
∣∣∣∣−1 1ℓ (J) = Cϕ |y − cJ |−1 .
For the second line we may suppose without loss of generality that j = 1 so that
(
ΘJk1
)−1
is the identity
rotation about cJk , i.e. the identity map, and thus K
α
JΘ
−1
1 = K
α
J . If K
α
J (x, y) 6= 0, then x ∈ Jk for a
unique k ≥ 1 and
3
√
n |y − cJk | ≤ |x− y| ≤ 5
√
n |y − cJk | ,
and then we have∣∣∇yKαJΘ−1j (x, y)∣∣ = ∣∣1Jk (x) ∇y {Kα (x, y) ϕ̂Jk (y)}∣∣
≤ |∇yKα (x, y)|
∣∣ϕ̂Jk (y)∣∣+ |Kα (x, y)| ∣∣∇yϕJk (y)∣∣
. ‖Kα‖CZα |x− y|
α−n−1
+ ‖Kα‖CZα |x− y|
α−n
Cϕ |y − cJk |−1
. ‖Kα‖CZα |x− y|
α−n−1
.
Similarly we have
∣∣∇2yKαJΘ−1j (x, y)∣∣ . ‖Kα‖CZα |x− y|α−n−2. 
5.2. Family of twisted localizations. In order to derive the deep energy condition, it is not enough to
assume the uniform boundedness of the family
{
TαJΘ
−1
j
}
J∈J
of localizations of Tα, see Remark 14 at the
end of the paper, but rather we must assume uniform boundedness of the larger family
{
ΘiT
α
JΘ
−1
j
}
J∈J
of
twisted localizations of Tα given by[
ΘiT
α
JΘ
−1
j
]
σ
f (x) ≡
∫
ΘiK
α
JΘ
−1
j (x, y) f (y) dσ (y) ,(5.5)
ΘiK
α
JΘ
−1
j (x, y) ≡
∑
J∈J
1J (x) K
α
(
ΘJi x, y
)
ϕJ
((
ΘJj
)−1
y
)
,
where we have pre-rotated the kernel by a rotation ΘJj centered at cJ , and post-rotated the kernel by a
rotation ΘJi centered at cJ . For a single cube J , we refer to ΘiT
α
JΘ
−1
j as a twisted localization of T
α to the
cube J and sector Ĵ = cJ +ΘjQ̂, which is twisted by the post- rotation Θi. For a collection of cubes J ∈ J,
we refer to the infinite sum ΘiT
α
JΘ
−1
j ≡
∑
J∈J ΘiT
α
Jk
Θ−1j as a twisted localization of T
α to the collection of
cubes J . Finally, we then refer to the family of operators {ΘiTαJΘj}J∈J and 1≤i,j∈M as the family of twisted
localizations of the operator Tα. Again, using
∣∣ΘJi x− cJ ∣∣ = |x− cJ | together with the argument for the
localized kernels KαJΘ
−1
j in the proof of Lemma 9 above, it is easy to obtain a one-sided Caldero´n-Zygmund
kernel estimate for the twisted localizations.
Lemma 10. Let ΘiK
α
JΘ
−1
j be as in the second line of (5.5). Then∣∣ΘiKαJΘ−1j (x, y)∣∣ . ‖Kα‖CZα |x− y|α−n ,∣∣∣∇ℓyΘiKαJΘ−1j (x, y)∣∣∣ . ‖Kα‖CZα |x− y|α−n−ℓ , ℓ = 1, 2.
In applications to the necessity of the strong energies Eα2 and Eα,∗2 in Definition 6, one would take J =
{Ir}∞r=1.
Even more generally, given a sequence J = {Jk}∞k=1 of pairwise disjoint subcubes of a cube I satisfying
(5.2), and a choice of pre- and post-rotations Θ˜pre ≡ {Θjk}∞k=1 and Θ˜post ≡ {Θik}∞k=1, we define the vector
operator
Θ˜preT
α
J Θ˜postf =
∞∑
k=1
[
ΘikT
α
Jk
Θ−1jk
]
f, 1 ≤ i, j ≤M,
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which has kernel
Θ˜preK
α
J Θ˜post (x, y) =
∞∑
k=1
ϕJk (x) K
α
(
ΘJkik x, y
)
ϕJ
((
ΘJkjk
)−1
y
)
,
whose rotations now vary with the subcube Jk. We will show that for appropriate operators T
α, including
the Riesz transform vector Rα,n, we can actually use reversal of energy for the single operator Θ˜preT
α
J Θ˜post
to deduce the single inequality
∞∑
k=1
(
Pα (Jk,1Iσ)
|Jk|
1
n
)2 ∥∥PωJkx∥∥2L2(ω) ≤ ((TΘ˜preTαJ Θ˜post)2 +Aα2
)
|I|σ ,
when J is taken to be {Jk}∞k=1, and Θ˜pre and Θ˜post are chosen appropriately depending on σ and ω respec-
tively.
5.3. Reversal of energy. Fix a cube Jk and indices 1 ≤ i, j ≤M . Let θ = θTα be the angle in the positive
gradient property for the operator Tα, and set λ = tan θ. Then set BSn−1 ≡ BSn−1 (e1, θ) and take x, z ∈ Jk
with x− z ∈ Θ−1i ΘjBSn−1 so that
ΘJki x−ΘJki z = Θi (x− z) ∈ ΘjBSn−1 ,
ΘJki x− y and ΘJki z − y ∈ ΘjBSn−1 .
Let p = ΘJki x and q = Θ
Jk
i z. Without loss of generality we can take Θj = Id the identity for this argument.
Then for x =
(
x1, x˜
)
and z =
(
z1, z˜
)
in Jk with |x˜− z˜| ≤ λ |x1 − z1| (equivalently x−z|x−z| ∈ BSn−1), we claim
the following ‘strong reversal’ of energy. Since 1Jk (x) = 1 = 1Jk (z), we can compute[(
ΘiT
α
Jk
Θj
)
σ
]
1
1I (x)−
[(
ΘiT
α
Jk
Θj
)
σ
]
1
1I (z)
[Θi (x− z)]1
=
∫ 1Jk (x)Kα (p, y)− 1Jk (z)Kα (q, y)[ΘJki x]
1
−
[
ΘJki z
]
1
 ϕ̂
(
y − cJk
ℓ (Jk)
)
1I (y) dσ (y)
=
∫ {
Kα1 (p, y)−Kα1 (q, y)
p1 − q1
}
ϕ̂
(
y − cJk
ℓ (Jk)
)
1I (y) dσ (y) ,
and since Kα1 is a convolution operator, the term in braces satisfies
Kα1 (p− y)−Kα1 (q − y)
p1 − q1 =
Kα1 (p1 − y1, p˜− y˜)−Kα1 (q1 − y1, q˜ − y˜)
p1 − q1
=
Kα1 (s, p˜− y˜)−Kα1 (t, q˜ − y˜)
s− t
with y = (y1, y˜) ∈ R× Rn−1, s = p1 − y1 and t = q1 − y1. Here Kα1 (ξ) = Kα1
(
ξ1, ξ˜
)
is the first component
of the convolution kernel Kα (ξ) for ξ =
(
ξ1, ξ˜
)
.
Now we invoke the positive gradient property of Kα1 :
(5.6)
Kα1 (ξ)−Kα1 (η)
ξ1 − η1
≈ |ξ|α−n−1 , for ξ, η ∈ S with
∣∣∣ξ˜ − η˜∣∣∣
|ξ1 − η1|
≤ λ.
In particular, we then have
Kα1 (s, p˜− y˜)−Kα1 (t, q˜ − y˜)
s− t ≈ |(s, p˜− y˜)|
α−n−1 ≈ |cJk − y|α−n−1 ,
since
p˜− y˜ = Θ˜Jki x− y˜ = ˜Θi (x− cJk) + c˜Jk − y˜
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satisfies
‖p˜− y˜‖ ≤
∥∥∥ ˜Θi (x− cJk)∥∥∥+ ‖c˜Jk − y˜‖
≤ ‖x− cJk‖+ ‖c˜J − y˜‖ . λ |p1 − y1| ,
and similarly ‖q˜ − y˜‖ . λ |p1 − y1|.
Thus we have [(
ΘiT
α
Jk
Θj
)
σ
]
1
1I (x)−
[(
ΘiT
α
Jk
Θj
)
σ
]
1
1I (z)
[Θi (x− z)]1
=
Kα1 (s, p˜− y˜)−Kα1 (t, q˜ − y˜)
s− t ≈ |cJk − y|
α−n−1
,
and so in general, ∣∣∣∣∣∣
[(
ΘiT
α
Jk
Θj
)
σ
]
1
1I (x)−
[(
ΘiT
α
Jk
Θj
)
σ
]
1
1I (z)
[Θi (x− z)]1
∣∣∣∣∣∣ &
Pα
(
Jk,1ΘjQ̂
)
|Jk|
1
n
,
for x, z ∈ Jk with x− z|x− z| ∈ ΘiBSn−1 .
Thus with Φi ≡
{
(x, z) ∈ Rn × Rn : x−z|x−z| ∈ ΘiBSn−1
}
and
Fi (Jk, ω)
2 ≡ 1|Jk|ω
∫ ∫
Jk×Jk∩Φi
|x− z|2 dω (x) dω (z) ,
we have
1
|Jk|ω
∫ ∫
Jk×Jk∩Φi
|x− z|2 dω (x) dω (z) =
N∑
i=1
Fi (Jk, ω)
2
and so
∞∑
k=1
Pα
(
Jk,1cJk+ΘjQ̂
1Iσ
)
|Jk|
1
n
2( 1
|Jk|ω
∫ ∫
Jk×Jk
|x− z|2 dω (x) dω (z)
)
=
N∑
i=1
∞∑
k=1
Pα
(
Jk,1cJk+ΘjQ̂
1Iσ
)
|Jk|
1
n
2 Fi (Jk, ω)2
.
N∑
i=1
∞∑
k=1
1
|Jk|ω
∫ ∫
Jk×Jk∩Φi
∣∣∣[(ΘiTαJkΘj)σ]1 1I (x)− [(ΘiTαJkΘj)σ]1 1I (z)∣∣∣2
.
N∑
i=1
∞∑
k=1
∫
Jk
∣∣∣[(ΘiTαJkΘj)σ]1 1I (x)∣∣∣2 . sup
1≤i≤N
(
TΘiTαJΘj
)2
|I|σ .
Finally then using 1I\γJk ≤
∑M
j=1 1cJk+ΘjQ̂
1I , we have
∞∑
k=1
(
Pα
(
Jk,1I\γJkσ
)
|Jk|
1
n
)2 ∥∥PωJkx∥∥2L2(ω)
. sup
1≤j≤N
∞∑
k=1
Pα
(
Jk,1cJk+ΘjQ̂
1Iσ
)
|Jk|
1
n
2( 1
|Jk|ω
∫ ∫
Jk×Jk
|x− z|2 dω (x) dω (z)
)
. sup
1≤i,j≤N
(
TΘiTαJΘj
)2
|I|σ ,
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which proves the forward deep and bounded overlap energy conditions with
Eα,deep2 ≤ Eα,overlap2 . sup
J
sup
1≤i,j≤N
TΘiTαJΘj ,
where the supremum in J is taken over all sequences {Jk}∞k=1 of subcubes of I such that
∑∞
k=1 1J∗k ≤ β1I .
Indeed, we have
sup
I⊃∪˙∞r=1Ir
sup
ℓ≥0
∞∑
r=1
∑
J∈Mℓdeep(Ir)
(
Pα (J,1Iσ)
|J | 1n
)2
‖PωJx‖2L2(ω) ≤
{
sup
J
sup
1≤i,j≤N
(
TΘiTαJΘj
)2
+ βAα2
}
|I|σ ,
after writing 1I = 1I\γJ + 1γJ , and similarly for the bounded overlap energy condition. Thus we see that
the deep and bounded overlap energy constants Eα,deep2 and Eα,overlap2 are controlled by the testing constants
TΘiTαJΘj for the family
{
ΘiT
α
JΘj
}
J ,i,j
of twisted localizations of an operator Tα with the positive gradient
property. Proposition 2 is now proved save for the assertion regarding the Riesz transform, to which we now
turn.
5.3.1. Positive gradient property of the Riesz transform. Finally we establish the positive gradient property
for the negative of the vector Riesz transform Rα,n with kernel Kα,n.
Lemma 11. The operator −Rα,n has the positive gradient property.
Proof. For this we compute the gradient of the first component Kα,n1 (u,w) for (u,w) ∈ R × Rn−1. First,
the u partial derivative of Kα,n1 (u,w) is
∂
∂u
K
α,n
1 (u,w) =
(
u2 + |w|2
)−n+1−α2 − n+ 1− α
2
(
u2 + |w|2
)−n+1−α2 −1
2u2
=
(
u2 + |w|2
)−n+1−α2 −1 {(
u2 + |ξ|2
)
− (n+ 1− α) u2
}
=
(
u2 + |w|2
)−n+1−α2 −1 {|w|2 − (n− α)u2} ,
which satisfies
∂
∂u
K
α,n
1 (u,w) ≈
(α− n)u2(
u2 + |w|2
)n+1−α
2 +1
≈ (α− n)uα−n−1
provided |w| ≤ λu, where λ > 0 is chosen sufficiently small depending on γ and ρ. We also have,
∇wKα,n1 (u,w) = ∇wKα,n1
(
u2 + |w|2
)−n+1−α2
= −n+ 1− α
2
u
(
u2 + |ξ|2
)−n+1−α2 −1
2ξ
= (α− n− 1)uw
(
u2 + |ξ|2
)−n+1−α2 −1
,
which satisfies
|∇wKα,n1 (u,w)| .
|uw|(
u2 + |w|2
)n+1−α
2 +1
. λ
u2(
u2 + |w|2
)n+1−α
2 +1
,
since |w| ≤ λu.
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Altogether then
K
α,n
1 (p1 − y1, p˜− y˜)−Kα,n1 (q1 − y1, q˜ − y˜)
= Kα,n1 [θp1 + (1− θ) q1 − y1, θp˜+ (1− θ) q˜ − y˜] |10
=
∫ 1
0
d
dθ
K
α,n
1 [θp1 + (1− θ) q1 − y1, θp˜+ (1− θ) q˜ − y˜] dθ
=
∫ 1
0
(p1 − q1)
(
∂
∂u
K
α,n
1
)
[θp1 + (1− θ) q1 − y1, θp˜+ (1− θ) q˜ − y˜] dθ
+
∫ 1
0
(p˜− q˜) · (∇wKα,n1 ) [θp1 + (1− θ) q1 − y1, θp˜+ (1− θ) q˜ − y˜] dθ,
and since
|θp˜+ (1− θ) q˜ − y˜| . λ |p1 − q1| ,
‖p˜− q˜‖ . λ |p1 − q1| ,
u = θp1 + (1− θ) q1 − y1 ≈ |cJk − y| ,
the above estimates give
K
α,n
1 (p1 − y1, p˜− y˜)−Kα,n1 (q1 − y1, q˜ − y˜)
≈ (p1 − q1)
∫ 1
0
(α− n)uα−n−1dθ + o
 u2 |p1 − q1|(
u2 + |ξ|2
)n+1−α
2 +1
 ≈ (p1 − q1) (α− n)uα−n−1,
provided λ > 0 is chosen sufficiently small. This completes the proof of Lemma 11. 
We have now completed the proof of Proposition 2.
Part 2. Failure of necessity of the energy condition for Riesz transforms
In the second part of this paper, we prove Theorem 1 by constructing the families of counterexample
weight pairs that demonstrate the failure of necessity of the energy conditions in higher dimensions.
In [LaSaUr2], the authors constructed a weight pair (σ, ω) on the real line which demonstrated that the
backward pivotal condition of NTV was not necessary for boundedness of the Hilbert transform. This pair
was then modified in [SaShUr11], to demonstrate failure of necessity of the backward energy condition for
boundedness of an elliptic operator on the line, by ‘smearing out’ the point masses of σ in order that the
backward energy condition became equivalent with the backward pivotal condition. But this change then
destroyed the backward testing condition for the Hilbert transform, and this necessitated a flattening of the
kernel of the Hilbert transform, along with a delicate redistribution of the Cantor measure.
In this paper, we instead modify the weight pair (σ, ω) on the real line to obtain a family of weight pairs
{(σ̂N , ω̂N )}∞N=1 in a two-dimensional subspace of Rn, which demonstrate that the energy conditions are not
necessary for boundedness of the vector Riesz transform Rα,n. This modification is suggested by the above
derivation of the energy conditions from the testing conditions for the family of twisted localizations of Rα,n,
and is accomplished by replacing the point masses of σ on the line with a ‘spread out’ pair of point masses
extending off the real line (this is the twist), again resulting in failure of the backward energy condition.
While this spreading out of the point masses in σ leaves intact the testing conditions for the first component
R
α,n
1 of the Riesz transform, it destroys the backward testing condition for R
α,n
1 - consistent with the fact
that the energy conditions are necessary for boundedness of Rα,n when the measure ω is supported on a
line - see [SaShUr8] and [LaSaShUrWi]. In order to circumvent this difficulty, we must carefully reposition
the Cantor measure off the line to occupy the upper and lower half spaces of R2 ⊂ Rn in such a way that
point masses associated with the repositioned Cantor measure appear near the spreadout point masses of σ.
This is needed in order to force zeroes of the function Rα,n1 ω̂N to occur where we want them locally. Since
the second component Rα,n2 of the Riesz transform is essentially controlled by the Poisson operator, and the
remaining components Rα,nj , 3 ≤ j ≤ n, vanish on the supports of these measures, we also obtain the testing
conditions for the remaining Rα,nj when j ≥ 2.
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6. Construction of the counterexample pair of weights for the Cauchy operator
We begin the proof of Theorem 1 with the special case α = 1 in dimension n = 2, where the components of
the fractional Riesz transform R1,2 =
(
R
1,2
1 , R
1,2
2
)
are the real and imaginary parts of the Cauchy transform
C with convolution kernel 1
z
, for z ∈ C. Note also that the restriction of the first component R1,21 to the
x-axis in C is precisely the Hilbert transform H with convolution kernel 1
x
on the real line, which explains the
relevance of the one-dimensional weight pair in [LaSaUr2]. However, it is the additional dimension available
in the plane that allows us to retain boundedness of the operator R1,2 while spreading out both measures
off the line, and arranging for the resulting backward energy condition to fail. The general case 0 ≤ α < n
and n ≥ 2 is considered at the very end of the paper.
Recall the middle-third Cantor set E and Cantor measure ω on the closed unit interval I01 = [0, 1]. At
the kth generation in the construction, there is a collection
{
Ikj
}2k
j=1
of 2k pairwise disjoint closed intervals
of length
∣∣Ikj ∣∣ = 13k . With Kk = ⋃2kj=1 Ikj , the Cantor set is defined by E = ⋂∞k=1Kk = ⋂∞k=1 (⋃2kj=1 Ikj ).
The Cantor measure ω is the unique probability measure supported in E with the property that it is equidis-
tributed among the intervals
{
Ikj
}2k
j=1
at each scale k, i.e.
(6.1) ω(Ikj ) = 2
−k, k ≥ 0, 1 ≤ j ≤ 2k.
Let Gkj =
(
akj , b
k
j
)
be the open middle third of Ikj and let
(
Ikj
)
left
denote the interval Ik+1j1 with j1 = 2j − 1
that has right hand endpoint equal to akj , and more generally let
{
Ik+ℓjℓ
}∞
ℓ=1
be the tower of intervals with
right hand endpoint akj . Similarly, let
(
Ikj
)
right
denote the interval Ik+1j1+1 = I
k+1
2j that has left hand endpoint
equal to bkj , and let
{
Ik+ℓjℓ+1
}∞
ℓ=1
be the tower of intervals with left hand endpoint bkj . Let c
k
i ∈ Gki be the
center of the interval Gki =
(
aki , b
k
i
)
, which is also the center of the interval Iki .
Now we recall from [LaSaUr2] an important property of the Hilbert transform H with respect to the
Cantor measure ω. We use the pairwise disjoint decomposition Ik+1j1 =
·⋃∞
ℓ=1
(
Ik+ℓjℓ
)
left
to compute
H
(
1(Ikj )left
ω
) (
akj
)
=
∫
Ik+1j1
1
y − akj
dω (y) =
∞∑
ℓ=1
∫
(
Ik+ℓjℓ
)
left
1
y − akj
dω (y) ,
and hence the estimate
H
(
1(Ikj )left
ω
) (
akj
) ≈ − ∞∑
ℓ=1
∣∣∣(Ik+ℓjℓ )left∣∣∣ω∣∣Ik+ℓjℓ ∣∣ dω (y) = −
∞∑
ℓ=1
2−k−ℓ
3−k−ℓ
= −
∞∑
ℓ=1
(
3
2
)k+ℓ
= −∞.
Since H
(
1(Ikj )
c
left
ω
) (
akj
)
. 1
3−k
<∞, we conclude that Hω (akj ) = −∞, and similarly Hω (bkj ) =∞. Thus
Hω (x) increases from −∞ to ∞ on the interval Gkj . We will later arrange for a similar result to hold for
the first component R1,21 of the Riesz transform with respect to a modification of ω into the plane.
We now extend certain approximations ωN of the Cantor measure ω to the plane in the following way.
Fix N ∈ N. Recall that KN =
⋃2N
j=1 I
N
j and that
INj = I
N+1
2j−1∪˙GNj ∪˙IN+12j ≡ INj,left∪˙GNj ∪˙INj,right .
The Cantor measure ω charges each interval INj,left and I
N
j,right with the same mass, namely
∣∣∣INj,left∣∣∣
ω
=∣∣∣INj,right∣∣∣
ω
= 2−(N+1), and we now define the discrete approximation ωN by
ωN ≡
2N∑
j=1
2−N−1
(
δcN
j,left
+ δcN
j,right
)
,
where we have relabelled the intervals INj,left = I
N+1
2j−1 and I
N
j,right = I
N+1
2j , and have denoted their centers by
cNj,left = c
N+1
2j and c
N
j,right = c
N+1
2j respectively.
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We now embed the point mass δc on R as δ(c,0)in the plane R2, and split each of the point masses
δcN
j,left
, δcN
j,right
for 1 ≤ j ≤ 2N into a sum of two point masses located at equal distances dNj,left and dNj,right
above and below the points cNj,left − dNj,left and cNj,right + dNj,right respectively. For δcNj,left = δcN+12j−1 we define
dNj,left to be one half the length of I
N
j,left plus one quarter the length of the neighbouring open middle third
Gki to the left of I
N
j,left, i.e.
dNj,left =
1
2
3−N−1 +
1
4
3−k−1.
Note that 0 ≤ k ≤ N − 1, and that the neighbouring open middle third to the right of INj,left is simply GNj .
Similarly, we define dNj,right to be one half the length of I
N
j,right plus one quarter the length of the neighbouring
open middle third Gk
′
i′ to the right of I
N
j,right, i.e.
dNj,right =
1
2
3−N−1 +
1
4
3−k
′−1,
where again 0 ≤ k′ ≤ N − 1, and the neighbouring open middle third to the left of INj,right is again GNj . Note
that we have defined the lengths dNj,left and d
N
j,right so that
cNj,left − dNj,left = cki +
1
4
3−k−1,(6.2)
cNj,right + d
N
j,right = c
k′
i −
1
4
3−k
′−1.
We now define
ω̂N ≡
2N∑
j=1
2−N−1
(
δ(cNj,left−dNj,left,
1
43
−k−1) + δ(cNj,left−dNj,left,−
1
43
−k−1)
2
)
+
2N∑
j=1
2−N−1
(
δ(cNj,right+dNj,right,
1
43
−k′−1) + δ(cNj,right+dNj,right,−
1
43
−k′−1)
2
)
.
Note in particular that the point mass δ(cNj,left,0)
has been replaced with the average of two point masses
whose locations in the plane,
(
cNj,left − dNj,left, 143−k−1
)
and
(
cNj,left − dNj,left,− 143−k−1
)
, lie at less than 45◦
angles from cNj,left extending to the left in the upper and lower half planes respectively. In similar fashion,
the point mass δ(cNj,right,0)
has been replaced with the average of two point masses whose locations in the
plane,
(
cNj,right + d
N
j,right,
1
43
−k′−1
)
and
(
cNj,right + d
N
j,right,− 143−k
′−1
)
, lie at less than 45◦ angles from cNj,left
extending to the right into the upper and lower half planes respectively.
The point of incorporating these less than 45◦ angle translations of locations is to obtain the following
crucial property for all pairs of points y = (y1, y2) and z = (z1, z2) in the support of ω̂N with y1 6= z1:
(6.3) |y2 − z2| ≤ |y1 − z1| for all y, z such that y1 6= z1, ω̂N (y) 6= 0 and ω̂N (z) 6= 0.
This property is evident from another useful description of these measures that derives from an extension
of the observation that the intervals INj,left and I
N
j,right are the left and right neighbours of G
N
j at level N .
More precisely, the support of ω̂N is contained in the union
⋃N−1
k=0
⋃2k
i=1 Ĝ
k
i of the squares Ĝ
k
i = G
k
i ×(
1
23
−k−1,− 123−k−1
)
corresponding to the open middle thirds of the intervals Iki up to level N−1. Moreover,
for each Gki with 0 ≤ k ≤ N − 1 and 1 ≤ i ≤ 2k, there are exactly four point masses from ωN contained in
Gki , and by (6.2), they are located at the points
(
cki ± 143−k−1,± 143−k−1
)
. Thus we can rewrite ω̂N as
ω̂N = 2
−N−1
N−1∑
k=0
2k∑
i=1
(
δ(cki+
1
4·3k+1
, 1
4·3k+1
) + δ(cki+
1
4·3k+1
,− 1
4·3k+1
)
2
)
(6.4)
+2−N−1
N−1∑
k=0
2k∑
i=1
(
δ(cki− 14·3k+1 ,
1
4·3k+1
) + δ(cki− 14·3k+1 ,−
1
4·3k+1
)
2
)
.
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A simple picture in the plane of the support of ω̂N using this representation of ω̂N demonstrates the property
(6.3). Indeed, the slopes of the lines joining pairs of the six points consisting of the four point supports of
ω̂N in G
k
i , namely
(
cki ± 14·3k+1 ,± 14·3k+1
)
, and the two ‘endpoints’ of Gki × {0}, namely
(
cki ± 12·3k+1 , 0
)
, are
either infinite or at most 1 in modulus. In fact, the slopes of segments joining pairs of points in supp ω̂N are
strictly less than 1 in modulus unless the pair of points lie in a common square Ĝki on opposite sides of the
x1-axis.
We will now define three measures ̂˙σN , σ̂N , σ̂+N in the plane loosely motivated by the two measures σ˙, σ
on the line constructed in [LaSaUr2]. Recall that Gki is the removed open middle third of I
k
i . The measurê˙σ, restricted to a square Ĝki , will consist of a multiple of the single point mass δ(cki ,0) located on the real
axis at the center cki of G
k
i , while the measure σ̂, restricted to a square Ĝ
k
i , will consist of multiples of two
point masses lying equidistant above and below the real axis. The measure σ̂+N will be the restriction of σ̂N
to the upper half plane. We now turn to describing these measures explicitly.
Let Hki =
1
2G
k
i be the middle half of the open middle third G
k
i of I
k
i (in other words the open middle
sixth of Iki ), and note that by construction ω̂N does not charge the open rectangle H
k
i × R. On the other
hand there are four points
(
cki ± 143−k−1,± 143−k−1
)
in the support of ω̂N that lie on the boundary of the
strip Hki ×R, two on the left edge and two on the right edge. If we let Hki =
[
uki , v
k
i
]
, then these four points
are P ki,± =
(
uki ,± 14·3k+1
)
and Qki,± =
(
vki ,± 14·3k+1
)
.
It is convenient to also define the minimal closed intervals Lkj ' I
k
j so that the closed square L̂
k
j =
Lkj ×
[
1
23
−k−1,− 123−k−1
]
contains all the point masses in ω̂N that were constructed from the point masses
of ωN lying in I
k
j by the procedure of splitting into two point masses. In other words, if I
k
j is adjacent to G
ℓ
i
on the left and to Gk−1i′ on the right, then L
k
j ≡
[
cℓi +
1
4·3ℓ+1 , c
k−1
i′ − 14·3k+1
]
; while if Ikj is adjacent to G
k−1
i
on the left and to Gℓ
′
i′ on the right, then L
k
j ≡
[
ck−1i +
1
4·3k+1
, cℓ
′−1
i′ − 14·3ℓ′+1
]
. Thus Lkj sticks out beyond I
k
j
on each side a distance 14
∣∣Gℓr∣∣ determined by the length of the adjacent middle third Gℓr on that side.
Recall the A12 condition in the plane R
2 :
A12
(̂˙σ, ω̂) ≡ sup
Q∈P2
|Q|ω̂N
|Q|1− 12
|Q|̂˙σN
|Q|1− 12
.
Notation 12. For an interval I denote by Î the square I × [− 12 |I| , |I|].
Define
(6.5) ̂˙σN = N−1∑
k=0
2k∑
i=1
ski δ(cki ,0)
,
where the sequence of positive numbers ski is chosen to satisfy the following precursor of the A
1
2 condition
involving the squares L̂ki ≡ Lki ×
[− 12 ∣∣Lki ∣∣ , 12 ∣∣Lki ∣∣]:
ski ω̂N (L̂
k
i )
|L̂ki |2(1−
1
2 )
=
ski ωN (I
k
i )∣∣Lki ∣∣2 ≈
ski 2
−k
3−2k
= 1.
Note that we also have a similar estimate for the squares Îki ,
ω̂N (Îki )
|Îki |2(1−
1
2 )
=
ski ω̂N (I
k
i ×
[− 123−k, 123−k])∣∣Iki ∣∣2 ≈
2−k
3−2k
≈ ω̂N (L̂
k
i )
|L̂ki |2(1−
1
2 )
,
since ω̂N (I
k
i ×
[− 123−k, 123−k] ≈ 2−k for 0 ≤ k ≤ N − 1 because only a fixed proportion of the mass of ωN
escapes Îki when the point masses in ωN at the extreme left and right inside I
k
i were spread out at less than
45◦ angles away from Iki into the upper and lower half planes. Thus we define
ski =
2k
32k
=
(
1
3
)k (
2
3
)k
k ≥ 0, 1 ≤ i ≤ 2k,
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which agrees with the weights ski used in [LaSaUr2] when α = 0 and n = 1. The definition of the measures
σ̂N and σ̂
+
N will depend on the fractional Riesz transform R
1,2 with convolution kernel K1,2 (ξ) = ξ
|ξ|2
, and
is closely related to the structure of the function R1,21 ω̂N , where R
1,2 =
(
R
1,2
1 , R
1,2
2
)
.
We focus on the kernel
K
1,2
1 (ξ) =
ξ1
|ξ|2 =
ξ1
ξ21 + ξ
2
2
,
and the four points P ki,± =
(
uki ,± 14·3k+1
)
and Qki,± =
(
vki ,± 14·3k+1
)
that are the vertices of the square Ĥki .
Fix a horizontal segment Hki × {x2} with x2 ∈
{± 1
4·3k+1
}
, i.e. either the top or bottom edge of the square
Ĥki . Then the function
F (x1) ≡ R1,21 ω̂N (x1, x2) =
∫
K
1,2
1 dω̂N =
∫ 1
−1
∫ 1
−1
x1 − y1
(x1 − y1)2 + (x2 − y2)2
dω̂N (y1, y2)
is monotonically decreasing for x1 in
[
uki , v
k
i
]
from the value
F
(
uki
)
=
∫ 1
−1
∫ 1
−1
uki − y1∣∣uki − y1∣∣2 + |x2 − y2|2 dω̂N (y1, y2)
at the left hand endpoint of Gki =
[
uki , v
k
i
]
, to the value
F
(
vki
)
=
∫ 1
−1
∫ 1
−1
vki − y1∣∣vki − y1∣∣2 + |x2 − y2|2 dω̂N (y1, y2)
at the right hand endpoint.
Indeed, to see this, fix y = (y1, y2) ∈ supp ω̂N \
{
P ki,±, Q
k
i,±
}
. Then using (6.3) it is easy to see that
|x2 − y2| < |x1 − y1| for all x1 ∈ Hkj , and so
d
dx1
x1 − y1
(x1 − y1)2 + (x2 − y2)2
=
(x1 − y1)2 + (x2 − y2)2 − 2 (x1 − y1)2[
(x1 − y1)2 + (x2 − y2)2
]2
=
(x2 − y2)2 − (x1 − y1)2[
(x1 − y1)2 + (x2 − y2)2
]2 < 0.
Now consider the integral corresponding to the sum of the two points
{
P ki,±
}
in the support of ω̂N . This
integral is a positive multiple of the following sum:
x1 − uki(
x1 − uki
)2
+
(
1
4·3k+1
− 1
4·3k+1
)2 + x1 − uki(
x1 − uki
)2
+
(
1
4·3k+1
+ 1
4·3k+1
)2
≡ 1
t
+
t
t2 +A2
, t = x1 − uki and A =
1
2 · 3k+1 ,
where
d
dt
(
1
t
+
t
t2 +A2
)
= − 1
t2
+
1
t2 +A2
− 2t
2
(t2 +A2)
2 = −
A2 + t4
t2 (t2 +A2)
2 < 0.
Similarly, the integral corresponding to the sum of the two points
{
Qki,±
}
is a positive multiple of the sum
x1 − vki(
x1 − vki
)2
+
(
1
4·3k+1
− 1
4·3k+1
)2 + x1 − vki(
x1 − vki
)2
+
(
1
4·3k+1
+ 1
4·3k+1
)2
≡ 1
t
+
t
t2 +A2
, t = x1 − vki and A =
1
2 · 3k+1 ,
whose t derivative was shown above to be negative. This completes the proof that F (x1) is monotonically
decreasing for x1 in
[
uki , v
k
i
]
.
Now we have limx1ցuki F (x1) =∞ since the integrand
x1−y1
|x1−y1|
2+|x2−y2|
2 =ր∞ as
(
x1,± 14·3k+1
)→ P ki,± =(
uki ,± 14·3k+1
) ∈ supp ω̂N . Similarly, limx1րvkj F (x1) = −∞, and we conclude that F (x1) ≡ R1,21 ω̂N (x1, x2)
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strictly decreases from∞ to −∞ along the horizontal segmentHki ×{x2} when x2 ∈
{± 1
4·3k+1
}
. In particular,
R
1,2
1 ω̂0 has a unique zero z
k
i on the horizontal segment H
k
i × {x2}, which is independent of the two choices
x2 = ± 14·3k+1 by symmetry. With this choice of zki , we define the measures σ̂N and σ̂+N by
σ̂N =
∑
k,i
ski
(
δ(zki , 14·3k+1 )
+ δ(zki ,− 14·3k+1 )
)
,
σ̂
+
N =
∑
k,i
ski δ(zki ,
1
4·3k+1
).
6.1. An estimate for the second component. From the representation (6.4) of ω̂N , it is clear that
there are 2N horizontal lines on which ω̂N is supported, namely the lines {Lβ}β∈{± 1
4·3k+1
}N−1
k=0
where Lβ ≡{
(x, β) ∈ R2 : x ∈ R} is the x-axis translated vertically by β. We now estimate the second component R1,22 ω̂N
of the Riesz transform of ω̂N on the support of the measure σ̂
+
N . So fix a point
(
zℓj ,
1
4·3ℓ+1
)
in the strip Hℓj ×R
that lies in the support of σ̂+N with N ≥ 3. Then we have
R
1,2
2 ω̂N
(
zℓj ,
1
4 · 3ℓ+1
)
=
∫ 1
−1
∫ 1
−1
1
4·3ℓ+1
− y2∣∣zℓj − y1∣∣2 + ∣∣ 14·3ℓ+1 − y2∣∣2 dω̂N (y1, y2)
= 2−N−2
N−1∑
k=0
2k∑
i=1
{
1
4·3ℓ+1 − 14·3k+1∣∣zℓj − (cN+1left (Gki )+ 14·3k+1 )∣∣2 + ∣∣ 14·3ℓ+1 − 14·3k+1 ∣∣2
+
1
4·3ℓ+1 +
1
4·3k+1∣∣zℓj − (cN+1left (Gki )+ 14·3k+1 )∣∣2 + ∣∣ 14·3ℓ+1 + 14·3k+1 ∣∣2
}
+2−N−2
N−1∑
k=0
2k∑
i′=1

1
4·3ℓ+1 − 14·3k+1∣∣∣zℓj − (cN+1right (Gki )− 14·3k+1)∣∣∣2 + ∣∣ 14·3ℓ+1 − 14·3k+1 ∣∣2
+
1
4·3ℓ+1
+ 1
4·3k+1∣∣∣zℓj − (cN+1right (Gki )− 14·3k+1)∣∣∣2 + ∣∣ 14·3ℓ+1 + 14·3k+1 ∣∣2
 .
The negative terms are those with numerator 14·3ℓ+1 − 14·3k+1 for 0 ≤ k ≤ ℓ, and the sum of those terms
corresponding to the left edge of Gki is
2−N−2
ℓ∑
k=0
2k∑
i=1
1
4·3ℓ+1
− 1
4·3k+1∣∣zℓj − (cN+1left (Gki )+ 14·3k+1 )∣∣2 + ∣∣ 14·3ℓ+1 − 14·3k+1 ∣∣2 .
The analogous sum of positive parts for 0 ≤ k ≤ ℓ corresponding to the left edge of Gki is given by
2−N−2
ℓ∑
k=0
2k∑
i=1
1
4·3ℓ+1 +
1
4·3k+1∣∣zℓj − (cN+1left (Gki )+ 14·3k+1 )∣∣2 + ∣∣ 14·3ℓ+1 + 14·3k+1 ∣∣2 .
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Adding the two fractions appearing in these sums gives, with A
(ℓ,j),(k,i)
left = z
ℓ
j −
(
cN+1left
(
Gki
)
+ 14·3k+1
)
,
1
4·3ℓ+1
− 1
4·3k+1∣∣∣A(ℓ,j),(k,i)left ∣∣∣2 + ∣∣ 14·3ℓ+1 − 14·3k+1 ∣∣2 +
1
4·3ℓ+1
+ 1
4·3k+1∣∣∣A(ℓ,j),(k,i)left ∣∣∣2 + ∣∣ 14·3ℓ+1 + 14·3k+1 ∣∣2
=
1
4 · 3ℓ+1
 1∣∣∣A(ℓ,j),(k,i)left ∣∣∣2 + ∣∣ 14·3ℓ+1 − 14·3k+1 ∣∣2 +
1∣∣∣A(ℓ,j),(k,i)left ∣∣∣2 + ∣∣ 14·3ℓ+1 + 14·3k+1 ∣∣2

− 1
4 · 3k+1
 1∣∣∣A(ℓ,j),(k,i)left ∣∣∣2 + ∣∣ 14·3ℓ+1 − 14·3k+1 ∣∣2 −
1∣∣∣A(ℓ,j),(k,i)left ∣∣∣2 + ∣∣ 14·3ℓ+1 + 14·3k+1 ∣∣2

≈ 1
4 · 3ℓ+1
2∣∣∣A(ℓ,j),(k,i)left ∣∣∣2 + ∣∣ 14·3k+1 ∣∣2 −
1
4 · 3k+1

4 14·3ℓ+1
1
4·3k+1[∣∣∣A(ℓ,j),(k,i)left ∣∣∣2 + ∣∣ 14·3k+1 ∣∣2]2
 ,
which equals
1
4 · 3ℓ+1
 2∣∣∣A(ℓ,j),(k,i)left ∣∣∣2 + ∣∣ 14·3k+1 ∣∣2 −
4[∣∣∣A(ℓ,j),(k,i)left ∣∣∣2 + ∣∣ 14·3k+1 ∣∣2]2

≈ 1
4 · 3ℓ+1
2∣∣∣A(ℓ,j),(k,i)left ∣∣∣2 + ∣∣ 14·3k+1 ∣∣2 .
Finally, if we sum this over
∑ℓ
k=0
∑2k
i=1 and multiply by 2
−N−2 we get
2−N−2
1
4 · 3ℓ+1
ℓ∑
k=0
2k∑
i=1
2∣∣∣A(ℓ,j),(k,i)left ∣∣∣2 + ∣∣ 14·3k+1 ∣∣2 ≈ 2
−N3ℓ,
since the main term here occurs when k = ℓ and i and j are such that A
(ℓ,j),(ℓ,i)
left = z
ℓ
j−
(
cN+1left
(
Gℓi
)
+ 1
4·3ℓ+1
) ≈
1
3ℓ . A similar estimate, with A
(ℓ,j),(k,i)
right = z
ℓ
j −
(
cN+1right
(
Gki
)− 14·3k+1), is obtained for the negative terms
corresponding to the right edge of Gki , namely
2−N−2
1
4 · 3ℓ+1
ℓ∑
k=0
2k∑
i=1
2∣∣∣A(ℓ,j),(k,i)right ∣∣∣2 + ∣∣ 14·3k+1 ∣∣2 ≈ 2
−N3ℓ.
Now if we sum over the remaining terms for ℓ < k ≤ N−1, and use the crude estimate
∣∣ 1
4·3ℓ+1
± 1
4·3k+1
∣∣ ≤
2 1
4·3ℓ+1
for ℓ < k, we get approximately
2−N−2
N−1∑
k=ℓ+1
2k∑
i=1
 2
1
4·3ℓ+1∣∣∣A(ℓ,j),(k,i)left ∣∣∣2 + ∣∣ 14·3ℓ+1 + 14·3k+1 ∣∣2 +
2 1
4·3ℓ+1∣∣∣A(ℓ,j),(k,i)right ∣∣∣2 + ∣∣ 14·3ℓ+1 + 14·3k+1 ∣∣2

≈ 2−N−2
N−1∑
k=ℓ+1
2k∑
i=1
4
4 · 3ℓ+1
 1∣∣∣A(ℓ,j),(k,i)left ∣∣∣2 + ∣∣ 14·3ℓ+1 + 14·3k+1 ∣∣2 +
1∣∣∣A(ℓ,j),(k,i)right ∣∣∣2 + ∣∣ 14·3ℓ+1 + 14·3k+1 ∣∣2
 ≈ 2−N3ℓ,
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since the main term here occurs when k = ℓ+1 and i and j are such that A
(ℓ,j),(ℓ+1,i)
left = z
ℓ
j−
(
cN+1left
(
Gℓ+1i
)
+ 14·3ℓ+2
) ≈
1
3ℓ
. So altogether we have the estimate
(6.6) R1,22 ω̂N
(
zℓj ,
1
4 · 3ℓ+1
)
≈ 2−N3ℓ,
which will suffice to prove the backward testing condition for R1,22 below.
6.2. The plan of attack.
• From our choice of skj we will obtain the Muckenhoupt conditions A12 and A1,∗2 for the measure pairs
(σ̂N , ω̂N ) uniformly in N ≥ 1.
• The points (zki (x2) ,± 14·3−k−1 ) lie in the zero set of R1,21 ω̂N , and the resulting cancellation in the
backward testing condition for R1,21 with respect to the weight pair (σ̂N , ω̂N ) is enough to obtain it
uniformly in N ≥ 1.
• The self-similarity of the measure ̂˙σN will aid in computing the forward testing condition for R1,21
with respect to the measure pairs
(̂˙σN , ω̂N), and then a perturbation argument will establish the
forward testing condition for R1,21 with respect to the measure pairs
(
σ̂
+
N , ω̂N
)
uniformly in N ≥ 1.
• Then we will use the estimate (6.6) to show that the testing conditions for R1,21 hold uniformly in
N ≥ 1 for the measure pairs (σ̂+N , ω̂N).
• We next establish the forward and backward energy conditions uniformly in N for the measure pairs(
σ̂
+
N , ω̂N
)
.
• Then we establish the forward and backward testing conditions uniformly in N for the second
component R1,22 of the Riesz transform.
• Using A12
(
σ̂
+
N , ω̂N
) ≤ A12 (σ̂N , ω̂N ) ≤ C < ∞, we can then conclude from the T 1 theorem in
[SaShUr7] that NR1,2
(
σ̂
+
N , ω̂N
)
<∞ uniformly in N .
• Finally, we show by a direct computation that NR1,2 (σ̂N , ω̂N ) ≤ 2NR1,2
(
σ̂
+
N , ω̂N
)
for all N , and
that the backward energy condition fails with respect to the measure pair (σ̂N , ω̂N ) for each N .
• The result is that the two-dimensional Riesz transform R1,2 is bounded from L2 (σ̂N ) to L2 (ω̂N )
uniformly in N ≥ 1, yet the energy constants for the weight pairs (σ̂N , ω̂N ) are unbounded for N ≥ 1.
In order to execute this strategy in the next four subsections, although not necessarily in the order
specified above, we will follow as closely as we can the line of argument in [LaSaUr2], adapting to the plane
as necessary. We begin by calculating the rate at which R1,21 ω̂N
(·, 1
4·3k+1
)
blows up at the endpoints of the
intervals Hkj .
Lemma 13. Let Hkj = (u
k
j , v
k
j ). We have
(6.7) R1,21 ω̂N
(
ukj − c3−k,
1
4 · 3k+1
)
≈
(
3
2
)k
, k ≥ 0 , 1 ≤ j ≤ 2k ,
and a similar approximate equality, with signs reversed, holds for vkj .
This in particular shows that the zeros zkj cannot move too far from the middle:
(6.8) sup
j,k
|zkj − ckj |
|Hkj |
< ζ < 1 .
Proof. Fix k, and consider the numbers R1,21 ω̂N
(
ukj ± c3−k, 14·3k+1
)
for 1 ≤ j ≤ 2k. These numbers are
monotonically increasing as the point of evaluation ukj ± c3−k moves from left to right across the interval
[0, 1]. So it suffices to verify that
(6.9) C1
(
3
2
)k
≤ R1,21 ω̂N
(
uk1 − c3−k,
1
4 · 3k+1
)
≤ R1,21 ω̂N
(
uk2k + c3
−k,
1
4 · 3k+1
)
≤ C2
(
3
2
)k
22 E.T. SAWYER
We consider first the right hand inequality, and write
R
1,2
1 ω̂N
(
uk2k + c3
−k,
1
4 · 3k+1
)
=
∫
(Hk
2k
)c
ak2k + c3
−k − y1∣∣(ak
2k
+ c3−k, 14·3k+1
)− (y1, y2)∣∣2 dω̂N (y1, y2)
≤
∫ ∫
̂[
0,uk
2k
] a
k
2k + c3
−k − y1∣∣(ak
2k
+ c3−k, 14·3k+1
)− (y1, y2)∣∣2 dω̂N (y1, y2) .
Here we have discarded that part of the domain of the integral where the integrand is nonpositive. Now,
on the square ̂
[
0, uk
2k
]
, the support of ω̂N is contained in the set
⋃k
ℓ=1 L̂
ℓ
2ℓ−1
. Using this, we continue the
estimate above as
R
1,2
1 ω̂N
(
uk2k + c3
−k,
1
4 · 3k+1
)
≤
k∑
ℓ=1
ω̂N
(
L̂ℓ
2ℓ−1
)
sup
y∈Îℓ
2ℓ−1
ak2k + c3
−k − y1∣∣(ak
2k
+ c3−k, 1
4·3k+1
)− (y1, y2)∣∣2
. c−1ω̂N
(
L̂ℓ
2ℓ−1
)
sup
y∈Îk
2k−1
ak2k + c3
−k − y1∣∣(ak
2k
+ c3−k, 1
4·3k+1
)− (y1, y2)∣∣2
. c−12−k3k = c−1
(
3
2
)k
.
It is useful to record for use below, that in this sum, the summand associated with ℓ = k is the dominant
one.
Now we consider the left hand inequality in (6.9). We split the support of ω̂N into the sets I
k
1 , I
k
2 I
k−1
2 , . . . , I
1
2 .
By the argument above, we have∣∣∣∣∣
k−1∑
ℓ=1
R
1,2
1
(
1
L̂ℓ2
ω̂N
)
(ak1 + c3
−k,
1
4 · 3k+1 )
∣∣∣∣∣ ≤ A
(
3
2
)k
,
where A is an absolute constant, and we have yet to select the constant c. But we also have
R
1,2
1 (1L̂k1∪L̂k2
ω̂N ) =
∫
Ik1
{
ak2k + c3
−k − y1∣∣(ak
2k
+ c3−k, 1
4·3k+1
)− (y1, y2)∣∣2 − a
k
2k + (1 + c) 3
−k − y1∣∣(ak
2k
+ (1 + c) 3−k, 1
4·3k+1
)− (y1, y2)∣∣2
}
dω̂N (y)
& c−13kω(Lk1) =c
−1
(
3
2
)k
.
The choice 0 < c≪ (2A)−1 then concludes the proof of Lemma 13. 
7. The A12 Condition
We recall from (3.1) the one-tailed constant with holes A12 in the plane R2 using the reproducing Poisson
kernel P1. Suppose σ and ω are locally finite positive Borel measures on R. Then the one-tailed constants
A12 and A1,∗2 with holes for the weight pair (σ, ω) are given by
A12 ≡ sup
Q∈P
P1 (Q,1Qcσ) |Q|ω|Q|1− 12
<∞,
A1,∗2 ≡ sup
Q∈P
P1 (Q,1Qcω) |Q|σ|Q|1− 12
<∞.
For pairs of measures that share no common point masses, we will also use the classical Muckenhoupt
condition
A12 ≡ sup
Q∈P
|Q|ω |Q|σ
|Q|2(1− 12 )
<∞.
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We will first verify that the A12 condition holds for the weight pair
(
ω̂N , ̂˙σN). The same argument will
apply to the weight pair (ω̂N , σ̂N ). Recall that we have
∣∣∣L̂ki ∣∣∣
ω̂
≈ 2−k. Now we use the definition
skj =
(
1
3
)k (
2
3
)k
,
to compute the estimate
(7.1) ̂˙σN (L̂ℓr) = ∑
(k,j): zkj ∈L
ℓ
r
skj =
∞∑
k=ℓ
2k−ℓ
(
1
3
)k (
2
3
)k
≈
(
1
3
)ℓ(
2
3
)ℓ
= sℓr ,
by the ratio test since
(7.2)
2k+1
(
1
3
)(k+1) ( 2
3
)k+1
2k
(
1
3
)k ( 2
3
)k = 4(13
)2
< 1.
From this, it follows that we have
(7.3)
̂˙σN (L̂kj) ω̂N (L̂kj)∣∣∣L̂kj ∣∣∣ ≈
skj ω̂N
(
L̂kj
)
∣∣Ikj ∣∣2 ≈ 1.
The analogous condition A12 with a tail also holds, namely
A12
(̂˙σN , ω̂N) = sup
Q∈P2
P1
(
Q, ̂˙σN)P1 (Q, ω̂N ) <∞,
where
P1 (Q,µ) ≡
∫
R2
ℓ (Q)
ℓ (Q)2 + |x− cQ|2
dµ (x) =
∫
R2
|Q| 12
|Q|+ |x− cQ|2
dµ (x) .
Indeed, using
∣∣∣L̂ℓr∣∣∣
ω̂N
≈ 2−ℓ, one can verify
P1
(
L̂ℓr, ω̂N
)
=
∣∣∣L̂ℓr∣∣∣ 12−1 ∣∣∣L̂ℓr∣∣∣
ω̂N
+
∞∑
k=1
2−2k
∣∣∣L̂ℓr∣∣∣ 12−1 ∣∣∣2kL̂ℓr \ 2k−1L̂ℓr∣∣∣
ω̂N
.
ω̂N
(
L̂ℓr
)
∣∣∣L̂ℓr∣∣∣1− 12 ,
Pα
(
L̂ℓr,
̂˙σN) . ∞∑
m=0
2−2m
̂˙σN (2mL̂ℓr)∣∣∣2mL̂ℓr∣∣∣1− 12 .
∞∑
m=0
2−2m
(
1
3
)(ℓ+m) ( 2
3
)ℓ+m(
1
3
)(ℓ+m)
.
(
1
3
)ℓ ( 2
3
)ℓ(
1
3
)ℓ ≈ ̂˙σN
(
L̂ℓr
)
∣∣∣L̂ℓr∣∣∣1− 12 .
From this and (7.3), we see that
P1
(
L̂ℓr, ω̂N
)
P1
(
L̂ℓr,
̂˙σN) . ω̂N
(
L̂ℓr
) ̂˙σN (L̂ℓr)∣∣∣L̂ℓr∣∣∣ . 1 .
The case of a general square Q now follows easily.
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8. The pivotal and energy conditions
In this subsection, we show that the backward energy constants with respect to the weight pairs (σ̂N , ω̂N )
are unbounded in N . On the other hand, we show that the weight pairs (σ̂N , ω̂N ) satisfy the forward energy
condition uniformly in N ≥ 1. Recall that Î ≡ I ×
[
− ℓ(I)2 , ℓ(I)2
]
is the square centered on the x1-axis whose
intersection with the x1-axis is the interval I ⊂ R. Recall also that
P1 (Q,µ) ≡
∫
R2
|Q| 12(
|Q| 12 + |x− cQ|
)2 dµ (x) ,
and that the forward pivotal constant V1,overlap2 in the plane R2 for the weight pair (σ̂N , ω̂N ) is given by
(8.1)
(
V1,overlap2 (σ̂N , ω̂N )
)2
≡ sup
D
sup
I=∪˙Ir∑
∞
r=1 1γIr≤β1I
1
|I|σ̂N
∞∑
r=1
Pα
(
Ir,1I\γIr σ̂N
)2 |Ir|ω̂N .
The backward pivotal constant V1,overlap2 (σ̂N , ω̂N ) is obtained by interchanging the roles of σ̂ and ω̂N .
8.1. Failure of the backward pivotal and backward energy conditions . Failure of the backward
pivotal condition uniformly in N ≥ 1 is straightforward. Indeed, Iℓ1 ⊂ Iℓ−11 ⊂ ... ⊂ I01 and so
P1
(
Ĥℓ1, ω̂N
)
≈ P1
(
Îℓ1, ω̂N
)
≈
ℓ∑
k=0
∣∣Iℓ1∣∣∣∣Ik1 ∣∣2 ω̂N
(
Îkr
)
≈
ℓ∑
k=0
3−ℓ
3−2k
2−k ≈
(
3
2
)ℓ
,
and similarly
P1
(
Ĥℓr , ω̂N
)
≈ P1
(
Îℓr , ω̂N
)
≈
(
3
2
)ℓ
, for all r.
We also have
∣∣∣Ĥℓr∣∣∣
σ̂N
≈ ( 13)ℓ ( 23)ℓ. Considering the decomposition ·⋃ℓ,rĤℓr ⊂ ̂[0, 1] = [0, 1]× [− 12 , 12] where
the squares γĤℓr are contained in Ĝ
ℓ
r and the Ĝ
ℓ
r are pairwise disjoint, we thus have∑
ℓ,r
∣∣∣Ĥℓr∣∣∣
σ̂N
P1
(
Ĥℓr , ω̂N
)2
≈
N−1∑
ℓ=0
2ℓ
(
1
3
)ℓ(
2
3
)ℓ(
3
2
)2ℓ
≈
N−1∑
ℓ=0
1 = N,
which shows that the backward pivotal constants Voverlap,∗1 (σ̂N , ω̂N ) are unbounded in N ≥ 1.
Now we consider the backward energy condition. The sum corresponding to the above is∑
ℓ,r
∣∣∣Ĥℓr∣∣∣
σ̂N
E
(
Ĥℓr , σ̂N
)2
P1
(
Ĥℓr , ω̂N
)2
where
E
(
Ĥℓr , σ̂N
)2
=
1∣∣∣Ĥℓr∣∣∣
σ̂N
1∣∣∣Ĥℓr∣∣∣
σ̂N
∫
Ĥℓr
∫
Ĥℓr
∣∣∣∣x− z|Hℓr |
∣∣∣∣2 dσ̂N (x) σ̂Nd (z) ≈ 1
since 1
Ĥℓr
σ̂N consists of four point masses separated by a distance of approximately
∣∣∣Ĥℓr∣∣∣ 12 = ∣∣Hℓr∣∣. Thus the
backward energy constants fail to be bounded in N ≥ 1 as well.
8.2. The forward energy condition. It remains to verify that the pair of measures (σ̂N , ω̂N ) satisfy the
forward energy conditions. We will actually establish the stronger forward pivotal condition (8.1), which
then implies that E12 <∞. For this it suffices to show that the forward maximal inequality
(8.2)
∫
M (fσ̂N )2 dω̂N ≤ C
∫
|f |2 dσ̂N
holds for the pair (σ̂N , ω̂N ), and (8.2) in turn follows from the testing condition
(8.3)
∫
M (1Qσ̂N )2 dω̂N ≤ C
∫
Q
dσ̂N ,
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for all squaresQ (see [Saw1]). We will show (8.3) whenQ = Îℓr , the remaining cases being an easy consequence
of this one. For this we use the fact that
(8.4) M
(
1
Îℓr
σ̂N
)
(x) ≤ C
(
2
3
)ℓ
, x = (x1, x2) ∈ supp ω̂N .
To see (8.4), note that for each x = (x1, x2) ∈ supp ω̂N ∩ L̂ℓr , we have
M
(
1
L̂ℓr
σ̂N
)
(x) ≤ sup
(k,j):x∈L̂kj
1∣∣∣L̂kj ∣∣∣
∫
L̂kj∩Î
ℓ
r
dσ̂N ≈ sup
(k,j):x∈L̂kj
(
1
3
)k∨ℓ ( 2
3
)k∨ℓ(
1
3
)k ≈ (23
)ℓ
.
Thus we have∫
L̂ℓr
M
(
1
L̂ℓr
σ̂N
)2
dω̂N ≤ C
(
2
3
)2ℓ
ω̂N
(
L̂ℓr
)
≈ C
(
1
3
)2ℓ(
1
2
)ℓ
= Csℓr ≈ C
∫
Îℓr
dσ̂N .
This yields the case Q = L̂ℓr of (8.3), and completes our proof of the pivotal condition, and hence also of the
forward energy conditions uniformly in N ≥ 1.
9. Testing conditions for the first component R1,21
In this section we establish both testing conditions for R1,21 with respect to the weight pairs (σ̂N , ω̂N )
uniformly in N ≥ 1. We consider first the forward testing condition.
9.1. The forward testing condition. As an initial step in verifying the forward testing condition in (2.3)
with respect to the weight pair (σ̂N , ω̂N ), namely
TR1,21
(σ̂N , ω̂N ) ≡ sup
squares I
√
1
|I|σ̂N
∫
I
|Hσ̂N1I |2 dω̂N <∞,
we replace σ̂N by the self-similar measure ̂˙σN , and exploit the self-similarity of both measures ̂˙σN and ω̂N
in the following replicating identities:
ω̂N =
1
2
Dil 1
3
ω̂N +
1
2
Trans( 23 ,0)
Dil 1
3
ω̂N ≡ ω̂N,1 + ω̂N,2,(9.1)
̂˙σN = 2
9
Dil 1
3
̂˙σN + δ 1
2
+
2
9
Trans( 23 ,0)
Dil 1
3
̂˙σN ≡ ̂˙σN,1 + δ 1
2
+ ̂˙σN,2,(9.2)
where Trans( 23 ,0)
is translation in the plane by the vector
(
2
3 , 0
)
, and Dil 1
3
is dilation in the plane by the
factor 13 . But now we note that∫ ∣∣∣R1,21 ̂˙σN,1∣∣∣2 ω̂N,1 = 12
∫ ∣∣∣R1,21 ̂˙σN,1 (x)∣∣∣2Dil 13 ω̂N (x) = 12
∫ ∣∣∣R1,21 ̂˙σN,1 (x3)∣∣∣2 ω̂N (x)
=
1
2
∫ ∣∣∣∣∣
∫
z1 − x13(
z1 − x13
)2
+
(
z2 − x23
)2 29 Dil 13 ̂˙σN (z)
∣∣∣∣∣
2
ω̂N (x)
=
1
2
(
2
9
)2 ∫ ∣∣∣∣∣
∫ z1
3 − x13(
z1
3 − x13
)2
+
(
z2
3 − x23
)2 ̂˙σN (z)
∣∣∣∣∣
2
ω̂N (x)
=
1
2
(
2
9
)2
9
∫ ∣∣∣R1,21 ̂˙σN (x)∣∣∣2 ω̂N (x) = 29
∫ ∣∣∣R1,21 ̂˙σN ∣∣∣2 ω̂N ,
and similarly
∫ ∣∣∣R1,21 ̂˙σN,2∣∣∣2 ω̂N,2 = 29 ∫ ∣∣∣R1,21 ̂˙σN ∣∣∣2 ω̂N . We then claim as in [LaSaUr2] that∫ ∣∣∣R1,21 ̂˙σN ∣∣∣2 ω = ∫ ∣∣∣R1,21 (̂˙σN,1 + δ 12 + ̂˙σN,2)∣∣∣2 ω̂N,1 + ∫ ∣∣∣R1,21 (̂˙σN,1 + δ 12 + ̂˙σN,2)∣∣∣2 ω̂N,2
= (1 + ε)
{∫ ∣∣∣R1,21 ̂˙σN,1∣∣∣2 ω̂N,1 + ∫ ∣∣∣R1,21 ̂˙σN,2∣∣∣2 ω̂N,2}+Rε,
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for any ε > 0 where the remainder term Rε is easily seen to satisfy
Rε .ε A22
(∫ ̂˙σN) ,
since the supports of δ 1
2
+ ̂˙σN,2 and ω̂N,1 are well separated, as are those of δ 1
2
+ ̂˙σN,1 and ω̂N,2. This is
proved exactly as in [LaSaUr2] so we will be brief. We have∫ ∣∣∣R1,21 (̂˙σN,1 + δ 12 + ̂˙σN,2)∣∣∣2 ω̂N,1
.
∫ {
(1 + ε)
∣∣∣R1,21 ̂˙σN,1∣∣∣2 + (1 + 1ε
)∣∣∣R1,21 (δ 12 + ̂˙σN,2)∣∣∣2
}
ω̂N,1,
and then, ∫ ∣∣∣R1,21 ̂˙σN,2∣∣∣2 ω̂N,1 = ∫
[0, 13 ]
∣∣∣∣∣
∫
[ 23 ,1]
1
y − x
̂˙σN,2 (y)
∣∣∣∣∣
2
ω̂N (x) . A22
∫ ̂˙σN,2.
But now we note that ∫ ∣∣∣R1,21 ̂˙σN,1∣∣∣2 ω̂N,1 = 29
∫ ∣∣∣R1,21 ̂˙σN ∣∣∣2 ω̂N ,
and similarly
∫ ∣∣∣R1,21 ̂˙σN,2∣∣∣2 ω̂N,2 = 29 ∫ ∣∣∣R1,21 ̂˙σN ∣∣∣2 ω̂N . Thus we have
(9.3)
∫ ∣∣∣R1,21 ̂˙σN ∣∣∣2 ω̂N = 29 (1 + ε)
∫ ∣∣∣R1,21 ̂˙σN ∣∣∣2 ω̂N + 29 (1 + ε)
∫ ∣∣∣R1,21 ̂˙σN ∣∣∣2 ω̂N +Rε,
and since
∫ ∣∣∣R1,21 ̂˙σN ∣∣∣2 ω̂N is finite we conclude that∫ ∣∣∣R1,21 ̂˙σN ∣∣∣2 ω̂N = 11− 49 (1 + ε)Rε .ε A22
(∫ ̂˙σN) ,
for ε > 0 so small that 1− 49 (1 + ε) > 0. This completes the proof of the forward testing condition in (2.3)
for the cube Î = ̂[0, 1] with respect to the weight pair (̂˙σN , ω̂N) uniformly in N ≥ 1. The proof for the case
L̂ = L̂kj is similar using Rε
(
L̂kj
)
≤ CεA22
(∫
L̂kj
σ˙
)
, and the general case now follows without much extra
work.
Having verified the forward testing condition for the weight pair
(̂˙σN , ω̂N), we now show that the forward
testing condition in (2.3) holds for (σ̂N , ω̂N ). For this, we estimate the difference as in [LaSaUr2] by∫
L̂ℓr
∣∣∣R1,21 1L̂ℓr (σ̂N − ̂˙σN)∣∣∣2 ω̂N . C
∫
L̂ℓr
∣∣∣∣∣∣
∑
(k,j):zkj ∈I
ℓ
r
skj
( ∣∣Ikj ∣∣∣∣x− (zkj ,± 14·3k+1 )∣∣2
)∣∣∣∣∣∣
2
ω̂N (x) .
Now for any fixed x in the support of ω̂N inside L̂ℓr, we have just as in [LaSaUr2] that∑
(k,j):zkj ∈I
ℓ
r
skj
( ∣∣Ikj ∣∣∣∣x− (zkj ,± 14·3k+1 )∣∣2
)
.
(
2
3
)ℓ
.
Thus we get ∫
L̂ℓr
∣∣∣R1,21 1L̂ℓr (σ̂N − ̂˙σN)∣∣∣2 ω̂N .
(
2
3
)2ℓ
ω̂N (L
ℓ
r) = C
2
(
2
3
)2ℓ
2−ℓ ≈ σ̂N (L̂ℓr),
which yields(∫
L̂ℓr
∣∣∣R1,21 1L̂ℓr σ̂N ∣∣∣2 ω̂N
) 1
2
.
(∫
L̂ℓr
∣∣∣R1,21 1L̂ℓr ̂˙σN ∣∣∣2 ω̂N
) 1
2
+
(∫
L̂ℓr
∣∣∣R1,21 1L̂ℓr (σ̂N − ̂˙σN)∣∣∣2 ω̂N
) 1
2
. C
√
σ̂N (L̂ℓr).
This is the case I = Iℓr of the forward testing condition in (2.3) for the weight pair (σ̂N , ω̂N ) uniformly
in N ≥ 1, and the general case follows from this by an additional argument. This additional argument is
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given explicitly in a related situation in [SaShUr11, Subsubsection 5.2.4 Completion of the proof for general
intervals ], to which we refer the reader for details.
9.2. The backward testing condition. Finally, we turn to the dual testing condition for R1,21 in (2.3)
with respect to the weight pair (σ̂N , ω̂N ), namely
T
∗
R
1,2
1
≡ sup
squares I
√
1
|I|ω̂N
∫
I
|Hω̂N1I |2 dσ̂N <∞.
For an interval Lℓr with z
k
j ∈ Lℓr, we claim that
(9.4)
∣∣∣∣R1,21 (1L̂ℓr ω̂N)
(
zkj ,±
1
4 · 3k+1
)∣∣∣∣ . P1 (L̂ℓr, ω̂N) .
This is a substantial improvement over the estimate
∣∣∣R1,21 (1L̂ℓr ω̂N) (ckj , 0)∣∣∣ . ( 32)k, and is a consequence of
the fact that the points
(
zkj ,± 14·3k+1
)
are zeroes of the function R1,21 ω̂N . To see (9.4) let I
ℓ−1
s denote the
parent of Iℓr , and let I
ℓ
r+1 denote the other child of I
ℓ−1
s . Then we have using R
1,2
1 ω̂N
(
zkj ,± 14·3k+1
)
= 0,
R
1,2
1
(
1
L̂ℓr
ω̂N
)(
zkj ,±
1
4 · 3k+1
)
= −R1,21
(
1(
L̂ℓr
)c ω̂N
)(
zkj ,±
1
4 · 3k+1
)
= −R1,21
(
1(
̂
Lℓ−1s
)cω
)(
zkj ,±
1
4 · 3k+1
)
−R1,21
(
1L̂ℓr+1
ω
)(
zkj ,±
1
4 · 3k+1
)
.
Now we have using R1,21 ω̂N
(
zℓr,± 14·3ℓ+1
)
= 0 that
R
1,2
1
(
1(
̂
Lℓ−1s
)c ω̂N
)(
zkj ,±
1
4 · 3k+1
)
= R1,21
(
1(
̂
Lℓ−1s
)c ω̂N
)(
zℓr,±
1
4 · 3ℓ+1
)
−
{
R
1,2
1
(
1(
̂
Lℓ−1s
)c ω̂N
)(
zℓr,±
1
4 · 3ℓ+1
)
−R1,21
(
1(
̂
Lℓ−1s
)c ω̂N
)(
zkj ,±
1
4 · 3k+1
)}
= −R1,21
(
1
Îℓ−1s
ω̂N
)(
zℓr,±
1
4 · 3ℓ+1
)
−A,
where
A ≡ R1,21
(
1(
̂
Lℓ−1s
)c ω̂N
)(
zℓr,±
1
4 · 3ℓ+1
)
−R1,21
(
1(
̂
Lℓ−1s
)c ω̂N
)(
zkj ,±
1
4 · 3k+1
)
.
Combining equalities yields
R
1,2
1
(
1
L̂ℓr
ω̂N
)(
zkj ,±
1
4 · 3k+1
)
= R1,21
(
1(
̂
Lℓ−1s
)c ω̂N
)(
zkj ,±
1
4 · 3k+1
)
+A−R1,21
(
1L̂ℓr+1
ω
)(
zkj ,±
1
4 · 3k+1
)
.
We then have for (k, j) such that zkj ∈ Iℓr ,∣∣∣∣R1,21 (1̂Lℓ−1s ω̂N)
(
zℓr,±
1
4 · 3ℓ+1
)∣∣∣∣ . ω̂N(L̂ℓ−1s )∣∣Iℓ−1s ∣∣ ,
|A| .
∫
(
̂
Lℓ−1s
)c
∣∣∣∣K (x− (zℓr,± 14 · 3ℓ+1
))
−K
(
x−
(
zkj ,±
1
4 · 3k+1
))∣∣∣∣ ω̂N (x)
.
∫
(
Îℓ−1s
)c
∣∣Iℓr∣∣∣∣x− (zℓ−1s ,± 14·3ℓ )∣∣2 ω̂N (x) ,∣∣∣∣R1,21 (1L̂ℓr+1 ω̂N
)(
zkj ,±
1
4 · 3k+1
)∣∣∣∣ . ω̂N (Lℓ−1s )∣∣Lℓ−1s ∣∣ ,
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which proves (9.4).
Now we compute, using (9.4) and the estimate P1
(
Iℓr , ω
)
.
ω̂N (L̂ℓr)
|Lℓr|
proved above, that∫̂
Lℓr
∣∣∣R1,21 (1L̂ℓr ω̂N)∣∣∣2 dσ̂N = ∑
(k,j):zkj ∈I
ℓ
r
∣∣∣∣R1,21 (1L̂ℓr ω̂N)
(
zkj ,±
1
4 · 3k+1
)∣∣∣∣2 skj ≤ C ∑
(k,j):zkj ∈I
ℓ
r
∣∣∣P1 (L̂ℓr, ω̂N)∣∣∣2 skj
. σ̂N (L̂ℓr)
(
ω̂N (L
ℓ
r)
|Lℓr|
)2
. A2ω̂N (Lℓr).
This is the case I = Iℓr of the dual testing condition in (2.3) for the weight pair (σ̂N , ω̂N ) uniformly in
N ≥ 1, and the general case follows from this, just as for the forward testing condition above, using the
additional argument given in [SaShUr11, Subsubsection 5.2.4 Completion of the proof for general intervals ],
but adapted to the backward testing condition.
10. Testing conditions for the second component R1,22
In this section we establish both forward and backward testing conditions for R1,22 with respect to
the weight pairs (σ̂N , ω̂N ) uniformly in N ≥ 1. Recall that K1,2 (w1, w2) =
(
w1
w21+w
2
2
, w2
w21+w
2
2
)
, and ski =(
1
3
)k ( 2
3
)k
. We consider first the backward testing condition for R1,22 .
10.1. The backward testing condition. Recall the estimate (6.6),
R
1,2
2 ω̂N
(
zki ,
1
4 · 3k+1
)
≈ 2−N3k,
and the definitions
σ̂
+
N =
N−1∑
k=0
2k∑
i=1
ski δ(zℓi , 14·3ℓ+1 )
,
and
ω̂N = 2
−N−2
N−1∑
k=0
2k∑
i=1
(
δ(cN+1left (Gki )+
1
4·3k+1
, 1
4·3k+1
) + δ(cN+1left (Gki )+
1
4·3k+1
,− 1
4·3k+1
)
)
+2−N−2
N−1∑
k=0
2k∑
i=1
(
δ(cN+1right(Gki )−
1
4·3k+1
, 1
4·3k+1
) + δ(cN+1right(Gki )−
1
4·3k+1
,− 1
4·3k+1
)
)
.
Thus we have the estimate∫ ∫
[̂0,1]
∣∣∣R1,22 (1[̂0,1]ω̂N)∣∣∣2 dσ̂N = N−1∑
k=0
2k∑
i=1
ski
∣∣∣∣R1,22 ω̂N (zki , 14 · 3k+1
)∣∣∣∣2
≈
N−1∑
k=0
2k∑
i=1
(
1
3
)k (
2
3
)k (
2−N3k
)2
= 2−2N
N−1∑
k=0
22k ≈ 1 =
∣∣∣ ̂[0, 1]∣∣∣
ω̂N
.
More generally, for any square L̂kj , we have∫ ∫
L̂ℓj
∣∣∣∣R1,22 (1L̂ℓj ω̂N
)∣∣∣∣2 dσ̂N = N−1∑
k=ℓ
∑
i: Lki⊂L
ℓ
j
(
1
3
)k (
2
3
)k (
2−N3k
)2
=
N−1∑
k=ℓ
2k−ℓ2k−2N ≈ 2−ℓ ≈
∣∣∣L̂ℓj∣∣∣
ω̂N
,
and the general case follows easily.
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10.2. The forward testing condition. Now we turn to the forward testing condition for R1,22 , namely the
inequality ∫ ∫
Q
∣∣∣R1,22 (1Qσ̂N )∣∣∣2 dω̂N . |Q|σ̂N , for all squares Q ⊂ ̂[0, 1],
and just as for the first component R1,21 above, we first prove the forward testing condition for the measure
pair
(̂˙σN , ω̂N), ∫ ∫
Q
∣∣∣R1,22 (1Q̂˙σN)∣∣∣2 dω̂N . |Q|̂˙σN , for all squares Q ⊂ ̂[0, 1].
We have already noted in (9.1) the replication identities satisfied by the measure pair
(̂˙σN , ω̂N). Just as for
R
1,2
1 we compute for the operator R
1,2
2 that∫ ∣∣∣R1,22 ̂˙σN,2∣∣∣2 ω̂N,1 = 29
∫ ∣∣∣R1,22 ̂˙σN ∣∣∣2 ω̂N = ∫ ∣∣∣R1,22 ̂˙σN,2∣∣∣2 ω̂N,2 ,
and then that∫ ∣∣∣R1,22 ̂˙σN ∣∣∣2 ω = ∫ ∣∣∣R1,22 (̂˙σN,1 + δ 12 + ̂˙σN,2)∣∣∣2 ω̂N,1 + ∫ ∣∣∣R1,22 (̂˙σN,1 + δ 12 + ̂˙σN,2)∣∣∣2 ω̂N,2
= (1 + ε)
{∫ ∣∣∣R1,22 ̂˙σN,1∣∣∣2 ω̂N,1 + ∫ ∣∣∣R1,22 ̂˙σN,2∣∣∣2 ω̂N,2}+Rε,
for ε > 0 where the remainder term Rε is easily seen to satisfy
Rε .ε A22
(∫ ̂˙σN) ,
since the supports of δ 1
2
+ ̂˙σN,2 and ω̂N,1 are well separated, as are those of δ 1
2
+ ̂˙σN,1 and ω̂N,2. Now
we simply proceed as before, and leave the details to the intereseted reader. Finally, just as we did for
R
1,2
1 above, we use a perturbation argument to obtain the forward testing condition for the measure pair
(σ̂N , ω̂N ), uniformly in N ≥ 1.
11. The norm inequality
Here we show that the norm inequality for R1,2 holds with respect to the weight pair (σ̂N , ω̂N ) uniformly
in N . We first observe that we have already established above the following facts for the weight pairs(
σ̂
+
N , ω̂N
)
uniformly in N ≥ 1. Let σ̂−N denote the reflection of σ̂+N across the x1-axis.
(1) The Muckenhoupt/NTV condition A2 holds:
sup
Q∈P2
{ |Q|σ̂+
N√
|Q| · P
1(Q, ω̂N) + P1(Q, σ̂+N )
|Q|ω̂N√
|Q|
}
= A2 <∞.
(2) The forward testing condition holds:
(11.1)
∫
Q
∣∣R1,2 (1Qσ̂+N)∣∣2 dω̂N . |Q|σ̂+
N
.
Indeed, if a square Q is symmetric about the x1-axis, then both |Q|σ̂+
N
= |Q|σ̂−
N
= 12 |Q|σ̂N and∫
Q
∣∣R1,2 (1Qσ̂+N)∣∣2 dω̂N = ∫
Q
∣∣R1,2 (1Qσ̂−N)∣∣2 dω̂N
by symmetry. Since the testing condition holds for the weight pair (σ̂N , ω̂N ), we easily obtain (11.1)
for such symmetric squares Q. The general case now follows easily from this.
(3) The backward testing condition holds:∫
Q
∣∣R1,2 (1Qω̂N )∣∣2 dσ̂+N . |Q|ω̂N ,
since it holds for the larger measure σ̂N in place of σ̂
+
N .
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(4) The forward energy condition holds:∑
·⋃∞
r=1Qr⊂R
(
P1
(
Qr,1Rσ̂
+
N
)√
|Qr|
)2 ∥∥∥Pω̂Qrx∥∥∥2
L2(ω̂N )
. |R|σ̂+
N
.
(5) The backward energy condition holds:∑
·⋃∞
r=1Qr⊂R
(
P1 (Qr,1Rω̂N )√
|Qr|
)2 ∥∥∥Pσ̂+NQr x∥∥∥2L2(σ̂+N) . |R|ω̂N .
Now we can apply our T 1 theorem with an energy side condition in [SaShUr7] (or see [SaShUr6] or
[SaShUr9]) to obtain the dual norm inequality∫ ∣∣R1,2 (gω̂N )∣∣2 dσ̂+N . ∫ |g|2 dω̂N ,
i.e. NR1,2
(
σ̂
+
N , ω̂N
)
< ∞.
Consider now the weight pair (σ̂N , ω̂N ). We have σ̂N = σ̂
+
N + σ̂
−
N and NR1,2
((
σ̂
−
N , ω̂N
))
= NR1,2
(
σ̂
+
N , ω̂N
)
by symmetry, and so
NR1,2 ((σ̂N , ω̂N )) ≤ NR1,2
(
σ̂
+
N , ω̂N
)
+NR1,2
((
σ̂
−
N , ω̂N
))
= 2NR1,2
(
σ̂
+
N , ω̂N
)
<∞.
Thus we have shown that the two weight norm inequality for the Riesz transform R1,2 holds in the plane
with respect to the weight pair (σ̂N , ω̂N ) uniformly in N ≥ 1, and in Subsubsection 8.1 above, we showed
that the backward energy constants with respect to the weight pairs (σ̂N , ω̂N ) are unbounded in N ≥ 1.
This completes the proof of Theorem 1 in the special case α = 1 and n = 2.
12. The general case 0 ≤ α < n and n ≥ 2
The measure pair (σ̂N , ω̂N ) just constructed above in the plane serves to show that the energy conditions
are not implied by boundedness of the fractional Riesz transformRn−1,n of order n−1 in Rn for n ≥ 2 - simply
embed the measures in the two-dimensional subspace R2 spanned by the unit coordinate vectors e1 and e2.
The reason for this is that the restriction of the convolution kernel Kn−1,n (w) = (w1w2,...,wn)
|(w1w2,...,wn)|
n+1−(n−1) to
R2 is the kernel K1,2 (w) = (w1w2)
|(w1w2)|
n+1−(n−1) . If we remain in dimension n = 2, but permit 0 ≤ α < 2, then
the argument above applies if we take
ski =
(
1
3
)k(3−2α)(
1
3
)k
,
along with similar arithmetic adjustments elsewhere.
In the general case 0 ≤ α < n, n ≥ 2, we start with the computation that
d
dx1
x1 − y1[
(x1 − y1)2 + (x2 − y2)2
]n+1−α
2
=
[
(x1 − y1)2 + (x2 − y2)2
]n+1−α
2 − n+1−α2 2 (x1 − y1)
2
[
(x1 − y1)2 + (x2 − y2)2
]n−1−α
2[
(x1 − y1)2 + (x2 − y2)2
]n+1−α
=
(x1 − y1)2 + (x2 − y2)2 − (n+ 1− α) (x1 − y1)2[
(x1 − y1)2 + (x2 − y2)2
]n+3−α
2
=
(x2 − y2)2 − (n− α) (x1 − y1)2[
(x1 − y1)2 + (x2 − y2)2
] 5−α
2
< 0,
provided
|x2 − y2| <
√
n− α |x1 − y1| .
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Thus in the subcase 0 ≤ α < n− 1 and |x2 − y2| < |x1 − y1|, the x1 derivative of the kernel Kα,n1 (x− y)
is negative, and the above construction of a family of weight pairs in the plane can be modified in a purely
arithmetic way so as to show that the energy conditions are not necessary for boundedness of the fractional
Riesz transform Rα,n. The modified measure pair (σ̂N , ω̂N ) lives in the two-dimensional subspace R2, and as
a consequence, the components Rα,n3 , R
α,n
4 , ..., R
α,n
n of R
α,n are all trivially bounded since both Rα,nj σ̂N ≡ 0
and Rα,nj ω̂N ≡ 0 for j ≥ 3.
However, in the subcase n − 1 < α < n, we must alter the geometry as well, by translating the point
masses of ωN at an angle less than θα,n instead of less than
π
4 = 45
◦, where
tan θn,α = γn,α =
√
n− α.
The angle θn,α is less than
π
4 = 45
◦ precisely when n− 1 < α < n, and with this geometric alteration, the
above construction again goes through with only changes in arithmetic.
Remark 14. If (σ̂N , ω̂N ) is the weight pair constructed above, then a very lengthy but straightforward
computation shows that the family of localized operators
{
R
α,n
J Θj
}
J∈J and 1≤j≤N
is uniformly bounded from
L2 (σ̂N ) to L
2 (ω̂N). Indeed, the weight pair (σ̂N , ω̂N ) satisfies the Muckenhoupt and energy conditions
uniformly in N ≥ 1 by Lemma 9, and the Caldero´n-Zygmund norms of the kernels of Rα,nJ Θj are uniformly
bounded for J ∈ J and 1 ≤ j ≤ N . Finally, the testing constants TRα,n
J
Θj (σ̂N , ω̂N ) are uniformly bounded
for ∈ N, J ∈ J and 1 ≤ j ≤ M . Thus from the T 1 theorem in [SaShUr7] with an energy side condition,
we obtain the boundedness of the operators Rα,nJ Θj from L
2 (σ̂N ) to L
2 (ω̂N ) uniform in N ≥ 1. We leave
details to the interested reader.
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