We extend previous calculations of many-electron processes in ion-atom collisions to the case of stateselective electron capture by protons from the K,L,M shells in argon at 1-200 keV/amu collision energies. The results are based on a time-dependent density functional theory framework and the basis generator method for the propagation of atomic orbitals. Impact-parameter-dependent probabilities are obtained from a statistical analysis. The results for capture to the H(K,L,M ) shells are compared with experiments, and are found to agree with them much better than previous calculations. This serves as an indication that both a proper account of atomic structure and flexibility in the propagation of atomic orbitals are important.
I. INTRODUCTION
Multiple-electron processes in medium-energy collisions of ions with oxygen, neon, and argon targets have recently been investigated in a quantum mechanical framework ͓1-8͔. This work is based on a time-dependent independent particle model ͑IPM͒ built upon the stationary optimized potential method ͑OPM͒ of density functional theory. Initially a frozen target potential was used, which is appropriate for high-energy collisions ͓1-4͔. For intermediate energies, and especially below 200 keV/amu, it was shown that target response plays an important role when multiply charged projectile impact is considered ͓5-7͔. For argon targets we found that response effects are noticeable even for proton impact ͓8͔.
At intermediate collision energies electron capture and ionization represent competing processes. A good calculation of the atomic orbital evolution thus requires one to take into account the electron continuum even if the focus is on excitation or capture. In the basis generator method ͑BGM͒ one accomplishes this task by starting with a substantial basis of exact target orbitals ͑e.g., the numerical eigenfunctions of the optimized effective potential used in the OPM ͓9͔͒ and by assembling a hierarchy of states by repeatedly acting upon the eigenstates with powers of the projectile interaction. It has been demonstrated that this system-specific basis which changes with the internuclear separation is capable of representing adiabatic correlation diagrams. More importantly, the method correctly distributes the probability flux to capture and to ionization channels over a very wide range of collision energies from about 1 keV/amu to the highest energies that can be treated nonrelativistically. The basis does not include the traveling projectile states explicitly. Therefore, the calculation of state-specific capture channels represents a challenge for this approach.
Experiments on shell-specific and state-specific capture in p-Ar collisions have been carried out over quite some time, and while they are not all in perfect agreement, one can state that from an experimental point of view the basic processes such as total capture and capture to the H(nϭ2) shell are understood at the factor-of-2 level or better. The situation is different for capture to the nϭ3 shell of hydrogen, where serious discrepancies remain, and no successful theoretical analysis of the situation has been achieved to date.
A recent calculation by Amaya-Tapia and co-workers ͓10͔ provided a first detailed comparison between theory and experiment for total capture, and for capture to H(2s), H(2p), and H(3s) with moderate success for the latter. In the model calculation of Ref. ͓10͔ a two-center atomic orbital ͑TCAO͒ expansion of an independent many-electron wave function was constructed on the basis of a three-parameter phenomenological potential for argon fitted to experimentally determined average orbital energies. This work is expected to become inaccurate at higher collision energies where ionization dominates over capture, but it is unclear what effect the neglect of continuum channels has on detailed capture cross sections.
The total single-electron capture cross section as a function of energy displays agreement in shape, but overestimates the experimental cross sections at 8 -200 keV collision energies by about 50%. For capture to excited states, the calculated energy-dependent cross sections display shapes which at higher energies are comparable with the experimental ones. However, rather substantial overestimations are found for these levels when compared with experiment.
Truly worrisome is the complete failure of the TCAO cal-culation for H(nϭ2) capture at energies of 15 keV and below. Given that the authors mention the importance of electron correlation effects as a possible reason for the discrepancy, it is important to investigate the collision system using an ab initio IPM framework with a basis that is capable of describing the transition regime from adiabatic to faster collisions. The main objective of this work is to provide an accurate calculation of capture to the K,L,M shells of hydrogen for energies in the 1-200 keV range. The case of M-shell capture is particularly interesting due to the uncertainties in the different experiments. The model is also tested on magnetic sublevel populations in H(2p) capture, for which experimental data are available.
With the results presented in this paper we demonstrate that the experiments can largely be understood within the BGM-IPM. We do not repeat the details of the theoretical model, but refer the reader to the previous references and to Ref. ͓8͔ in particular. The latter work shows how the BGM-IPM deals with the many-electron aspects of the p-Ar collision system.
II. RESULTS AND DISCUSSION
In Ref. ͓8͔ we showed our net electron capture cross section, which corresponds to single-electron capture given that we ignore formation of the negative hydrogen ion. In Fig. 1 these data are extended to lower energies. The dual figure with the cross section shown both logarithmically and linearly allows us to display important trends at low and at high energies. Particularly noteworthy is the appearance of a distinct maximum at low energies, i.e., at 3 keV impact energy.
The six experimental data sets when combined give an indication of a rather broad maximum in this range, but not one of them seems to have sufficient precision combined with energy range to provide a firm answer on this question. The work of Ref. ͓11͔ does indeed show a maximum at an energy of 3 keV, but the absolute values are low when compared to the data of Rudd and co-workers ͓12͔, which are considered accurate.
Our calculations for impact energies above 20 keV appear to be in good agreement with the data of Ref. ͓12͔ provided target response is included in the model for impact energies below 100 keV. At energies below 20 keV our data are, at best, in marginal agreement with this experiment, i.e., they overestimate the net capture cross section. The model calculation of Ref. ͓10͔ which does not include target response, obtains a very similar cross section for 10-30 keV, but then overestimates the data, reaching a factor-of-2 disagreement at 150 keV. This disagreement is most likely caused by the lack of representation of continuum channels which are in competition with capture to the ground state.
We emphasize that our total capture cross section peaks at 3 keV impact energy for both models. This is interesting insofar as the target response and no-response models incorporate changes in the Ar orbital energies during the collision which are caused by the reduction in screening following electron removal. Such changes can have a dramatic effect on capture probabilities, since energy level matchings between target and projectile orbitals will be affected. Nevertheless, we observe a reduction in cross section due to dynamical screening but no essential change in the shape of the cross section at lower energies. At high energies the results from both screening models merge, which indicates the collision time scale at which changes in the Ar(M ) shell no longer influence the transition probabilities.
The maximum at 3 keV corresponds to a proton impact velocity of about v p Ϸ0.34 a.u. As shown below, the capture is predominantly from the Ar(3p ͉1͉ ) orbitals into the ground state of hydrogen, which are energetically close. The maximum thus occurs at a velocity well below matching, and the cross section is rather large. If the capture was truly resonant a plateau in the cross section toward lower energies would be expected. One might therefore interpret the theoretical peak at 3 keV as the result of a near-resonant capture which eventually decreases at truly adiabatic energies when the mismatch in the energy levels and atomic potentials ͑as compared to truly resonant charge exchange͒ becomes important. In the frozen target potential model the Ar(3p) orbitals are kept at the OPM ͑exchange only͒ eigenenergy of ⑀ 3p ϭ Ϫ0.59 a.u., while the target response model increases the binding energy when the shell is depopulated. This results in a lowering of the capture cross section. The dynamics for the orbital propagation itself, however, remain the same, and the characteristic shape of the cross section is unchanged.
On theoretical grounds the present time-dependent density functional theory based calculation should allow one to calculate an accurate global capture cross section. We find a systematic overestimation of the experimental data by 10-40 % in the vicinity of the maximum and below depending on which experimental data set is used for comparison. This discrepancy would be reduced if an improved dynamic response model were implemented. For instance, dynamic screening of the projectile should reduce the amount of electron capture. However, we have not included such projectile response in the present calculation, because it would involve the creation of an unrealistic projectile hydrogen atom with fractional charge. Nevertheless, we can infer from a naive statistical evaluation of single-versus multiple-electron transfer that the net electron capture cross section as calculated here is overestimated ͑by perhaps up to 40%͒ due to the presence of unphysically large multiple-electron transfer contributions.
In Fig. 2 results are presented for our model with target response and with frozen target potential for capture to the hydrogen atom ground state, and are compared to the TCAO model calculation ͑no experiments are available for this channel͒. From a comparison with Fig. 1 it can be seen that capture to the ground state dominates the total capture cross section in our calculations. Again, there is no significant difference between our two models for the shape of this cross section, but a substantive disagreement with the TCAO data, especially at low energies. At high energies the TCAO model apparently overestimates the H(1s) capture due to the lack of appropriate continuum channels.
At energies below 40 keV one observes a reduced H(1s) capture cross section as compared to both of our models. This is surprising, as the total capture cross section from the TCAO calculation is in accord with our data from the target response model in this energy range. This implies that the TCAO calculation assigns a major fraction of total capture to the H(nϭ2) channel at low energies, which is not supported by our calculations.
In order to shed some light on the discrepancy we can only comment that in this energy regime a reasonable representation of quasimolecular states becomes a requirement. The eigenenergies of the argon shells that contribute to the electron transfer process are not sufficiently different from the OPM eigenvalues which enter our frozen potential calculation. The close proximity of our calculations with and without target response for this channel suggests that the discrepancies between the two calculations have something to do with the flexibility of the basis to represent the time evolution of the Ar(M ) orbitals in the presence of a slow nearby proton.
In order to clarify the situation we investigated at low energies the contributions of the Ar(M ) subshells toward the charge transfer process ͓the Ar(K) and Ar(L) shells are energetically separated and make only tiny contributions, which are, however, calculated in the present work͔. In Figs. 3͑a͒-3͑c͒, the impact-parameter-dependent probabilities are shown for capture from Ar(3s), Ar(3p 0 ), and Ar(3p 1 ) ͓which equals the corresponding probability from Ar(3p Ϫ1 )], respectively, for three low energies. The Ar(3s) orbital is bound more deeply than the energetically degenerate 3p orbitals. Obviously, the total charge transfer is dominated by capture from the orbital that extends furthest from the quantization axis, and that is bound most weakly. The charge transfer from Ar(3p Ϯ1 ) occurs even at large impact parameters with a probability profile that does not change much with energy except for an increase with decreasing impact energy.
For capture from the Ar(3p 0 ) level, we notice a less regular behavior when the impact energy is varied, and a confinement to smaller impact parameters in the charge transfer probability as the collision energy is decreased to 5 keV. The total capture probability is represented by the area under the respective curves and can be seen to decrease somewhat with decreasing energy, in contrast with the results for the sublevels with nonzero magnetic quantum numbers. Finally, for capture from the Ar(3s) shell, we notice a marked decrease in transfer probability with decreasing energy with minor variations in the behavior of the impact-parameter-weighted probability.
In Fig. 4 we show our data for inclusive capture to the H(nϭ2) states, i.e., to the hydrogen L shell. Above 10 keV they are in reasonable agreement with the experimental data, which were obtained by adding the experiments for capture to H(2s) and H(2p). These theoretical data are not sensitive to Stark mixing and are therefore more reliable than the cross sections for specific H(2s) or H(2p) capture, which are discussed below.
For the 15-40 keV energy range, the agreement with experiment is perfect when target response is included. At lower energies the experimental data display a dip, which is a result of a superposition of a small depression in the H(2p) capture cross section, which dominates L-shell capture, with a sharp dip in the H(2s) capture channel. The present theoretical data do not follow this trend and overestimate the experiment by a factor of 2 at 7 keV. It would be of interest to find out to what extent dynamic screening in the vicinity of the projectile would lead to improvements, and to a more realistic shape in particular. The TCAO model calculation, on the other hand, is too large by a factor of 2 at energies above 30 keV, and continues to rise at lower energies to reach almost an order-of-magnitude discrepancy with experiment at 8 keV.
The situation admits the following interpretation. The present calculation with target response, which agrees with experiment for both the total capture and the L-shell capture, assigns most of the total capture to the K shell. The TCAO calculation obtains a reasonable total capture cross section, but this may well be fortuitous given that it obtains a significant part of the captured flux in the L shell. At energies below 10 keV it assigns about one-third of the total capture to H(nϭ2), which is clearly not supported by the shellspecific experimental data.
The comparison of our results with and without target response can be used as an indication that it is not the frozen potential aspect of the TCAO model which is responsible for the steep rise in the L-shell capture cross section at low energies. On the other hand, it should be noted that the difference between our static and dynamic screening models is larger for this channel than for total capture. This implies that transfer to the more weakly bound hydrogen shells, which is energetically possible over a wider range of interatomic distances, is affected by the asymptotic behavior of the atomic potential.
Other differences between the TCAO model and the present BGM-IPM calculations could be responsible for the discrepancy. To understand whether the evolution of atomic orbitals within a TCAO basis is deficient at low energies it would be of interest to know to what extent the TCAO model of Ref. ͓10͔ can obtain a reasonable correlation diagram, i.e., whether one can diagonalize the electronic two-center Hamiltonian to within a few percent within the chosen basis. At energies of 10 keV and below, this ability to represent relevant molecular orbitals is deemed to be crucial in order to obtain the correct electron transfer probabilities.
The mentioned orbital propagation problem is an obvious point of concern at low collision energies, but one should not rule out the difference between the atomic models employed. It has been shown previously that atomic collision cross sections for many-electron targets can depend sensitively on the correct asymptotic behavior of the potential used in the IPM, and that the region where the potential approaches the characteristic Ϫ1/r behavior is particularly important ͓1,2͔. While this is probably less of an issue for capture to the H(nϭ1) level which is bound relatively deeply, the capture to H(nϭ2) ͑and higher levels͒ is more affected by regions where the atomic target potential is weak. Some clarification could be provided by TCAO model data for impactparameter-dependent probabilities ͑cf. our Fig. 3͒ with an additional separation into H(nϭ1) and H(nϭ2) capture.
In Fig. 5 our results for H(nϭ3) formation are compared to available experimental data. The low-energy results of Hughes et al. ͓18, 19͔ and the higher-energy data of Dawson and Lloyd ͓20,21͔ are obtained by summing their respective H(3s), H(3p), and H(3d) capture cross sections. It should be noted that at low energies the data have rather large error bars due to uncertainty in the H(3p) formation cross section because of its small contribution toward Balmer-␣ emission. At the low-energy end of the data taken at higher energy, i.e., below 25 keV impact energy, the summed M-shell capture data of Ref. ͓19͔ are most likely to fall short due to the fact that the H(3p) formation data seem to collapse. This explains at least in part why these data points are so low when compared to the overlapping data of Risley et al. ͓17͔ obtained with a different technique. When combining these re- sults it is not entirely clear whether one should expect a maximum or a plateau at low energies over the range shown.
The theoretical data follow the experimental data at high energies rather closely. It should be noted that the absolute normalization of the experiments is uncertain to about 30%. In fact, the earlier H(3s) formation data which are used to provide absolute normalizations for the other two channels were reported about 15-20 % higher in the early work ͓18͔.
Below about 50 keV we observe significant deviations between our calculations with and without target response, and the better model stays within reasonable proximity with the combined data sets-perhaps with an overestimation by about 30%. Our data show a broad maximum centered on 15 keV impact energy.
Some remarks are in order about the general shapes of the H(nϭ2) and H(nϭ3) capture cross sections as compared to the total capture and H(nϭ1) capture cross sections, which peak at a projectile energy of E P ϭ3 keV. The present results display broad maxima for both L-and M-shell capture with center positions in the vicinity of 10-15 keV. The maximum is more pronounced in the M-shell case. The magnitudes of the L-and M-shell cross sections at 15 keV correspond to about 7% and 2% of the total capture, respectively. These observations indicate that captures to the L and M shells are somewhat similar processes, but drastically different from the K-shell capture. This is not surprising given the proximity of the H(1s) and Ar(3p) orbital energies on the one hand, and the closeness of the H(nϭ2) and H(nϭ3) energies in relation to their separation from Ar(3p).
Concerning the capture to excited hydrogen states, and the L shell in particular there are discussions in the literature that apply to the lower-energy molecular orbital regime ͓22͔. Based on total energy correlation diagrams involving the p-Ar and H-Ar ϩ channels, it can be argued that the capture to the excited hydrogen levels follows a two-step process, in which the electron is first transferred to the K shell and then promoted to higher levels following curve crossings. The present calculations support this picture in the sense that an extremely large H(1s) population is predicted, and that the single-electron adiabatic energy curves ͑which the BGM approach is able to calculate͒ also result in a realistic level of hydrogen excited states, which the TCAO calculation is not able to reproduce.
In Fig. 6 we show a comparison of the cross sections for capture to the H(2s) and H(2p) states. Calculations with and without target response are included. In order to take into account the Stark effect ͓mixing of the H(2s) and H(2p 0 ) states͔ the two-center Hamiltonian was diagonalized within the BGM basis. The quasimolecular states leading to the separated Stark eigenstates were identified from the adiabatic correlation diagram. A projection of the time-evolved BGM wave function onto these states ͑which were boosted to the projectile frame by an atomic translation factor͒ was then carried out.
The results for the H(2s) population show that target response effects are significant at energies below 10 keV for this channel. At energies above 10 keV the data are in rather good agreement with the more recent data of Ref. ͓22͔, i.e., lower than a number of previous experiments by a factor of 2. Below 10 keV impact energy the data with target response follow the experimentally observed reduction in cross section, while the frozen target potential calculation does not. We note that the correlated configuration-interaction molecular orbital expansion calculations of Ref. ͓22͔ do not show a minimum, but are rather close in height to our data. For the capture to the H(2p) state we observe substantial differences between our models with and without target response at energies below 40 keV. Our data even with target response are too high by a factor of 2 when compared with experiment for low to intermediate energies, but are mostly correct in shape. At low energies they also overestimate the correlated molecular-orbital calculations of Ref. ͓22͔. The calculated H(2p) formation cross section peaks at an energy of 10 keV where it is dominated by the equal H(2p 1 ) and H(2p Ϫ1 ) channels, while H(2p 0 ) formation is comparable to H(2s) formation. However, at the highest energies shown the H(2p) formation cross section is dominated by the H(2p 0 ) channel.
Given that the inclusion of simple target response has led to a reduction of the H(2p Ϯ1 ) capture cross section by a factor of 3 in the vicinity of 10 keV impact energy, we expect that a more sophisticated dynamical screening model with a two-center geometry has potential for a further reduction of the H(2p) transfer channels. It is interesting to observe that the strong sensitivity of the H(2p Ϯ1 ) capture channel to screening effects is in contrast with H(1s) capture, which changes only at the 20% level in this energy range. One might argue that at these low to intermediate energies capture to H(1s) happens to a large extent before the closest approach, and the promotion of the captured electron takes place shortly after closest approach such that the transfer to the H(2p Ϯ1 ) states is strong. It is this second step of the excited-state capture mechanism which is changed significantly by the dynamical screening potential.
When comparing our results for state-selective H(L) capture with the TCAO data, we notice that at energies above 20 keV the H(2p) capture data of Ref. ͓10͔ agree rather closely with our data with target response. The H(2s) capture data show a very similar energy dependence above 40 keV, but are higher by a factor of 4.
In order to investigate the details of H(2p) capture we compare in Fig. 7 the alignment parameter A 20 , which is calculated according to
with a possible range from Ϫ100% to 50%. From the available more recent experiments, it can be observed that generally speaking the alignment is small, with some oscillatory behavior around the line that corresponds to 2p 1 Ϸ 2p 0 . Between 2 and 20 keV our data with response are consistent with this trend, but share with the correlated many-electron MO calculations of Ref.
͓22͔ the tendency to miss some of the precise details. Nevertheless, these details and the behavior below 1 keV are usually discussed within the molecular curve-crossing models ͓22͔, and are common to several proton-rare-gas atom systems. Our calculations without response overestimate the alignment parameter at intermediate energies, i.e., dynamic target response is required in order to suppress H(2p ͉1͉ ) formation. At high energies our data are in marked disagreement with experiment. We find that H(2s) and H(2p 0 ) formation dominates the theoretical H(L)-shell capture cross section above 50 keV impact energy. The total capture cross section is dominated by H(K)-shell capture at high ͑as well as low and intermediate͒ energies. One possible mechanism for the strong favoring of the H(2p 0 ) capture channel at high energies could again be a two-step process: it is plausible that electrons captured to the H(1s) state are field excited by the receding Ar ϩ ion during the second half of the collision. This excitation mechanism would strongly favor the state polarized along the internuclear axis.
It is worth noting that the entire Ar(M ) shell contributes significantly to the transfer processes at higher energies. Charge transfer happens at small impact parameters in this regime, i.e., a spherically symmetric charge cloud is traversed by the projectile proton. Therefore, the authors of Ref.
͓22͔ also provide intuitive arguments for why the polarization parameter should be negative in this regime. A new measurement of the A 20 parameter in the 20-200 keV energy range would be most welcome, because the current model calculation is considered to be most reliable in this collision regime.
In Fig. 8 we present cross sections for capture to sublevels of the M shell of hydrogen. The determination of these data is quite involved experimentally as well as theoretically. While capture to the 3p level of hydrogen can be analyzed directly by Ly(␤) emission, the separation of the emission signals from the 3s and 3d decay is difficult: both states decay via Balmer(␣) emission to H(2p) and can be distinguished only by their lifetimes ͓17͔. For this reason we present only capture cross sections for the combined channel H(3sϩ3d).
Theoretically the situation is complicated by linear Stark mixing of the corresponding degenerate M-shell states of the outgoing hydrogen atom in the residual Coulomb potential of the partially ionized Ar ion. The six traveling Stark states representing the hydrogenic channels at finite separation are given by ͓17,28,29͔ Although capture to the M shell of hydrogen is smaller by a factor of 100 compared to electron transfer to the ground state, the agreement between experiment and theory is quite remarkable. This gives us some confidence in the validity of the approaches used in the present work.
III. CONCLUSIONS
In the present work we have demonstrated that shellspecific single-electron capture experiments for p-Ar collisions in the 1-200 keV energy range can largely be understood in an IPM framework, and that the BGM approach to orbital propagation is capable of providing the required details in Hilbert space in order to calculate reasonable total cross sections.
We offer the following comments as to why the model calculation of Ref. ͓10͔ fails for H(nϾ1) capture, particularly below 20 keV, and why its agreement with the total capture cross section must be considered fortuitous at low energy. Our main concern is that the TCAO basis is simply inadequate at low energies. Secondary concerns are with the phenomenological potential model at intermediate r values. This distance range ͑before the Ϫ1/r asymptotic behavior sets in͒ plays an important role at low energies because the impact-parameter-dependent probabilities for capture from the Ar(3p Ϯ1 ) orbitals extend over a large range.
Furthermore, we have shown that state-selective capture within the H(nϭ2) shell can be calculated within a factorof-2 accuracy at impact energies above 5 keV. It remains to be seen whether the inclusion of dynamic screening effects beyond the spherical target model-as employed in the present work-are responsible for the remaining discrepancies. Such nonspherical mean field contributions have recently been incorporated within the BGM approach in a calculation of antiprotons colliding with helium atoms ͓30͔. If this theoretical avenue is exhausted and agreement with experiment is not found, electron correlation effects may indeed play a role for these one-electron transfer cross sections as suggested in Ref.
͓10͔.
An improved IPM calculation similar to ͓30͔ is desirable at low energies in order to shed light on the problem of the net capture cross section. A more satisfactory treatment would involve a true two-center screening model, but it is clear that conceptual difficulties are unavoidable in the mean-field approach. Future work will address these issues.
