We describe a new approach to produce integer feasible columns to a set partitioning problem directly in solving the linear programming (LP) relaxation using column generation. Traditionally, column generation is aimed to solve the LP relaxation as quick as possible without any concern of the integer properties of the columns formed. In our approach we aim to generate the columns forming the optimal integer solution while simultaneously solving the LP relaxation. By this we can remove column generation in the branch and bound search. The basis is a subgradient technique applied to a Lagrangian dual formulation of the set partitioning problem extended with an additional surrogate constraint. This extra constraint is not relaxed and is used to better control the subgradient evaluations. The column generation is then directed, via the multipliers, to construct columns that form feasible integer solutions. Computational experiments show that we can generate the optimal integer columns in a large set of well known test problems as compared to both standard and stabilized column generation and simultaneously keep the number of columns smaller than standard column generation.
Introduction
There are many important industrial applications that can be formulated as a Set Partitioning Problem (SPP). This is an Integer Programming (IP) problem with binary variables. The standard SPP model can be formulated as [SPP] z * = min 
. , n
The problem [SPP] is to partition m elements into a number of subsets. Each binary variable or column x j represents a subset of elements defined through the coefficients a ij . It is well known that to find a feasible solution to SPP is an NP-hard problem in the strong sense. In practice the elements can represent e.g. customers that needs to be visited in a vehicle routing problem. Then each column is a route that visit a subset of the customers with a given cost c j . Typically, the number of columns, n, is very large and column generation must be used. A general reference on column generation is the book edited by Desaulniers et al. (2005) .
A widely used method to solve large scale set-partitioning models is to use Branch and Price (B&P), see e.g. Barnhart et al. (1998) , Vanderbeck (1994) or Nemhauser and Wolsey (1988) . In this approach the Linear Programming (LP) relaxation of [SPP] is solved using column generation. The structure of the column generation subproblem is dependent on the structure of the underlying application. This subproblem uses the dual information obtained from a master problem where all generated columns (variables) are used. Once the LP-relaxation is solved, a branching strategy is used where additional columns (variables) are added to the master problem in the Branch and Bound (B&B) tree.
In industrial applications it is important to keep the the computational time to find an optimal (or near optimal) solution to SPP as low as possible. There are two traditional approaches (often combined) to improve the performance of the B&P. The first approach is to solve the LP-relaxation (and corresponding LP problems in the B&B tree) as fast as possible. There are several reports to describe how this can be done by using stabilized column generation in where the values of the dual variables are controlled. The idea is to stop the values from oscillating between iterations, which is considered very bad for convergence. Most stabilized column generation algorithms for practical problems found in the literature can be seen as applications of the algorithm found in Amor and Desrosiers (2006) , which is a generalization of the methods presented in the earlier work of du Merle et al. (1999) . These are proximal point algorithms, where the dual solution is increasingly penalized with respect to the distance from a given point.
The second main approach is to develop efficient branching strategies in order to limit the search tree in the B&B method. There are several reported methods and the more efficient is based on constraint branching, see for example Ryan and Foster (1981) and Barnhart et al. (1998) . The overall solution time for the linear master problem can be further reduced with constraint aggregation techniques, such as the algorithm found in Elhallaoui et al. (2005) .
There are also other approaches that are used to improve the performance. In order to speed up the time to find feasible solutions, a natural approach is to apply an integer heuristic in order to find a feasible integer solution. Pioneering work was done by Appelgren (1969) . A second approach is to apply IP solver only on the columns generated. In this way a full B&P (which can be quite sophisticated and difficult to develop) does not need to be implemented. However, a general view is that this approach often does not generate any feasible integer solution given the columns generated in solving the LP relaxation. The fundamental reason for this is that there is no guarantee that the columns generated are enough, or even useful, for finding an integer solution. This has been noted in for example Hoffman and Padberg (1993) , Lübbecke and Desrosiers (2005) and Vanderbeck (1994) and is a well-known phenomenon.
It is sometimes claimed that basic solutions to the LP relaxation are not suitable for column generation due to the fact that they are located in extreme points of the optimal face of the LP polyhedron, See Lübbecke and Desrosiers (2005) . To overcome this problem, and instead produce solutions in the relative interior of the optimal face, methods such as analytic center, see Elhedhli and Goffin (2004) , bundle methods Briant et al. (2007) , and interior point stabilization, Rousseau et al. (2007) , have been developed. To date, these methods have not been used extensively for practical problems.
An alternative to solve the LP-relaxation is to make a Lagrangian relaxation in which all (or a subset) of the constraints are relaxed. Here the Lagrangian dual problem can be solved using e.g. a subgradient method, see e.g. Bazaraa et al. (1993) . The generation of columns can be done in a similar way as before with the differences that the Lagrangian multipliers are used instead of the dual variables. In order to find a IP solution this approach is combined with a B&B strategy or/and a heuristic approach.
In this paper we describe a new approach that produces integer feasible columns directly in the column generation phase of solving the LP relaxation. The main aim is to generate the columns forming the optimal integer solution. We want to use standard subproblem solvers and hence we need to change the way the values of the dual variables are generated. We base the methodology on a Lagrangian dual formulation where we have introduced one additional surrogate constraint in [SPP] (an aggregation of all other constraints). This constraint is not relaxed in the dual formulation. We also relax the 0/1 restriction on the variables. We use a heuristic multiplier adjustment method which is based on a subgradient method. A subgradient express how well the current multiplier solution match the set partitioning constraint i.e. amount of under and over coverage. In the developed approach only one column can be used in the Lagrangian subproblem. This contrasts a standard dual approach where many columns may be used. It does however provides the possibility to better control the Lagrangian multipliers in order to find columns that match the under coverage. With the additional surrogate constraint we also ensure that we have a dual feasible solution in the current column generation iterate, which is necessary for many pricing problems not to return an already generated column.
The structure of this paper is as follows. In Section 2 we discuss the underlying models and their characteristics used in standard B&P and a standard Lagrangian relaxation. In Section 3 we describe the models used in the proposed method and in Section 4 we outline the proposed algorithm which we call Integer Quality (IQ) column generation. In Section 5 we illustrate and compare some characteristics between the standard, the stabilized and the proposed IQ column generation. Computational experiments and comments are given in Section 6. These tests show that we can generate the optimal integer columns in a large set of well known test problems as compared to both standard and stabilized column generation. In Section 7 we make some conclusions.
Models

Set partitioning problem and stabilized column generation
We can use the sets J = {1, . . . , n} and I = {1, . . . , m} to represent all columns and elements respectively. The LP relaxation of [SPP] then becomes
The dual formulation of [LP] with dual variables u i is given as
We assume that problem [LP] is large scale i.e. it has many columns and is solved using column generation. The principle of column generation to solve problem [LP] is illustrated in Figure 1 . First an initial set of columns is chosen. Then a Master problem is solved using a limited set of columns. The dual solution for the Master problem is used to define a Subproblem. The purpose of the Subproblem is to identify the least reduced cost column not generated. If the Subproblem finds a new column with reduced cost < 0 it is added to the set of columns. The Master problem and Subproblem are iteratively resolved until no more columns with reduced cost less than 0 is generated.
Set partitioning models are often very degenerate and hence there are many dual solutions. If a standard Simplex method is used to solve [LP] the dual solutions may oscillate between iterations and this is considered bad for convergence. Typically many columns are needed in order to guarantee an optimal solution for problem [LP] . Vanderbeck (1994) has also found that using integer solutions as starting basis solutions for column generation leads to poor performance.
There are several reports to describe how the unwanted oscillation in the dual solution can be avoided by using stabilized column generation. The idea is to stop the dual values from oscillating between iterations by enforcing some limits that can be dynamically changed. Most stabilization Illustration of column generation.
frameworks have problem dependent parameters that need to be fine tuned for good performance.
For the tests presented in this paper, we use the boxstep method of Marsten et al. (1975) . In this approach there is only one trust region for the dual variables and we have less parameters to choose, with the potential disadvantage of slower convergence. This model is formulated as
In the dual formulation of [Stab] below, the penalty parameters become lower and upper bounds on the dual variables. 
Lagrangian relaxation
The standard Lagrangian relaxation where all partitioning constraints are relaxed is given by
Here, λ i are the Lagrangian multipliers. These can be interpreted in a similar way as the dual variables to [LP] . This Lagrangian subproblem separates into n one-dimensional problems where the solution is expressed as
The Lagrangian dual problem is to find the best possible value of the dual function θ(λ) and it can be formulated as
It is well known that we have the property z LP = v LD . To solve [LD] a subgradient method can be used, see e.g. Bazaraa et al. (1993) . The subgradient G = (G 1 , . . . , G m ) of θ(λ) is given as
The value of each component G i can either be 0, negative or positive indicating how it satisfy, over or under cover the right hand side of the partitioning constraints. The updating of the Lagrangian multipliers in iteration k in a subgradient method follows
where π k is a step length. Different rules for step length selection can be found in Barahona and Anbil (2002) . It is important to note that many columns may be set to 1 in the Lagrangian subproblem and used to compute the subgradient. We have no way to control this number of columns and as a result we may have a large over coverage from a subproblem solution. In the proposed approach we make sure that only one column can be generated and hence we will not have any over coverage. With this property we can better control the values of the Lagrangian multipliers.
Models used in the proposed approach
In this section we describe the underlying models that we use in the proposed method. With m j = i∈I a ij for j ∈ J, the reformulation of SPP with the surrogate constraint is
The LP-relaxation when the restrictions of the binary variables are relaxed of [P] is given as
The problem [LR-IQ] has a linear complexity and it is to find the columnj ∈ J such that j = arg min j∈J (c j − i∈I a ij γ i )/m j , with the optimal solution x(γ) such that xj(γ) = m/mj and x j = 0 for j ∈ J \ {j}. The solution to LR-IQ-Dual is δ(γ) = (cj − i∈I a ij γ i )/mj. It is clear that the model [LP-IQ-dual] is equivalent to the Lagrangian dual problem
which is therefore also equivalent to the LP-dual with u i = γ i +δ for i ∈ I. For the column generation this indicate that optimized subgradient optimization does not necessarily provide any different columns than those obtained using the dual variables from the LP relaxation.
Solution approach
The aim with the proposed Integer Quality (IQ) column generation is to generate columns that define the optimal integer solution. This is achieved by controlling the multiplier values by a heuristic multiplier adjustment method based on sugradient optimization. The column generation will construct columns that fits with other active columns. By active we mean columns that have been used in recent subproblem solutions. An important concept here is that the subproblem solution only have one column active from each iteration. The multiplier update is such that the active columns should not over cover the relaxed constraints. By keeping the number of update iterations low before a new subproblem is solved we can target to generate a column that fits with the part of the constraints which the active columns not cover. A second part of the IQ column generation is to ensure that we have a convergence criteria. This is achieved by making sure that the heuristic multiplier method in the end converges to the standard subgradient method and hence guaranteeing that the correct dual LP solution is found. Assume that we have a subsetJ ⊂ J of columns. These columns define the current dual feasible regionD = {u = (u i ) | i∈I a ij u i ≤ c j ∀j ∈J}. One requirement for a column generation algorithm to converge is that we obtain a negative reduced cost only if the new column is not represented in the setJ. For many pricing problems it is important not to impose new constraints to achieve convergence, since such constraints typically damage the solvability of the pricing problem. Therefore we need to limit our search for dual prices to the setD, and a columnj / ∈J for which its dual hyperplane intersect withD.
To construct columns that fits for integer solutions we update the multipliers in a subgradient process by only using a very few iterations. We know that problem [LR-IQ] only have one column active from each iteration. We use the subgradient to be close enough to a perfect match of a wanted columnj / ∈J, i.e., close to a multiplier vector η such that η i = αa ij . This columnj hascj(η + δ) < 0, if its dual hyperplane intersectsD and if the steplength α is large enough. This is because δ = min j∈J (c j − α i∈I a ij a ij )/m j and mj > i∈I a ij a ij for all column j ∈J.
If we run many iterations the multiplier values will tend to the true optimal dual values. For these values the aim is only to construct columns that best reduce the objective function value without any account to previous columns or integer feasibility.
The 
An illustrative example
We have constructed a simple example with eight constraints and 92 columns. The columns represent all combinations which cover 1-3 constraints. The cost coefficients are randomly generated with values in the interval [0.0,1.0] for each constraint covered. The cost coefficients for the columns is hence in the interval [0.0,3.0].
In tables 1-3 we give the results after using standard column generation, stabilized column generation and IQ column generation. Each column give the columns as they are generated. Row "col-id" gives the column index j, "cost" gives c j and "frac" the optimal fractional solution. The row "integer" is included if any feasible integer solution can be found with the columns generated. Table 1 Result when standard column generation is used. The number of iterations needed is 16 and no feasible solution is generated. Table 2 Result when stabilized column generation is used. The number of iterations needed is 8 and no feasible solution is generated.
Stabilized column generation results, as expected, in less columns than standard column generation. No feasible solution can be found with these two approaches. The IQ column generation do generate the columns needed to construct the optimal integer solution.
Another test was made where we removed a set of columns in order to make sure that only one integer solution exists. The remaining set of 38 columns has the integer solution defined by the columns 2, 3, 38, and 10. We also changed the cost of one column (column 38) in the optimal integer solution so that the duality gap could be made arbitrarily large. The optimal LP objective function value for the first test is 1.57. The optimal integer objective function value for the modified example with c 38 = 0.5 is 3.00 and with c 38 = 10.0 it is 12.50.
The stabilized column generation quickly solve the LP relaxation but column 38 is not generated. This column is extremely bad from a LP relaxed point of view. In fact, when the first column is generated in the stabilized column generation the dual variables are boxed in in such a way that Table 3 Result when IQ column generation is used. The number of iterations needed is 10 and the optimal integer solution is generated. Table 4 Result when standard column generation is used for the modified example. The number of iterations needed is 10 and no feasible solution is generated. Table 5 Result when stabilized column generation is used for the modified example. The number of iterations needed is 6 and no feasible solution is generated.
it is impossible to generate column 38. Standard column generation also does not generate this column. With IQ column generation we generate column 38 with both selection of column cost. In the second case we needed to increase the parameter value α to 10 from 0.8 in the first case with the result that more columns were generated. Table 6 Result when IQ column generation is used for the modified example and where c 38 = 0.50. The number of iterations needed is 14 and the optimal integer solution is generated. Table 7 Result when IQ column generation is used for the modified example and where c 38 = 10.0. The number of iterations needed is 25, and the optimal integer solution is generated.
Results
For the experiments we use a standard 2.66 GHz Pentium IV with 2 GB of internal memory. The 40 test problems consists of real-world SPP instances from OR-Library. They originate from the airline crew scheduling problem found in Hoffman and Padberg (1993) and have also been used in e.g. Cavalcante et al. (2006) and Joseph (2002) . There are four different types of instances with the labels aa, kl, nw and us. Among the available instances, we considered only those problems having an integrality gap. The instances have different properties when it comes to number of columns needed for an integer solution, average costs of the the columns etc. The settings used for the results presented are given in Table 8 . Table 8 Parameter settings in IQ column generation.
In Table 9 we give the results from the experiments. Column "Label" indicate the reference name of the test problem in the OR-Library, "m" the number of constraints, "n" the number of columns, "LP" is the LP relaxation value, "Opt" the optimal integer objective function value, "Value" the best integer objective function value among the generated columns for each of the three tested methods (IQ column generation, Standard column generation and Stabilized column generation) and "Columns" the number of columns generated in each of the methods. The last line gives the total number of columns generated for all problems. Values indicated in boldface reflect that the optimal function value is generated and "-" indicate that no feasible integer solution is found. Table 9 Results on the SPP instances in OR-Library having a positive integrality GAP.
IQ column generation generates feasible solutions in all cases and optimal solutions in 32 out of 40 test problems. Using stabilized column generation feasible solutions were found in 23 cases and optimal in 12. The corresponding numbers for standard column generation is 35 feasible and 6 optimal. Both standard and stabilized column generation fails in several cases to generate columns that form integer feasible solutions, 5 for standard and 17 for stabilized column generation. The number of columns generated in IQ column generation is in between the number of columns generated in stabilized and standard column generation. Table 10 summarizes the number of feasible and optimal integer solutions generated by each of the tested methods.
Characteristic
Standard CG stabilized CG IQ CG # of problems with feasible solutions 35 23 40 Proportion of problems with feasible solutions 87.5% 57.5% 100.0% # of problems with optimal solutions 5 11 32 Proportion of problems with optimal solutions 12.5% 27.5% 80.0% Table 10 Summary of the results in table 9.
The proposed IQ column generation uses parameters which works differently for instances. This is no difference than e.g. using stabilized column generation see e.g. du Merle et al. (1999) . We can find parameter settings for IQ column generation that works for all test problems. With the same setting it does work in generating the columns needed to define the optimal (or near optimal) integer solution. The drawback is an increase of the number of columns generated. A large value of the parameter α can be viewed as an over generation of columns (as compared to a more adjusted and smaller value for each instance). In experiments not presented we have been able to establish the optimal integer solution for all test problems by changing the value of α for each problem.
Each column defines a plane in the dual space. In the dual optimal solution we can identify which columns that makes up the optimal relaxed LP solution. The columns making up the integer optimal solution may require columns generated by quite different dual solutions. In stabilized column generation the aim is to limit the range of the dual values and reduce the number of columns generated as much as possible. Moreover, as more columns are included the dual space that can be searched is limited by each iteration. If we assume that the columns making up feasible integer solutions require different dual values to be generated it is likely that less feasible integer solutions are generated by stabilized column generation as compared to standard column generation. This is supported in the experiments.
We have not compared the CPU times between the approaches. Stabilized column generation generate fewer columns as compared to standard column generation. However, in some iterations when the y-variables are not 0, new subproblems need to be solved. In IQ column generation, new subproblems need to be solved if no column could be generated because of too few subgradient iterations. The subgradient optimization is easy to implement and not computationally expensive, especially since we aim to use as few subgradient iterations as possible.
Conclusions
The proposed IQ column generation is novel and can generate columns that define the optimal (or near optimal) integer solution. The results show that we in all test problems can generate optimal or near optimal solutions. In the tests we could generate columns that define the optimal integer solutions in 32 out of 40 test problems. Feasible solution were found in 40 out of 40 problems. This result contrast the generally accepted property that optimal and near optimal solutions often not can be found in solving the IP problem defined by the columns generated by the LP-relaxation. This has a very positive impact for industrial cases where quick solution times are important. IQ column generation also solves the LP relaxation which is used as a convergence criteria.
The IQ column generation is based on extending a standard SPP model with a surrogate constraint that is not relaxed in a Lagrangian relaxation framework. With this surrogate constraint we obtain the property that only one column is used in the subproblem solution. This has the effect that we better can control how the multiplier values are updated. The proposed multiplier adjustment method is based on a subgradient method where the accuracy of the steplength can be used to balance what type of column we generate. We can choose to aim for columns that strive to find feasible integer solutions or the optimal (LP optimal) solution by choosing different parameter settings.
We have identified three areas interesting for further research. The first is to establish a linkage between generating the optimal integer solutions and the parameter setting of α. The second is to study other structured models where it is hard to find high quality integer solutions. Examples are the generalized assignment problem and the facility location problem. These can also be formulated as SPP but there are other characteristics of the problems that can be explored in order to find good multiplier values. The third is to study how the proposed multiplier updating can be used in other applications using Lagrangian relaxation to search for feasible integer solutions.
