Image demosaicking (or demosaicing) is the interpolation problem of estimating complete color information for an image that has been captured through a color filter array (CFA), particularly on the Bayer pattern. In this paper we review a simple linear method using 5 x 5 filters, proposed by Malvar, He, and Cutler in 2004, that shows surprisingly good results.
Introduction
Image demosaicking (or demosaicing) is the interpolation problem of estimating complete color information for an image that has been captured through a color filter array (CFA), particularly on the Bayer pattern. While many complicated methods for demosaicking have been proposed, Malvar, He, and Cutler [5, 8] showed that surprisingly good results are possible with a simple linear method using 5 × 5 filters. Figure 1 shows an example of demosaicking.
In the Bayer pattern [1] , green pixels cover half the array in a quincunx lattice. The red and blue pixel locations are spaced uniformly every two pixels. The pattern alternates between "red rows" and "blue rows". In a red row the pattern is R, G, R, G, . . . , and in a blue row it is G, B, G, B, . . . . The pattern is displayed in Figure 2 . 
Algorithm
The method is derived as a modification of bilinear interpolation. Let R, G, B denote the red, green, and blue channels. At a red or blue pixel location, the bilinear interpolation of the green component is the average of its four axial neighbors,
Bilinear interpolation of the red and blue components is similar, but using instead the four diagonal neighbors.
The visual quality of bilinear demosaicking is generally quite poor. Since the channels are interpolated independently, the misalignments near edges produce strong color distortions and zipper artifacts.
To improve upon the quality of the bilinear method, Malvar, He, and Cutler follow the work of Pei and Tam [3] by adding Laplacian cross-channel corrections. The green component at a red pixel location is estimated asĜ
where ∆ R is the discrete 5-point Laplacian of the red channel,
To estimate a red component at a green pixel location,
where ∆ G is a discrete 9-point Laplacian of the green channel.
To estimate a red component at a blue pixel location,
where ∆ B is the discrete 5-point Laplacian of the blue channel. By symmetry, blue components are estimated in a manner similar to the estimation of the red components. These formulas are shown in more detail in the next section. The parameters α, β and γ control the weight of the Laplacian correction terms. To set these parameters optimally, the values producing the minimum mean squared error over the Kodak image suite were computed. These values were then rounded to dyadic rationals to obtain
The advantage of this rounding is that the filters may be efficiently implemented with integer arithmetic and bitshifting. The filters approximate the optimal Wiener filters within 5% in terms of mean squared error for a 5 × 5 support.
The demosaicking is implemented by convolution with a set of linear filters. There are eight different filters for interpolating the different color components at different locations. The filters are shown in Figure 3 .
For example, at a green pixel location in a red row, the red component is interpolated bŷ
.
The filters can be implemented using integer arithmetic. Suppose that the input CFA data is given as a 2D integer array F (i, j), then the interpolation above can be implemented as
and the division by 16 can be efficiently implemented by bitshifting. The other filters are implemented similarly.
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Examples
Considering its simplicity, the method works surprisingly well compared to more complicated methods. See Figure 4 for a comparison. Aside from the bilinear interpolation, all other methods shown here are either nonlinear or use larger filter support. Bilinear interpolation and Hamilton-Adams methods are also low-cost demosaicking methods, so it is interesting to compare particularly with them. The example in Figure 5 shows that MalvarHe-Cutler is visually sharper than bilinear, but not as sharp as Hamilton-Adams. This is because Hamilton-Adams uses a nonlinear interpolation strategy.
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