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Let {pn(x)} be a sequence of polynomials orthogonal with respect to a probability measure μ on R,
that is ∫
R
pm(x)pn(x)dμ(x) = δm,n/hn. (1.1)
We further assume that the polynomials are symmetric, that is pn(−x) = (−1)n pn(x). A curious prob-
lem is to characterize all polynomials {pn(x)} satisfying the above conditions and
Tpn(x) = σn
n−m∑
k=0
hn−m−kpn−m−k(x), (1.2)
where T is a linear operator deﬁned on all polynomials that reduces the degree of a polynomials by
m and σn is a degree dependent constant.
This problem originated in the work of Lasser and Obermaier [18] who raised and answered this
question in the special case: T = ddx and μ′(x) = c(1 − x2)ν . Their work was motivated by questions
in the theory of hypergroups and the related work [17]. The above formulation is our abstraction
of what evolved from [14] and [18]. Ismail and Obermaier [14] considered the cases when T is the
q-difference operator Dq and the Askey–Wilson divided difference operator Dq . The orthogonality
measures in these cases were the normalized weight functions of the discrete and the continuous q-
ultraspherical polynomials. In each of these cases the operator T reduces the degree of a polynomial
by one. At the end of this section we will give a motivation for considering the connection coeﬃ-
cient problem in (1.2) and for considering orthogonal polynomials where the linearization coeﬃcients
in the product of any two are nonnegative. Since the present paper characterizes certain classes of
polynomials, it is not out of place to say that the problem of characterizing classes of orthogonal poly-
nomials goes back to the nineteenth century. One of the earliest characterization theorems states that
p′n(x) = 2npn−1(x) plus orthogonality holds only for the Hermite polynomials. Many characterization
theorems were proved through the last 150 years and many of them led to new orthogonal poly-
nomials. An excellent survey of the literature on characterization theorems up to 1990 is the survey
article by W. Al-Salam [1].
The present work deals with orthogonal polynomials satisfying connection relations (1.2) with
m = 2 and the orthogonality measures are those of the symmetric Al-Salam–Chihara polynomials
on [−1,1] or the general symmetric Askey–Wilson polynomials and T is the square of the Askey–
Wilson divided difference operator. As a limiting case we consider the Wilson polynomials [24] with
T being the square of the Wilson divided difference operator. We also consider the Al-Salam–Chihara
polynomials on R and the symmetric Meixner–Pollaczek polynomials.
The paper is organized in the following fashion. In Section 2 we introduce the Askey–Wilson poly-
nomials and operator and the Wilson polynomials and operator and we state some of their basic
properties. In Section 3 we state and prove a general characterization result for symmetric orthogonal
polynomials. In Section 4 we derive connection coeﬃcient relations and characterizations of the sym-
metric Al-Salam–Chihara polynomials on [−1,1] and on R. In Section 5 we obtain new expressions
for the connection coeﬃcients in certain connection relations for Askey–Wilson polynomials using a
new method. Then we give a characterization of the symmetric Askey–Wilson polynomials. As a limit-
ing case, we establish similar connection coeﬃcient results for Wilson polynomials. In that section we
also obtain inverse connection relations for Askey–Wilson polynomials and for Wilson polynomials.
Section 6 is devoted to Jacobi and Meixner–Pollaczek polynomials. We derive a new representation for
the connection coeﬃcients in a certain connection relation for Jacobi polynomials using two different
methods. We also provide a characterization of the symmetric Meixner–Pollaczek polynomials.
There is a deep connection between polynomial hypergroups, [19], and the linearization of prod-
ucts of orthogonal polynomials. The idea is that a family of polynomials {pn} deﬁnes a formal
convolution on 1 by setting a ∗ b = c where
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m
ampm(x)
][∑
n
bnpn(x)
]
=
∑
k
ck pk(x), (1.3)
at least when a = {am} and b = {bn} have compact support. The convolution product can be given
explicitly by
ck =
∑
m,n
g(m,n,k)ambn, (1.4)
where {g(m,n,k)} are the linearization coeﬃcients deﬁned by pm(x)pn(x) =∑ g(m,n,k)pk(x). When
pn(x) has degree n for all n, the sum in (1.4) is ﬁnite. When g(m,n,k) 0 the convolution (Banach)
algebra induced by ∗ is a hypergroup, [17,19], see also [5]. If {pk(x)} are normalized by pk(1) = 1
for all k, and if g(m,n,k) 0 for all m,n, and k, 1 becomes a commutative Banach algebra with an
identity. Moreover, if a and b are probability measures, then so is c. In this case, the resulting struc-
ture is known as a polynomial hypergroup. One important question here is: “Which polynomials give
rise to polynomial hypergroups?” One might hope for answers to be given as hypotheses on the coef-
ﬁcients in the three-term recurrence satisﬁed by the polynomials, [4,21–23]. However, a hypergroup
is not obtained unless the polynomials can be renormalized to give a new system with nonnegative
linearization coeﬃcients.
Assume that a sequence of polynomials {Rn}∞n=0 are deﬁned recursively by xRn(x) = anRn+1(x) +
cnRn−1(x) for n  0, with an = 0, cn+1 = 0 for n  0, a0 = 1, c0 = 0, where R0 is a constant
function and R−1(x) = 0. Moreover, assume that h(0) = 0 and h(n + 1) = anh(n)/cn+1 for all
n  0. Deﬁne n(k) = δn,k/h(k) for n,k  0. Furthermore, for f ∈ c00 let A( f ) ∈ c00 be deﬁned by
A( f )(k) = ak f (k + 1) + ck f (k − 1) for k  0, and the Fourier transform fˆ (x) =∑∞k=0 f (k)Rk(x)h(k).
One can show that x fˆ (x) = Â( f )(x) for f ∈ c00. Now, deﬁne recursively [18,19], κn ∈ c00, n  0
by κ0 = 0, κ1 = 0, and κn+1 = (n + A(κn) − cnκn−1)/an for n  1. It is easily seen, that ̂n(x) =
Rn(x). Also we have κ̂0(x) = 0 = R ′0(x) and κ̂1(x) = ̂0(x) = R0(x) = R ′1(x). Hence, assuming that
κ̂m(x) = R ′m(x) for m = n  1 and m = n − 1, we get κ̂n+1(x) = (̂n(x) + Â(κn)(x) − cnκ̂n−1(x))/an =
(Rn(x) + xR ′n(x) − cnR ′n−1(x))/an = R ′n+1(x). Summarizing, we have shown by induction that R ′n(x) =∑∞
k=0 κn(k)Rk(x)h(k) for all n 0.
2. Askey–Wilson and Wilson polynomials and operators
The Askey–Wilson polynomials are deﬁned by (see [3,6,12,16,11])
p˜n(x; t|q) = t
n
1pn(x; t|q)
(t1t2, t1t3, t1t4;q)n = 4φ3
(
q−n, qn−1e4(t), t1eiθ , t1e−iθ
t1t2, t1t3, t1t4
∣∣∣ q; q), (2.1)
where x = cos θ , in terms of the standard notation for basic hypergeometric series from [3,12,16,11].
In (2.1), t denotes the multi-parameter (t1, t2, t3, t4) and e4(t) = t1t2t3t4. When t1, t2, t3, t4 are real or
appear in complex conjugate pairs when non-real, and max{|t1|, |t2|, |t3|, |t4|} < 1, the Askey–Wilson
polynomials satisfy the orthogonality relation
1∫
−1
pn(x; t|q)pm(x; t|q)w(x; t|q)dx = δn,m
hn(t|q) , (2.2)
where
w(x; t|q) = (e
2iθ , e−2iθ ;q)∞
iθ −iθ iθ −iθ iθ −iθ iθ −iθ √ 2 (2.3)2π(t1e , t1e , t2e , t2e , t3e , t3e , t4e , t4e ;q)∞ 1− x
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hn(t|q) = (q
n+1,qnt1t2,qnt1t3,qnt1t4,qnt2t3,qnt2t4,qnt3t4;q)∞
(qn−1e4(t);q)n(q2ne4(t);q)∞ . (2.4)
The three-term recurrence relation for the Askey–Wilson polynomials is
2xp˜n(x) = a˜n p˜n+1(x) +
[
t1 + t−11 − (a˜n + c˜n)
]
p˜n(x) + c˜n p˜n−1(x), n 0, (2.5)
where p˜−1 = 0, p˜0 = 1, p˜n(x) = p˜n(x; t|q) and
a˜n = (1− q
nt1t2)(1− qnt1t3)(1− qnt1t4)(1− qn−1e4(t))
t1(1− q2n−1e4(t))(1− q2ne4(t)) ,
c˜n = t1(1− q
n)(1− qn−1t2t3)(1− qn−1t2t4)(1− qn−1t3t4)
(1− q2n−2e4(t))(1− q2n−1e4(t)) . (2.6)
Note that the reciprocal of the squared L2 norm of p˜n(x) is
h˜n(t|q) = (t1t2, t1t3, t1t4;q)2nt−2n1 hn(t|q). (2.7)
The Askey–Wilson operator deﬁned by
Dq f (x) = f˘ (q
1/2z) − f˘ (q−1/2z)
e˘(q1/2z) − e˘(q−1/2z) , (2.8)
with x = (z + 1/z)/2, f˘ (z) = f ((z + 1/z)/2), and e(x) = x, acts on the Askey–Wilson polynomials in
the following fashion:
Dq pn(x; t|q) = 2q
−(n−1)/2(1− qn)(1− qn−1e4(t))
1− q pn−1
(
x;q1/2t|q). (2.9)
From (2.1) and (2.9) it follows that
Dq p˜n(x; t|q) = 2q
−(n−1)(1− qn)t1(1− qn−1e4(t))
(1− q)(1− t1t2)(1− t1t3)(1− t1t4) p˜n−1
(
x;q1/2t|q). (2.10)
The Wilson polynomials were introduced in [24] and are related to the Wigner 6− j symbols (see
volume 2 of [7]). Their hypergeometric form is [3,16]
Wn(x; t) =
4∏
j=2
(t1 + t j)n
× 4F3
(−n, n + e1(t) − 1, t1 + i√x, t1 − i√x
t1 + t2, t1 + t3, t1 + t4,
∣∣∣ 1) , (2.11)
where t= (t1, t2, t3, t4) and e1(t) = t1 + t2 + t3 + t4. We shall assume that the parameters t1, t2, t3, t4
are either real or appear in complex conjugate pairs when non-real. The Wilson divided difference
operator is deﬁned by
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e˜(y + i/2) − e˜(y − i/2) , (2.12)
where
y = √x, f˜ (y) = f (y2), and e(x) = x. (2.13)
It is easy to see that, e˜(y + i/2) − e˜(y − i/2) = 2i√x. The Wilson operator acts on the Wilson polyno-
mials in the following way [16]:
WWn(x) = −n
(
n + e1(t) − 1
)
Wn−1(x; t+ 1/2), (2.14)
where for a constant c, (t+ c) denotes the vector (t1 + c, t2 + c, t3 + c, t4 + c).
3. A characterization of symmetric orthogonal polynomials
Before we state and prove the main characterization result in this section, we recall a few standard
relations for the coeﬃcients of symmetric orthogonal polynomials that follow easily from the three-
term recurrence relation. Let
pn(x) = γnxn + δnxn−2 + lower order terms, n 0,
be a sequence of polynomials that are orthogonal with respect to a probability measure μ, with
orthogonality relation ∫
R
pnpm dμ = δn,m/hn,
and the three-term recurrence relation
xpn = anpn+1 + cnpn−1, n 0, (3.1)
where p0 = 1 and c0p−1 = 0. We have γ0 = 1, δ0 = δ1 = 0 and from (3.1) we get
γn = anγn+1 and δn = anδn+1 + cnγn−1, n 1.
From here it easily follows that
γn =
n−1∏
j=0
a−1j and δn = −γn
n−1∑
k=1
ak−1ck, n 1. (3.2)
Next, multiplying (3.1) by pn−1 and integrating with respect to μ, by the orthogonality relation and
(3.2) we obtain
hncn = hn−1an−1. (3.3)
Since μ is a probability measure and p0(x) = 1, we have h0 = 1 and (3.3) implies
hn =
n−1∏
j=0
(a j/c j+1), n 1. (3.4)
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Theorem 3.1. Suppose that pn(x; t) = γn(t)xn + δn(t)xn−2 + lower order terms, n 0, is a sequence of poly-
nomials that depend on a multi-parameter t, are orthogonal with respect to a probability measureμ = μ(·, t),
and satisfy the following conditions:
(i) A three-term recurrence relation
xpn(x; t) = an(t)pn+1(x; t) + cn(t)pn−1(x; t), n 0, (3.5)
with p0 = 1 and c0(t)p−1 = 0;
(ii) A connection coeﬃcient relation
Tpn(x; t) =
(n−m)/2	∑
k=0
fn,k(t)hn−m−2k(t)pn−m−2k(x; t), nm, (3.6)
where T is a linear operator, m 1 is ﬁxed, and
∫
R
p2k dμ = 1/hk. We further assume that the connection
coeﬃcients fn,k(t) satisfy a recurrence relation of the form
fn+1,ν(t) = Rn
(
f i, j
(
τi, j(t)
)
, 0 j 
⌊
(i −m)/2⌋, m i  n), nm + ν, (3.7)
with ν = 0 or ν = 1, or a recurrence relation of the form
fn,1(t) = Rn
(
fn,0(t), f i, j
(
τi, j(t)
)
, 0 j 
⌊
(i −m)/2⌋, m i  n − 1), nm + 2, (3.8)
where τi, j are mappings from the parameter domain into itself ;
(iii) For each nm there exists a function Fn(y; t) such that at least one of the following two relations holds
an(t) = Fn
(
cn(t); t
)
or cn(t) = Fn
(
an(t); t
)
, (3.9)
and when (3.7) with ν = 0 and m > 1 is satisﬁed, then the second relation in (3.9) holds;
(iv) There exists a family of orthogonal polynomials {p∗n(x; t)} satisfying conditions (i)–(iii);
(v) For each n m + 2, the relation R1 obtained by either comparing the coeﬃcients of xn−m or comparing
the coeﬃcients of xn−m−2 in (3.6), and then setting a j(t) = a∗j (t) and c j(t) = c∗j (t) for all j < i(n), does
not reduce to the relation that holds in (3.9). Here i(n) denotes the highest index that appears in R1 . Fur-
thermore, the equation obtained by substituting from the relation that holds in (3.9) for the corresponding
highest index recurrence coeﬃcient that appears in R1 has unique solution;
(vi) The recurrence coeﬃcients satisfy the initial conditions a j(t) = a∗j (t) and c j(t) = c∗j (t) for j = 0, . . . ,m−
1+ ν if (3.7) holds, and for j = 0, . . . ,m if (3.8) holds;
Then, the polynomials {pn(x; t)} are the polynomials {p∗n(x; t)}.
Proof. From (3.6) it is clear that T acts on the space of polynomials as a linear degree lowering
operator. By (3.5), pn(−x; t) = (−1)npn(x; t), hence every monomial xn is a linear combination of
pn−2l(x; t), l  n/2	. Then, from (3.6) it follows that T (xn) is a linear combination of pn−m−2l(x; t),
l (n −m)/2	. Therefore T (en)(−x) = (−1)n−mT (en)(x), where e(x) = x.
We will use the matrix representation of the linear operator T acting on the monomial basis. Set
T (X) = MT X where X = (1, x, x2, . . .)t . Then, the coeﬃcient of xν in T (xl) is the (l + 1, ν + 1)-entry
(MT )(l+1,ν+1) of the matrix MT . Clearly, if T = Tm1 , then MT = MmT1 .
From (3.5), using induction on n, it can be shown that each polynomial pn(x; t) depends only on
the recurrence coeﬃcients {a j(t)} j<n and {c j(t)} j<n . Then, from (3.6) and (3.4) it follows that the
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matrix MT .
Case 1. (3.7) holds with ν = 0. We can relate fn,0 to T by comparing the coeﬃcients of xn−m in (3.6).
We get γn(MT )(n+1,n−m+1) = fn,0hn−mγn−m which together with (3.2) and (3.4) yields
fn,0 = (MT )(n+1,n−m+1)γn
γn−mhn−m
= (MT )(n+1,n−m+1)c1 · · · cn−m
a0 · · ·an−1 . (3.10)
From (3.7) and (3.10) it follows that
fn+1,0(t) = (MT )(n+2,n−m+2)c1(t) · · · cn+1−m(t)
a0(t) · · ·an(t)
= Rn
(
f i, j
(
τi, j(t)
)
, 0 j 
⌊
(i −m)/2⌋, m i  n). (3.11)
If m > 1, solving (3.11) for an(t) we get
an(t) = (MT )(n+2,n−m+2)c1(t) · · · cn+1−m(t)
a0(t) · · ·an−1(t)Rn( f i, j(τi, j(t)), 0 j  (i −m)/2	, m i  n) , (3.12)
which uniquely determines an(t) (and therefore cn(t) = Fn(an(t); t)) in terms of {a j(t)} j<n and
{c j(t)} j<n . If m = 1, then from (3.11) it follows that
an(t) = (MT )(n+2,n+1)c1(t) · · · cn−1(t)
a0(t) · · ·an−1(t)Rn( f i, j(τi, j(t)), 0 j  (i − 1)/2	, 1 i  n) cn(t). (3.13)
By condition (v), the relation in (3.13) with a j(t) = a∗j (t) and c j(t) = c∗j (t), j < n, is not equivalent to
the relation that holds in (3.9). Thus substituting in (3.13), an(t) by Fn(cn(t); t) if the ﬁrst relation in
(3.9) holds, or cn(t) by Fn(an(t); t) if the second relation in (3.9) holds, we get an equation for cn(t) or
for an(t). This equation has unique solution by the assumption in (v). From (3.13) and (3.9) it follows
that cn(t) = c∗n(t) and an(t) = a∗n(t). Then by induction on n, these equalities hold for all n.
Case 2. (3.7) holds with ν = 1. Comparing the coeﬃcients of xn−m−2 in (3.6) we obtain
γn(MT )(n+1,n−m−1) + δn(MT )(n−1,n−m−1) = fn,0hn−mδn−m + fn,1hn−m−2γn−m−2. (3.14)
Substituting for fn,0 from (3.10) and solving for fn,1, we derive
fn,1 = γn[(MT )(n+1,n−m−1) + (MT )(n−1,n−m−1)δn/γn − (MT )(n+1,n−m+1)δn−m/γn−m]
hn−m−2γn−m−2
. (3.15)
Substituting for the left-hand side of (3.7) by the expression for fn+1,1 in (3.15) and then using (3.2),
we obtain
1
an(t)
[−(MT )(n,n−m)an−1(t)cn(t) + (MT )(n+2,n−m)
+ (MT )(n,n−m)δn(t)/γn(t) − (MT )(n+2,n−m+2)δn+1−m(t)/γn+1−m(t)
]
= hn−m−1(t)γn−m−1(t)
γ (t)
Rn
(
f i, j
(
τi, j(t)
)
, 0 j 
⌊
(i −m)/2⌋, m i  n). (3.16)n
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the ﬁrst relation in (3.9) holds, or cn(t) by Fn(an(t); t) if the second relation in (3.9) holds. By the
assumption in (v), the resulting equation is non-trivial and has unique solution for the highest index
recurrence coeﬃcient. Therefore by (vi) and (3.9), an(t) = a∗n(t) and cn(t) = c∗n(t). By induction on n it
follows that this is true for all n.
Case 3. (3.8) holds. Equating the two expressions for fn,1(t) from (3.14) and (3.8), we obtain
−hn−m(t)δn−m(t) fn,0(t) + (MT )(n+1,n−m−1)γn(t) + (MT )(n−1,n−m−1)δn(t)
hn−m−2(t)δn−m−2(t)
= Rn
(
fn,0(t), f i, j
(
τi, j(t)
)
, 0 j 
⌊
(i −m)/2⌋, m i  n − 1), nm + 2, (3.17)
where fn,0(t) is given by (3.10). By (3.4), (3.2), and (3.10), the highest index that appears in (3.17)
is i(n) = n − 1. We set in (3.17), a j(t) = a∗j (t) and c j(t) = c∗j (t) for j < n − 1, and then we substi-
tute an−1(t) by Fn−1(cn−1(t); t) if the ﬁrst relation in (3.9) holds, or cn−1(t) by Fn−1(an−1(t); t) if
the second relation in (3.9) holds. We obtain an equation for cn−1(t) or for an−1(t) which by the
assumption in (v) is non-trivial and has unique solution. Hence from (v), (vi), and (3.9) it follows that
cn−1(t) = c∗n−1(t) and an−1(t) = a∗n−1(t). Induction on n shows that this holds for all n. 
The operator T typically has the form T = Dm , where D is a linear operator that acts on the
polynomials as a degree one lowering operator and satisﬁes a speciﬁc product rule. The next lemma
gives more insight into the structure of such operators.
Lemma 3.2. Let D be a linear operator such that for every polynomial p, D(p) is also a polynomial of degree
one lower than the degree of p. Suppose thatD satisﬁes a product rule of the form
D( f g) =A(g)D( f ) + B( f )D(g), (3.18)
whereA and B are operators. SetD(x) = d1 = 0. Then
(i)
D( f )
D(g) =
A( f ) − B( f )
A(g) − B(g) . (3.19)
(ii) The operatorsA and B are linear operators, andA(1) = B(1) = 1.
(iii) The operatorD satisﬁes the product rule
D( f g) = S(g)D( f ) + S( f )D(g), (3.20)
where S = (A+B)/2. Moreover, S is a linear operator that acts on the polynomials as a degree preserving
operator, and S(1) = 1.
(iv) The iterated operatorDm satisﬁes the product rule
Dm(xf ) = d1
m−1∑
j=0
s j1Dm−1− j SD j( f ) +
(
Sm
)
(x)Dm( f ), m 1, (3.21)
where S(x) = s1x+ r1 . Moreover, (Sm)(x) = sm1 x+ rm with rm = r1
∑m−1
j=0 s
j
1 .
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D( f g) =A(g)D( f ) + B( f )D(g) =A( f )D(g) + B(g)D( f ), (3.22)
which gives (i).
To verify (ii) we apply (3.18) with g = x and we get
D(xf ) =A(x)D( f ) + B( f )d1 and D(xf ) =A( f )d1 + B(x)D( f ). (3.23)
Therefore, by the deﬁnition of D, both A and B are linear operators. Setting f = 1 in (3.23) yields
B(1) = 1 and A(1) = 1.
Eq. (3.20) in (iii) is simply the average of the two equations in (3.22). Next, from the deﬁnition of
S and (ii), it follows that S is a linear operator with S(1) = 1. To show that S is a degree preserving
operator on the space of polynomials, ﬁrst observe that (3.20) with f = g = x yields D(x2) = 2d1S(x),
hence S(x) is a polynomial of degree one. Setting f = xn and g = x or g = xn in (3.20), we get
S
(
xn
)= (D(xn+1)− S(x)D(xn))/d1 and S(xn)=D(x2n)/(2D(xn)), n > 1.
Therefore, S(xn) is a polynomial of exact degree n.
The formula for (Sm)(x) in (iv) is easily veriﬁed by induction on m. Then, Eq. (3.21) in (iv) follows
from (3.23) and induction on m. Indeed when m = 1, (3.21) is the average of the two equations in
(3.23). Assume that (3.21) holds for some m 1. From (3.21) we get
Dm+1(xf ) =D(Dm(xf ))= d1m−1∑
j=0
s j1Dm− j SD j( f ) +D
((
Sm
)
(x)Dm( f )),
which gives the right-hand side of (3.21) with m replaced by m + 1, since by the product rule (3.20)
D((Sm)(x)Dm( f ))=D((Sm)(x))SDm( f ) + (Sm+1)(x)Dm+1( f ),
and D((Sm)(x)) =D(sm1 x+ rm) = sm1 d1. 
Now suppose that {pn} are orthogonal polynomials that satisfy the conditions of Theorem 3.1 with
a degree lowering operator of the form T =Dm , where D is an operator that satisﬁes the conditions
of Lemma 3.2 and D(en)(−x) = (−1)n−1D(en)(x) for every n  0. Here e(x) = x. By Lemma 3.2(iii),
S(x) =D(x2)/(2D(x)) = s1x and by part (iv) of that lemma
T (xpn) =Dm(xpn) = sm1 xT (pn) + B(pn), (3.24)
where
B = d1
m−1∑
j=0
s j1Dm−1− j SD j, (3.25)
and d1 =D(x) = 0. Again by Lemma 3.2(iv) we have B(xn) = T (xn+1) − sm1 xT (xn), hence B(en)(−x) =
(−1)n+1−mB(en)(x) for every n 0. Therefore
B(pn) =
(n−m+1)/2	∑
βn−m+1−2khn−m+1−2kpn−m+1−2k. (3.26)
k=0
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T (xpn) = sm1
(n−m)/2	∑
k=0
fn,khn−m−2k(an−m−2k pn−m+1−2k + cn−m−2kpn−m−1−2k)
+
(n−m+1)/2	∑
k=0
βn−m+1−2khn−m+1−2kpn−m+1−2k. (3.27)
On the other hand (3.5) and (3.6) yield
T (xpn) = anTpn+1 + cnTpn−1
= an
(n−m+1)/2	∑
k=0
fn+1,khn−m+1−2kpn−m+1−2k
+ cn
(n−m−1)/2	∑
k=0
fn−1,khn−m−1−2kpn−m−1−2k. (3.28)
By comparing of the coeﬃcients of pn−m+1−2k in (3.27) and (3.28), we derive relations for the recur-
rence coeﬃcients an and cn . This approach was utilized by Ismail and Obermaier in [14].
The recurrence relations (3.7) can be modiﬁed and simpliﬁed by replacing in certain parts on
the right-hand side of (3.7) the values of ak and ck by the corresponding values of a∗k and c
∗
k . As
the next lemma shows, such modiﬁcations generate the same unique evaluation algorithm for the
recurrence coeﬃcients of the orthogonal polynomials, but it allows for other and possibly simpler
characterizations of the same family of orthogonal polynomials.
Lemma 3.3. Suppose that the sequence {c∗n} satisﬁes the recurrence relation
cn = fn
(
c0, . . . , cn−1, gn(c0, . . . , cn−1)
)
, n n0, (3.29)
with initial conditions
ci = c∗i , i = 0,1, . . . ,n0 − 1. (3.30)
Then, {c∗n}n0 is the unique sequence that satisﬁes the modiﬁed recurrence relation
cn = fn
(
c0, . . . , cn−1, gn
(
c∗0, . . . , c∗n−1
))
, n n0, (3.31)
with initial conditions (3.30).
Moreover, if for each n n0 the equation
c∗n = fn
(
c∗0, . . . , c∗n−1, y
)
(3.32)
has unique solution y = Yn(c∗0, . . . , c∗n), then
gn
(
c∗0, . . . , c∗n−1
)= Yn(c∗0, . . . , c∗n), n n0. (3.33)
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erates the sequence {c∗n}nn0 . Then {c∗n}n0 is the unique solution of (3.31) with (3.30), since (3.31)
with (3.30) deﬁnes a unique evaluation algorithm that also generates the sequence {c∗n}nn0 .
Since for each n n0, y = gn(c∗0, . . . , c∗n−1) satisﬁes (3.32) and (3.32) has unique solution, it follows
that (3.33) holds. 
Remark 3.4. Theorem 3.1 can be applied when the polynomials pn satisfy the connection relation
Tpn(x) = σn
(n−m)/2	∑
k=0
vn−m−2kpn−m−2k(x), (3.34)
where T is a given linear operator that acts on the polynomials as a degree m lowering operator. In
this case we ﬁrst apply the normalization p˜k = (hk/vk)pk which transforms (3.34) into
T p˜n(x) = σ˜n
(n−m)/2	∑
k=0
h˜n−m−2k p˜n−m−2k(x), (3.35)
with σ˜n = hnσn/vn and h˜k = v2k/hk . The normalized polynomials p˜n satisfy (3.6) with fn,k = σ˜n for
all k  (n −m)/2	. The orthogonal polynomials considered by Ismail and Obermaier in [14] satisfy
connection relations of the form (3.35).
4. Connection relations and characterization of symmetric Al-Salam–Chihara polynomials
The general Askey–Wilson polynomials are invariant under the transformation q → 1/q but the
Al-Salam–Chihara polynomials do not have this property. Thus there are two natural families of Al-
Salam–Chihara polynomials. In this section we treat the corresponding two families of symmetric
Al-Salam–Chihara polynomials.
4.1. The symmetric Al-Salam–Chihara polynomials on [−1,1]
In this subsection we give a characterization of the Al-Salam–Chihara polynomials on [−1,1]. First
we derive connection relations of type (3.6)–(3.7) for these polynomials. The Al-Salam–Chihara poly-
nomials [2] are the special case t3 = t4 = 0 of the Askey–Wilson polynomials. When t2 = −t1, we
have the symmetric Al-Salam–Chihara polynomials
p˜n(x; t1|q) = p˜n(x; t1,−t1,0,0|q) = 3φ2
(
q−n, t1eiθ , t1e−iθ
−t21, 0
∣∣∣ q;q), x = cos θ. (4.1)
In this case by (2.6), t1 + t−11 − (a˜n + c˜n) = 0 and from (2.5) it follows that p˜n(−x; t1|q) =
(−1)n p˜n(x; t1|q). A generating function for these polynomials is [12, Section 15.1]
F (t, x; t1|q) =
∞∑
n=0
(−t21;q)n
(q;q)n p˜n(x; t1|q)(t/t1)
n = (t
2t21;q2)∞
(teiθ , te−iθ ;q)∞ . (4.2)
From (4.2) and the q-binomial theorem [12, Section 12.3]
(az;q)∞
(z;q)∞ =
∞∑ (a;q)k
(q;q)k z
k, |z| < 1, (4.3)
k=0
M.E.H. Ismail, P. Simeonov / Advances in Applied Mathematics 49 (2012) 134–164 145it follows that
F (t, x; t2|q) = (t
2t22;q2)∞
(t2t21;q2)∞
F (t, x; t1|q)
=
∞∑
k=0
(t22/t
2
1;q2)k
(q2;q2)k
(
t2t21
)k ∞∑
s=0
(−t21;q)s
(q;q)s p˜s(x; t1|q)(t/t1)
s. (4.4)
Comparing the coeﬃcients of tn in (4.4), we obtain
(−t22;q)nt−n2
(q;q)n p˜n(x; t2|q) =
n/2	∑
k=0
(t22/t
2
1;q2)kt2k1
(q2;q2)k
(−t21;q)n−2kt−(n−2k)1
(q;q)n−2k p˜n−2k(x; t1|q). (4.5)
When t2 = t1q, (4.5) becomes
(t1q)−2n(−t21q2;q)n
(q;q)n p˜n(x; t1q|q) = q
−n
n/2	∑
k=0
t−2(n−2k)1 (−t21;q)n−2k
(q;q)n−2k p˜n−2k(x; t1|q). (4.6)
From (2.4) and (2.7) we have
h˜n(t1) := h˜n(t1,−t1,0,0|q) =
(
q,−t21;q
)
∞
(−t21;q)nt−2n1 /(q;q)n. (4.7)
Therefore, (4.6) is equivalent to
p˜n(x; t1q|q) = q
n(q;q)nt2n1
(q,−t21;q)∞(−t21q2;q)n
n/2	∑
k=0
h˜n−2k(t1)p˜n−2k(x; t1|q). (4.8)
On the other hand, applying (2.10) twice we get
D2q p˜n(x; t1|q) =
4q−(2n−3)(1− qn)(1− qn−1)q1/2t21
(1− q)2(1+ t21)(1+ t21q)
p˜n−2(x; t1q|q). (4.9)
The next lemma follows immediately from (4.8) and (4.9).
Lemma 4.1. The symmetric Al-Salam–Chihara polynomials pn(x; t1|q) satisfy the connection relation
D2q p˜n(x; t1|q) = σn
(n−2)/2	∑
k=0
h˜n−2−2k(t1)p˜n−2−2k(x; t1|q), (4.10)
where
σn = 4q
−n+3/2(q;q)nt2n−21
(q,−t21;q)∞(1− q)2(−t21;q)n
. (4.11)
We have the following characterization result for the Al-Salam–Chihara polynomials {p˜n(x; t|q)}.
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bility measure μ and satisfy the three-term recurrence relation
xpn(x) = anpn+1(x) + cnpn−1(x), n 0,
with p−1 = 0 and p0 = 1, and recurrence coeﬃcients that satisfy
an + cn = (t + 1/t)/2 > 1, n 0, (4.12)
with c0 = 0 and c1 = (1− q)t. Suppose also that the polynomials {pn(x)} satisfy the connection relation
D2q pn(x) =
(n−2)/2	∑
k=0
fn,khn−2−2kpn−2−2k(x), n 2, (4.13)
where
∫
R
p2n dμ = 1/hn, and
fn+1,0 = (1− q
n+1)t2
q(1+ t2qn) fn,0, n 2. (4.14)
Then, the polynomials {pn(x)} are the symmetric Al-Salam–Chihara polynomials {p˜n(x; t|q)}.
This result follows immediately from Lemma 4.1, formulas (2.5) and (2.6), and Theorem 3.1.
4.2. The symmetric Al-Salam–Chihara polynomials on R
In [10] Christiansen and Ismail studied the case q > 1 of the symmetric Al-Salam–Chihara polyno-
mials. To obtain a characterization of these polynomials {Qn(x;β|p)}, we ﬁrst show that they satisfy a
connection relation of type (3.6)–(3.7). These polynomials are generated by the three-term recurrence
relation
2xpnQn(x;β|p) =
(
1− pn+1)Qn+1(x;β|p) + (β + pn−1)Qn−1(x;β|p), n 0, (4.15)
with initial conditions Q 0 = 1 and Q−1 = 0, and parameters β  0 and p = 1/q ∈ (0,1). These are
essentially symmetric Al-Salam–Chihara polynomials for q > 1 with p = 1/q. Christiansen and Ismail
proved that these polynomials are orthogonal on R with respect to the measure v(x;β|q)dx, where
v(x;β|q) = (p
2; p2)∞
(p; p2)∞
(−1/β; p)∞
π
√
β
2
(−e2y/β,−e−2y/β; p2)∞ , (4.16)
with x = sinh(y) ∈R throughout this subsection. One orthogonality relation is [10]
∞∫
−∞
Qn(x;β|p)Qm(x;β|p)v(x;β|p)dx = βn (−1/β; p)n
pn(p; p)n δm,n =
δm,n
hn(β|q) . (4.17)
It is important to note that although the measure of orthogonality is not unique [2], the numbers
{hn(β|q)} are unique. The following generating function was established in [9]:
G(x; t, β|p) =
∞∑
Qn(x;β|p)tn = (te
−y,−tey; p)∞
(−t2β; p2)∞ , |t| < 1/
√
β. (4.18)n=0
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coeﬃcient formula for the polynomials {Qn(x;β|p)} is immediately derived from the relation
G(x; t, λ|p) = (−t
2β; p2)∞
(−t2λ; p2)∞ G(x; t, β|p).
Comparison of the coeﬃcients of tn in this relation yields
Qn(x;λ|p) =
n/2	∑
k=0
(−λ)k (β/λ; p
2)k
(p2; p2)k Qn−2k(x;β|p). (4.19)
One degree lowering relation for the polynomials Qn(x;β|q) is [10, Lemma 9.1]
D˜p Qn+1(x;β|p) = 2p
n/2
(1− p) Qn(x;β/p|p), n 0, (4.20)
where D˜p is the operator deﬁned by
D˜p f (x) = f˘ (p
1/2ey) − f˘ (p−1/2ey)
(p1/2 − p−1/2) cosh(y) , (4.21)
with f˘ (ey) = f (x) = f (sinh(y)), x ∈ (−∞,∞). From (4.20) and (4.19) (with λ = β/p2) we obtain
D˜2p Qn(x;β|p) =
4pn−3/2
(1− p)2 Qn−2
(
x;β/p2∣∣p)
= 4p
n−3/2
(1− p)2
(n−2)/2	∑
k=0
(−β/p2)k Qn−2−2k(x;β|p)
=
(n−2)/2	∑
k=0
fn,k(β)hn−2−2k(β|p)Qn−2−2k(x;β|p), (4.22)
where by (4.17)
fn,k(β) = 4p
n−3/2
(1− p)2
(−β/p2)k
hn−2−2k(β|p) =
4p1/2
(1− p)2
(−1)kβn−2−k(−1/β; p)n−2−2k
(p; p)n−2−2k . (4.23)
From (4.23) one can get relations of type (3.7). Two such relations are
fn+1,k(β) = (β + p
n−2−2k)
(1− pn−1−2k) fn,k(β) =
pn−2−k(β + 1)
(1− pn−1−2k) fn,k(β/p). (4.24)
The following characterization result for the symmetric Al-Salam–Chihara polynomials {Qn(x;β|p)}
is an immediate consequence of (4.22), (4.24), and Theorem 3.1.
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a probability measure μ and satisfy the three-term recurrence relation
xpn(x;β) = an(β)pn+1(x;β) + cn(β)pn−1(x;β), n 0,
with initial conditions c0(β)p−1 = 0, p0 = 1, and recurrence coeﬃcients that satisfy
an(β) + p2cn(β) =
(
1+ p2β)p−n/2, n 0,
with a0(β) = (1 − p)/2 and a1(β) = (1/p − p)/2. Suppose also that the polynomials {pn(x;β)} satisfy the
connection relation
D˜2p pn(x;β) =
(n−2)/2	∑
k=0
fn,k(β)hn−2−2k(β)pn−2−2k(x;β), n 2,
where 1/hk =
∫
R
p2k dμ, and
fn+1,0(β) = (β + p
n−2)
(1− pn−1) fn,0(β), n 2.
Then, the polynomials {pn(x;β)} are the symmetric Al-Salam–Chihara polynomials {Qn(x;β|p)}.
5. Connection relations for Askey–Wilson and Wilson polynomials
The connection coeﬃcients in the expansion of a general Askey–Wilson polynomial pn(x; t|q) in
terms of {pk(x; s|q)}kn are double series, [15], [12, Section 16.4]. They become single sums if t j = s j
for some 1  j  4, [6,15]. In this section we use a new approach based on the Rodriguez formula
for Askey–Wilson polynomials and the integration by parts rule for the Askey–Wilson operator Dq to
derive a connection relation for D2q pn(x; t|q) in terms of {pk(x; t|q)}kn−2, and as a limiting case, a
connection relations for W2Wn(x; t) in terms of {Wk(x; t)}kn−2. We also give a characterization of
the symmetric Askey–Wilson polynomials.
5.1. Connection relations for Askey–Wilson polynomials and characterization of symmetric Askey–Wilson
polynomials
We begin with a new evaluation procedure for the connection coeﬃcients fm,n,k(t|q) in the repre-
sentation
Dmq pn(x; t|q) =
n−m∑
k=0
fm,n,k(t|q)hk(t|q)pk(x; t|q), (5.1)
for 1  m  n. Clearly (5.1) holds since Dq is a degree lowering operator. From the orthogonality
relation (2.2) and the Rodriguez formula for Askey–Wilson polynomials [12, (16.3.8)]
w(x; t|q)pl(x; t|q) =
(
(q − 1)/2)lql(l−1)/4Dlq(w(x;ql/2t|q)) (5.2)
we get
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1∫
−1
w(x; t|q)pk(x; t|q)Dmq pn(x; t|q)dx
= ((q − 1)/2)kqk(k−1)/4 1∫
−1
Dkq
(
w
(
x;qk/2t|q))Dmq pn(x; t|q)dx. (5.3)
Next, we apply k times the integration by parts rule for the Askey–Wilson operator Dq , [8], [12,
Theorem 16.1.1], to the integral in (5.3) (where we identify
√
1− x2 with −i(z − 1/z)/2 when x =
(z + 1/z)/2 ∈ [−1,1] to ensure that the conditions of this theorem are satisﬁed at each iteration).
Then we apply (2.9) m + k times, thus obtaining (with e4(t) = t1t2t3t4)
fm,n,k(t|q) =
(
(1− q)/2)kqk(k−1)/4 1∫
−1
w
(
x;qk/2t|q)Dm+kq pn(x; t|q)dx
= (2/(1− q))mq− 12 ((n2)−(n−m−k2 )−(k2)) (q;q)n
(q;q)n−m−k
(
qn−1e4(t);q
)
m+k
×
1∫
−1
w
(
x;qk/2t|q)pn−m−k(x;q(m+k)/2t|q)dx. (5.4)
Notice that by (2.3)
w(x; t|q) = w(x;q
lt|q)∏4
j=1(t jeiθ , t je−iθ ;q)l
, (5.5)
and the denominator is a polynomial of x = cos θ of degree 4l. One may consider using Uvarov’s mod-
iﬁcation of measure theorem [12, Section 2.7] as an alternative evaluation method for the coeﬃcients
f2l,n,k(t|q). Uvarov’s theorem gives a determinant representation for the coeﬃcients f2l,n,k(t|q) which
involves products of Askey–Wilson functions of the second kind evaluated at the zeros of the de-
nominator polynomial in (5.5): (qst j + q−s/t j)/2, 0 s  l − 1, 1 j  4. This result, however, is too
complicated to be useful even in the case when m = 2 in (5.1). We have a partial fraction decomposi-
tion of the form
4∏
j=1
1
(t jeiθ , t je−iθ ;q)l =
4∑
j=1
l−1∑
s=0
A j,l,s(t|q)
(qst j + q−s/t j)/2− x .
When m is even (m = 2l) the integral in the last line of (5.4) becomes
4∑
j=1
l−1∑
s=0
A j,l,s
(
qk/2t|q)w((qk/2+st j + q−k/2−s/t j)/2;qk/2+lt|q)
×Qn−m−k
((
qk/2+st j + q−k/2−s/t j
)
/2;qk/2+lt|q),
where
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w(y; t|q)
1∫
−1
pn(x; t|q)
y − x w(x; t|q)dx, y ∈C \ [−1,1] (5.6)
is the Askey–Wilson function of the second kind. This function has the representation [20,13]
w(x; t|q)Qn(x; t|q) = 4πe
i(n+1)θ (qe2iθ ;q)∞
(qne4(t)eiθ ;q)∞
∏4
j=1(qne4(t)eiθ /t j;q)∞∏
1 j<k4(qnt jtk, t jeiθ ;q)∞
× 8W7
(
qn−1e4(t)e2iθ ; t1eiθ , t2eiθ , t3eiθ , t4eiθ ,qn−1e4(t);q,qn+1
)
, (5.7)
x ∈C \ [−1,1], where [12, (12.5.12)]
8W7(α;α1,α2,α3,α4,α5;q, z)
= 8φ7
(
α, q
√
α, −q√α, α1, α2, α3, α4, α5√
α, −√α, αq/α1, αq/α2, αq/α3, αq/α4, αq/α5
∣∣∣ q, z) . (5.8)
The formulas for this more general situation are still quite complicated and diﬃcult to take to the next
level. What will be of interest to us in relation to characterizing two-parameter symmetric Askey–
Wilson polynomials, is the special case l = 1 (or m = 2 in (5.1)).
Therefore, from now on we shall concentrate on the case l = 1 (m = 2). In this case
w(x; t|q) = w(x;qt|q)∏4
j=1[(1− t jeiθ )(1− t je−iθ )]
. (5.9)
The partial fraction decomposition becomes
1∏4
ν=1[(1− tνeiθ )(1− tνe−iθ )]
=
4∑
j=1
A j(t)
(1− t jeiθ )(1− t je−iθ ) ,
1/A j(t) =
∏
ν = j
[
(1− tνt j)(1− tν/t j)
]
. (5.10)
Hence the integral from the last line of (5.4) is
In,k(t|q) =
4∑
j=1
A j
(
qk/2t
) 1∫
−1
w(x;q1+k/2t)pn−k−2(x;q1+k/2t|q)
(1− 2qk/2t jx+ qkt2j )
dx. (5.11)
By (2.2)–(2.4), the Askey–Wilson polynomials pn(x; t|q) are symmetric in the parameters t1, t2, t3, t4.
Then by (2.1), for each 1 j  4, we have the representation
pn−k−2
(
x;q1+k/2t|q)= (q1+k/2t j)k+2−n∏
s = j
(
qk+2t jts;q
)
n−2−k
×
n−k−2∑ (q2+k−n,qn+k+1e4(t),q1+k/2t jeiθ ,q1+k/2t je−iθ ;q)r
(q;q)r∏s = j(qk+2t jts;q)r qr . (5.12)r=0
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1
2π
π∫
0
(e2iθ , e−2iθ ;q)∞
(qk/2t jeiθ ,qk/2t je−iθ ;q)∞∏s = j(q1+k/2tseiθ ,q1+k/2tse−iθ ;q)∞
× (q
1+k/2t jeiθ ,q1+k/2t je−iθ ;q)∞
(qr+1+k/2t jeiθ ,qr+1+k/2t je−iθ ;q)∞ dθ, 0 r  n − k − 2. (5.13)
The integral in (5.13) is J (qk/2t j,q1+k/2t j1 ,q1+k/2t j2 ,q1+k/2t j3 ,qr+1+k/2t j,q1+k/2t j) as deﬁned in
[11, (6.3.1)–(6.3.2)], and ( j, j1, j2, j3) is a permutation of (1,2,3,4). The evaluation of J (a1,a2,a3,
a4,a5, g) (the Nasrallah–Rahman integral) is given by [11, (6.3.9)]:
J (a1,a2,a3,a4,a5, g) :=
π∫
0
(e2iθ , e−2iθ , geiθ , ge−iθ ;q)∞∏5
ν=1(aνeiθ ,aνe−iθ ;q)∞
dθ
= 2π(a1a2a3a4a5/g;q)∞
∏5
ν=1(gaν;q)∞
(q, g2;q)∞∏1μ<ν5(aμaν;q)∞
× 8W7
(
g2/q; g/a1, g/a2, g/a3, g/a4, g/a5;q,a1a2a3a4a5/g
)
. (5.14)
Thus the expression in (5.13) equals
(q2k+3e4(t);q)∞
(q,qk+1t jt j1 ,qk+1t jt j2 ,qk+1t jt j3 ,qk+2t j1t j2 ,qk+2t j1t j3 ,qk+2t j2t j3;q)∞
× (q
k+1t2j ;q)r
∏
s = j(qk+2t jts;q)r
(qk+2t2j ,q2k+3e4(t);q)r
× 8W7
(
qk+1t2j ;q,q−r, t j/t j1 , t j/t j2 , t j/t j3;q,q2k+r+3e4(t)
)
, (5.15)
where we used that in our case a5 = qr g . By (5.8), the 8W7 in (5.15) equals
8φ7
(
qk+1t2j , q
√
α, −q√α, q, q−r, t j/t j1 , t j/t j2 , t j/t j3√
α, −√α, qk+1t2j , qk+r+2t2j , qk+2t jt j1 , qk+2t jt j2 , qk+2t jt j3
∣∣∣ q,q2k+r+3e4(t)), (5.16)
with α = qk+1t2j . Recall the q-Pfaff–Saalschütz summation formula [12, (12.2.15)]
3φ2
(
q−m, a, b
c, d
∣∣∣ q, q)= (d/a,d/b;q)m
(d,d/(ab);q)m , (5.17)
with cd = abq1−m . For each 1 j  4 and 0 l n−k−2, by Eqs. (5.12), (5.15), and (5.16), a multiple
of the following sum over r  l is contributed to the j-th integral in (5.11):
n−k−2∑
r=l
(q2+k−n,qn+k+1e4(t),qk+1t2j ;q)r
(q,qk+2t2j ,q2k+3e4(t);q)r
(q−r;q)lqr(l+1)
(qk+r+2t2j ;q)l
= (−1)lql(l+1)/2 (q
2+k−n,qn+k+1e4(t),qk+1t2j ;q)l
(qk+2t2;q)2l(q2k+3e4(t);q)lj
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[
3φ2
(
q2+k+l−n, qn+k+l+1e4(t), qk+l+1t2j
qk+2l+2t2j , q
2k+l+3e4(t)
∣∣∣ q, q)= (ql+1−nt2j /e4(t),ql+1;q)n−2−k−l
(qk+2l+2t2j ,q−n−k/e4(t);q)n−2−k−l
]
= (q,q
1−nt2j /e4(t);q)n−2−k
(qk+2t2j ,q−n−k/e4(t);q)n−2−k
(
q2k+2e4(t)
)−l (q2+k−n,qn+k+1e4(t),qk+1t2j ;q)l
(q,qnt2j ,q
1−nt2j /e4(t);q)l
, (5.18)
where we ﬁrst applied formula (5.17) (with d = qk+2l+2t2j ) to evaluate the 3φ2 sum, and then we used
the identities (Aql;q)N−l = (A;q)N/(A;q)l and (A;q)l = (−A)lql(l−1)/2(q1−l/A;q)l .
Let mj,k(t|q) denote the quantity in the ﬁrst line of (5.15). From (5.11), (5.12), (5.13), (5.15), (5.16),
and (5.18) we get
In,k(t|q) =
4∑
j=1
A j
(
qk/2t
)
mj,k(t|q)
(
q1+k/2t j
)k+2−n∏
s = j
(
qk+2t jts;q
)
n−2−k
× (q,q
1−nt2j /e4(t);q)n−2−k
(qk+2t2j ,q−n−k/e4(t);q)n−2−k
×
[
8φ7
(
qk+1t2j , q
√
α, −q√α, q2+k−n, qn+k+1e4(t), t j/t j1 , t j/t j2 , t j/t j3√
α, −√α, qnt2j , q1−nt2j /e4(t), qk+2t jt j1 , qk+2t jt j2 , qk+2t jt j3
∣∣∣ q,q)
= (q
k+2t2j ,q
k+2t j1t j2 ,qk+2t j1t j3 ,qk+2t j2t j3;q)n−2−k
(qk+2t jt j1 ,qk+2t jt j2 ,qk+2t jt j3 ,qk+2e4(t)/t2j ;q)n−2−k
]
. (5.19)
To get the last line of (5.19), we applied the q-Jackson summation formula [11, (II.22)]
8φ7
(
a, q
√
a, −q√a, q−m, b, c, d, e√
a, −√a, qm+1a, qa/b, qa/c, qa/d, qa/e
∣∣∣ q, q)
= (qa,qa/(bc),qa/(bd),qa/(cd);q)m
(qa/b,qa/c,qa/d,qa/(bcd);q)m , (5.20)
with q1+ma2 = bcde. In our case m = n − k − 2, a = α = qk+1t2j , b = t j/t j1 , c = t j/t j2 , d = t j/t j3 , and
e = qn+k+1e4(t). Simplifying (5.19) we obtain
In,k(t|q) =
4∑
j=1
A j
(
qk/2t
)
mj,k(t|q)
(
q1+k/2t j
)k+2−n
× (q,q
1−nt2j /e4(t),q
k+2t j1t j2 ,qk+2t j1t j3 ,qk+2t j2t j3;q)n−2−k
(q−n−k/e4(t),qk+2e4(t)/t2j ;q)n−2−k
. (5.21)
Recall that In,k(t|q) denotes the integral in the third line of (5.4). We again use the identity (A;q)l =
(−A)lq( l2)(q1−l/A;q)l to reduce the ratio (q1−nt2j /e4(t);q)n−2−k/(q−n−k/e4(t),qk+2e4(t)/t2j ;q)n−2−k
that appears in (5.21). From (5.4), (5.21), the expression for mj,k(t|q) given in the ﬁrst line of (5.15),
and (5.10), after simplifying we obtain the following result.
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D2q pn(x; t|q) =
n−2∑
k=0
f2,n,k(t|q)hk(t|q)pk(x; t|q) (5.22)
for the Askey–Wilson polynomials pn(x; t|q) are given by
f2,n,k(t|q) = 4(q;q)n
(1− q)2(q;q)∞ q
−n+3/2(qn−1e4(t);q)∞
×
4∑
j=1
tn−k+1j
(t j − t j1)(t j − t j2)(t j − t j3)(qkt jt j1 ,qkt jt j2 ,qkt jt j3;q)∞
× 1
(qnt j1t j2 ,q
nt j1t j3 ,q
nt j2t j3;q)∞
, (5.23)
where t j1 , t j2 , t j3 is a permutation of {1,2,3,4} \ { j}.
We now consider the special case t = (t1,−t1, t2,−t2). By (2.3) for this choice of parameters the
Askey–Wilson weight w(x; t1, t2|q) := w(x; t1,−t1, t2,−t2|q) is even and the Askey–Wilson polyno-
mials pn(x; t1, t2|q) := pn(x; t1,−t1, t2,−t2|q) satisfy pn(−x, t1, t2|q) = (−1)n pn(x; t1, t2|q). In partic-
ular, the coeﬃcients f2,n,k(t1,−t1, t2,−t2|q) in (5.22) vanish when n − k is odd. Set hn(t1, t2|q) :=
hn(t1,−t1, t2,−t2|q). Formula (5.23) yields
f2,n,k(t1,−t1, t2,−t2|q) = 2(q;q)n
(1− q)2(q;q)∞ q
−n+3/2(qn−1t21t22;q)∞
× (1+ (−1)
n−k)
(t21 − t22)(qkt1t2,−qkt1t2,qnt1t2,−qnt1t2;q)∞
×
[
tn−k1
(−qkt21,−qnt22;q)∞
− t
n−k
2
(−qkt22,−qnt21;q)∞
]
.
Corollary 5.2. The two-parameter symmetric Askey–Wilson polynomials pn(x; t1, t2|q) satisfy the connection
relation
D2q pn(x; t1, t2|q) =
(n−2)/2	∑
k=0
fn,k(t1, t2|q)hn−2−2k(t1, t2|q)pn−2−2k(x; t1, t2|q), (5.24)
where
fn,k(t1, t2|q) = f2,n,n−2−2k(t1,−t1, t2,−t2|q)
= 4(q;q)n
(1− q)2(q;q)∞ q
−n+3/2 (qn−1t21t22;q)∞
(t21 − t22)(qnt1t2,−qnt1t2;q)2∞(−qnt21,−qnt22;q)∞
× 1
(qn−2−2kt1t2,−qn−2−2kt1t2;q)2k+2
×
[
t2k+21
(−qn−2−2kt2;q) −
t2k+22
(−qn−2−2kt2;q)
]
. (5.25)1 2k+2 2 2k+2
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fn+1,k(t1, t2|q) =
(
1− qn+1)(1− qnt21t22)q−(k+1) fn,k(t1√q, t2√q |q), (5.26)
k = 0,1, . . . , (n − 2)/2	, n 2.
Now we state the characterization result for the two-parameter symmetric Askey–Wilson polyno-
mials {pn(x; t1, t2|q)}. This characterization follows immediately from Theorem 3.1, the deﬁnition of
the Askey–Wilson polynomials in Section 2, and formulas [12, (15.2.10)–(15.2.13)].
Theorem 5.3. Suppose that {pn(x; t1, t2)} is a sequence of polynomials that are orthogonal with respect to a
probability measure μ and satisfy the three-term recurrence relation
xpn(x; t1, t2) = an(t1, t2)pn+1(x; t1, t2) + cn(t1, t2)pn−1(x; t1, t2), n 0,
with initial conditions p−1 = 0 and p0 = 1, and the recurrence coeﬃcients satisfy the relation
cn(t1, t2) =
[
(t1 + 1/t1)/2−
(
1+ qnt21
)(
1− t21t22q2n
)
an(t1, t2)/t1
]
× (1+ qn−1t21)(1− q2n−2t21t22)/t1, (5.27)
n 0, with initial conditions
a0(t1, t2) = 1
2(1− t21t22)
and a1(t1, t2) = 1− t
2
1t
2
2
2(1− qt21t22)(1− q2t21t22)
.
Suppose also that the polynomials {pn(x; t1, t2)} satisfy the connection relation
D2q pn(x; t1, t2) =
(n−2)/2	∑
k=0
fn,k(t1, t2)hn−2−2k(t1, t2)pn−2−2k(x; t1, t2), n 2, (5.28)
where
∫
R
p2n dμ = 1/hn, and
fn+1,0(t1, t2) =
(
1− qn+1)(1− qnt21t22) fn,0(t1√q, t2√q ), n 2. (5.29)
Then, the polynomials {pn(x; t1, t2)} are the symmetric Askey–Wilson polynomials {pn(x; t1, t2|q)}.
5.2. Connection relation for Wilson polynomials
Consider again the Wilson polynomials Wn(x; t) deﬁned with (2.11). The following limiting relation
holds [16]
lim
q→1
pn((qi
√
x + q−i
√
x )/2;qt|q)
(1− q)3n = Wn(x; t), (5.30)
where t = (t1, t2, t3, t4) and qt = (qt1 ,qt2 ,qt3 ,qt4 ). The Wilson polynomials satisfy the orthogonality
relation [16]
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2π
∞∫
0
∣∣∣∣
∏4
j=1 Γ (t j + i
√
x )
Γ (2i
√
x )
∣∣∣∣2Wm(x; t)Wn(x; t) dx2√x = δm,nhWn (t) (5.31)
and
hWn (t) =
Γ (2n + e1(t))
(n + e1(t) − 1)nn!∏1 j<l4 Γ (n + t j + tl) , (5.32)
with e1(t) = t1 + t2+ t3 + t4, if Re(t j) > 0, 1 j  4, and non-real parameters occur in conjugate pairs.
To derive a connection relation for the second order Wilson operator W2 acting on Wilson poly-
nomials, we proceed as follows: First we replace t by qt and eiθ by qi
√
x (that is x by cos(
√
x lnq))
in (5.22), (5.23), and (2.4). Then we multiply (5.22) by (1 − q)4−3n (to balance the zeros/poles of the
right-hand side of (5.22) at q = 1) and take limit as q → 1. After some manipulation we obtain
lim
q→1(1− q)
4−3n(D2q pn(u;qt∣∣q))∣∣u=cos(√x lnq) = 4 n−2∑
k=0
f W2,n,k(t)h
W
k (t)Wk(x; t), (5.33)
where
f W2,n,k(t) =
n!
Γ (e1(t) + n − 1)
4∑
j=1
4∏
l=1
l = j
1
(t j − tl)
∏
1ν<μ4
ν,μ = j
Γ (tν + tμ + n). (5.34)
To ﬁnd the limit on the left-hand side of (5.33), we ﬁrst observe that by (2.9)
Dmq pn
(
u; et∣∣q)= 2mq− 12 ((n2)−(n−m2 ))(q;q)n(qn−1+e1(t);q)m
(1− q)m(q;q)n−m pn−m
(
u;qt+m/2∣∣q), m 1. (5.35)
Then
lim
q→1(1− q)
2m−3n(Dmq pn(u;qt∣∣q))∣∣u=cos(√x lnq)
= 2m lim
q→1
(q;q)n(qn−1+e1(t);q)m
(q;q)n−m(1− q)2m
pn−m((qi
√
x + q−i
√
x)/2;qt+m/2|q)
(1− q)3(n−m)
= 2m n!
(n −m)!
(
n − 1+ e1(t)
)
mWn−m(x; t+m/2)
= (−2)mWmWn(x; t), (5.36)
where we used (5.30) and (2.14). In the case m = 2, (5.36) gives the limit on the left-hand side of
(5.33) and a connection relation for W2Wn(x; t) in terms of {Wk(x; t)}kn−2.
Theorem 5.4. The Wilson polynomials Wn(x; t) satisfy the connection relation
W2Wm(x; t) =
n−2∑
k=0
f W2,n,k(t)h
W
k (t)Wk(x; t), (5.37)
where the coeﬃcients f W2,n,k(t) are given by (5.34) and the reciprocal norms h
W
k (t) are given by (5.32).
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Let γn(t|q) denote the leading coeﬃcient of the Askey–Wilson polynomial pn(x; t|q). Given m
distinct numbers y1, . . . , ym , let Dn,m(y1, . . . , ym; t|q) be the determinant of the m × m matrix
with entries pn+i−1(y j; t|q)/γn+i−1(t|q), i, j = 1, . . . ,m. Furthermore, if the numbers y1, . . . , ym are
not all distinct, then for every yk of multiplicity νk > 1 we replace the corresponding rows of
Dn,m(y1, . . . , ym; t|q) by the derivatives of these rows of order 0,1, . . . , νk − 1 at yk . Let w(x; t|q)
be the Askey–Wilson weight deﬁned by (2.3).
Theorem 5.5. The following connection relation holds for the Askey–Wilson polynomials:
w(x;qmt|q)
w(x; t|q) pn
(
x;qmt|q)= n+4m∑
k=n
dk,n(t|q)pk(x; t|q)
= γn
(
qmt|q)(16e4(t))mq2m(m−1) Dn,4m+1(x1, . . . , x4m, x; t|q)
Dn,4m(x1, . . . , x4m; t|q) , (5.38)
where x1, . . . , x4m are the zeros of
∏4
j=1(t jeiθ , t je−iθ ;q)m in any order.
This theorem follows from the fact that w(x;qmt|q)/w(x; t|q) is a polynomial of degree 4m and
from Christoffel’s measure modiﬁcation theorem [12, Theorem 2.7.1].
Lemma 5.6. Let {rn} and {sn} be two sequences of orthonormal polynomials with respect to the weights ρ(x)
and σ(x), respectively. Assume that ρ(x) and σ(x) have common support. Let
rn(x) =
n∑
k=0
cn,ksk(x).
If expansion of the form
σ(x)sn(x) = ρ(x)
∞∑
k=n
dk,nrk(x)
exists, then dk,n = ck,n, k n.
Proof. Multiplying the expansion of σ(x)sn(x) by rk(x), k  n, and integrating over the support, we
obtain
dk,n =
∫
σ(x)sn(x)rk(x)dx = ck,n. 
The next inverse connection relation follows immediately from Theorem 5.5 and Lemma 5.6.
Theorem 5.7. Let x1, . . . , x4m be the zeros of
∏4
j=1(t jeiθ , t je−iθ ;q)m in any order. The coeﬃcients in the
connection relation
pn(x; t|q) =
n∑
k=0
cn,k(t|q)pk
(
x;qmt|q) (5.39)
are given by
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mt|q)(16e4(t))mq2m(m−1)
Dk,4m(x1, . . . , x4m; t|q)
× (n − k + 1,4m + 1) − co-factor of Dk,4m+1(x1, . . . , x4m, x; t|q), (5.40)
for n − 4m k n, and cn,k(t|q) = 0 for 0 k < n − 4m.
A similar connection coeﬃcient relation can be derived for the Wilson polynomials. One way is
to just replace t by qt and x by (qi
√
x + q−i
√
x )/2 in (5.39) and (5.40), then divide by (1 − q)3n and
ﬁnd the limit as q → 1. Even though it is clear that the limit of the left-hand side and therefore the
limit of the right-hand side exists, ﬁnding the limit of the right-hand side of (5.39) is not feasible. The
other way is to repeat the above procedure for the Wilson polynomials Wn(x; t). Let wW (x; t) be the
Wilson weight from (5.31) and let γ Wn (t) denote the leading coeﬃcient of Wn(x; t). Given m distinct
numbers y1, . . . , ym , let DWn,m(y1, . . . , ym; t) be the determinant of the m × m matrix with entries
Wn+i−1(y j; t)/γ Wn+i−1(t), i, j = 1, . . . ,m. Furthermore, if the numbers y1, . . . , ym are not all distinct,
then for every yk of multiplicity νk > 1 we replace the corresponding rows of DWn,m(y1, . . . , ym; t) by
the derivatives of these rows of order 0,1, . . . , νk − 1 at yk . Notice that wW (x; t +m)/wW (x; t) is a
monic polynomial of degree 4m with zeros −(t j + ν)2, ν = 0, . . . ,m− 1, j = 1, . . . ,4. By this fact and
Christoffel’s measure modiﬁcation theorem [12, Theorem 2.7.1] we obtain an analogue of Theorem 5.5
for Wilson polynomials.
Theorem 5.8. The Wilson polynomials satisfy the connection relation
wW (x; t+m)
wW (x; t) Wn(x; t+m) =
n+4m∑
k=n
dWk,n(t)Wk(x; t)
= γ Wn (t+m)
DWn,4m+1(x1, . . . , x4m, x; t)
DWn,4m(x1, . . . , x4m; t)
, (5.41)
where x1, . . . , x4m are the zeros of wW (x; t+m)/wW (x; t) in any order.
From Theorem 5.8 and Lemma 5.6 we get the following connection result for Wilson polynomials.
Theorem 5.9. Let x1, . . . , x4m be the zeros of wW (x; t + m)/wW (x; t) in any order. The coeﬃcients in the
connection relation
Wn(x; t) =
n∑
k=0
cWn,k(t)Wk(x; t+m) (5.42)
are given by
cWn,k(t) =
γ Wk (t+m)
DWk,4m(x1, . . . , x4m; t)
× (n − k + 1,4m + 1) − co-factor of DWk,4m+1(x1, . . . , x4m, x; t), (5.43)
for n − 4m k n, and cWn,k(t) = 0 for 0 k < n − 4m.
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6.1. Connection relations for Jacobi polynomials
We give two derivations of a new connection coeﬃcient formula for the Jacobi polynomials with
shifted parameters P (α+m,β+m)n (x) in terms of {P (α,β)k (x)}kn .
The orthogonality relation for Jacobi polynomials is [12, (4.1.2)]
1∫
−1
(1− x)α(1+ x)β P (α,β)m (x)P (α,β)n (x)dx = δm,n/h(α,β)n ,
h(α,β)n = n!Γ (α + β + n + 1)(α + β + 2n + 1)2α+β+1Γ (α + n + 1)Γ (β + n + 1) . (6.1)
The connection relation for Jacobi polynomials is [12, Theorem 9.1.1]
P (γ ,δ)n (x) =
n∑
k=0
cn,k(γ , δ;α,β)P (α,β)k (x),
cn,k(γ , δ;α,β) = (γ + k + 1)n−k(n + γ + δ + 1)k
(n − k)!Γ (α + β + 2k + 1) Γ (α + β + k + 1)
× 3F2
(−n + k, n + k + γ + δ + 1, α + k + 1
γ + k + 1, α + β + 2k + 2
∣∣∣ 1). (6.2)
The Jacobi polynomials also satisfy the degree lowering relation [16, (1.8.6)]
d
dx
P (α,β)n+1 (x) =
1
2
(α + β + n + 2)P (α+1,β+1)n (x). (6.3)
We now consider the special case γ = α +m, δ = β +m.
Theorem 6.1. The Jacobi polynomials have the connection relation
P (α+m,β+m)n (x) =
n∑
k=0
cm,n,k(α,β)P
(α,β)
k (x),
cm,n,k(α,β) =
2α+β+1h(α,β)k
k!(n − k)!
m∑
l=1
(
2m − l − 1
m − 1
)
(l)n−k(α + β + n + 2m + 1)k
Γ (α + β + n + k + 2m − l + 2)
× [Γ (α + k +m − l + 1)Γ (β + n +m + 1)
+ (−1)n−kΓ (β + k +m − l + 1)Γ (α + n +m + 1)]. (6.4)
Equivalently
dm
dxm
P (α,β)n+m (x) = 2−m(α + β + n +m + 1)m
n∑
k=0
cm,n,k(α,β)P
(α,β)
k (x). (6.5)
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tive integers m. The second proof is given only for the case m = 1 since in this case it is quite simple,
but it is not clear if and how it works when m > 1.
First proof. We will use the Rodriguez formula for Jacobi polynomials [16, (1.8.9)]
(1− x)α(1+ x)β P (α,β)n (x) = (−1)
n
2nn!
dn
dxn
[
(1− x)α+n(1+ x)β+n], (6.6)
and the beta integral evaluation
1∫
−1
(1− x)a−1(1+ x)b−1 dx = 2a+b−1B(a,b) = 2a+b−1Γ (a)Γ (b)
Γ (a + b) , (6.7)
for Re(a) > 0 and Re(b) > 0. We will also need the Pfaff–Saalschütz formula [12, (1.4.5)]
3F2
(−n, A, B
C, D
∣∣∣ 1)= (C − A)n(C − B)n
(C)n(C − A − B)n , (6.8)
which is valid when C + D = A + B − n + 1.
From the ﬁrst line in (6.4), the orthogonality relation (6.1), the Rodriguez formula (6.6), integration
by parts (k times), and (6.3), we ﬁnd that
cm,n,k(α,β)/h
(α,β)
k =
1∫
−1
P (α+m,β+m)n (x)P
(α,β)
k (x)(1− x)α(1+ x)β dx
= (−1)
k
2kk!
1∫
−1
P (α+m,β+m)n (x)
dk
dxk
[
(1− x)α+k(1+ x)β+k]dx
= 1
2kk!
1∫
−1
(1− x)α+k(1+ x)β+k d
k
dxk
P (α+m,β+m)n (x)dx
= (α + β + n + 2m + 1)k
4kk!
1∫
−1
P (α+m+k,β+m+k)n−k (x)(1− x)α+k(1+ x)β+k dx
= (α + β + n + 2m + 1)k
4kk!
×
1∫
−1
[
m∑
l=1
(
2m − l − 1
m − 1
)
2l−2m
(
1
(1− x)l +
1
(1+ x)l
)]
× P (α+m+k,β+m+k)n−k (x)(1− x)α+k+m(1+ x)β+k+m dx, (6.9)
where the sum that appears in the last pair of brackets is the partial fraction decomposition of
(1− x2)−m . We get a sum of 2m terms. For the Jacobi polynomial P (α+m+k,β+m+k)n−k (x) in the last
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[12, (4.1.1)]
P (a,b)n (x) = (a + 1)nn! 2F1
(−n,n + a + b + 1
a + 1
∣∣∣ 1− x
2
)
, (6.10)
and for the terms involving (1+ x)−l , 1 lm, we use [12, (4.1.4)]
P (a,b)n (x) = (−1)n (b + 1)nn! 2F1
(−n,n + a + b + 1
b + 1
∣∣∣ 1+ x
2
)
. (6.11)
Thus by (6.9), (6.10), (6.11), and (6.7), we have
cm,n,k(α,β)k!
(α + β + n + 2m + 1)kh(α,β)k
= 1
4k
m∑
l=1
(
2m − l − 1
m − 1
)
2l−2m
×
[
(α +m + k + 1)n−k
(n − k)!
n−k∑
j=0
(k − n) j(α + β + 2m + n + k + 1) j
j!(α +m + k + 1) j 2
− j
× 2α+β+2k+2m−l+ j+1B(α + k +m − l + j + 1, β + k +m + 1)
+ (−1)n−k (β +m + k + 1)n−k
(n − k)!
n−k∑
j=0
(k − n) j(α + β + 2m + n + k + 1) j
j!(β +m + k + 1) j 2
− j
× 2α+β+2k+2m−l+ j+1B(α + k +m + 1, β + k +m − l + j + 1)
]
= 2
α+β+1
(n − k)!
m∑
l=1
(
2m − l − 1
m − 1
)
×
[
(α +m + k + 1)n−kΓ (α + k +m − l + 1)Γ (β + k +m + 1)
Γ (α + β + 2k + 2m − l + 2)
× 3F2
(−n + k,α + β + n + k + 2m + 1,α + k +m − l + 1
α + k +m + 1,α + β + 2k + 2m − l + 2
∣∣∣ 1)
+ (−1)n−k same with α ↔ β
]
. (6.12)
Notice that each 3F2 expression in (6.12) is balanced. So each 3F2 in (6.12) can be evaluated by (6.8)
and then simpliﬁed using the identity (−M)ν = (−1)ν(M − ν + 1)ν , and therefore written as
(−β − n −m)n−k(l)n−k
(α + k +m + 1)n−k(−α − β − n − k − 2m + l − 1)n−k
= (β + k +m + 1)n−k(l)n−k
(α + k +m + 1) (α + β + 2k + 2m − l + 2) ,n−k n−k
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cm,n,k(α,β)k!
(α + β + n + 2m + 1)kh(α,β)k
= 2
α+β+1
(n − k)!
m∑
l=1
(
2m − l − 1
m − 1
)
(l)n−k
Γ (α + β + n + k + 2m − l + 2)
× [Γ (α + k +m − l + 1)Γ (β + n +m + 1)
+ (−1)n−kΓ (β + k +m − l + 1)Γ (α + n +m + 1)]. (6.13)
Second proof. Clearly the 3F2 expression in connection coeﬃcient formula (6.2) when γ = α + 1 and
δ = β + 1 is
3F2
(−n + k,n + k + α + β + 3,α + k + 1
α + k + 2,α + β + 2k + 2
∣∣∣ 1)
=
n−k∑
j=0
(k − n) j(n + k + α + β + 3) j(α + k) j
j!(α + k + 2) j(α + β + 2k + 2) j
(
1+ j
α + k
)
= 3F2
(−n + k,n + k + α + β + 3,α + k
α + k + 2,α + β + 2k + 2
∣∣∣ 1)
+ (k − n)(n + k + α + β + 3)
(α + k + 2)(α + β + 2k + 2) 3F2
(−n + k + 1,n + k + α + β + 4,α + k + 1
α + k + 3,α + β + 2k + 3
∣∣∣ 1).
The 3F2 functions are balanced and can be summed by the Pfaff–Saalschütz formula (6.8). 
It is not clear how the second method can be extended in order to compute the connection coeﬃ-
cients in the representation of P (α+m,β+m)n (x) in terms of P
(α,β)
k (x) when m 2. For such m, obviously,
it is much harder to ﬁnd the correct manipulation on the shifted factorials that will lead to balanced
3F2 expressions and give the desired representation. This however can be achieved if one follows the
ﬁrst proof in reverse order.
The symmetric Jacobi polynomials (the ultraspherical polynomials) can also be characterized using
Theorem 3.1 with the connection relations from Theorem 6.1 and degree lowering operator T = d/dx.
We leave the details to the reader.
6.2. Characterization of the symmetric Meixner–Pollaczek polynomials
We now consider the Meixner–Pollaczek polynomials P (λ)n (x;φ) as deﬁned in [16]. These polyno-
mials are orthogonal on (−∞,∞) with respect to the measure dμ(x;λ,φ) = e(2φ−π)x|Γ (λ + ix)|2/
(2π)dx with λ > 0 and φ ∈ (0,π), [16, Section 1.7]. Their orthogonality relation is
∞∫
−∞
P (λ)m (x;φ)P (λ)n (x;φ)dμ(x;λ,φ) = Γ (n + 2λ)
(2 sinφ)2λn! δm,n =:
δm,n
hn(λ,φ)
. (6.14)
The following connection relation is easily derived using the generating functions [16, (1.7.11)] and
[16, (1.8.24)]:
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n∑
k=0
C (ν−λ)k (cosφ)P
(λ)
n−k(x;φ), (6.15)
where C (λ)n (x) = (2λ)n/(λ + 1/2)n P (λ−1/2,λ−1/2)n (x) are the ultraspherical polynomials, [16, Section
1.8.1]. Moreover, the operator
δ f (x) = f (x+ i/2) − f (x− i/2)
i
(6.16)
acts on the Meixner–Pollaczek polynomials as a degree lowering operator in the following fashion [16,
(1.7.7)]:
δP (λ)n (x;φ) = 2 sinφP (λ+1/2)n−1 (x;φ). (6.17)
The form of the orthogonality measure for the Meixner–Pollaczek polynomials implies that they are
symmetric if and only if φ = π/2. Therefore from (6.17) and (6.15) we get
δ2P (λ)n (x;π/2) = 4
(n−2)/2	∑
k=0
(−1)k P (λ)n−2−2k(x;π/2), (6.18)
since the three-term recurrence relation for the ultraspherical polynomials [16, (1.8.17)] yields
C (1)2k (0) = (−1)k , k 0. By (6.18) and (6.14),
δ2P (λ)n (x;π/2) =
(n−2)/2	∑
k=0
fn,k(λ)hn−2−2k(λ,π/2)P (λ)n−2−2k(x;π/2), (6.19)
where
fn,k(λ) = 4(−1)
k
hn−2−2k(λ,π/2)
= (−1)
k41−λΓ (n − 2− 2k + 2λ)
(n − 2− 2k)! . (6.20)
From (6.20) we get the connection coeﬃcient relations
fn+1,k(λ) = (n − 2− 2k + 2λ)
(n − 1− 2k) fn,k(λ) =
2
(n − 1− 2k) fn,k(λ + 1/2). (6.21)
The three-term recurrence relation for P (λ)n (x;π/2) is [16, (1.7.3)]
xP (λ)n (x;π/2) = (n + 1)2 P
(λ)
n+1(x;π/2) +
(n + 2λ − 1)
2
P (λ)n−1(x;π/2). (6.22)
Now we have the following characterization of the symmetric Meixner–Pollaczek polynomials.
Theorem 6.2. Suppose that {pn(x;λ)} is a sequence of polynomials that are orthogonal on R with respect to
a probability measure μ(x;λ) and satisfy the three-term recurrence relation
xpn(x;λ) = an(λ)pn+1(x;λ) + cn(λ)pn−1(x;λ), n 0, (6.23)
with initial conditions p0 = 1 and p−1 = 0, and recurrence coeﬃcients that satisfy
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with a0(λ) = 1/2 and a1(λ) = 1. Suppose also that the polynomials {pn(x;λ)} satisfy the connection relation
δ2pn(x;λ) =
(n−2)/2	∑
k=0
fn,k(λ)hn−2−2k(λ)pn−2−2k(x;λ), n 2, (6.25)
where 1/hn(λ) =
∫
R
pn(x;λ)2 dμ(x;λ), and
fn+1,0(λ) =
(
n − 2+ 2λ
n − 1
)
fn,0(λ), n 2. (6.26)
Then the polynomials {pn(x;λ)} are the Meixner–Pollaczek polynomials {P (λ)n (x;π/2)}.
This result follows immediately from Theorem 3.1 and formulas (6.22), (6.19), and (6.21).
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