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The development of the cosmetics industry experienced a very significant development. Along with the 
development of cosmetics, information technology has become one of the inputs for the company. Information about 
the sale of cosmetics and information on cosmetic supplies is an inseparable thing. Cosmetics are products made 
from plants, minerals and animals. Predictions about future sales can control the amount of available product stock, 
so that shortages and excess product stock can be minimized. Accurate Prediction results will facilitate the 
fulfillment of market demand and can provide timely predictions. This research was conducted to predict cosmetic 
sales. Knowing the supply of cosmetics is something that can be found in cosmetic stores, to facilitate the prediction 
of cosmetic inventories in the coming period can use sales data in the previous period. Date time series is one of 
the time series methods used for forecasting methods to find out the pattern of patterns in the past to find out patterns 
in the future. The Support Vector Machine algorithm will work accurately when the required features are relevant. 
But inreality the features needed are not relevant, feature selection can be done to select the features needed to 
obtain accurate information, so as to increase efficiency. In this study the Support Vector Machine algorithm 
produces the best method, which is 0.136 based on the smallest error value with period 4 variables, Validation 
Shuffled Sampling 10 and Polynomial kernel type. The best model is also obtained with the Support Vector Machine 
algorithm with forward selection resulting in the smallest error value of 0.144 with period 8 variables, as well as 
the Validation Shuffled Sampling 10 and the polynomial kernel type. 
 
Keywords: Kosmetik, Data Mining,  Support Vector Machine, feature selection, forward selection  
 
1. PENDAHULUAN  
 
Produk kosmetik sudah menjadi kebutuhan 
primer bagi kaum wanita yang merupakan 
target utama dari industri kosmetik. Selain itu, 
seiring dengan perkembangan zaman, industri 
kosmetik juga mulai berinovasi pada produk 
kosmetik untuk pria dan anak-anak. Menurut 
penelitian yang dilakukan oleh Kementrian 
Perindustrian Republik Indonesia (Kemenprin) 
bahwa industri kosmetik nasional mencatatkan 
kenaikan pertumbuhan sebanyak 20% atau 
empat kali lipat dari pertumbuhan ekonomi 
nasional pada tahun 2017. Kenaikan 
pertumbuhan tersebut sampai dengan double 
digit terdorong dari permintaan besar pasar 
domestik dan ekspor seiring tren masyarakat 
yang mulai memperhatikan produk perawatan 
tubuh sebagai kebutuhan utama (Kemenperin, 
2018).  
Salah satu langkah untuk memprediksi suatu 
nilai dimasa yang akan datang adalah dengan 
metode time series, metode ini menggunakan 
urutan waktu untuk mengetahui nilai di masa 
yang akan datang. Metode time series 
menggunakan proses determinasi sehingga 
kemampuan dalam memprediksi menghasilkan 
nilai yang lebih baik. Proses determinasi 
dilakukan dengan mengumpulkan data, 
kemudian diurutkan berdasarkan urutan 
waktunya, sehingga nilai determinan 
didapatkan. Hasil dari proses determinan 
tersebut digunakan untuk memprediksi nilai 
dimasa yang akan datang menggunakan bentuk 
pola yang didapat dari masa lampau [1].  
 
2. TINJAUAN PUSTAKA  
 
Penelitian yang dilakukan oleh Xiaou Yu 
dan Haisen Ji (2015) memprediksi daya listrik 
untuk merencanakan daya listrik di masa yang 
akan datang berdasarkan daya yang dipakai 
selama 24 jam. Data yang digunakan adalah 
data daya listrik historis, dengan melakukan 
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perbandingan Particle Swarm Optimization 
(PSO)-Support Vector Machine (SVM) dan 
Back Propagation (BP) Neural Network serta 
pemakaian kernel radial basis function (kernel- 
RBF) pada metode SVM dengan hasil PSO-
SVM lebih baik daripada BP Neural Network 
dan menghasilkan prospek yang lebih baik 
dalam penjadwalan distribusi listrik [2].  
Junyoung Heo & Jin Yong Yang (2016) 
dalam penelitiannya memprediksi harga saham 
berdasarkan laporan keuangan untuk 
mengamati perubahan pola harga saham. Proses 
prediksi yang dilakukan sebanyak 10 kali untuk 
mendapatkan rata-rata keakurata dari 2913 data. 
Berdasarkan tiga data keuangan yaitu Earning 
Per Share (EPS), Book-value Per Share (BPS), 
dan Net Profit Growth Rate (NPGR) 
dikombinasikan untuk memprediksi dengan 
kernel RBF metode Support Vector Machine 
(SVM) yang kemudian dibandingkan dengan 
prediksi ahli. Hasil prediksi SVM menunjukkan 
prediktabilitas lebih unggul dibandingkan 
dengan prediksi ahli. Hasil Prediksi dalam satu 
bulan setelah pelaporan informasi keuangan 
lebih tinggi dibandingkan dengan prediksi dua 
bulan setelah pelaporan [3] 
Atik Nurmasari (2017) dalam penelitiannya 
memprediksi produksi komoditas di Indonesia. 
Hasil prediksi menentukan nilai kinerja untuk 
mendapatkan nilai korespondensi antara nilai 
prediksi dan nilai aktual dan prediksi terbaik 
diilustrasikan oleh kurva fitting. Hasil dari 
perbandingan kinerja prediksi per tahun 
menunjukkan bahwa yang paling sesuai adalah 
prediksi tahun 2007 dengan nilai Root Mean 
Square Error (RMSE) 1,20E + 06, R-Square 
0,794 atau 79,4%, Adjusted R-Square sebesar 
0788 atau 78,8%, serta fitting curve 
menunjukkan prediksi tingkat distribusi yang 
optimal [4] 
Penelitian ini memiliki tujuan untuk 
menghasilkan model prediksi jumlah penjualan 
kosmetik dengan tingkat error lebih kecil 
dengan Feature Selection menggunakan 
Forward selection pada SVM.  
 
3. METODE PENELITIAN  
 
3.1 Jenis Penelitian  
Jenis penelitian yang digunakan adalah 
penelitian kuantitatif [5] dimana penelitian 
kuantitatif menjadi faktor penting dalam proses 
penelitian itu sendiri. Bahwa sebagaian dari 
kegiatan penelitian adalah proses teori atau 
berteori. Pada proses penelitian ini melakukan 
proses analisis deduktif untuk mencoba 
menjawab permasalahan yang sedang dihadapi. 
Pada penelitian kuantitatif baik teori atau 
paradigma teori digunakan untuk menentukan 
peneliti menemukan masalah penelitian, 
menemukan hipotesism menemukan konsep, 
menemukan metodologi dan menemukan alat 
analisis data.  
 
3.2 Pendekatan Penelitian  
 
Pada penelitian ini menggunakan 
pendekatan penelitian kuantitatif dimana data 
yang digunakan adalah data yang diambil dari 
CV Citra Wonosobo.  
 
3.3 Metode Pengumpulan Data 
 
Dalam penelitian ini, pengumpulan data 
yang akan digunakan menggunakan beberapa 
langkah yang berkaitan dengan metode 
penelitian tersebut, yaitu dengan metode 
observasi dan studi kepustakaan.  
a. Observasi  
observasi adalah metode pengumpulan 
data melalui pengamatan yang cermat dan 
teliti secara langsung terhadap gejala-gejala 
yang diselidiki [6]. Observasi yang 
digunakan adalah observasi tidak langsung, 
yaitu untuk memperoleh data dari subjek 
penelitian dengan mengambil data dari situs 
Kaggle. Peneliti mengambil data set yang 
ada kemudian mengolah datanya untuk 
kemudian dijadikan subjek penelitian.  
b. Studi Kepustakaan  
penelitian kuantitatif adalah suatu tahap 
yang harus dilakukan karena tahap ini bagian 
penting untuk Menentukan "state of the art" 
sebuah langkah mutakhir dari penelitian 
yang akan dilakukan ini, dimana penelitian 
yang akan dilakukan dapat dibedakan dengan 
penelitian yang lainnya [7]. Jadi tinjauan 
pustaka ini dilakukan juga untuk melihat 
dimana posisi teoritis yang akan 
dikembangkan. 
Peneliti melakukan pencarian literatur 
dan pengumpulan materi yang berkaitan dari 
buku, jurnal dan referensi lainnya yang yang 
terkait dengan sistem inventory manajemen 
gudang. Sehingga diperoleh literatur yang 
sesui dengan obyek peneltian. 
 
3.4 Metode Analisis Data 
Analisis data adalah proses mengatur 
urutan data, mengorganisasikannya ke suatu 
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pola, katagori dan kesatuan uraian dasar [6]. 
Hasibuan membedakan dengan penafsiran, 
yaitu memberikan arti yang signifikan 
terhadap data, menjelaskan pola uraian dan 
mencari hubungan di antara dimensi-dimensi 
uraian.   
Pada tahapan penelitian ini akan 
dilakukan proses analisis data dari data yang 
telah diperoleh sebagai bahan penelitian. 
Analisis data merupakan proses 
penyederhanaan data dalam bentuk yang 
lebih mudah dibaca dan diimplementasikan. 
Analisa data diperlukan untuk mengetahui 
seberapa besar tingkat akurasi data yang 
diperoleh dari subyek penelitian. 
 
3.5 Support Vector Machine (SVM) 
 
Metode Support Vector Machine (SVM) 
akan memberikan kinerja yang efektif jika fitur 
yang tidak relevan dihapus. Maka penghapusan 
fitur yang tidak relevan sangat penting 
dilakukan sebelumnya. Seleksi fitur bekerja 
secara langsung mengeliminasi fitur serta 
memilih fitur yang benar memberikan 
informasi. Pemilahan fitur akan meningkatkan 
efisiensi. Tujuan utama seleksi fitur adalah 
pencarian sebuah data yang relevan. Fitur yang 
dianggap tidak relevan atau fitur berlebihan 
sangat mempengaruhi terhadap hasil [8].  
Penggunaan Praprocessing data univariat 
time series numerik data harian, kemudian data 
di ubah ke ascending ke descending proses ini 
dilakukan dengan memanfaatkan toolbar sort & 
filter yang ada pada Microsoft Office Excel, 
setelah itu data dinormalisasi. Pada basis data, 
proses normalisasi memiliki tujuan untuk 
mengurangi resiko terjadinya anomali data serta 
tidak konsistensinya data. Normalisasi database 
memiliki tujuan utama yaitu untuk memperoleh 
data yang berdimensi kecil namun tetap dapat 
mewakili data asli dan tidak kehilangan 
karakteristis data tersebut.  
Persamaan normalisai dapat dilihat sebagai 
berikut:  
𝑁 =  
(𝑥−𝑚𝑖𝑛)
(𝑚𝑎𝑥−𝑚𝑖𝑛)
  ……………….. (1) 
Dimana:  
N   = Normalisasi  
x   = data 
Min  = data minimum  
Max  = data maksimum  
Setelah data melewati tahap normalisai 
untuk mengembalikan ukuran data yang sudah 
ternormalisasi ke ukuran data asli adalah 
dengan cara denormalisasi dataset.  
Persamaan sebagai berikut: 
𝐷 = 𝑌(𝑚𝑎𝑥 − min) + 𝑚𝑖𝑛 …(2) 
Dimana:  
D  = Denormalisasi  
Y  = Hasil Keseluruhan dari Pelatihan  
Min  = Data Minimum  
Max = Data Maksimum  
 
Pada penelitian ini melalui beberapa 
tahapan, tahapan yang pertama adalah data akan 
diubah dari ascending ke descending. Tahap ke-
2 melakukan normalisasi data. Tahap ke-3 data 
diubah dari univariate ke multivariate. Tahap 
ke-4 menentukan parameter SVM dan forward 
selection. Penentuan parameter SVM melewati 
beberapa pengujian, seperti penentuan jumlah 
variabel input independent, variabel periode xt-
i serta pemilihan type kernel, uji coba ini 
digunakan untuk menemukan model terbaik 
dengan melihat tingkat Nilai Root Mean Square 
Error (RSME) terkecil. RMSE adalah salah 
satu metode untuk mengevaluasi peramalan 
yang nantinya digunakan untuk mengukur 
tingkat akurasi dari hasil prakiraan suatu model, 
dimana hasil nilai rata-rata jumlah kuadrat 
kesalahan juga menyatakan ukuran besarnya 
kesalahan yang dihasilan oleh suatu model 
dalam prakiraan.  
Tahap eksperimen digunakan beberapa 
sampel data set dalam melakukan uji coba, 
kemudian dilanjutkan dengan penetapan 
parameter sebelum memulai proses uji coba 
nilai parameter yang digunakan dalam proses 
uji coba sama dengan nilai training yaitu nilai 
variabel input atau variabel periode xt-i dari 1 – 
10, Validation Shuffled Sampling 10 dengan 
type kernel polynomial kemudian dilakukan 
proses testing untuk mengetahui hasil RMSE. 
Data mining merupakan campuran dari 
statistik, kecerdasan buatan, dan riset basis data 
yang masih berkembang sampai saat ini [9]. 
Data mining bisa diartikan juga sebagai 
serangkaian proses untuk mendapatkan 
pengetahuan atau pola dari banyaknya 
kumpulan data [10]. 
Ketika semua pekerjaan yang memanfaatkan 
data menjadi sesuatu yang penting dalam 
berbagai bidang, mulai dari bidang akademik, 
bisnis, hingga medis. Maka data mining sangat 
berguna sekali untuk mengekstraksi dan 
mengidentifikasi informasi yang penting dalam 
database besar dengan cara proses semi 
Apriliyani et al : Prediksi Penjualan Kosmetik …. Machine  
 
 
ISSN 2527-5240  104 
 
otomatik menggunakan teknik statistik, 
matematika, kecerdasan buatan dan machine 
learning [11] Tujuanya adalah untuk 
menghasilkan informasi baru yang sangat 
berguna dengan cara memanfaatkan dan 
mengolah data dalam suatu database yang besar 
[12]. Menurut Gartner Group data mining 
adalah sebuah proses untuk menemukan 
hubungan yang berarti, pola, dan kecendrungan 
dengan cara melakukan identifikasi terhadap 
data yang tersimpan dalam database dengan 
teknik pengenalan pola seperti teknik statistik 
dan matematika [13]. Data mining sering juga 
disebut Knowledge discovery in database 
adalah kegiatan yang meliputi pengumpulan, 
pemakaian data-data berukuran besar [14]. 
Proses data mining secara sistematis, ada tiga 
langkah utama dalam data mining  [9] yaitu: 
1. Eksplorasi/ Pemrosesan awal  
Eksplorasi/ pemprosesan awal data terdiri 
dari ‘pembersihan’ data, normalisasi data, 
transformasi data, penanganan data yang 
salah, reduksi dimensi, pemilihan subset 
fitur, dan sebagainya. 
2. Membangun Model dan Melakukan Validasi 
terhadapnya  
Dengan melakukan validasi berarti sudah 
melakukan analisis berbagai model dan 
memilih model dengan kinerja prediksi yang 
terbaik. Dalam langkah ini digunakan 
metode- metode seperti klasifikasi, regresi, 
analisis, cluster, deteksi anomali, analisis 
asosiasi, analisis pola sekuensial, dan 
sebagainya. Dalam beberapa refrensi, 
deteksi anomali juga masuk dalam langka 
eksplorasi. Akan tetapi, deteksi anomali juga 
dapat digunakan sebagai algoritma utama, 
terutama untuk mencari data- data yang 
spesial 
3. Penerapan  
Penerapan berarti menerapkan model pada 
data yang baru untuk menghasilkan 
perkiraan/ prediksi masalah yang 
diinvestigasi. 
Metode Forward selection adalah metode 
seleksi maju, termasuk dalam algoritma 
pencarian paling sederhana. Forward selection 
didasarkan pada model Regresi Linear. 
Forward selection merupakan teknik untuk 
mereduksi dimensi data serta menghilangkan 
atribut yang tidak relevan. Metode model ini 
diawali dengan nol variable, selanjutnya 
variable dimasukan one by one hingga 
kriterianya terpenuhi, jadi prosedur Forward 
selection diawali dengan tidak ada variabel 
didalam model [15] 
Metode SVM merupakan metode yang 
berdasar pada teori pembelajaran statistic 
dengan tujuan memberikan hasil lebih baik 
dibandingkan metode lain. SVM bekerja 
dengan baik terhadap data yang memiliki 
dimensi tinggi dengan memanfaatkan teknik 
kernel. Kernel memiliki fungsi sebagai dasar 
pembelajaran semua algoritma. Secara umum 
algoritma ini mengatasi kendala fungsi kernel 
tertentu, karena mesin linear hanya dapat 
mengklasifikasi data dalam linear ruang fitur 
terpisah. Fungsi kernel mendorong sebuah 
ruang fitur oleh implisit pemetaan [16] 
Proses pembelajaran Supprort Vector 
Machine yaitu menentukan support vector, 
mengetahui fungsi kernel yang digunakan, serta 
tidak perlu mengetahui fungsi non-linear.  
Persamaan SVM yaitu:  
(𝑥) = 𝑤𝑡∅(𝑥) + 𝑏 ……………. (3) 
Dimana:  
B = Bias  
𝑥 = (𝑥1, 𝑥2, … … 𝑥𝐷)𝑇 = 𝑉𝑎𝑟𝑖𝑎𝑏𝑒𝑙 𝐼𝑛𝑝𝑢𝑡  
𝑤 = (𝑤0, 𝑤1, … … 𝑤𝐷) 
𝑇 = 𝑃𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟 𝐵𝑜𝑏𝑜𝑡 
∅(𝑥) = 𝑓𝑢𝑛𝑔𝑠𝑖 𝑡𝑟𝑎𝑛𝑠𝑓𝑜𝑟𝑚𝑎𝑠𝑖 𝑓𝑖𝑡𝑢𝑟  
 
4. HASIL DAN PEMBAHASAN  
 
4.1 Prediksi dengan Metode SVM   
Penerapan algoritma SVM dengan 
menggunakan Forward selection merupakan 
tujuan dari penelitian yang akan dilakukan pada 
data penjualan kosmetik dengan model terbaik 
untuk memprediksi time series dalam penjualan 
kosmetik. Fluktuasi penjualan kosmetik 
menjadi masalah dalam persediaan stok 
kosmetik dalam toko.  
 
Gambar 1. Grafik Data Penjualan Obat tahun 2015-2017 
Pada Gambar 1 menunjukkan bahwa 
fluktuasi penjualan kosmetik menjadi masalah 
dalam persediaan stok. Grafik tersebut 
menjelaskan bagaimana data termasuk dalam 
data nonlinier, dimana data yang bentuknya 
bukan dalam kategori kelas linear dapat 
dimanfaatkan untuk pendekatan kernel. 
Tabel 1. Nilai RMSE SVM 




ISSN 2527-5240  105 
 
 
Tabel 1 hasil eksperimen uji coba penjualan 
kosmetik menunjukkan bahwa penerapan 
algoritma SVM mulai dari 1 sampai 10 variabel 
periode data penjualan kosmetik menggunakan 
Validation Shuffled Sampling 10 dan type kernel 
polynomial yang diambil berdasarkan tingkat 
nilai RMSE terkecil. Maka menghasilkan model 
terbaik yang dapat dilihat berdasarkan nilai error 
terkecil bernilai 0,136 dengan jumlah variabel 
periode 4.  
 
Gambar 2. Grafik Model Algoritma SVM 
 
Pada gambar 2 menunjukkah bahwa grafik 
penjualan kosmetik bahwa algoritma SVM 
menggambarkan model terbaik terdapat pada 
variabel 4, dengan type kernel polynomial dan 
validation suffled sampling adalah 10 serta 
mendapatkan nilai RMSE sebesar 0,136 




Tabel 2 menunjukkan hasil uji coba 
penjualan kosmetik dengan pemilihan model 
menggunakan SVM dan forward selection dari 
1 sampai 10 vaiabel periode dari data penjualan 
kosmetik dengan menggunakan Validation 
Shuffled Sampling 10 dan type kernel 
polynomial yang diambil berdasarkan nilai 
RMSE terkecil. Sehingga ditemukan model 
terbaik yang dapat dilihat dari tingkat error 
terkecil yaitu 0.134 pada variabel periode 8.  
 
Gambar 3. Grafik Model Algoritma SVM dan 
Forward selection 
Dari gambar 2 menunjukkan bahwa 
perbandingan model yang paling baik pada 
penjualan kosmetik dengan SVM dan forward 
selection terdapat pada varibel periode 8, 
dengan Validation Shuffled Sampling 10 dan 
type kernel polynomial yaitu RMSE sebesar 
1.34. 
Berdasarkan penelitian dengan 
menggunakan algoritma SVM menghasilkan 
model terbaik yang dapat dilihat berdasarkan 
nilai error terkecil yaitu 0.136 dengan variabel 
periode 4, Validation Shuffled Sampling 10 dan 
type kernel polynomial. Sedangkan penelitian 
dengan menggunakan SVM dengan forward 
selection menghasilkan nilai terbaik 
berdasarkan nilai error terkecil yaitu 0.134 
dengan variabel periode 8, Validation Shuffled 
Sampling 10 dan type kernel polynomial. Maka 
sesuai dengan hasil penelitian tersebut 
mendapatkan hasil performa yang lebih baik 
dengan feature selection yaitu forward 
selection.  
Tujuan dari prediksi adalah untuk 
mengendalikan stok produk yang ada, sehingga 
kelebihan stok produk maupun kekurangan 
dapat diminimalisir. Mandaat dari penelitian ini 
adalah menghasilkan prediksi penjualan yan 
akurat, sehingga permintaan konsumen dapat 
terpenuhi untuk mempertahankan konsistensi 
konsumen.  
 
5. KESIMPULAN  
 
Prediksi jumlah penjualan kosmetik 
menggunakan algoritma SVM dengan Feature 
Selection menggunakan Forward selection 
telah berhasil dilakukan. Melihat hasil 
eksperimen yang dilakukan, menjelaskan 
seleksi fitur Forward selection meningkatkan 
performa yang lebih baik dibandingkan dengan 
Apriliyani et al : Prediksi Penjualan Kosmetik …. Machine  
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algoritma SVM tanpa menggunakan feature 
selection. Saran dalam penelitian ini untuk 
penulis atau peneliti selanjutnya untuk 
menggunakan algoritma lain bertujuan 
menghasilkan tingkat error lebih kecil. 
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