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The intrinsic performance of a polymer-based bulk-heterojunction (BHJ) solar cell is 
principally influenced by the molecular-scale packing formed through the blending of 
electron-donor polymers and fullerene acceptor molecules, as well as the intrinsic 
properties of each component. An intriguing example of such mixing is the intercalation 
of fullerene molecules amongst the side chains of the donor polymers, which leads to a 
bimolecular crystal that significantly affects the film nanostructure.  
 
In this dissertation, we use a number of computational methods, ranging from quantum 
mechanics through molecular mechanics and molecular dynamics along with X-ray 
diffraction simulations, to investigate the structure-property relationships of intercalated 
polymer:fullerene blends. Chapter 1 provides a brief overview of the polymer:fullerene 
blend system and its use in bulk-heterojunction solar cells. Chapter 2 presents a review of 
the computational methodologies used in this dissertation, from quantum mechanics (e.g., 
Hartree-Fock theory and Density Functional Theory) through atomistic molecular 
mechanics and dynamics simulations as well as the general concepts and simulations of 
grazing incidence X-ray diffraction (GIXD) patterns.  
 
We then turn to the main results of the dissertation. Chapter 3 discusses the molecular 
packing structure and electronic properties of the highly-oriented polymer, poly (2,5-bis 
(3–alkyl thiophene–2–yl) thieno [3,2-b] thiophene) (PBTTT), as a function of alkyl side-
chain length. Chapter 4 deals with the determination of the relationship between detailed 
xx 
packing structure and electronic properties in a polymer:fullerene blend formed between 
PBTTT and the substituted fullerene, phenyl-C71-butyric acid methyl ester (PC71BM). 
Chapter 5 focuses on the vibrational properties of the pristine polymer and a series of 
derivatized fullerenes, as well their redox and optical properties. Finally, a synopsis of the 




CHAPTER 1  
INTRODUCTION 
 
1.1 Organic photovoltaics (OPV)  
The photovoltaic process, in which the optical energy supplied by the sun is converted 
into electrical energy, has been widely recognized as an attractive renewable energy 
source. Organic-based photovoltaics (OPV) that make use of organic semiconductors 
have numerous potential advantages compared to traditional silicon-based photovoltaics, 
including: low production costs, ease of processing, flexible forms, and light-weight 
devices.
1,2
 Moreover, the optical and electrical properties of the device can be readily 
changed by modifying the chemical and electronic structures of the organic materials 
and/or the processing methods/conditions, such as solution deposition vs vapor 
deposition/solvent, thermal annealing, and solution concentration.
3,4
 The OPV process 
has been extensively investigated through both experimental and theoretical approaches 




1.1.1 Device architecture 
The general structure of an OPV cell generally consists of a transparent electrode as an 
anode (typically indium-tin oxide (ITO)) coated on a (glass) substrate, an active layer 
made from two different organic semiconductors, and a second electrode as a cathode 
(generally aluminum), Figure 1.1. The active layer contains an electron-donor (D) 
molecule or polymer with a low ionization potential and an electron-acceptor (A) 
2 
molecule or polymer with a high electron affinity. The two main geometries generally 
considered for the active layer in an OPV are the i) bilayer and ii) bulk-heterojunction 
(BHJ) architectures, which are determined by how the electron donor and acceptor 
materials are processed, Figure 1.1. The interface between the two materials plays an 
important role in determining the efficiency of charge separation. A bilayer device has a 
single interface between distinct layers of donor and acceptor, which generally leads to 
limited charge separation and rather low efficiency devices. In a bulk-heterojunction 
(BHJ) device, on the other hand, there exists an interpenetrating and bicontinuous 






Figure 1.1 Schematic structure of (a) an general organic photovoltaic cell, (b) a bilayer 
device, and (c) a bulk-heterojunction device. 
3 
1.1.2 Electronic processes 
The fundamental electronic processes in organic solar cells include (i) photon absorption 
and exciton formation, (ii) exciton migration, (iii) interfacial exciton dissociation, (iv) 
charge migration, and (v) charge collection.
9
 As shown in Figure 1.2, photons absorbed 
inside the active layers excite the donor (or the acceptor), leading to the creation of an 
exciton, i.e., a bound electron-hole pair with a typical binding energy on the order of a 
few tenths of an eV. The absorption spectrum of the active layer determines the generated 
photocurrent density. The excitons diffuse within the donor phase to the donor-acceptor 
(D/A) interface where they can dissociate into negative (electron) and positive (hole) 
charges. The amount of excitons that can reach the D/A interface is characterized by the 
exciton diffusion length (in general 5-10 nm in typical conjugated polymer)
10,11
 and the 
location where excitons are created with respect to the nearest dissociation center. At the 
D/A interface, the dissociated charges need to overcome the Coulombic potential binding 
them together in order to be separated into free charge carriers. The separated free 
electrons and holes can then migrate through acceptor and donor domains towards the 
electrodes where they are collected to produce the photocurrent. However, there are 
several processes after photoexcitation, such as exciton recombination or charge trapping, 
that can prevent the electrons and holes from being collected at the electrodes, leading to 
a decrease in the device performance. 
4 
 
Figure 1.2 Schematic diagram of electronic state describing operation processes in an 
organic photovoltaic cell. S0 and S1 denote the singlet ground state and the first singlet 
excited state of materials, respectively. At the D/A interface, intermolecular charge 
transfer leads to charge-transfer (CT) states, where the hole (h) is on donor materials and 
the electron (e) is on acceptor materials. CT1 represents the lowest energy charge-transfer 
state and CT
*
 represents excited levels of the CT/CS manifolds. The final state is a 
charge-separated state (CS), where the hole in the donor layer and the electron in the 
accepter layer are free from one another. IP(D) and EA(A) represent ionization potential 





While there are five steps that determine the operation of OPVs, the actual physical 
mechanisms governing these processes are still not completely understood. Nevertheless, 
it is clear that the performance of an organic photovoltaic cell is influenced by not only 
the intrinsic properties of the individual organic semiconductors, but also the interfacial 
morphology and supra-molecular organization introduced by how the materials interact 
and assemble at the interface. 
 
5 
1.1.3 Device performance 
The performance of the organic photovoltaics can be characterized by three main 
parameters as:  
    
        
   
    (1.1) 
where PCE, the power conversion efficiency, represents the efficiency of the cell under 
illumination by the standard light source (A.M. 1.5) described by the amount of power 
produced by a solar cell relative to the incident power (Pin). Voc, Jsc, and FF are open-
circuit voltage, short-circuit current, and fill factor, respectively, determined from the 
illuminated J-V curve as shown in Figure 1.3.  
 
 
Figure 1.3 Typical current (J) – voltage (V) characteristics of a BHJ solar cell. 
 
The open-circuit voltage (Voc) is the maximum voltage the device generates at zero 
current, which depends on the material energetic.
12,13
 Recently, it has been reported that 
Voc is influenced by the lifetimes of charge carriers within the blend, such as charge 
6 
photogeneration and recombination kinetics.
14,15
 Short-circuit current (Jsc) is the 
maximum current the device generates when the voltage across the device is zero, which 
is influenced by the absorption efficiency, exciton dissociation efficiency, and charge 
collection efficiency in the device.
16
 Thus, Jsc is governed by the three-dimensional 
morphology formed by a network of donor and acceptor materials, as well as overlap 
between absorption in the device and solar spectrum, and thicknesses of the absorbing 
layers.
17,18
  Fill factor (FF) is defined as: 
   
        
      
     (1.2) 
 
FF is the ratio of actual maximum power output the device generates to theoretical power 
output, which is mainly influenced by the serial electrical resistance of the device. In 
order to increase the power conversion efficiency, therefore, it is required to improve 
these three parameters.  
 
1.1.4 Bulk-heterojunction solar cells 
Bulk-heterojunction solar cells are based on blends of an electron-donor material (D), 
such as a conjugated polymer or small molecule, and an electron-acceptor material (A), 
typically a fullerene derivative. For the donor material, most polymers of interest consist 
of two distinct constituents: i) π-conjugated backbones that can lead to favorable -orbital 
interactions, which primarily determine the intrinsic electronic/optical properties and 
deliver structural rigidity; and ii) non-conjugated side groups that impart solubility to the 
polymer but also impact the packing structure, morphology, and microstructure of the 
7 
polymer film. Importantly, the packing structure, morphology, and microstructure are 




The most widely used conjugated polymers in OPVs to date are based on polythiophene 
derivatives, such as regioregular poly(3-hexylthiophene) (rr-P3HT).
21
 Polythiophene thin 
films generally consist of ordered lamellar structures that define the material charge-
transport pathways – typically along the linear conjugated backbones (intramolecular) 
and through the stacked π-conjugated backbones (intermolecular). Therefore, the 
polymer-chain orientation with respect to the electrodes can have considerable influence 
on the (opto)electronic characteristics of the device. In general, P3HT self-assembles into 
two-dimensional sheets in one of two primary orientations with respect to the substrate: i) 
edge-on, where the lamella are parallel to the substrate; or ii) face-on, where the lamella 
are perpendicular to the substrate. The orientation of the crystalline regions in the 
polymer film affects the charge-carrier mobilities measured in organic field effect 






are observed for 
the edge-on orientation (as the - stacking direction is parallel to the substrate), while 












Recently, poly (2,5-bis (3–alkyl thiophene–2–yl) thieno [3,2-b] thiophene) (PBTTT-Cn) 
has been reported as a promising polymer semiconductor for organic electronics (mostly 






) and highly-ordered 
structure.
23,24
 PBTTT-Cn monomer consists of a thienothiophene unit appended on each 
side by a single thiophene unit that contains a long alkyl side chain (typically ranging 
8 
from C8H17 to C18H37). The alkyl side chains are relatively well-ordered allowing for 
interdigitation and the formation of closely packed lamellar structures with edge-on 
orientation. PBTTT shows a liquid-crystalline (LC) phase and has reduced side-chain 
density compared to P3HT, which provides for more regularly-ordered lamellae 
morphology after thermal annealing.  
 
Poly([2-methoxy-5-[(3,7-dimethyloctyl)oxy]phenylene]vinylene) (MDMO-PPV) is one 
of the amorphous conjugated polymer intensively studied in bulk-heterojunction solar 
cells, as it exhibits an increase in hole mobility by several orders of magnitude when it is 
mixed with PC61BM.
25,26
 Regiospecific MDMO-PPV has a higher hole mobility than the 
regiorandom configuration, which could improve the charge-transport properties and 





Figure 1.4 Chemical structures of conjugated polymers used in bulk heterojunction solar 
cells. 
9 
For the acceptor material, the electron affinity must be high enough to provide the energy 
to dissociate the exciton into free charge carriers. Well-known acceptor materials are 
based on fullerenes, such as C60 and C70, due to large electron affinity and stability 
induced by the high symmetry, and their corresponding derivatives, the functionalized 
fullerenes to improve solubility and processibility (see Figure 1.5). The most widely used 
fullerene derivatives as the acceptor are methanofullerene phenyl-C61-butyric acid methyl 
ester (PC61BM) and phenyl-C71-butyric acid methyl ester (PC71BM). PCBM provides 
good solubility in common organic solvents, acceptable electron mobilities, and large 
electron affinities, which leads to ultrafast exciton dissociation and improved solar cell 
performance. Recently, new fullerene derivatives, indene-C60-monoadduct (IC60MA) and 
indene-C60-bisadduct (IC60BA), have been introduced as a promising acceptor for high-
performance organic solar cells comparable to or even better than with PCBM. Solar cells 
made with P3HT and indene fullerene derivatives show enhanced Voc and PCE of the 






Figure 1.5 Chemical structures of a few prominent fullerene-based electron acceptors for 
bulk-heterojunction solar cells. 
 
The bulk-heterojunction architecture features three dimensional interpenetrating networks 
between two materials with different electron affinities and ionization potentials, and has 
led to promising power conversion efficiencies greater than 9%.
29-31
 The performance of 
BHJ solar cells is strongly influenced by the morphology controlled by the blend ratio 
and processing conditions, such as solvent, thermal annealing, solution concentration, and 
processing additives, as well as the properties of the electron donor material, such as 
regioregularity, molecular weight, and crystallinity of the polymers. For instance, a blend 
of P3HT and PC61BM exhibits a power conversion efficiency of 5.0 % at a 
P3HT/PC61BM weight ratio of 1.0:0.8~1.0.
32,33
 A blend of poly(2-methoxy-5-(3′,7′-
dimethyloctyloxy)-p-phenylene vinylene) (MDMO-PPV) and PC61BM in 1:4 weight ratio 
11 
yields a power conversion efficiency of 2.5% that has been improved to 3.5 % through 
the optimization of the processing conditions.
34,35
 This suggests that the nanostructures of 
the D-A networks formed at various blend ratios can have a significant impact on the 
exciton dissociation, recombination, and charge transport.  
 
More recently, it was revealed that in a blend of polymer and fullerene, for instance 
P3HT and PC61BM or MDMO-PPV and PC61BM, there are i) mixed polymer-fullerene 
phases, ii) pure fullerene domains, and iii) ordered pure polymer domains.
13,36
 The mixed 
phases indicate an interdiffusion of significant amounts of PCBM molecules within the 
amorphous polymer regions, which suggest favorable intermixing in polymer:fullerene 
blend. The resulting morphology might be promising for charge-carrier percolation. 
Therefore, it is important to understand morphology at the interface of D and A for 
improving the charge-transfer properties and further device performance. 
 
1.1.5 Intercalated polymer:fullerene blends 
Recently, intercalation of fullerene molecules amongst the polymer side chains has been 
observed in blends of PBTTT-Cn, importantly, no fullerene intercalation of the fullerenes 
is observed in blends of P3HT.
37
 Moreover, it was shown that intercalation can occur in 
blends of amorphous polymer, such as MDMO-PPV.
38
 In the case of blends with 
amorphous polymers, structure determination is very challenging because it cannot be 
simply measure structural properties using X-ray diffraction. For blends of 
semicrystalline PBTTT-Cn, on the other hand, Mayer et al. used grazing incidence X-ray 
diffraction (GIXD) techniques to determine the morphology of the blend as a function of 
12 
PCBM content and found that the intercalated blend constitutes a "bimolecular" crystal, 
an ordered and thermodynamically stable structure formed by two distinct chemical 
species. At a 1:1 weight ratio, fullerenes fully intercalate within the polymer side chains. 
Additional pure fullerene crystalline domains start showing at higher fullerene loading, 
which facilitates electron transport in the device. As a result, OPV efficiencies of 2.3% 
and 2.5% are obtained for the solar cell made at 1:4 blend of PBTTT-C14 and PBTTT-C16 
with PC71BM, respectively.
39,40
 This indicates that the ability of fullerenes to intercalate 
into the polymer side-chains can significantly influence the optimal blend ratio of 
polymer and fullerene compared to that of non-intercalated polymer:fullerene blends (in 
general, around 1:1 weight ratio) since fullerenes must fill all available space between the 
polymer side chains prior to the formation of a pure fullerene phase in blends. Therefore, 
intercalation can further affect morphology and overall performance in the device. While 
PC71BM intercalation is a critical factor in controlling the nanostructures of the blend, it 
has not been clearly resolved how the polymer and fullerene interact to form the 
bimolecular crystal or how the bimolecular crystal influences charge transport and device 
performance.  
 
1.2 Computational modeling 
In the fields of science and engineering, computer simulations have been widely used to 
investigate and understand the microscopic and macroscopic properties of a variety of 
systems.
41
 Various simulation techniques have been developed from quantum mechanics 
to molecular mechanics or dynamics and extensively applied in biology, chemistry, 




 calculations are based on the Schrödinger equation for a 
system of atoms and include the interactions of nuclei and electrons. To describe 
molecular properties, a wave function can be calculated by several mathematical methods 
that use approximations in dealing with electron and nuclear motions. QM is useful in 
describing the structure and behavior of molecules as a function of electron distribution, 
and is the only computation method that can calculate the geometries and properties of 
transition states and excited states. While highly accurate, QM techniques require 




 techniques minimize the energy of a system with respect to 
the nuclear coordinates by using a force field founded in classical mechanics. The lowest 
energy state can be found after several or thousands of iterations, and depends on the size 
or initial geometry of the model and nature of the algorithm. The advantages of these 
techniques include their simplicity, versatility, and short calculation times, which have 
led to their wide applications in conformational analysis, crystalline/amorphous structure 
modeling, and mechanical properties of polymers. MM methods do have limitations: they 
obtain time-independent property and ignore the electron motions in the systems as they 




 techniques account for the atomic motions of large-scale 
systems for a certain time period, pressure, and temperature. During MD simulations, the 
atomic trajectories of the system are obtained by numerical integration of Newton's 
equations of motion for the entire system. MD can provide information concerning 
14 
individual particle motions as a function of time and lead to predictions of microscopic 
behavior, and structure and energy of the molecular systems. However, MD techniques 
also ignore electron motions in the system and are computationally expensive compared 
to other simulation techniques as they are typically applied to systems with large numbers 
of atoms. 
 
These various computational methods have been extensively used to understand the 
morphology, vibronic, and electronic properties in the polymer:fullerene blend. 
Specifically, in the case of PBTTT, density functional theory (DFT) calculations were 
used to evaluate the tilt angle of the conjugated backbone with respect to the substrate 
normal
46
 or to determine the electronic and charge-transport properties of the polymer.
47
 
Molecular mechanics and X-ray diffraction simulations were carried out to study the 
molecular packing of PBTTT-C12, with a focus on the supra-organization of the polymer 
chains in lamellae.
48
 These earlier simulations focused on the pristine PBTTT-Cn; to date, 
there are only few theoretical studies of the PBTTT-Cn /PCBM blend. Lee et al. have 
developed a coarse grained (CG) MD simulation to reveal the correlation between 
solubility of PCBM in the polymer and optimal blend ratio of the polymer and 
fullerene.
49
 Importantly, however, the exact structure of the polymer and PCBM in the 




1.3 Thesis objectives and outline 
The device performance of an intercalated polymer:fullerene blend can be significantly 
influenced by how polymer and fullerene assemble and interact at the interface, as well as 
intrinsic properties of each component. In this dissertation, we aim to understand the 
formation of a bimolecular crystal structure, derived from conjugated polymers and 
fullerenes, and investigate the relationship between packing morphology, electronic 
properties, and charge-transport properties using a series of computational approaches 
that range from quantum mechanics to molecular mechanics and dynamics and 
simulations of 2D X-ray diffraction patterns.  This dissertation offers to lead to a better 
understanding of the interaction and morphology of donor and acceptor materials, and to 
elucidate the relationship between microstructure and electronic properties of the blend.  
 
Herein, we focus on a blend of poly (2,5-bis (3–alkyl thiophene–2–yl) thieno [3,2-b] 
thiophene) (PBTTT-Cn) and phenyl C71-butyric acid methyl ester (PC71BM). Before 
studying the bimolecular crystal structure, pristine PBTTT-Cn systems are investigated in 
terms of molecular packing structure to then better comprehend how PC71BM interact 
PBTTT-Cn and how PC71BM with various molar ratios affects the microstructure of the 
polymer. Finally we examine the charge-transport properties of each component, i.e., 
pristine polymers and fullerenes to better understand charge-carrier transport in the 
bimolecular crystal.  
 
In Chapter 2, we review the computational methods used throughout the thesis. First, 
basic descriptions of the quantum mechanics (QM) calculations are provided, as these are 
16 
used to evaluate the electronic and vibrational properties of the systems under study. 
Second, molecular mechanics (MM) and molecular dynamics (MD) are introduced, as 
these calculations are performed to determine the crystal packing structure and degree of 
(dis)order in the system. Finally, we take a look at basic concepts of X-ray diffraction 
(XRD) and a simulation method for generating grazing incidence X-ray diffraction 
(GIXD) patterns that allows us to establish a robust model for the bimolecular crystal 
through comparison with experimental data.  
 
In Chapter 3, pure PBTTT-Cn systems with n=12, 14, and 16 are investigated in terms of 
molecular packing structure and electronic properties. With a comparison to the 
experimental data for both uniaxially and biaxially aligned films, we determine the 
molecular packing structure of PBTTT-C14 using molecular mechanics (MM) and 2D 
grazing incidence X-ray diffraction (GIXD) simulations. We examine the influence of 
various alkyl side-chain lengths on the packing, orientations, and electronic properties of 
the polymers. 
 
In Chapter 4, the detailed packing structure of the bimolecular crystal of PBTTT-
C14:PC71BM is revealed using a combination of simulations and experimental 2D GIXD 
and 2D solid-state nuclear magnetic resonance (NMR) data. We confirm molecular 
disorder in the blend using molecular dynamics (MD) based on the construction of a 
super cell, and determine the relationship between packing structure and electronic 
properties in the intercalated blend. Finally we aim to understand the thermodynamic 
17 
processes that lead to the formation of the blend system by evaluating the driving forces 
for molecular mixing in the bimolecular crystal.  
 
In Chapter 5, the intrinsic vibrational, redox, and optical properties of PBTTT and a 
series of fullerenes, as a function of redox state, are evaluated quantum mechanically. 
The data are important in order to evaluate and better understand the relationship between 
the spectroscopic changes and the properties of the polymer:fullerene blends. 
 
This work combines several computational methods to understand the complex properties 
of the bulk-heterojunction solar cells. The results could suggest ways to design the 
molecular structure of donor polymers to control the placement of fullerenes or other 
electron accepting materials. Moreover, our studies will assist in understanding the 
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CHAPTER 2  
COMPUTATIONAL METHODOLOGY 
 
In this chapter, we introduce the fundamental concepts and theories for a series of 
computational methods we use in this dissertation. First we present quantum mechanics 
(QM) methods used to evaluate the electronic, vibrational, optical properties of the 
system.
1-3
 Then we describe classical mechanics methods, molecular mechanics (MM) 
and molecular dynamics (MD), used to determine the molecular structure and 
morphological disorder of the system, respectively.
4,5
 Finally, we discuss the X-ray 





2.1 Quantum mechanics (QM) 
2.1.1 Schrödinger equation 
The time -independent Schrödinger equation for a system is given by: 
 ̂                                                   (2.1) 
where  is the wavefunction of the system of particles with N electrons and M nuclei; E, 
the energy of the system; Ĥ, the Hamiltonian operator that is a sum of the kinetic energy 
operator and the potential energy operator. In atomic units, the Hamiltonian operator can 
be written as: 
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where i and j refer to electrons and A and B refer to nuclei. RAB =RA – RB is the distance 
between the Ath nucleus and Bth nucleus; rij =ri – rj, the distance between the ith 
electron and jth electron; riA =ri – RA, the distance between the ith electron and Ath 
nucleus; MA, the ratio of the mass of nucleus A to mass of an electron; ZA or ZB, the 
atomic number of nucleus A or B;   
  and   
 , Laplacian operators, a second partial 
derivative in the coordinates of the Ath nucleus and ith electron, respectively.  The first 
and second terms represent the nuclear kinetic energy and electronic kinetic energy, 
respectively, while the third, fourth, and fifth terms denote the nuclear-nuclear repulsion 
energy, the electron-electron repulsion energy, and the electron-nuclear attraction energy, 
respectively. The exact solution of this equation can be presently limited to hydrogen and 
hydrogenoid atoms. Therefore, common and reasonable approximations are required to 
reduce the computational complexity to solve the equation. Since the nuclei have much 
larger masses than the electrons, it can be assumed that the electrons move within as 
assembly of fixed nuclei, the Born-Oppenheimer approximation. This approximation 
allows us to consider nuclear and electronic motions separately. Thus, the nuclear kinetic 
energy (the first term) can be neglected and the nuclear-nuclear repulsion interaction (the 
third term) can be considered a constant. As a result, the wavefunction is reduced to the 
electronic wavefunction (el) that depends on the electronic coordinates at the given 
nuclear coordinates: 
24 
 ̂                              (2.3) 
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2.1.2 Hartree-Fock (HF) approximation 
Solving the electronic Schrödinger equation is still very complex since in many-electron 
systems the motion of every electron is coupled to the motion of all other electrons. Thus, 
additional approximations are required. The Hartree-Fock approximation is a common 
approximation widely used for solving many-body problems. Here, each electron can be 
treated independently but the effect of all the other electrons is included in an average 
way, i.e., the mean-field approximation. Thus, the wavefunction is given by a single 
Slater determinant of N spin-orbitals that satisfies antisymmetry (Pauli exclusion 
principle): 




                              
                              
                                             
                              
|    (2.5) 
where i is the one-electron wavefunction called a spin-orbital, a product of a spatial 
orbital (i) and a spin function ( or ). The full Hartree-Fock equation and the Hartree-
Fock operator can be written in terms of occupied spatial orbitals as: 
 ̂                         (2.6) 
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    (2.7) 
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where               (∫    
  (  )  (  )
   
)          (2.8) 
             (∫   
  (  )  (  )
   
)           (2.9) 
Here, the first and second terms are the kinetic energy and nuclear attraction energy, 
respectively, and are related to the non-interacting electrons in the system. The third and 
fourth terms are the repulsive Coulomb potential energy including the electron-electron 
interactions, and exchange interaction energy arising from the antisymmetry requirement 
of the wavefunction. 
 
To solve the spatial HF equation, solutions are usually found by expanding the spin-
orbitals as: 
       ∑          
 
     (2.10) 
 
As a result, the unknown Hartree-Fock orbitals, i, are written as a linear combination 
expansion in M known basis functions k with a set of expansion coefficients Cik. By 
inserting eq. (2.8) into the spatial HF equation, this leads to: 
 ̂      ∑          
 
    ∑          
 
    (2.11) 
 
By multiplying by   
      on the left on each side, this yields the following matrix form 
as: 
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∑           ∑            (2.12) 
where     ∫    
      ̂
              (2.13) 
    ∫    
              (2.14) 
Fk is the Fock matrix element and Sk is the overlap matrix element. This result can be 
written as a single matrix equation, known as the Hartree-Fock-Roothaan equation: 
           (2.15) 
Here,  is a diagonal matrix of the orbital energies i and C is an MM coefficient matrix. 
 
The HF equation must be solved iteratively by using an initial guess of the C matrix, 
referred to as the self-consistent field (SCF) procedure. 
 
2.1.3 Density functional theory (DFT) 
Density functional theory (DFT) is an alternative to Hartree-Fock methods. The main 
idea of DFT is to utilize the electron density to determine the energy of the ground state 
in the many-body system. The electron density (r) is defined as the integral over the 
spin coordinates of all electrons, and over all but one of the spatial variables  
       ∫ ∫|             |
              (2.16) 
 
The integral of the electron density gives rise to the total number of electrons. 
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∫             (2.17) 
 
2.1.3.1 The Hohenberg-Kohn theorems 
For the system of interacting electrons in an external potential, the total energy of the 
system can be defined in terms of the electron density and expressed as: 
 [ ]   [ ]      [ ]     [ ]   (2.18) 
where T[] denotes the kinetic energy of the system, Vext[] denotes the electron-nuclear 
attraction called the external potential in DFT, and Vee[] denotes the electron-electron 
interaction energy. The exact ground state is the global minimum value of this functional. 
The external potential Vext[] is (to within a constant) a unique functional of (r), which 
is trivial: 
    [ ]  ∫              (2.19) 
 
The sum of the kinetic and electron-electron interaction energies is defined as the 
Hohenberg-Kohn functional: 
   [ ]   [ ]     [ ]    (2.20) 
This equation is the key in DFT. If the exact functional    [ ] can be found, then the 
system can be solved exactly. 
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2.1.3.2 The Kohn-Sham equations 
Kohn and Sham proposed the following approach to approximate the kinetic and 
electron-electron interaction terms: the exact kinetic energy of the original interacting 
system can be replaced by that of the non-interacting system.  For the system of N non-
interacting electrons, the kinetic energy is the sum of the individual electronic kinetic 
energies 
     
 
 
∑ ⟨  | 
 |  ⟩
 
     (2.21) 
where Ts denotes the Kohn-Sham kinetic energy and i represents the Kohn-Sham orbital. 
 
The density for the system is written by: 
      ∑ |     |
  
      (2.22) 
 
The total energy of a system is expressed as a functional of the density as: 
 [ ]    [ ]      [ ]    [ ]     [ ]   (2.23) 
where Ts represents the Kohn-Sham kinetic energy (that is not the true kinetic energy but 
is that of a system of non-interacting electrons); Vext, the external potential on the 
interacting system; VH, the Hartree energy (or Coulomb energy); and Exc, the exchange-
correlation energy. The exchange-correlation energy is defined as: 
   [ ]    [ ]    [ ]      [ ]   [ ]    (2.24) 
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By introducing non-interacting orbitals, the minimized energy can be obtained by solving 




           ∫
 (  )
|    |
          ]                (2.25) 
where     
    [ ]
  
 represents the exchange-correlation potential. This equation provides 
a theoretically exact method for finding the ground-state energy of an interacting system 
if the form of Exc is known. However, Exc is in general unknown and its exact value has 
been calculated for only a few very simple systems. In electronic structure calculations, 
therefore, Exc is most commonly approximated within the local density approximation 
(LDA), generalized-gradient approximation (GGA), or hybrid functionals that 
incorporate a portion of exact HF exchange in the DFT functionals. One of the most 




2.2 Atomistic simulations 
In a classical mechanics description, such as molecular mechanics (MM) and molecular 
dynamics (MD), molecules are considered as a series of balls (atoms) connected by 
springs (bonds). Newton's equation of the motion is the key formula in these methods. 
Both MM and MD describe the potential energy surface of a molecular system as a 
function of the nuclear positions to provide the structures and properties of the system. A 
set of equations is employed to obtain the potential energy surface, referred to as a force 
field (FF). The force fields contain the functional forms with parameters for each type of 
atoms; they are determined by fits to experimental data or by incorporating results of high 
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level quantum mechanics (QM) calculations. Therefore, the force fields are the essential 
infrastructure in MM and MD simulations. 
 
2.2.1 Force fields (FF) 
Various force fields have been developed and widely used for numerous applications. 
Classical force fields, also called first-generation force fields, were mainly designed for 
















 and were adapted to large and complex systems, such 
as organic/inorganic molecules and polymers. These allow for the prediction of properties 





 have a broad range of applications for the full periodic table, and are 
useful for predicting the structures and dynamics of organic, biological, and inorganic 
systems. There are in addition special-purpose force fields applied to particular types of 
models. ENZYMIX,
19
 for example, is the first polarizable force field that has been used 
in many applications to biological systems. 
 
Generally, the potential energy for a molecule in the force field is expressed as sum of 
valence or bonded interactions (Evalence) and non-bonded interactions (Enon-bonded): 
                            (2.26) 
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                       (2.27) 
                        (2.28) 
The valence interactions relate to atoms linked directly by covalent bonds, and consist of 
bond stretching (ER), bond angle bending (E ), dihedral angle torsion (E), and inversion 
terms (E ). The non-bonded interactions consist of the long-range electrostatic terms (Eel) 
and van der Waals (Evdw) terms. 
 
2.2.1.1 Valence interactions 
Bond stretch 
As shown in Figure 2.1, the two-body bond stretch terms represent the necessary energy 
to stretch or compress the bond, and is described by a harmonic oscillator (equation 2.29) 
or Morse potential function (equation 2.30): 
   
 
 
          
      (2.29) 
      ⌈ 
           ⌉
 
    (2.30) 
where Kij represents the force constant in units of (kcal/mol)/Å
2
; rij, the natural 
(equilibrium) bond length in Å; Dij, the bond dissociation energy (kcal/mol); and 
   
   
    
    . The harmonic potential is a simple form for bond stretching and does not 
allow bond breaking. In contrast, the Morse function is a more accurate description as it 




Figure 2.1 Schematic illustration of bond stretch. 
 
Angle bend 
The basic mathematical form for describing the three-body angle bend term is a harmonic 
potential: 
   ∑
 
 
          
     (2.31) 
where Kijk denotes the force constant of the particular angle;  0, the natural bond angle 
(equilibrium angle); and  , the valence angle between bonds ij and jk as shown in Figure 
2.2. For angle deformations far from the equilibrium value, a higher polynomial is used 
for a better description: 
   ∑          
             
              
      (2.32) 
 
 
Figure 2.2 Schematic illustration of angle bend.  
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Torsion 
The four-body torsion terms for two bonds ij and kl connected via a common bond jk, 
shown in Figure 2.3, are expressed as a cosine Fourier expansion: 
        ∑         
 
       (2.33) 
where  represents the dihedral angle, i.e. angle between the ijk and jkl planes, and =0 
corresponds to the cis-configuration. Kijkl and the coefficients Cn are determined by the 
rotational barrier (V), the periodicity of the potential (n), and equilibrium angle ( 0) by 
the following relationship: 
             (  )       
 
 
    (2.34) 
 
Using equation (2.34), equation (2.33) can then be represented as: 
   
 
 
 [     (  )       ]    (2.35) 
 
 




For an atom i bonded exactly to three other atoms j, k, and, l, as shown in Figure 2.4, it is 
required that a four-body inversion term be added to describe the energy associated with 
maintaining the bonds in the same plane. The expression of inversion terms for UFF 
writes as: 
        [                      ]   (2.36) 
where Kijkl denotes the force constant in (kcal/mol); Cn, one of the coefficients explained 
above; and  , the angle between one il bond and the ijk plane. 
 
Figure 2.4 Schematic illustration of inversion. 
 
2.2.1.2 Non-bonded interactions 
The non-bonded energy terms represent the pair-wise sum of the energies of all possible 




Figure 2.5 Schematic illustration of non-bonded interactions. 
 
Electrostatic interactions 
The simulation of polar and ionic molecules is dominated by the electrostatic energies. 
Electrostatic interactions play an important role in determining the crystalline 
organization of -conjugated systems, although the interactions in such systems are weak 
compared to polar compounds. Accordingly, high-level QM calculations have been 
applied for further improvement and appropriate treatment of the long-range electrostatic 
potential. 
 
In general, electrostatic interactions are calculated using a Coulombic potential: 
      (
    
    
)    (2.37) 
where qi and qj represent the atomic point charges in electron units; , the dielectric 
constant that accounts for the attenuation of electrostatic interaction by the environment; 
Rij, the inter-atomic distance between atom i and j in Å; and the conversion factor C0 = 
332.0637 ensures that energies are in kcal/mol. In the case of UFF, the default dielectric 





Van der Waals interactions 
Van der Waals interactions describe the repulsion or attraction between non-bonded 
atoms. At very short range, this interaction is strongly repulsive, while at intermediate 
range the interaction is attractive. The most common description for van der Waals 
interactions is a 6-12 Lennard-Jones (LJ) potential: 
    
      {  (
  





   
)
  
 }   (2.38) 
where Dij represents the depth of the potential well; R0, the equilibrium van der Waals 
distance in Å; and Rij, the inter-atomic distance between atoms i and j. The Rij
-6
 is the 
attractive part, whereas the Rij
-12
 is the repulsive term.  
 
Another common expression for the van der Waals term is the Buckingham exponential-6 
form (X6) based on the short-range exponential repulsion explained by Pauli’s exclusion 
principle and the long-range Rij
-6
 induced dipole-induced dipole dispersive attraction. 
    
                
     (2.39) 
where A, B, and C denote adjustable model parameters of the potential.  
 
2.2.2 Molecular dynamics (MD) 
2.2.2.1 Equation of motion 
Newton’s classical equation of motion is described by: 
            (2.40) 
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where Fi represents the force exerted on particle i; mi, the mass of particle i; and ai, the 
acceleration of particle i. The force can be expressed as the gradient of the potential 
energy (V): 
            (2.41) 
 
Combining these two equation yields: 
 
  
   
   
    
   
    (2.42) 
Therefore, the equation of motion is associated with the derivative of the potential energy 
with respect to the changes in position (ri) as a function of time (t).  
 
2.2.2.2 Integration algorithms 
The integration algorithm is a key component in MD simulations where it is required to 
integrate the equation of motion of the interacting particles and follow their trajectory. 
There are several widely used algorithms. In all integration algorithms, the positions, 
velocities, and accelerations can be approximated by a Taylor series expansion.  
 
The most commonly used integration algorithm is the Verlet algorithm: 
                                (2.43) 
 
The Verlet method uses the positions and accelerations at time t and the positions at time 
t-t to generate new positions at time t+t. Thus, this algorithm is straightforward to 
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implement and time reversible. However, the velocities do not appear explicitly in the 
algorithm and are calculated only after         are known as written below: 
     
               
   
     (2.44) 
 
The Leap-frog algorithm is a modified version of the Verlet algorithm. The velocities are 
first calculated at time t+t/2 by the current acceleration and the velocity at the previous 
half-time interval, and used to determine the positions at time t+t with the position at 
time t. The velocity at time t is the average velocity of the velocities at time t+t/2 and 
time t-t/2.  
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)      (2.45) 
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     (2.47) 
 
The advantage of this algorithm is that the velocities are explicitly calculated. However, 
the velocities are not obtained at the same time as the positions and depend on velocity 
averaging at different time intervals.  
 
The velocity Verlet algorithm can start with positions, velocities and accelerations at time 
t to yield the same quantities at time t+t: 
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          (2.48) 
             
 
 
[            ]     (2.49) 
 
This algorithm can solve the disadvantages in the Verlet algorithm and leap-frog 
algorithms. It is numerically stable and requires less computer memory because only one 
set of positions, forces and velocities need to be generated at one time.  
 
2.2.2.3 Ensembles 
An ensemble is an infinite collection of independent microscopic states within an 
identical macroscopic or thermodynamic state. There are several ensembles with different 
characteristics. The microcanonical ensemble (NVE) represents a collection of states with 
a constant number of atoms (N), volume (V), and total energy (E), which corresponds to 
an isolated system. The canonical ensemble (NVT) is a collection of states with a fixed 
number of atoms (N), volume (V), and temperature, (T). In the isobaric-isothermal 
ensemble (NPT), the thermodynamic state is characterized by a constant number of atoms 
(N), pressure (P), and temperature (T), which corresponds to laboratory conditions with 
ambient temperature and pressure.  
 
Averages corresponding to experimental observables (macroscopic sampling) with 
particular thermodynamic constraints can be defined in terms of ensemble averages given 
by: 
〈 〉         ∬  






) is the observable of interest expressed as a function of momenta (p) and 
positions (r) in the system. The integration runs over all possible variables of p and r. 
(pN, rN) is the probability density of the ensemble described as: 
         
 
 
    [             ]   (2.51) 
where H represents the Hamiltonian; T, the temperature; KB, Boltzmann’s constant; and 
Q, the partition function: 
  
 
     
∬         [             ]. 
 
In a molecular dynamics simulation, the points in the ensemble are calculated 
sequentially in time, so the measurable physical quantities are defined as time averages: 
〈 〉           
 
 






∑              (2.52) 





), the instantaneous value of A. By the Ergodic hypothesis, the time average is 
equal to the ensemble average. 
〈 〉      〈 〉             (2.53) 
 
Here the basic idea is that the system will eventually pass through all possible states if the 
system evolves in time indefinitely. Therefore, MD simulations can in principle generate 
all possible microscopic states with particular thermodynamic constraints, which allows 
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us to determine the macroscopic observables corresponding to experimentally relevant 
quantities. 
 
2.3 Grazing incidence X-ray diffraction (GIXD) simulations 
2.3.1 General concepts for X-ray diffraction (XRD) 
X-ray diffraction (XRD) is a useful technique for the identification of crystalline phases 
and orientations, and the determination of the structural properties of materials, such as 
lattice parameters, crystal grain sizes, and preferred orientations.
21
 Diffraction in a crystal 
is a series of events involving both interference and coherent scattering. It is noteworthy 
that the kinematical approximation of single scattering is valid in most cases, since X-
rays weakly interact with matter. 
 
A crystalline material is constructed by periodically repeating a basic structural unit, 
which is referred to as the unit cell. A three-dimensional lattice is specified by a set of 
vectors of the form: 
     ̅     ̅    ̅     (2.54) 
 
where Rn represents the lattice vector;   ̅  ̅   ̅, the basis vectors of the lattice; and (p, q, 
r), integers. Note that lattices occupied by the crystal in real space are known as direct 
lattices. XRD from a crystalline material can be considered as the scattering from atoms 
that lie within families of planes in the crystal. The most convenient way to describe the 
family of planes is the Miller indices (hkl), which are defined as the plane having 
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intercepts (a/h, b/k, c/l) on the axes   ̅  ̅   ̅. The planes are equally spaced, so it is 
possible to define a lattice spacing dhkl. 
 
The reciprocal lattice basis vectors, shown in Figure 2.6, can be defined by: 
 ̅    ̅                     ̅                          ̅    ̅             (2.55) 
 ̅  
   
 
  ̅    ̅           
   
 
  ̅    ̅           ̅  
   
 
  ̅    ̅   (2.56) 
where    ̅    ̅   ̅  denotes the volume of the unit cell.  
 
Thus, the reciprocal lattice vector is represented by: 
    ̅     ̅    ̅     (2.57) 
where h, k, l are (integer) Miller indices. If the scattering vector Q coincides with a 
reciprocal lattice vector, diffraction can occur, a condition known as the Laue condition. 
Here, the important features are that (i) the reciprocal lattice vector G is perpendicular to 
the (hkl) planes and (ii) the magnitude of G is related to the inverse of the lattice spacing 





Figure 2.6 Example of the lattice in real space and reciprocal space. 
 
2.3.2 Simulation of 2D grazing incidence X-ray diffraction (GIXD)  
Grazing-incidence wide-angle X-ray diffraction (GIXD) illustrated in Figure 2.7 has been 
extensively used for structure characterization of thin films and surfaces. At incidence 
angles smaller than a critical angle, the X-ray beam is totally reflected from the surface 
and an evanescent wave parallel to the surface is created, which enhances the signal from 
the surface. Within this work, 2D GIXD simulations are carried out with the 
simDiffraction code.
22,23
 The algorithm of the code is divided into three procedures. First, 
the reciprocal lattice vector Ghkl of the crystal structure is calculated for defined crystallite 
orientation and lattice planes (hkl). Second, the scattering vector Q is determined if the 
Laue condition Q = Ghkl is satisfied by rotating Ghkl, and results in obtaining diffraction 
peaks. Finally, the peak intensity is calculated by integrating the geometrical correction 




Figure 2.7 Schematic representation of grazing-incidence X-ray diffraction of PBTTT-
C14 thin films; Qxy and Qz are the components of the scattering vector parallel and 
perpendicular to the substrate, respectively; diffraction peaks along Qxy are due to 
periodic structures in the plane of the substrate (e.g., distance between the orange planes), 




2.3.3 Calculation of the reciprocal lattice vector 
A conventional 2+2 geometry with a monochromatic beam is applied, which has two 
angles for sample orientation,  (a sample azimuth) and  (an incidence angle), and two 
detector angles,  (in-plane) and  (out-of-plane), as shown in Figure 2.8.25,26 
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Figure 2.8 Scheme of the surface (left) and laboratory (right) reference frame: incident 
angle , in-plane scattering angle , exit angle , azimuth angle , and scattering angles 




Given a crystal lattice with unit-cell parameters, a, b, c, α, β, and γ, the basis unit-cell 



























































   
 
The reciprocal lattice basis vectors  ̅   ̅       ̅  are easily obtained by using the general 
formula in equation (2.17). Finally the reciprocal lattice vector for an (hkl) plane can be 
indexed by: 
     ̅
     ̅    ̅     (2.59) 




To describe crystallite domains for the dominant orientation, the rotation matrix R is 
employed, which defines the average of all crystallite orientations by taking the rotation 
angle about the x, y, and z axes. As a result, the reciprocal lattice vector for dominant 
(average) orientation, GD, can be represented by: 
                    (2.60) 
 
In order to take into account all of the crystallite domains deviating from the dominant 
orientation, W
i 
is used, which provides for orientational deviations of the i-th crystallite 
from the dominant orientation. For a single crystal, {W
i
}=1, since there is only one 
domain. For polycrystalline systems, an appropriate set of values for {W
i
} should be 
considered based on the orientational distribution function of the films. In summary, a set 
of vectors {    } is described by: 
{      }  { 
 }             { 
 }     (2.61) 
 
2.3.3.1 Determination of the scattering vector 
The scattering vector is defined as        , where ki represents the incidence wave 
vector and kf represents the scattered wave vector. Q is often decomposed into two 
components, Qxy and Qz, respectively parallel and perpendicular to the substrate (see 
Figure 2.7). For elastic scattering,   |  |  |  |      , where  represents the 
wavelength of the X-ray and   | |        , where 2  denotes the scattering angle. 
To satisfy the diffraction condition from a crystalline lattice, i.e. the Laue condition, Q 
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should coincide with the reciprocal lattice vector, Ghkl, which means a reciprocal lattice 
point should intersect the Ewald sphere, shown in Figure 2.9. For a sample with 
cylindrical symmetry, the reciprocal lattice point Ghkl is decomposed into a ring of radius 
Gxy and height Gz, which is a function of sample azimuth φ as below: 
    (   




                            (    




           |     |  
                                             
 
Here, angle φ is defined to be zero on the Qx,lab axis and positive clockwise. E is 
obtained from the diffraction condition where the Ghkl ring intersects the Ewald sphere by 
rotating Ghkl about the sample plane normal: 
           
  
   
 
     
 
  
   
          (2.63) 
 
 






Once E is obtained, the components Gx, Gy, and Gz can be easily calculated from the 
above equations, resulting in the scattering vector, Qx, Qy, and Qz. It is noticed that the 
diffraction techniques at grazing angle do not represent the intensity of the true Bragg 
scattering along Qz, since the Bragg condition is not met for crystallites that are perfectly 




2.3.3.2 Intensity calculations 
The intensity Ihkl of the diffraction peaks in GIXD geometry can be described by the 
following equation: 
         ∑ [      |    |
    ]     (2.64) 
where the sum runs over all crystallite orientations W
i
 and C denotes a constant that 
depends on the incident flux along with other factors.  
 
The Lorentz factor, L, corresponds to the Jacobian of the transformation from angular 
space to q space. For the in-plane diffraction and rod scans other than the specular rod, 
where the rocking angle is the azimuth , L can be expressed as: 
    [            ]    (2.65) 
 
Here,  represents the incidence angle; , the in-plane scattering angle; and , the exit 
angle (or out-of-plane scattering angle). For the specular rod (h00) with =0, the rocking 
angle is the incident angle . Thus, the usual Lorentz factor can be used: 
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              (2.66) 
 
The polarization factor, P, for a synchrotron source arises from the electrons in a 
synchrotron orbit in the horizontal plane, and accounts for the polarization of the emitted 





               (2.67) 
 
For the vertical scattering geometry with the surface normal approximately parallel to the 
polarization vector, it can be expressed as: 
                      (2.68) 
 
The structure factor, F(Q), describes how an incident beam is scattered by the atoms of a 
crystal unit cell. F(Q) is given by the following equation: 
      ∑         [               ]    (2.69) 
where Q, the scattering vector;   ̅              , the relative atomic positions; and h, k, l 
are the Miller indices. fi(Q) is the atomic form factor and the Fourier transform of the 
scattering density. Therefore, the atomic form factor is related to the scattering density 
distribution in an atom. A Cromer-Mann expansion approach is used to describe the 
50 
atomic form factor as a function of energy. Note that the structure factor squared is 
proportional to the intensity of the diffracted peaks.  
 
Mj in equation (2.64) is the Debye-Waller factor, also known as the temperature factor, 
and is equal to        〈  〉 . Here, u is the input parameter defining the root mean 
square displacement of atoms induced by static disorder and thermal vibrations. 
 
 in equation (2.64) is a correction for preferred orientation and can be described by two 
orientation angles,   (azimuth) and   (polar angle).   and   correspond to the 
angular deviations of the crystallites from the average orientation with respect to the in-
plane axis of preferred orientation and sample normal, respectively, and are obtained 
from: 
                      
     
     
    (2.70) 
                      
    
  
    (2.71) 
where    is the reciprocal lattice vector for the average orientation. Therefore   is the 
in-plane difference angle between the orientations that satisfy diffraction (E) and the 
actual orientation (0) and   is the out-of-plane angle between the actual intersection 
with the Ewald sphere (E) and actual orientation (0).  
 
For the biaxial model, the crystallite orientational distribution functions (ODF) can be 
given by the product of two Gaussian functions: 
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     (2.72) 
 
The parameters W and W are input values controlling the in-plane and out-of-plane 
degree of orientations, respectively, and N is a normalization factor. W and W 
correspond to the FWHM (full-width at half-maximum) in Gaussian functions. For 
example, W and W go to infinity for an isotropic sample and zero for a single crystal. 
Uniaxial orientation with a preferred vertical axis is obtained by     while moderate 
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CHAPTER 3  
 MOLECULAR MODELING OF PACKING STRUCTURE AND 





Supramolecular organization of the conjugated semicrystalline polymers plays an 
important role in determining device performance of bulk-heterojunction (BHJ) solar 
cells. Poly (2,5-bis (3–alkyl thiophene–2–yl) thieno [3,2-b] thiophene) (PBTTT-Cn)
1-9
 
(see Figure 3.1) has been reported as a promising polymer semiconductor for organic 








 and highly ordered 
structure. PBTTT-Cn consists of conjugated backbones composed of a thienothiophene 
unit appended on each side by a single thiophene unit that contains a long alkyl side chain 
(typically ranging from C8H17 to C18H37). Here, the backbones play a critical role in the 
structural rigidity and electrical transport, and the side-chains provide for better solubility. 
PBTTT-Cn can self-assemble into lamellar structures due to the presence of the long alkyl 
side-chains.
13
 The alkyl side-chains on a polymer backbone lead to the formation of 
lamellar structures in thin films. This provides long-range -stacking order in the films, 
which ultimately affects the charge-transport properties.
14
 Therefore, understanding 
details concerning the polymer structure and packing is important to understand the 




Figure 3.1 Chemical structure of poly (2,5-bis (3–alkyl thiophene–2–yl) thieno [3,2-b] 
thiophene) (PBTTT-Cn with Cn=C8-C18). 
 
In this study, we have established a detailed structural model of PBTTT-Cn (n=12, 14, 16) 
using a combination of computational modeling and 2D grazing incidence X-ray 
diffraction (GIXD) simulations based on the experimental GIXD data of well-ordered 
(biaxially-aligned) polymer films. We note that all experimental GIXD data were 
obtained from Dr. R. Joseph Kline at the National Institute of Standards and Technology 
(NIST), Dr. Michael F. Toney at Stanford Synchrotron Radiation Lightsource (SSRL), 
and Prof. Michael D. McGehee at Stanford University. This methodology allows us to 
confirm how the polymer components (i.e., backbone and side chains) contribute to the 
total diffraction pattern, and how changes in molecular orientation influence the 
diffraction pattern. Moreover, we examine how the length of the alkyl side chains, going 
from C12H25 to C14H29 and C16H33, affects the molecular packing. Finally, we evaluate the 
influence of these parameters on the electronic band structure and intermolecular 
electronic couplings, which are directly associated with the charge-transport performance. 
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3.2 Computational methodology 
The initial crystal geometry for each polymer in the PBTTT-Cn series was taken as one 
monomer in a unit cell of varying lattice parameters and periodic boundary conditions; 
the a-axis of the unit cell was defined as the lamellar growth direction, the b-axis as the 
backbone-stacking direction, and the c-axis as the monomer repeat direction along the 
polymer chain. Each polymer consisted of a planar backbone with the thiophene moieties 
oriented in anti-configurations and interdigitated alkyl side-chains, as previously 
suggested.
15
 All molecular mechanics calculations were performed with the Materials 
Studio software suite. Atomic charges were assigned via the COMPASS force field. The 
polymer crystal structures were optimized with the Universal Force Field (UFF).
16
 Non-
bonded interactions in the crystal structures were calculated by the Ewald method with an 






The optimized polymer crystal packing motifs were used to simulate the 2D grazing 
incidence X-ray diffraction (GIXD) patterns using the simDiffraction code.
18,19
 An 
incident X-ray wavelength of 0.975 Å (corresponding to an incident energy of 12.7 keV), 
a fixed incidence angle of 0.1°, and peak width of 0.02 Å
-1
 were used for the simulations. 
The a* direction of crystal unit cell, i.e. (h00) planes of the crystalline domains, is set to 
be oriented parallel to the substrate since previous experiment found edge-on 
orientation.
1,2
 In the simulation, we took into account the Lorentz factor, in-plane 
polarization factor, correction for preferred orientation, and Debye-Waller factor (u=0.2 
Å), as described in the literature.
18
 The parameters for the in-plane (W||) and out-of-plane 
(W⊥) orientations were set to infinity and 2°, respectively, for uniaxially-aligned films, 
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and 30° and 5° for biaxially-aligned films, respectively, to reflect the thin-film 
orientational distribution. 
 






 were evaluated to find the most 
appropriate force field able to predict the packing structure of PBTTT-Cn. Specifically, 
the crystal structure of PBTTT-C12 was fully optimized using each force field; the GIXD 
patterns simulated from each optimized structure are compared to the experimental ones 
(Figure 3.2 and Table 3.1). As shown in Figure 3.2, the GIXD patterns of the structures 
obtained using UFF and COMPASS showed trends similar to the experimental data, 
while the GIXD pattern of that optimized by Dreiding produced quite different spots in 
the range of Qxy < 1.5 Å
-1
. In terms of detailed structural information for each structure, 
UFF underestimated the lamellar d-spacing compared to COMPASS, see Table 3.1. In 
contrast, COMPASS provided a shorter polymer length repeat unit compared to 
experiment, which is an unphysical result regarding the features of repeated polymer. 
From these analyses, UFF was determined to be the most suitable force field to determine 
the PBTTT-C12 structures. Therefore, UFF was used to further study the molecular 
structures of PBTTT-Cn.  
 
Although UFF provided reasonable agreement with experimental data compared to the 
other force fields, there were still discrepancies between the simulated and experimental 
GIXD patterns in terms of lamellar spacing and exact peak positions. Therefore, we 
varied the lattice parameters and fully optimized the polymer structure. The GIXD 
patterns of the new structures were then simulated and compared to experiment, which 
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Figure 3.2 2D GIXD patterns of structures of PBTTT-C12: experimentally measured
14
 (a) 
and simulated from fully relaxed structures using UFF (b), COMPASS (c), and Dreiding 
(d) force fields. Dotted ellipses on the experimental spectra are transposed to the 












(Å) a (Å) b (Å) c (Å)  (°)  (°)  (°) 
Experiment 19.1 3.7 13.6 90 90 90 19.1 3.6 
UFF 17.4 5.0 13.5 135 93 82 17.2 3.5 
COMPASS 19.2 4.9 12.4 136 94 81 18.9 3.4 
Dreiding 19.3 4.6 13.5 128 94 72 18.1 3.6 
 
We performed DFT calculations to evaluate the electronic properties of the optimized 
polymers where the molecular geometries were taken from the refined model without 
further geometry optimization. Intermolecular transfer integrals (electronic couplings) 
between adjacent polymer chains were determined using the B3LYP functional and the 6-
31G(d,p) basis set with the Gaussian 09 program suite;
22
 detailed computational methods 
are described elsewhere in the literature.
23
 Electronic band structures were determined 
using DFT at the B3LYP/6-31G(d) level with the CRYSTAL06 program;
24
 the 
Monkhorst−Pack scheme with a 2×8×4 k-point mesh in the Brillouin zone was applied. 
 
3.3 Results and discussion 
1.1.1 Uniaxially-aligned PBTTT-C14 films 
While empirical and theoretical models of PBTTT thin films provide important details 
concerning the polymer structure and packing,
2,14,15,25-27
 there remain a number of 
dissimilarities among the models, and the overall agreement with GIXD data is 
incomplete. For example, the unit cell for PBTTT-C14 has been reported as an 
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orthorhombic unit cell with a = 22.15 Å, b = 3.67 Å, c = 13.37 Å,  =  =  = 90°,
2
 while 
simulations have shown that PBTTT-C12 is triclinic lattice with a = 19.6 Å, b = 5.4 Å, c = 
13.6 Å,  = 136°,  = 84°,  = 86°.
15
 In order to develop a robust structural model for 
PBTTT, we considered first experimental uniaxially-aligned polymer films where there 
are strong orientations with respect to the substrate normal and random in-plane 
orientations. Using a theoretical methodology based on the experimental data, the 





Figure 3.3 Out-of-plane packing motifs for the simulated model of PBTTT-C14 viewed 
along the b-axis (left) and c-axis (right); the color coding is such that orange represents 
the polymer backbones and blue and green represent the side chains attached above and 
below the backbones, respectively. The substrate is shown to indicate the polymer film 
orientation, as it is not completely known how the PBTTT layer next to the substrate is 
aligned.  
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The unit-cell is triclinic, with unit-cell parameters a = 21.5 Å, b = 5.4 Å, c = 13.5 Å,  = 
137°,  = 86°,  = 89°. These unit-cell parameters are similar to those previously 
proposed for PBTTT-C12.
15
 It is clear that the conjugated backbones are planar and inter-
backbone stacking distance (-stacking distance) is relatively short, 3.58 Å, which can 
lead to strong - interactions; these two features are susceptible to be result in efficient 
intra-and inter-chain charge transfer along the c- and b-axis, respectively. The planar 
backbones have a slight tilt (14°) of the short backbone axis with respect to the substrate 
normal; this tilt is in reasonable agreement with, though somewhat smaller than, the 
backbone tilt (21°  3°) obtained from NEXAFS.13 We note that the NEXAFS 
measurement is an azimuthal average of unknown orientation distribution and requires 
the assumption of a single, narrow tilt distribution to calculate the tilt angle; if disorder is 
present in the film, the estimated tilt will shift towards the magic angle (54.7°) and result 
in an estimated tilt larger than that in the ordered regions. The interdigitated alkyl side 
chains are straight, leading to the formation of lamellar structures with a d-spacing of 
21.3 Å. The tilt of the side chains from the substrate normal is 26°. This result is 
substantially smaller than the 45° tilt determined from polarized infrared (IR) 
spectroscopy
13
 but closer to the value of 37° tilt estimated with GIXD from the change of 
lamellar spacing with side chain length.
14
 As was previously described for NEXAFS, IR 
spectroscopy also measures an azimuthal average of an unknown distribution and this 
skews the estimated tilt angle towards the magic angle of 54.7° when disorder is present, 
as for semicrystalline polymers. Therefore the IR-derived tilt is likely overestimated for 
the PBTTT. The sensitivity of the simulated GIXD pattern to side-chain tilt will be 
discussed in more detail below. In general, there is good agreement among the 
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experimentally-determined and modeled orientation and distance parameters. Overall, 
PBTTT-C14 shows very well-ordered orientations of backbones and side-chains. The 
simulated GIXD pattern is compared to experiment in Figure 3.4 and Table 3.2. The 
simulated 2D GIXD patterns are represented in a space spanned by Qxy (the component 
of scattering vector parallel to the substrate) and Qz (the component of scattering vector 
perpendicular to the substrate). There is no observable (h00) Bragg peaks, since the 
crystal unit cell was set to be well aligned with respect to the substrate plane.
29
 We find 
good agreement between the experimental and simulated data, with strong peaks at 
Qxy=1.41 and 1.71 Å
-1 
reflecting the lateral ordering of the polymer films.  
 
 
Figure 3.4 Experimental (a) and simulated (b) GIXD patterns of PBTTT-C14 with random 
in-plane orientation. Dotted ellipses on the experimental diffraction pattern are 
transposed to the simulated spectra to serve as a guide to the eye. All intensities are 




Table 3.2 Indexing of the intense peaks in uniaxial PBTTT-C14. The experimental error 
bars for Qxy are ±0.01 Å
-1
. 
Experiment Simulated model 
Qxy (Å
-1





1.29 (21-1) 1.29 0.50 
1.35 (302) 1.37 0.72 













1.71 (2-10) 1.71 0.76 
 
3.3.1 Biaxially-aligned PBTTT-C14 films 
Biaxial films of PBTTT-C14 were obtained from a flow coating process with thermal 
treatment that can control the backbone orientation in plane, leading to a situation where 
the polymer backbones are preferentially aligned along one direction and lamellae 
domains are strongly oriented along a*.
27
 Figure 3.5 depicts the in-plane orientation via a 
top-view derived from the UFF-modeled unit cell. The polymer backbones (orange) are 
well-aligned within the b-c plane (parallel to the substrate plane). Interestingly, the 
conjugated backbones are displaced by 3.68 Å (from a perfect cofacial orientation) with 
respect to their neighbors along the long axis, while maintaining a short inter-backbone 
packing distance (3.58 Å). We note that this displacement along the long axis differs 
from previous results obtained with DFT,
25
 which has a direct impact on the description 
of the electronic properties of the polymer (see below). The alkyl side chains have a 
preferential in-plane rotation with respect to the backbone of about 58°. 
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Figure 3.5 In-plane orientation of the PBTTT-C14 model viewed along the a*-axis. 
Orange represents the polymer backbones; blue and green represent the side chains 
attached above and below the backbones, respectively; solid and dotted arrows indicate 
axes of direct and reciprocal lattice, respectively; a thick red arrow represents the 
scattering vector Q at the azimuthal angle ϕ = 0° for the GIXD data. The inset highlights 
the molecular structure viewed along the side chains to clearly show the backbone 
orientations relative to the side chains. 
 
The in-plane orientation of the biaxial films can be detected by GIXD measurements. As 
stated earlier, the azimuthal angle () is the angle between the in-plane component of 
scattering vector (Qxy) and the in-plane component of b*. At 0°, the (h10) peaks 
corresponding to the inter-chain backbone stacking are strongly observed. However, the 
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specific reflections that occur at various  angles (e.g., 45 and 90) depend on the unit-
cell parameters for the triclinic cell. For example, the (h01) peaks appear near angle =*, 
the angle between b* and c*. Thus, GIXD simulations were performed at different in-
plane orientations (azimuthal angles ) to confirm the validity of the detailed in-plane 
packing of the PBTTT-C14 model.  
 
Figure 3.6 and Table 3.3 display the empirical and simulated GIXD patterns and peak 
positions for the biaxial films at various azimuthal angles. The simulated patterns show 
good agreement with the experimental data in terms of dominant peak positions. At the 
azimuthal angle =0 (backbones parallel to the beam direction), the (h10) peaks appear 
strong at Qxy=1.71 Å
-1
 with intensity along Qz. As Figure 3.7 shows, the Qz values for 
(h10) peaks obtained from the simulation are consistent with the (broader) experimental 
peaks. In this region, each spot comes from a contribution of two reflection planes; the 
peaks at Qz=0.15 Å
-1
 are from the (0-10) and (110) planes, those at Qz=0.47 Å
-1
 from the 
(1-10) and (210) planes, and those at Qz=0.79 Å
-1
 from the (2-10) and (310) planes. The 
difference between any two pairs of reflection planes along Qz is only 0.05 Å
-1
, so the two 
peaks appear as a single broader peak. As the simulated GIXD pattern shows distinct 
spots for the aligned crystalline domains, it is anticipated that stacking faults and disorder 
in the films are the cause for the smeared and broad peaks present in the experimental 
data; indeed, X-ray line-shape analysis of PBTTT reveals considerable paracrystalline 
disorder along the π-π stacking direction, which can influence the charge-transport 
properties.
30
 Because of the broad in-plane orientation distribution, the (21-1) reflection 
is also observed even though it is centered at =14° in the simulations. Additionally, 
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analyses of the simulated GIXD patterns provide a clear interpretation of the intense 
peaks at  = 45 and 90. At 45, the (201) and (302) peaks are intense as *=48, thus 
the scattering vector lies nearly parallel to the c* direction at this azimuthal angle; at 90, 
the mixed reflection planes (1-13) and (3-14) appear.  
 
 
Figure 3.6 Comparison of experimental (left) and simulated (right) GIXD patterns of 
biaxial PBTTT-C14 films at various azimuthal angles (=0°, 45°, 90°) with respect to the 
incident beam direction. The experimental diffraction images at 0 and 90 are not 
symmetric since the samples are aligned with 2 deviation. When the samples are 
misoriented, you can see asymmetry in the films. The peaks near 45 are much broader 
than the peaks near 0 or 90. Intensities are shown on a logarithmic scale. 
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Table 3.3 GIXD peak indexation for the experimental and simulated biaxial PBTTT-C14 
films at various azimuthal angles (=0°, 45°, 90°) with respect to the incident beam 















1.29 0.50 (21-1) 1.29 0.50 
1.71 0.15 (0-10) 1.71 0.17 
  (110) 1.71 0.12 
1.71 0.47 (1-10) 1.71 0.47 
  (210) 1.71 0.42 
1.71 0.79 (2-10) 1.71 0.76 
  (310) 1.71 0.71 
45° 
0.68 0.51 (201) 0.68 0.51 
1.35 0.73 (302) 1.37 0.72 
90° 
1.41 0.30 (1-13) 1.41 0.22 




Figure 3.7 Experimental (solid line) and simulated (dotted line) plots of (h10) peak 
intensities at Qxy=1.71 Å
-1
 for PBTTT-C14 vs Qz; the short dotted vertical lines represent 
the expected Qz positions. The simulated data were broadened with a Gaussian function 
(FWHM=2*original FWHM).  
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3.3.2 Influence of molecular packing on diffraction patterns 
Figure 3.8 displays the simulated GIXD patterns for the individual polymer components 
for three in-plane azimuthal angles. The contributions from each component of the 
polymer structure were evaluated by setting all atoms on the polymer component not of 
interest to be non-diffracting (i.e., hydrogen-like). Contributions from the polymer 
backbones and from the side chains are readily identifiable. The backbones mainly 
contribute to the diffraction peaks at Qxy=1.71 Å
-1
 (-stacking peaks), while the side 
chains make significant contributions to the peaks around Qxy= 1.29 - 1.41 Å
-1
. These 
results suggest that the degree of disorder for the different components plays a significant 
role in the intensity of the GIXD pattern. Indeed, one would expect a priori that 
diffraction peaks arising from the more flexible and disordered alkyl side chains would 
be weaker and more diffuse than those mainly arising from the conjugated backbone, a 
result borne out by the analysis of the partitioned structure. In terms of azimuthal angle 
dependence of the components, as we confirmed above, the diffraction images at 45° and 
90° are principally influenced by the packing orientation of the side chains while the 0° 
image is mainly influenced by the backbone orientation with some contributions of side-
chain packing. Interestingly, the intensity of the (201) reflection in the 45° image appears 
to be enhanced by the interference between the backbone and side-chain components as 
the simulation of the full polymer shows relatively intense peaks while the simulations of 







Figure 3.8 Simulated GIXD patterns at azimuthal angles (=0°, 45°, 90°) with respect to 
the incident beam direction for the biaxial PBTTT-C14 polymer (a-c), backbone segments 
(d-f), and alkyl side-chain segments (g-i). Note that the intensity scales are the same for 
each plot. Intensities are shown on a logarithmic scale. 
 
We then investigated further how these molecular packing parameters affect the GIXD 
patterns of the uniaxial films. First, we examined how the tilt of the backbones with 
respect to the substrate normal (14° simulation vs. 20° NEXAFS) affects the simulated 
diffraction patterns. A unit cell containing only the backbone was considered, as it was 
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noted above that the side chains do not contribute significantly to diffraction peaks 
related to the polymer backbones. The backbone tilt was changed from 10° to 30° via 5° 
increments within a fixed unit cell. As shown in Figure 3.9, the (h10) intensity profile for 
the uniaxial polymer films are similar when the backbone tilt is less than 20°; the peak at 
lower Qz appears more intense than the higher Qz peaks. When the backbone tilt is 
greater than 25°, however, the intensity of the higher Qz peaks becomes much stronger, a 
result not consistent with experiment. We note that the energetic differences among these 
structural variations are minor. These results show that the (h10) peaks are relatively 
insensitive to the change in the backbone tilt when the tilt is smaller than 25°. Thus, the 6° 
difference in tilt between simulation and NEXAFS data is within the error bars as there is 
no significant change both in the diffraction patterns and peak intensities with variation 
of the tilt in this range. These results reveal that there is likely considerable disorder in 
the backbone tilt angles (ca. 0° - 20°). 
 
Second, in order to evaluate the effect of the side-chain orientation on the diffraction 
patterns, the tilt of the side chains in the unit cell was varied, though interdigitation 
between the side chains was maintained. These structures were not optimized, since after 
geometry optimization the tilt angle goes back to the original, energetically-stable state. 
As the side-chain tilt changes from 26 to 31 and 36, the in-plane rotation of the side 
chains from the backbones also change from 58 to 85 and 86. Figure 3.10 shows the 
GIXD pattern of the full polymer with varying side-chain tilt and that of only the side-




Figure 3.9 Experimental (a) and simulated GIXD patterns of uniaxial backbone with tilt 
(b) 10°, (c) 15°, (d) 20°, (e) 25°, and (f) 30°, (g) plot of (h10) intensity of the peaks at 
Qxy=1.71 Å
-






 peaks of 
experiment and simulated model with various backbone tilt angles, and (i) energy of unit 
cell as a function of backbone tilt; a white box in the experimental data indicates the 
diffraction pattern coming from the backbone contribution. For 2D GIXD, intensities are 
shown on a logarithmic scale.  
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As shown in Figure 3.10, the change in side-chain tilt has a significant impact on the 
diffraction pattern. The simulated GIXD patterns lose their agreement with the 
experimental pattern (Qxy ≈ 0.5 - 1.5 Å
-1
 and Qz ≈ 0.0 - 1.5 Å
-1
) as the side-chain tilt 
changes from 26° (tilt of the optimized model) to 31° or 36°. Since the side-chain 
orientation is related to the backbone orientation and lamellar thickness, artificial 
modification of the side-chain tilt angle with respect to the substrate normal may not be 
relevant to prove the exact tilt angle of the side chains. Nevertheless, these results suggest 
that the side-chain arrangements significantly influence the polymer packing and 
diffraction peak intensities and positions. The disagreement in side-chain orientation 
between the IR experiment, and our GIXD data/simulation likely arises from the 
exclusion from the simulation of both side-chain disorder and the possibility of gauche 
defects along the alkyl chains. Additionally, as mentioned earlier, the side-chain tilts 
extracted from polarized IR spectroscopy would overestimate the tilt angle for this 
system when disorder is present. The tilt angle extracted from the GIXD measurements 
relates to the side chains in the interdigitated portion of the unit cell and is based on the 
assumption that the side-chain conformation is independent of side-chain length. The 
GIXD measurement also points to having a non-interdigitated region about 3 to 5 
methylenes long.
14
 Such non-interdigitated regions do not appear in the simulations since 
the molecular mechanics modeling does not include temperature-dependent contributions, 






Figure 3.10 Experimental (top) and simulated 2D GIXD patterns of the full polymer 
(middle) and of only the side chain part (bottom) with various side-chain tilts of: (b) 26, 
(c) 31, and (d) 36 in uniaxial PBTTT-C14 films; the white box in the data points to the 
diffraction pattern coming from the side-chains contributions. Intensities are shown on a 
logarithmic scale. 
 
3.3.3 Influence of alkyl side-chain length on polymer packing 
We determined the molecular structures of PBTTT with dodecyl (C12) and hexadecyl (C16) 
side chains to evaluate the influence of the side-chain length on the polymer packing 
properties. The packing motifs of PBTTT determined with various side-chain lengths are 
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shown in Table 3.4. Regardless of side-chain length, the polymer backbones are planar 
and tilt slightly with respect to the substrate normal to maintainstrong inter-backbone 
interactions. The interdigitated alkyl side chains are predicted to be straight and present a 
fully trans-conformation (though, as noted above, disorder and gauche defects likely 
appear in the actual thin films). On increasing the alkyl chain length, the size and shape 
of the polymer unit cells are modified slightly. With the addition of two methylenes, from 
C12 to C14 or C14 to C16, a increases by approximately 2 Å, resulting in increased lamellar 
d-spacing. The values of  and  increase slightly by 1 and 3°, respectively. The inter-
backbone distance overall remains constant and falls between 3.5-3.6 Å. The backbone 
tilt angle slightly decreases as the side chain lengthens, which can be regarded as 
minimal-to-no change as it was shown that differences in backbone tilt produce 
negligible changes to the GIXD patterns. The tilt of the side chains is also nearly the 
same with increasing side-chain length. 
 
Table 3.4 Structural parameters of the simulated unit cells for PBTTT-Cn, n=12, 14, and 
16. 
  PBTTT-C12 PBTTT-C14 PBTTT-C16 
Lattice 
Parameters 
a (Å) 19.6 21.5 23.5 
b (Å) 5.4 5.4 5.4 
c (Å) 13.5 13.5 13.5 
 (°) 137 137 137 
 (°) 85 86 87 
 (°) 86 89 92 
Lamellar spacing (Å) 19.1 21.3 23.5 
-stacking distance (Å) 3.54 3.58 3.62 
Backbone tilt angle (°) 16 14 10 
Side-chain tilt angle (°) 25 26 27 
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We note, however, that there is still a need to improve the models, in particular with 
regard to disorder. At the molecular level, disorder results from variation of both atomic 
displacements about their equilibrium positions and molecular/component orientations. 
These effects have been only marginally taken into account during the simulations 
presented here. First, the influence of thermal fluctuations is not included in the 
molecular mechanics simulations as they are performed at 0 K. Additionally, in the 
process of energy minimization with 3D periodic boundary conditions, it is assumed that 
all surrounding cells are exact copies of the central unit cell. Recent works
30,31
 by Rivnay 
et al. have shown that Warren-Averbach analysis of diffraction line shapes for PBTTT 
can provide insight into the nature of paracrystalline displacements and variations in the 
average lattice spacing – variations that are not taken into account in our model. 
Therefore, any larger-scale disorder is not properly represented. Molecular dynamics 
simulations of super cells are currently ongoing to investigate further the influence of 
disorder.  
 
3.3.4 Electronic properties as a function of alkyl side-chain length 
Efficient charge-carrier transport greatly depends on the polymer packing in the thin 
film.
32
 Our simulations confirm the experimental results that PBTTT-Cn maintains 
relatively well-ordered crystalline domains with respect to the preferential orientation as 
the number of carbon atoms in the alkyl side-chains increases from 12 to 16. It is 
expected that such well-ordered polymer structures can lead to efficient charge-carrier 
transport. By evaluating the band structure and intermolecular electronic couplings, the 
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relationship between the three-dimensional structure (taking into account the full alkyl 
side-chain lengths) and the electronic properties of the polymers can be investigated. 
 
The electronic band structures along the main reciprocal-space directions are displayed in 
Figure 3.11, with detailed information provided in Table 3.5. Here, the unit cell has one 
polymer unit, and five valence and conduction bands are displayed. The direct band gap, 
obtained at the Z point, is ~2.2 eV for each of the polymers in the series, a result 
consistent with experiment, 2.0 eV.
1
 Along the a-axis (in the X direction of the 
Brillouin zone), nearly flat bands are calculated, which means that there is no hole or 
electron interaction among the polymer chains along the a-axis. On the other hand, large 
dispersions are found along the other directions for both the valence and conduction 
bands. The strongest dispersions appear along the c*-axis (in the Z direction of the 
Brillouin zone), with widths of 0.9 eV for the valence band and 0.6 eV for the conduction 
band. Along the b*-axis (in the Y direction of the Brillouin zone), large dispersions are 
also observed, 0.7 eV for the valence band and 0.5 eV for the conduction band. When 
compared to the earlier work of Northrup,
25
 the band dispersions determined here are 
smaller, a direct result of the backbone slip along the long molecular axis vs. the cofacial 
backbone orientation considered in the previous study. Our results confirm that the band 
dispersion is larger along the polymer backbone than along the -stacking direction, as 






Figure 3.11 Electronic band structures of the PBTTT polymers with C12 (a), C14 (b), and 
C16 (c) side chains. Points of high symmetry in the first Brillouin zone are labeled as 
follows:  = (0, 0, 0), X = (0.5, 0, 0), Y = (0, 0.5, 0), Z = (0, 0, 0.5), all in 
crystallographic coordinates. The energy levels are shifted so that the top of the valence 
band represents the origin of the energy axis. 
 
Table 3.5 Calculated band gaps (Eg) at the Z point and dispersions (eV) of the upper 
valence band (VB) and lower conduction band (CB) along various directions in the 
Brillouin zone of PBTTT-Cn with n = 12, 14, and 16. 
Dispersion 
(eV) 
X     Y   Z Eg 
[eV] VB CB VB CB VB CB 
PBTTT-C12 0 0 0.68 0.50 0.89 0.61 2.20 
PBTTT-C14 0 0 0.68 0.52 0.88 0.62 2.22 




Charge transport in spin-coated (disordered) thin films is usually described via a polaron 
hopping model in which localized charge carriers jump between adjacent chains.
33
 In that 
context, Marcus theory
34,35
 has been widely used to assess the charge hopping rate 
between molecules or polymer chains.
36
 According to semiclassical Marcus theory, the 


























   (3.1) 
where tij denotes the transfer integral (electronic coupling) between state i and state j; , 
the reorganization energy; G
0
, the free energy difference between state i and state j; kB 
and h are Boltzmann’s and Planck’s constants, respectively; and T, the temperature. The 
magnitude of tij depends on the amount of overlap of the wave functions of the two states. 
Quantum-chemical calculations can provide direct insight into the extent of the transfer 
integrals for holes and electrons, th and te.  
 
To further evaluate the electronic interactions in the polymer films, we evaluated the 
inter-chain electronic couplings between adjacent polymer chains at the B3LYP/6-
31G(d,p) level of theory; the main results are collected in Table 3.6. The electronic 
couplings along the lamellar growth direction (a) are expectedly negligible, which is 
consistent with the lack of dispersion shown by the electronic band-structure calculations. 
Along the backbone stacking direction (b), there is substantial electronic coupling for 
both holes and electrons, 110-120 meV and 130-145 meV, respectively. These values are 
significant when compared to the electronic couplings found, for instance, in the 




 The coplanar character of the polymer backbones and the short 
intermolecular distances should result in large overlap between molecular orbitals on 
adjacent chains. In the context of a tight-binding model, these electronic-coupling values 
imply valence and conduction band widths along the b-axis on the order of 0.5 eV, which 
is consistent with the results of the band-structure calculations. The transfer integrals for 
PBTTT-C12 are similar to those determined by Brocorens et al.,
15
 and smaller than those 
obtained by Milian-Medina et al. for polymers in a cofacial geometry.
39
 The variations in 
band dispersions and transfer integrals when considering cofacial vs. slipped polymer-
chain packing underline the importance of having precise geometric models for the 
evaluation of the electronic properties. In any event, the results of the band structure and 
electronic coupling calculations provide a consistent picture and highlight pronounced 
electronic couplings for holes and electrons along both the intra-chain and inter-chain 
directions, which could provide for efficient intra- and inter-chain charge-carrier 
transport. 
 
Table 3.6 Transfer integrals for holes (th) and electrons (te) along the b-axis for PBTTT as 




PBTTT-C12 113 130 
PBTTT-C14 115 139 




No marked differences in the electronic couplings and band structures are obtained with 
respect to side-chain length (the electronic couplings and band dispersions increase 
slightly with longer side chains). This result points to the fact that the side chains are long 
enough to interdigitate, they facilitate the formation of highly-ordered lamellae and pave 
the way towards significant intermolecular/intramolecular electronic couplings.  
 
3.4 Conclusions 
We have used computational modeling to evaluate the three-dimensional orientation of 
PBTTT-C14 films by determining the optimal packing structure and unit-cell parameters 
based on experimental GIXD patterns for uniaxial and biaxial polymer films. In terms of 
the polymer packing, planar backbones and relatively short inter-backbone distances are 
observed, leading to strong inter-chain interactions, as noted previously.
13,15
 The straight 
and interdigitated alkyl side chains contribute to the formation of lamellar structures. 
Simulations of the diffraction patterns at in-plane angles (0°, 45°, 90°) with respect to the 
incident beam direction has allowed us to reveal the in-plane (bc) ordering of polymers, 
including substantial lateral slip among the conjugated backbones and considerable side-
chain rotation relative to the backbones. This is noteworthy as it is the first time in-plane 
GIXD simulations for biaxially-oriented polymer structures have been demonstrated, and 
very reasonable agreement is found between experiment and theory.  
 
We also examined the contributions of the individual polymer components to particular 
diffraction peaks in the GIXD patterns. The ability to consider these components 
separately within the unit cell is a powerful technique to understand the diffraction 
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patterns of uniaxial and biaxial films. From the analysis of the influence of the detailed 
molecular packing on the GIXD patterns, it is clear that the observable diffraction 
patterns are more sensitive to the orientation of the alkyl side chains than the relative 
backbone orientation.  
 
Finally, we thoroughly compared the geometric, packing, and electronic structures for 
PBTTT polymers with varying side chains, from C12 to C16. Although slight changes in 
the lattice parameters are observed with increased side-chain length, the planarity and 
short inter-chain distance of the backbones remain nearly constant. Quantum-chemical 
calculations confirm that there is no substantial difference with regard to the electronic 
properties of polymers as a function of side-chain length. Regardless of the chain length, 
large electronic couplings are found along the backbone-stacking direction. Strong band 
dispersions along both the polymer repeat direction and the backbone-stacking direction 
are calculated, reflecting the potential for efficient inter- and intra-chain charge transport 
via a two-dimensional channel. This suggests that as long as polymers have long-enough 
alkyl side chains to contribute to high-structural ordering, efficient intra- and inter-chain 
charge-carrier transport is possible.  
 
In summary, the combination of computational and experimental techniques exploited in 
this work has demonstrated an ability to understand the intimate relationship between the 
structural and electronic properties of polymer films. These tools can foster rational 
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CHAPTER 4  
MOLECULAR SIMULATION OF POLYMER:FULLERENE 
INTERCALATION PROCESSES IN BHJ SOLAR CELLS 
 
4.1 Introduction 
In bulk-heterojunction solar cells, device performance is not only influenced by the 
intrinsic properties of the individual components, but also by how the individual 
components assemble and interact at interfaces and in the bulk, as exciton dissociation 
and charge-carrier transport are highly correlated to the nano-structured morphology of 
the polymer:fullerene blend.
1-5
 Therefore, it is important to understand the complex and 
detailed molecular organization of the polymer:fullerene blend to better understand the 
electronic processes. Recently, a blend of poly(2,5-bis (3-tetradecyl thiophene-2-yl) 
thieno [3,2-b] thiophene) (PBTTT-C14) and phenyl-C71-butyric acid methyl ester 
(PC71BM) has shown promising performance for bulk-heterojunction solar cells, with a 
power conversion efficiency of 2.3%.
6
 The more intriguing feature of the blend, however, 
is the proposed intercalation of fullerenes among the side-chains of the conjugated 
polymers, leading to the formation of a bimolecular crystal (or co-crystal).
7
 Such a 
structure allows us to investigate the molecular packing in the blend films, and further 
understand the relationship between packing structures and electronic properties in the 




Figure 4.1 Chemical structure of (a) poly (2,5-bis (3–tetradecyl thiophene–2–yl) thieno 
[3,2-b] thiophene) (PBTTT-C14) and (b) phenyl-C71-butyric acid methyl ester (PC71BM). 
 
Here, we use molecular mechanics (MM) and 2D grazing incidence X-ray diffraction 
(GIXD) pattern simulations to determine the potential packing configuration for a blend 
of PBTTT-C14:PC71BM. We confirm the bimolecular structure, in which PC71BM is 
intercalated into the polymer side-chains, by comparing the simulated data with 
experimental 2D GIXD and 2D solid-state nuclear magnetic resonance (NMR) data. The 
experimental GIXD data were provided by Prof. Michael D. McGehee at Stanford 
University and Dr. Michael F. Toney at Stanford Synchrotron Radiation Lightsource 
(SSRL), and the 2D NMR data by the group of Prof. Bradley F. Chmelka at University of 
California at Santa Barbara. Based on the determined structure, we then performed 
molecular dynamics (MD) simulations to investigate structural stability and thermal 
disorder in the co-crystal. In addition, we evaluated the electronic band structure and 
intermolecular electronic couplings (transfer integrals) using quantum-chemical 
calculations in order to understand how the packing motifs affect the electronic properties 
of the blend. Finally, we evaluated the intermolecular interaction energies to reveal the 
driving force for molecular mixing of the polymer and fullerene.  
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4.2 Computational methodology 
Molecular mechanics (MM) and molecular dynamics (MD) simulations were carried out 
for the unit-cell of PBTTT-C14 and PC71BM using the Universal Force Field (UFF)
8
 with 
the Materials Studio software. Initial blends within the crystal unit cell used different 
ratio of monomer units (e.g., two, three, or four) and two PCBM molecules (Figure 4.2). 
In addition, the unit-cell parameters were also varied. A number of conformations of the 
polymer backbones, alkyl side chains, and PC71BM within the unit cell were also 
considered. Blend crystal packing motifs optimized by UFF were used to simulate the 2D 
grazing incidence X-ray diffraction (GIXD) patterns using the simDiffraction code.
9,10
 
An incident X-ray wavelength of 0.975 Å (corresponding to an incident energy of 12.7 
keV), a fixed incidence angle of 0.1°, and peak width of 0.01 Å
-1
 were used for the 
simulations. The a* direction of the crystal unit cell was set to be oriented parallel to the 
substrate normal. The degrees of in-plane orientation were set to infinity and 30 for the 
uniaxially and biaxially textured blend films, respectively, while the degree of out-of-
plane orientation was set to 10° for both. The intensity of diffracted peaks was calculated 
by accounting for the Lorentz factor, in-plane polarization factor, and Debye-Waller 






Figure 4.2 Schematic representation of initial structure for PBTTT-C14:PC71BM blend we 
considered: (a) unit cell with various molar ratios of polymer and PCBM viewed along 
the b-axis and c-axis (1:1, 1.5:1, 2:1), (b) conformation of polymer backbones in ab plane 
(left) and polymer side chains in ac plane (right), and (c) PC71BM orientation with 
respect to the polymer backbone in ac plane. Here, the a-axis of the unit cell was defined 
as the lamellar growth direction, the b-axis as the backbone-stacking direction, and the c-
axis as the monomer repeat direction along the polymer chain. 
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We performed density functional theory (DFT) calculations to evaluate the electronic 
properties of the blend based on the crystal structure optimized using UFF without further 
geometry optimization. The transfer integrals between adjacent polymer chains, adjacent 
PC71BM molecules, and polymer and PC71BM pairs were obtained using B3LYP/6-
31G(d,p) in the Gaussian 09 program
11
, with a basis set orthogonalization procedure.
12,13
 
The electronic band structures were determined using the generalized-gradient 
approximation (GGA) exchange-correlation functional of Perdew, Burke, and Ernzerhof 
(PBE) and the projector-augmented wave (PAW) method in the VASP program.
14,15
 The 
energy cut-off and total energy convergence for the self-consistent iterations were set to 
400 eV and 10
-6
 eV, respectively, and the Monkhorst-Pack scheme with a 264 k-point 
mesh in the Brillouin zone was applied. 
 
4.3 Results and discussion 
4.3.1 Determination of the molar ratio of the bimolecular crystal 
Two possible crystal structures for the blend were assigned based on the experimental 
GIXD patterns: (i) an orthorhombic lattice with parameters a = 30.0Å, b = 12.8 Å, c = 
13.5 Å,  =  =  = 90° and (ii) a monoclinic lattice with a = 30.0 Å, b = 9.9 Å, c = 13.5 
Å,  = 72°,  =  = 90°.
7
 Here, we considered two sets of lattice parameters with different 
blend ratios to construct the crystal structure of the 1:1 blend. Each unit-cell parameter 
was slightly refined to better match the experimental diffraction pattern. Two sets of unit-
cell parameters for the blend were determined: (i) a cell close to orthorhombic with a = 
31.2 Å, b = 13.5 Å, c = 13.5 Å,  = 89,  = 92,  = 85, and (ii) a cell close to 
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monoclinic with a = 31.2 Å, b = 9.8 Å, c = 13.5 Å,  = 72°,  = 89°,  = 89°. The 
structure optimized with each set of parameters is defined as PT35 and PT24, 
respectively, as shown in Figure 4.3. The lamellar d-spacings of PT35 and PT24 were 
31.1 Å and 31.2 Å, respectively, both of which are consistent with the experimental d-
spacing, 31.1 Å. PT35 contains three monomer units and two PC71BM molecules in one 
unit cell to form the bimolecular crystal, which corresponds to the 1:1 weight ratio of the 
blend. PT24 contains two monomer units and two PC71BM in one unit cell, which 
corresponds to a 1:1 molar ratio of the blend.  
 
In terms of the molecular packing structures in Figure 4.3, the alkyl side-chains of both 
structures are slightly bent, and the conjugated backbones are twisted and bent. The 
twisted backbone orientations result from interactions between the fullerenes and the 
conjugated backbones; such a twist could affect the hole mobility along the polymer 
chains versus the pure polymer structure. The PC71BM molecules are oriented along the 
b-axis and the functional group of PC71BM is close to the polymer backbones for PT35, 
and oriented away from the polymer backbones in PT24; these differing orientations 
could potentially affect the electron mobility through PC71BM. PT35 has a larger b-
length (by about 3 Å) than PT25 to allow for three monomer units in one unit cell; such a 




Figure 4.3 Crystal packing of simulated PBTTT-C14:PC71BM blend model (a) PT35 and 
(b) PT24 viewed along the b-axis (left) and c-axis (right). 
 
To determine the blend ratio and packing motif of the bimolecular structure, 2D GIXD 
patterns were simulated for both models and compared to experiment. Here, it is assumed 
that the blend has a preferential out-of-plane orientation and random in-plane orientation. 
As shown in Figure 4.4, the experimental and simulated GIXD patterns are very similar 
and show two strong peaks at Qxy=0.5 and 1.4 Å
-1
; however, PT35 presents much more 
intense diffraction peaks than PT24. In the region around Qxy=1.0 Å
-1
 where there is no 
reflection in the experiment, PT35 has several intense peaks along Qz, while PT24 only 
has weaker peaks at higher Qz. PT35 has much stronger peaks at Qxy=0.5 Å
-1 
compared to 
the experimental data. In terms of intensity comparison, therefore, PT24 seems to match 





Figure 4.4 Experimental (a) and simulated 2D GIXD patterns of PT35 (b) and PT24 (c), 
in which blend films have a random in-plane orientation. 
 
The index of the strong peaks at Qxy=0.5 and 1.4 Å
-1
 is different for the two simulated 
models. In the case of PT35, the intense peaks come from (h10) and (h30), which 
correspond to the inter-polymer -stacking distance along the b-axis. For PT24, however, 
it results from (h01) corresponding to the intra-chain distance along the c-axis and (h20) 
corresponding to the -stacking distance, respectively. This allows us to further confirm 
the best structure based on the experimental 2D GIXD patterns of biaxial blend films at 
various  angles.
16
 The 0° direction means that the chain backbones are oriented along 
the incoming beam direction, hence (h10) peaks associated with backbone stacking are 
expected to appear in the 0° position. In the experimental data, the peaks at Qxy=0.67 and 
1.35 Å
-1
 are very intense in the 0° position and become weaker upon increasing angle and 
disappear at 90°, which indicates that these peaks correspond to the backbone stacking, 
which is consistent with PT24. Thus, PT24 shows better agreement with the experimental 
data, although both provide a good match with experiment for textured films with random 
in-plane orientation. As a result, it is clear that PT24 with a 1:1 molar ratio of PBTTT and 
PC71BM is the more likely bimolecular structure.  
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4.3.2 Determination of the structure of the bimolecular crystal 
We confirmed that the PBTTT:PC71BM bimolecular crystal can form at 1:1 molar ratio 
of polymer and fullerene. In order to verify the correct lattice parameters for the 
bimolecular crystal, we compared the PT24 model to PT24 with  = 108, a result 
suggested by 2D NMR experiments. Both structures are found to be stable from MM 
calculations. Figure 4.5 shows the simulated GIXD patterns for both models compared to 
experiment. These are very similar in terms of intensities and positions of the strongest 
diffraction peaks.  
 
 
Figure 4.5 Experimental (a) and simulated 2D GIXD patterns of PT24 (b), and PT24-108 
(c), in which blend films have a random in-plane orientation. 
 
To further confirm the best unit-cell parameters for the bimolecular crystal, the molecular 
orientations were compared in detail with the results from 2D solid-state nuclear 
magnetic resonance (NMR) spectroscopy since NMR spectroscopy is sensitive to local 
compositional, structural, and dynamical environments in both ordered and disordered 
regions of the materials.
17
 The NMR revealed close molecular proximities between 








H} double-quantum NMR 
analyses enabled the local distances between different aromatic proton moieties to be 
determined (Table 4.1). Specifically, the 
1
H signals at 7.2 and 8.7 ppm correspond to 
distinct thienothiophene moieties and provide important quantitative constraints that 
allow the structure of the bimolecular crystal to be confidently established. In terms of 
the distances between selected aromatic backbone protons, PT24-108 is in good 
agreement with NMR data while PT24 does not agree as well. Therefore, PT24-108 
appears to be the best structure describing the bimolecular crystal and could represent the 
correct lattice parameters and detailed structural properties in this blend. 
 
Table 4.1 Distance between selected aromatic backbone protons from NMR and two 
simulated models, PT24 and PT24-108. 
 NMR PT24 PT24-108 
H8.7ppm - H8.7ppm distance 3.6 Å 5.0 Å 3.5 Å 
H7.2ppm - H8.7ppm distance 3.8 Å 4.8 Å 4.3 Å 
H7.2ppm – H7.2ppm distance 3.8 Å 7.1 Å 4.4 Å 
 
4.3.3 Structural properties 
We found that the bimolecular crystal can form at a 1:1 molar blend of PBTTT-
C14:PC71BM and contains two monomer units and two PC71BM molecules in one unit 
cell with  = 108 (see Figure 4.6). The conjugated backbones twist and bend while the 
PC71BM molecules are intercalated within the side-chains of the polymers. This suggests 
that PC71BM contributes to the disruption of the planar backbone structure, which affects 
96 
hole mobility in the polymer along the intra-chain and -stacking directions. The side-
chains are mostly straight, with some bending at their ends. The center-to-center distance 
for PC71BM along the b-axis is around 9.8 Å, with the closest surface distance at 3.0 Å; 
such a short intermolecular distance could lead to efficient electron transfer in fullerene 
channels along the b-axis. 
 
 
Figure 4.6 Simulated best structure of the PBTTT-C14:PC71BM bimolecular crystal, PT-
108, viewed along the b-axis and c-axis, respectively (left), and its three-dimensional 
packing structure (right). 
 
To study the component contributions of the blend to the GIXD patterns, the blend 
structure was partitioned into unit cells containing only the: (i) polymer conjugated 
backbones, (ii) alkyl side chains, and (iii) PC71BM molecules. Then, to further 
demonstrate the added contributions of two components on the GIXD patterns, the 
structures were also partitioned into unit cells containing: (iv) polymer backbones and 
side-chains, (v) polymer backbones and PC71BM, and (vi) side chains and PC71BM, see 
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Figure 4.7. Analysis of the single components suggest that the peaks at Qxy=0.49 Å
-1
 
principally arise from PC71BM and the side chains and those at Qxy=0.67 Å
-1 
mainly 
come from the backbones and PC71BM. The peaks with higher Qz values correspond to 
the orientation of the PC71BM molecules, except for the Qxy=1.35 Å
-1
 region that is 
associated with the oriented backbone contributions. Analysis of the merged components 
supports that the peaks around Qxy=1.0 Å
-1
 come mainly from PC71BM, with some 
additional intensity from the side chains. These peaks appear stronger than those 
experimentally measured; however, because the PC71BM and side chains have flexibility 
at room temperature, these peaks could be expected to be less intense. The diffractions 
arising in the unit cell containing only the backbones and PC71BM produced an GIXD 
pattern very similar to the whole system. Thus, we can expect that the peaks at 
Qxy=1.35~1.41 Å
-1 
result from not simply the PC71BM molecules, but interactions 





Figure 4.7 Experimental (a) and simulated (b) 2D GIXD patterns of the blend. Simulated 
2D GIXD patterns of partitioned structures into unit cells containing (i) polymer 
backbones, (ii) side chains, (iii) PC71BM, (iv) polymer backbones and side chains, (v) 
polymer backbones and PC71BM, and (vi) side chains and PC71BM. 
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4.3.4 Thermal stability and disorder 
During the determination of the bimolecular crystal structure, only one unit cell was 
considered in the simulation to focus on the unit-cell parameters and detailed packing 
motif. In the process of energy minimization with 3D periodic boundary conditions, it is 
assumed that all surrounding cells are exact copies of the central unit cell, leading to the 
same orientations for all neighboring molecules. In the real system, however, there could 
be significant disorder within the structures induced for instance by thermal vibrations. In 
the MD simulations, the effect of temperature is accounted for by atomistic thermal 
vibrations.  
 
Hence, we examined the structural stability against thermal fluctuations and 
morphological disorder in the blend by performing molecular dynamics on a 232 super 
cell expanded from the bimolecular crystal unit cell using NPT simulations at room 
temperature and 1 atm. We found that the energy and density stabilized after 200 ps while 
the simulations were run for 1 ns, suggesting that the bimolecular crystal structure is 
quite stable against thermal fluctuations at room temperature. As shown in Figure 4.8, 
both the MM energy-minimized structure and the one acquired from a snapshot of the 
super cell obtained towards the end of the MD simulation correlate well with each other 
in terms of their correspondence with the proton-proton distances determined by the 2D 
NMR measurements and in their use to simulate the 2D GIXD pattern. The large 
intensities of (200), (400), and (700) peak in the MM structure decrease in the MD model, 
which might result from the disorder of the alkyl side-chains and different arrangements 
of polymer backbones and PC71BM molecules within the super cell.  
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Figure 4.8 (a) Simulated 2D GIXD patterns of the final MM structure (left) and 2×3×2 
super cell at 1ns in the MD simulation (right), (b) specular GIXD reflection intensities of 
MM and MD structures normalized by the (100) peak intensity, and (c) probability 
densities of H-H distances determined from MD. Note that the software cannot simulate 
peak broadening and diffuse scattering in the super cell. 
 
4.3.5 Electronic properties 
The packing structure and morphology of a blend of two different materials have a strong 
influence on device performance, since the charge-transport properties are dependent on 
the geometric structures and inter/intra molecular interactions.
18,19
 To study the electronic 
properties of the bimolecular crystal, the electronic band structure along the main 
reciprocal space directions is investigated as shown in Figure 4.9. Since the unit cell 
contains two polymer units and two PC71BM molecules, the valence and conduction 
bands are split into four sub-bands. We find large dispersion for the valence band along 
c-axis (corresponding to the polymer backbone direction), a situation reminiscent of the 
pristine PBTTT polymer. On the other hand, nearly flat valence and conduction bands are 
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observed along the b-axis, which is a notable difference compared to the pristine 
polymer.
20
 This results from the bent twisted backbones, and increased -stacking 
distance upon PC71BM intercalation. Along the a-axis, we observed nearly flat bands as 
well. Thus, we find that there are limited electronic interactions between polymer chains 
or PC71BM molecules along the a- and b- axes, while strong interactions exist along the 
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0 0 0.01 0.05 0.71 0.01 
Figure 4.9 Electronic band structures of the PBTTT-C14:PC71BM bimolecular crystal, as 
calculated at the PBE/PAW level. Points of high symmetry in the first Brillouin zone are 
labeled as follows:  = (0, 0, 0), X = (0.5, 0, 0), Y = (0, 0.5, 0), Z = (0, 0, 0.5), all in 
crystallographic coordinates. The energy levels are shifted so that the top of the valence 
band represents the origin of the energy axis. Calculated band gaps (Eg) at the Z point and 
dispersions (eV) of the upper valence band (VB) and lower conduction band (CB) along 
various directions in the Brillouin zone. 
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The electronic couplings between adjacent polymer chains (P-P), adjacent PC71BM 
molecules (F-F), and polymer and PC71BM pairs (P-F) calculated at B3LYP/6-31G(d,p) 
level are listed in Table 4.2. In the case of transfer integrals for electrons among PC71BM 
molecules, we take into account the first three unoccupied levels, LUMO to LUMO+2,
21
 
as these molecular orbitals are nearly iso-energetic. Thus, the transfer integrals for the 
PC71BM molecules presented here represent an average value of these three contributions. 
Along the b-axis, the electronic couplings for holes and electrons dramatically drop ((th 
= 4 or 82 meV and te = 42 or 124 meV) compared to the pristine polymers (th = 115 
meV and te = 139 meV),
20
 which is consistent with the results of the band-structure 
calculations. However, there are relevant electronic couplings (10  40 meV) between 
PC71BM molecules. Furthermore, we find non-negligible electronic couplings between 
the polymer and PC71BM along the a-axis at the interface where the polymer backbones 
‘contact’ PC71BM. This suggests that electrons and holes can travel from a polymer chain 





Table 4.2 Transfer integrals for holes (th) and electrons (te) between adjacent molecules in 
the bimolecular crystal along the main axes.  
 





























4.3.6 Interaction energies 
To understand why an intercalated structure can form, we evaluated the miscibility and 
strength of intermolecular interactions between the polymer chains and the fullerenes in 
the bimolecular crystal. For comparison, we also studied a hypothetical PBTTT-
C14:adamantane blend that does not form an intercalated structure for comparison. The 
104 





, respectively. In the case of PC71BM, two possible 
structures were examined based on the most stable crystalline forms of PC61BM
23
, as 
there is no reported crystal structure: a simple cubic structure (sc) and a triclinic structure 
generated by optimizing the sc structure both without and with unit-cell optimization, 
respectively. Here, the results for the triclinic unit cell were used because it was found to 
be the most energetically stable. For the hypothetical blend of PBTTT-C14:adamantane, 




First, we performed molecular dynamics (MD) simulations using UFF to determine the 
cohesive energy densities of the pristine materials. We considered super-cells of the three 
systems including 4 chains of a PBTTT-C14 pentamer and 20 PC71BM molecules, or 96 
adamantane molecules. The systems were equilibrated using the NVT ensemble at 300K 
for 10-30 ps, then followed by an NPT simulation at 300K for 250 ps. The structures over 
the last 50 ps from the NPT run were collected and averaged to calculate the cohesive 
energy density of each system. The cohesive energy density represents the energy 
associated with interactions per unit volume (in atomic simulations, this is defined as the 
energy required to break all intermolecular physical links in a unit volume of the 
material).
24-26
 The cohesive energy density is widely used to estimate the compatability or 
degree of molecular mixing of polymer blends since these are closely related to the 
interaction between two materials. A large cohesive energy density indicates strong 
intermolecular interactions in the material, and two materials with similar cohesive 




) and PC71BM (644 J/cm
3
) have very similar cohesive energy 
densities, while that of adamantane (828 J/cm
3
) is considerably larger. These cohesive 
energy densities translate into Hildebrand solubility parameters (δ)
24,27,28














adamantane. The similarity of the calculated values for PBTTT-C14 and PC71BM suggests 
that the two systems should readily mix, while the substantial differences between the 
polymer and adamantane point to phase separation.  
 
We then evaluated pair-pair interaction energies in the pristine and blend structures to 
evaluate an important component of the free energy of mixing: 
                   (4.1) 
where EAB is the total interaction energy between the polymer and small molecule, EAA is 
the total interaction energy for the neat polymer, and EBB is the total interaction energy 
for either PC71BM or adamantane. ΔE is negative for materials that favor mixing/blend 
formation, while positive ΔE will indicate that phase separation is favorable.
29,30
 The 
results in Table 4.3 suggest that the bimolecular crystal of PBTTT-C14 and PC71BM is 
energetically favorable while the bimolecular crystal of PBTTT-C14 and adamantane is 














PBTTT-C14 :PC71BM -122 
PBTTT-C14 :Adamantane -30 
E 
PBTTT-C14 :PC71BM -47 
PBTTT-C14 :Adamantane 64 
 
 
Finally, we assessed the total binding/intermolecular interaction energy within the blends 
using: 
                       (4.2) 
where Epm is the unit-cell energy of the intercalated structure (bimolecular crystal) 
containing the polymer p and the molecule m, and Ep and Em represent the energy of the 
isolated components p and m, respectively. Note that Ep and Em are multiplied by two as 
each molecule and polymer appears twice in the intercalated-blend unit cell. In this way, -
Ebinding can be seen as corresponding to the enthalpy of sublimation of the bimolecular 
crystal. The energies entering Equation (4.2) were evaluated at the molecular mechanics 
level using the UFF force field and at the density functional-based tight binding (DFTB) 
level using the DFTB+ software. As shown in Table 4.4, both calculations indicate that 
the binding energy for the PBTTT-C14:PC71BM crystal is much larger than for the 
(hypothetical) PBTTT-C14:adamantane crystal, which means that the PBTTT-
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C14:PC71BM crystal presents stronger interactions vs. the adamantane blend. The driving 
force for the intercalation of PC71BM amongst the PBTTT-C14 side chains appears to be 
mainly associated with van der Waals interactions (as opposed to electrostatic 
interactions).  
 
Table 4.4 Calculated binding energies using molecular mechanics (MM) and the density 







PBTTT-C14 82 -65846 
PC71BM 1332 -95549 
Adamantane 14 -14510 
Epm 
PBTTT-C14 :PC71BM 2482 -323207 
PBTTT-C14 :Adamantane -51 -160976 
Ebinding 
PBTTT-C14 :PC71BM -346 -416 




We have determined the optimal packing motifs and unit-cell parameters for the 
bimolecular crystal of the PBTTT-C14:PC71BM blend based on the experimental 2D 
GIXD and solid state NMR spectroscopy. Using the UFF-based molecular packing 
arrangement, the simulated GIXD patterns correspond well with experiment. We 
confirmed that the bimolecular crystal optimizes at 1:1 molar ratio that contains two 
monomer units and two PC71BM molecules with a well-ordered lamellar form. We found 
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that this bimolecular crystal is quite stable against thermal fluctuations at room 
temperature from MD simulations. In terms of blend packing, the conjugated backbones 
twisted and bent due to the presence of intercalated PC71BM molecules that are oriented 
along the backbone stacking direction. There are close contacts between polymer 
backbones and PC71BM molecules.  
 
Quantum-chemical calculations confirm that structural changes in the blend compared to 
the pristine polymers leads to a dramatic reduction in the electronic coupling between 
polymer chains and in the band dispersion along the backbone stacking direction (b-axis); 
strong dispersion for the valence bands along the polymer backbone direction (c-axis) 
maintained, which is consistent with the slightly reduced high hole mobility in the 
bimolecular crystal. On the other hand, we find substantial electronic coupling between 
PC71BM molecules along the b-axis that can provide a strictly one-dimensional electron-
transport channel, which is related to the finding that no electron mobility is observed for 
blends with a PC71BM loading smaller than 50% (the ratio at which the bimolecular 
crystal forms).
7,16
 Interestingly, there is also non-negligible electronic coupling between 
the polymer and PC71BM along the lamellar stacking direction (a-axis) at the interface. 
 
In terms of molecular mixing using molecular modeling, we find that PBTTT-C14 and 
PC71BM should mix favorably, leading to the formation of the bimolecular crystal. Our 
results show the strong binding energy between PBTTT and PC71BM arises principally 
from van der Waals interactions. This work offers an in-depth molecular picture of the 
relationship between the packing and charge-transport properties in the bimolecular 
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crystal. Knowing more about how molecules pack in bulk-heterojunctions will be useful 
to better understand the electronic processes in polymer-fullerene blends could enable the 
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CHAPTER 5  
THEORETICAL INVESTIGATION OF THE VIBRATIONAL, 




Vibrational spectroscopies, such as infra-red (IR) and Raman, have been extensively used 
to characterize the structural properties of molecular systems and determine the degree of 
charge transfer in organic materials.
1-3
 Recently these techniques have been exploited to 
understand charge transfer and morphological changes in polymer-fullerene blends used 
in bulk-heterojunction solar cells.
4
 Barbour et al. studied charge transfer in a blend of 
poly-(2-methoxy-5-(2’-ethylhexyloxy)-1,4-(1-cyanovinylene)-phenylene) (CN-MEH-
PPV) and PC61BM using IR spectroscopy.
5
 They found a 5 cm
-1
 up-shift in the frequency 
of the C=O stretching of PC61BM as PC61BM is closely located at the interface with the 
polymer chains. Falke et al. used Raman spectroscopy to evaluate characteristic features 
attributable to PC61BM in a blend of P3HT and PC61BM.
6
 They identified the pentagon 
pinch mode Ag(2) of singly and doubly negatively charged C60 molecules in the blend, 
which is an evidence of the fullerene inclusions in the blend. With that in mind, a 
systematic theoretical approach to study the intrinsic vibrational properties of pristine 
polymers and fullerenes can be valuable so as to provide a description of the vibrational 
properties related to neutral and charged structures. Moreover, it can provide further 
understanding of the spectroscopic changes in the polymer:fullerene blend. 
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In order to elucidate the relationship between the spectroscopic changes and the 
properties of the polymer:fullerene blend, we have performed a comprehensive 
theoretical study of the IR and Raman spectra of pristine PBTTT and a series of 
fullerenes in the neutral and charged states. The experimental Raman data presented here 
were provided by Prof. Michael D. McGehee at Stanford University. In the case of 
PBTTT, we evaluated the influence of the oligomer length (from monomer to tetramer) 
on the vibrational modes, as we cannot perform simulations for a full polymer, as well as 
the effects of oxidation. We also examined modifications to the vibrational spectrum of a 
series of fullerenes upon reduction: C60 and C70, phenyl-C61-butyric acid methyl ester 
(PC61BM) and phenyl-C71-butyric acid methyl ester (PC71BM), bis-PC61BM and bis-
PC71BM, and the indene adducts,
7
 indene-C60-monoadduct (IC60MA) and indene-C60-
bisadduct (IC60BA), (see Figure 5.1). As a part of this study, we also examined the redox 






Figure 5.1 Chemical structures of (a) C60, (b) C70, (c) PC61BM, (d) PC71BM, (e) bis-
PC61BM, (f) bis-PC71BM, (g) IC60MA, and (h) IC60BA. 
 
5.2 Computational methodology 
Density functional theory (DFT) calculations employing the B3LYP functional and a 6-
31G(d,p) basis set were carried out with the Gaussian 09 package
8
 to determine the 
geometric, redox, and vibrational properties of the systems. Geometry optimizations of 
each molecule in the neutral and radical-ion states were performed, and were followed by 
frequency analysis to determine the IR and Raman vibrational spectra. Time-dependent 
DFT (TD-DFT) was used to obtain the optical absorption properties; 40 singlet states and 
the first three triplet states were considered.  
 
To study these properties in PBTTT, we examined an oligomer series (n = 1 – 4) of the 
PBTTT backbone with ethyl side groups. This length for the alkyl side groups was 
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chosen as it was shown to be the smallest length that can reproduce the trends in torsion 
potential of full tetradecyl alkyl side chains (Figure 5.2). 
 
 
Figure 5.2 Potential surface of torsion between thienothiophenes and thiophene units for 
PBTTT monomer as a function of side-chain length. Calculations were performed at 
B3LYP/6-31G(d,p) level. 0 and 180 torsion angles represent anti-conformation and 
syn-conformation between the units, respectively. 
 
For PBTTT, the monomer unit can be drawn in two distinct forms regarding the order of 
thiophene (T) and thienothiophene (T2) moieties. Here, the thiophene-thienothiophene-
thiophene (T-T2-T) and thiophene-thiophene-thienothiophene (T-T-T2) structures are 
referred to as monomer A and monomer B (Figure 5.3). All calculated frequencies were 
uniformly scaled by a factor of 0.97.
9
 The calculated Raman activities were plotted using 




normalized to directly compare with experiment. Note that intensities presented below 
are solely based on Raman activities, and thus do not take into account the effects of 





Figure 5.3 Chemical structures of two monomer units of PBTTT, monomer A (left) and 
monomer B (right). 
 
For the fullerene series, the IR intensity and Raman activity upon reduction were 
expressed in km/mol and Å
4
/amu, respectively, the values directly obtained by DFT 
frequency calculations, without normalization. All calculated frequencies regarding 
fullerenes presented here were scaled by 0.98 to compare with experimental frequencies, 
as this scaling factor has been shown by Stratmann et al.
13
 to provide good agreement for 
vibrational frequencies of fullerene molecules. 
 
Charge-carrier transport properties can be described as a self-exchange electron transfer 
process from a charged molecule to a neighboring neutral molecule. The charge-transport 
properties, thus, are influenced by electron-vibration couplings, which can be estimated 
from the intramolecular reorganization energy. The intramolecular reorganization energy 
was determined here by examination of the potential energy surfaces for the neutral (state 
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1) state and the charged (state 2) state (cation and anion states for polymer and fullerene, 
respectively) as depicted in Figure 5.4. The reorganization energy () consists of two 
terms corresponding to the geometry relaxation energies within the respective potential 
energy surfaces of the neutral and charged state (    
   
,     
   
 ): 
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) are the ground-state energies of the neutral and charged states, 
respectively; E
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Figure 5.4 Schematic of potential energy surfaces for neutral state 1 and charged state 2, 
which displays the vertical transitions (dashed lines), normal mode displacement Q, and 







Another way to determine the intramolecular reorganization energy is through normal 
mode analysis. The contribution of each vibrational mode to the relaxation energy (rel) 
can be obtained by expanding the potential energies of the neutral and charged states in a 
power series of the normal coordinates (Qi). Using the harmonic approximation, the 
relaxation energy can be expressed as: 
     ∑   ∑        (5.12) 
   
  
 
   
  ,    
  
   
   (5.13) 
where the summations run over all vibrational modes;     denotes the displacement 
along normal mode i between the equilibrium positions of the two electronic states of 
interest; ki and  i are the force constants and vibrational frequencies; Si represents the 
Huang-Rhys factor corresponding to the electron-vibration coupling constant. We used 
the DUSHIN program
14
 of Prof. Jeff Reimers at The University of Sydney to perform the 
decomposition into the contributions of each normal mode to the total relaxation energy 
of the molecules and to determine the Duschinsky matrices for the molecules. 
 
5.3 Results and discussion 
5.3.1 Vibrational properties of the pristine polymers 
5.3.1.1 Molecular geometries 
We can understand the impact of oxidation on the PBTTT geometry by evaluating the 
modifications to the bond-length alternation of the C-C bonds along the conjugated 
backbone, described in Figure 5.5. When PBTTT is oxidized, the C-C bonds with single-
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bond-like character in the neutral state become shorter while the double C=C bonds 
elongate, corresponding to a transition from an aromatic type structure to a quinoid 
structure upon oxidation. As a result, the averaged C-C bond is shorten by 0.01~0.03 Å 
while the averaged C=C bond elongates by 0.01~0.03 Å upon oxidation, see Table 5.1. 




Figure 5.5 Representation of C-C/C=C bond labels and carbon atom type on PBTTT 
monomer A. 
 
Table 5.1 Averaged bond lengths of PBTTT backbones on oxidation, from monomer to 
tetramer: these bonds are shown in Figure 5.5. 
Oligomers 
Neutral  Cation 
 C-C  C=C  C-C  C=C 
Monomer  1.435  1.379  1.407  1.403 
Dimer  1.434  1.381  1.415  1.397 
Trimer  1.433  1.382  1.419  1.374 




5.3.1.2 Raman spectroscopy 
We first examine the influence of the oligomer length of the PBTTT monomer A (T-T2-T) 
on the Raman spectra in the C=C-C ring stretch region.
15,16
 Experimentally, four 
vibrational modes associated with the polymer are observed at 1393, 1418, 1463, and 
1493 cm
-1
, referred to as ν1 to ν4 in the order of increasing Raman frequency. The DFT 
evaluation of the Raman modes show good agreement with respect to these four 
characteristic vibrational modes for C=C-C stretching in the region 1350-1550 cm
-1
 
(Figure 5.6). The ν1 and ν3 peaks are mainly related to the C-C stretching and C-C 
stretching of thiophene rings in the backbone, respectively (see Figure 5.5 for carbon 
atom labeling). The ν2 and ν4 peaks are principally associated with the central C=C 
stretching and C=C stretching of thienothiophene units in the backbone, respectively. 
The ν1 mode tends to be localized within the thiophene while the other modes are 
delocalized. We find that the ν2 and ν4 modes shift to lower frequency, while the ν3 mode 
shifts to higher frequency, as the oligomer length increases from monomer to tetramer. 
There is a dramatic decrease in the calculated intensities of the ν2 and ν4 vibrations and 
increase of the ν1 and ν3 vibrations on going from monomer to tetramer. The longer the 
oligomers become, the better the correspondence with experiment in terms of frequency. 
There are no significant changes in terms of the frequency and intensity when the number 
of the polymer repeat unit is greater than three, with the frequencies of the trimer and 
tetramer being the most consistent with experiment. However, there is some difference 




Figure 5.6 Calculated Raman spectra of PBTTT monomer A as a function of oligomer 
length, from monomer to tetramer, compared to experimental data. Calculations were 
performed at the B3LYP/6-31G(d,p) level. Intensities are normalized with respect to that 
of the ν4 mode. 
 
The effect of the oligomer length on the Raman spectra of PBTTT monomer B (T-T-T2), 
was also studied (Figure 5.7). As the oligomer length increases, we find a red-shift of the 
ν2 and ν4 vibrational modes. Again, longer chain lengths provide good agreement with 
experiment. There are no notable changes in both frequency and intensity when the 
oligomer length is greater than the trimer, which is the same result as for PBTTT 
monomer A. In general, these results provide confidence that the trimer represents well 




Figure 5.7 Calculated Raman spectra of PBTTT monomer B as a function of oligomer 
length, from monomer to tetramer, compared to experimental data. Calculations were 
performed at the B3LYP/6-31G(d,p) level. Intensities are normalized with respect to that 
of the ν4 mode. 
 
To reveal the influence of the way of defining the monomer unit on the Raman spectra, 
PBTTT dimers with monomer A and B were compared (Figure 5.8). The notable 
differences with respect to the monomer type are the intensity of the ν2 mode and 
frequency of the ν3  mode. These differences result from the twist between thiophene and 
thiophene units induced by asymmetric end groups on the backbone when the oligomer 
length is short. Once the number of repeat units is greater than three, however, the 
influence of the way of defining the repeat unit of the polymer on the vibrational modes 




Figure 5.8 Calculated Raman spectra of the PBTTT dimer with two monomer types, 
compared to experimental data. Calculations were performed at the B3LYP/6-31G(d,p) 
level. Intensities are normalized with respect to that of the ν4 mode. 
 
 
Figure 5.9 Calculated Raman spectra of PBTTT trimer (left) and tetramer (right) with two 
monomer types, compared to experimental data. Calculations were performed at the 
B3LYP/6-31G(d,p) level. Intensities are normalized with respect to that of the ν4 mode. 
 
Our previous results on the structure of PBTTT in thin films suggest that the backbone 
should be planar.
17
 In order to examine the effect of backbone planarity on the vibrational 
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modes, the Raman spectrum of the trimer based on monomer A with the planar backbone 
was compared to that of the twisted (optimized) trimer, Figure 5.10. There are notable 
differences in the intensities of the ν1 and ν2 modes. Red-shifts of the ν1, ν2, and ν4 modes 
are observed. The ν3 vibrational mode corresponding to C-C stretching between 
thiophene rings is only minimally affected as the optimized (twisted) geometry has a 
nearly planar configuration between the thiophenes. 
 
 
Figure 5.10 Calculated Raman spectra of PBTTT trimer based on monomer A with 
respect to backbone planarity. Calculations were performed at the B3LYP/6-31G(d,p) 
level. Intensities are normalized with respect to that of the ν4 mode. 
 
Since the vibrational properties are sensitive to the electronic and structural changes in 
the environment, certain vibrational modes might shift upon reduction and oxidation. 
Thus, we examined the vibrational spectrum of the polymer in the cation state (as PBTTT 
and like polymers are primarily used as electron-donor materials in organic solar cells). 
Figure 5.11 shows the effect of oxidation on the Raman spectrum of the PBTTT trimer 
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based on monomer A. Oxidation causes a shortening of C-C bonds and lengthening of the 
C=C bonds in the polymer backbone, which leads to a more quinoidal structure of the 
backbone. As a result, we observe a large downshift of 15 cm
-1
 for ν1 vibrational modes 
corresponding to C-C stretching of thiophene rings. Thus, this vibration can be used to 
analyze the oxidized state of the PBTTT polymer in the Raman spectrum. There are also 
notable increases in intensities of the ν1, ν2, and ν3 vibrational modes upon oxidation.  
 
 
Figure 5.11 Calculated Raman spectra of PBTTT trimer based on monomer A with 
respect to the charge state, where Raman activities are plotted against frequency. 
Calculations were performed at the B3LYP/6-31G(d,p) level. 
 
5.3.1.3 Infra-red (IR) spectroscopy 
We also examined the IR spectra of the PBTTT trimer based on monomer A on going 
from the neutral to cation state. As shown in Figure 5.12 and Table 5.2, oxidation 
activates the vibrations at 1000-1500 cm
-1
 corresponding to conjugated polymer 
backbone vibrations, which confirms that the hole resides on the backbone rather than 
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side chains. Upon oxidation, we observe notable downshifts of 6 and 13 cm
-1
 for the 
aromatic C-H out of plane deformation at 820 cm
-1
 and the symmetric C=C stretching 
around 1450-1550 cm
-1
 to with increased intensity, respectively. Therefore, these 




Figure 5.12 Calculated IR spectra of PBTTT trimer based on monomer A with respect to 
the charge state, as calculated at the B3LYP/6-31G(d,p) level. 
 
Table 5.2 Lists of changes in intensity and frequency of characteristic peaks of PBTTT 
trimer molecule in the different charged state: IR intensities and frequencies are in 
km/mol and cm
-1
, respectively; C-N represents frequency difference between the cation 
(C) and neutral (N) states; IC/IN, the ratio of intensity (I) of the cation (C) to the neutral 
(N). 
Mode 
Neutral Cation Comparison 
Frequency IR intensity Frequency IR intensity C-N IC/IN 
aromatic C-H  
out-of-plane deformation 
820.6 6.39 814.8 134.38 -5.8 21.03 
symmetric C=C 
stretching 
1479.3 9.76 1466.6 366.79 -12.7 37.58 
anti-symmetric C=C 
stretching 
1544.24 4.28 1510.29 19.5 -34.0 4.56 
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5.3.2 Vibrational properties of fullerenes and their derivatives 
5.3.2.1 Molecular geometries 
The highly symmetric C60 molecule (Ih point group)
18,19
 has only two types of bonds: a 
double-like bond (d1) connecting two hexagonal rings, and a single-like bond (d2) 
connecting one pentagonal and one hexagonal ring (see Figure 5.13 for bond description). 
The bond lengths of optimized neutral C60 are 1.396 Å for the double bond and 1.453 Å 
for the single bond. Upon addition of one electron to the three-fold degenerate LUMO, 
the C60 molecule, as a result of a Jahn-Teller effect, is subject to geometrical distortion 
and a lowering of the symmetry.
20
 The length of single or double bonds should no longer 
be the same and show deviations from the original bond length of the neutral C60. In 
Table 5.3, for instance, the C=C bond (d1) in is elongated by 0.012 Å and the C-C bond 
(d2) shortens by 0.011 Å. The C70 molecule has D5h symmetry and eight inequivalent 
bonds, shown in Figure 5.13.
19,21
 Upon reduction, these bonds are also changed as shown 
in Table 5.3. In the five-membered rings, d1 is elongated by 0.004 Å, while d3 and d5 are 
shortened by 0.008 and 0.014 Å, respectively. The d2 and d4, bonds connecting two five-
membered rings, are elongated by 0.010 and 0.014 Å, respectively, from neutral to anion 
state. The d6, d7, and d8 bonds are elongated by 0.020, 0.001, and 0.001 Å, respectively. 
These trends are in line with previous calculations for C60 and C70.
22,23
 As we discuss 
below, these changes in the bond lengths influence the vibrational modes and their IR and 
Raman activities. Similar bond-length changes on reduction are also noted in the PCBM, 
bis-PCBM, and indene adductions of C60 and C70, though the lack of symmetry makes the 




Figure 5.13 Representation of bonds in (a) C60 and (b) C70: all inequivalent bonds in the 
fullerenes are labeled and represented in orange. 
 
Table 5.3 Lists of bond lengths of C60 and C70 as a function of charge state: bond labels 
are shown in Figure 5.13. 
Molecules bonds 
Distance (Å) 
 Neutral  Anion 
C60 
 
d1  1.396  1.408 
d2  1.453  1.442 
C70 
 
d1  1.452  1.456 
d2  1.397  1.407 
d3  1.448  1.440 
d4  1.388  1.402 
d5  1.449  1.435 
d6  1.434  1.454 
d7  1.421  1.422 
d8  1.471  1.472 
 
 
Interestingly, we find two possible conformations for both PC61BM and PC71BM with 
respect to the orientation of the butyric acid methyl ester group appended to the fullerenes 
as shown in Figure 5.14. The orientations of the side groups on the PCBMs are labeled A 
and B, respectively: the A conformation has the -CH2CH2- group and -CH2COOCH3 
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group of the functional group in the same plane, while the B conformation has those 
groups lying in different planes. The A conformation is more stable than B conformation 
by 0.04 eV (1.03 kcal/mol) and 0.05 eV (1.07 kcal/mol) for PC61BM and PC71BM. In the 
case of bis-PC61BM and bis-PC71BM, there could be several conformations with respect 
to the orientation of the functional group although we have not considered them in this 
study. We note that the two functional groups in bis-PC61BM and bis-PC71BM were 
considered to be the A conformations and B conformations, respectively. 
 
 
Figure 5.14 Representation of two orientations of side groups (A and B) attached on 
PC61BM (top) and PC71BM (bottom) from different side views; -CH2CH2CH2- group and 
-COOCH3 group are located in the green plane and grey plane, respectively. 
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5.3.2.2 Raman spectroscopy 
The highly symmetric C60 molecule has two Ag (fully symmetric) and eight Hg (fivefold-
degenerate) symmetry modes that are Raman active.
24,25
 As shown in Figure 5.15 and 
Table 5.4, the strongest Raman activity of neutral C60 comes mainly from the Ag(2) mode 
at 1472 cm
-1
, the totally-symmetric pentagon pinch mode corresponding to the symmetric 
stretching of C=C bonds on the C60 cage.
26,27
 Upon reduction, the most important change 
in Raman spectrum of C60 is a 6 cm
-1
 downshift of the pentagon pinch mode from 1472 to 
1466 cm
-1
, with slightly reduced intensity, in good agreement with several experimental 




 This effect is also observed in 
the Raman spectra of negatively charged PC61BM-A and -B, bis-PC61BM and indene 
derivatives, which shows a downshift of 6 cm
-1
 of the Ag(2)-like mode and a weaker 
intensity relative to the neutral molecule. Thus, we can infer that this vibrational mode is 
associated with the reduction of the C60 cage. Note that there is no significant difference 









Figure 5.15 Raman spectra of (a) C60, (b) PC61BM-A, (c) PC61BM-B, (d) bis-PC61BM, (e) 
IC60MA, and (f) IC60BA in the neutral (top-black line) and anion (bottom-red line) states, 
as calculated at the B3LYP/6-31G(d,p) level. 
 
Table 5.4 Lists of changes in intensity and frequency of characteristic peaks in C60 and its 
derivatives at the different charged state: Raman activities and frequencies are in Å/amu 
and cm
-1
, respectively; A-N represents frequency difference between the anion (A) and 
neutral (N) states; IA/IN, the ratio of intensity (I) of the anion (A) to the neutral (N). 
  Neutral Anion Comparison 







C60 Ag(2) 1472.3 408.95 1465.7 90.97 -6.6 0.22 
PC61BM-A Ag(2) of C60 1467.8 283.79 1461.6 85.20 -6.2 0.30 
PC61BM-B Ag(2) of C60 1467.6 534.02 1461.6 85.61 -6.0 0.16 
bis-PC61BM Ag(2) of C60 1461.7 726.32 1456.3 37.33 -5.4 0.05 
IC60MA Ag(2) of C60 1466.2 464.94 1459.8 49.12 -6.4 0.11 
IC60BA Ag(2) of C60 1458.7 507.33 1452.4 4.71 -6.3 0.01 
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In C70, the Raman active modes have A1, E2 and E1 symmetry.
31,32
 As seen from Figure 
5.16, in the case of the neutral C70, the most intense Raman peaks are located at 1229 and 
1575 cm
-1
, that are assigned to the A1 modes.
31
 The reduction of C70 results in a 
downshift of most frequencies and leads to an enhanced Raman activity of the vibrational 
modes around 1000-1200 cm
-1
, with the strongest effect on the 1032 and 1096 cm
-1 
modes. Upon reduction of the PC71BM-A, PC71BM-B and bis-PC71BMs, the Raman 
spectra also show enhancement of the Raman peaks around 1000-1200 cm
-1
; the strongest 
effect is observed for the 1050 and 1134 cm
-1
 modes in the case of both PC71BMs and 
1042 and 1124 cm
-1
 in the case of bis-PC71BM. Upon reduction, there is also no 
significant change in the Raman spectra of PC71BM in terms of the orientation of the 
functional group. In the case of C70-based fullerene derivatives, it is difficult to select 




Figure 5.16 Raman spectra of (a) C70, (b) PC71BM-A, (c) PC71BM-B, and (d) bis-
PC71BM in the neutral (top-black line) and anion (bottom-red line) states, as calculated at 
the B3LYP/6-31G(d,p) level. 
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5.3.2.3 Infra-red (IR) spectroscopy 
In C60 only the T1u modes are IR active.
24,32
 Upon reduction, as a result of symmetry 
lowering, more IR active modes are present. The main change upon reduction is a 
pronounced red-shift of T1u(4) three-fold degenerate mode at 1430 cm
-1
 to 1386 cm
-1
 with 
notable enhancement of the IR intensity (Figure 5.17 and Table 5.5). This means that this 
mode is quite sensitive with respect to the reduction of the molecule in terms of both 
frequency shift and intensity variation. This observation is in good agreement with the 
previous IR studies on the anion C60.
14,33-37
 This feature is also observed for PC61BM and 
indene derivatives. Thus for both PC61BM-A and -B/bis-PC61BM and IC60MA/IC60BA, 
the IR peak around 1429 cm
-1
 (corresponding to the T1u(4)-like mode of C60
38
) observed 
in the neutral molecules shifts upon reduction to 1385 cm
-1
 and increases in intensity. 
These results support that the frequency change in the T1u(4)-like mode can be used as an 
IR characteristic to probe the charge state of fullerene derivatives.  
 
PC61BM-A and -B, and bis-PC61BM molecules in the neutral state also show strong IR 
absorption around 1790 cm
-1
 that is absent in C60 and is attributed to the carbonyl (C=O) 
stretching in the butyric acid methyl ester on the PC61BM derivatives. However, the 
calculated frequency of the carbonyl mode of PC61BM is quite far from the frequency 




 It might be a result from the sensitivities of 
their carbonyl stretching mode to the local molecular/chemical environments.  
 
Interestingly, we find a difference in frequency of the C=O stretching mode in terms of 
the conformation of the functional group of PC61BM upon reduction although there is no 
significant change in the intensity of the mode for both A and B conformations. There is 
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no significant frequency change in the carbonyl stretching mode of PC61BM in the A 
conformation, the lowest energy structure, when going from the neutral to the anion state 
(see Figure 5.17 and Table 5.5). On the other hand, the B conformation, the higher energy 
structure, exhibits a shift (-5 cm
-1
) of the mode to lower frequency when adding an 
electron. Therefore, this result supports that in the gas phase, PC61BM molecules might 
have two possible conformations of the functional group. However, one might see 
average of the two conformations in experiment, since their energy difference (0.04 eV) 
is similar to KT at room temperature ( 0.03 eV). In the case of bis-PC61BM, there is no 
change in the frequency of the C=O stretching mode upon reduction since two functional 






Figure 5.17 IR spectra of (a) C60, (b) PC61BM-A, (c) PC61BM-B, (d) bis-PC61BM, (e) 
IC60MA, and (f) IC60BA in the neutral (top-black line) and anion (bottom-red line) states, 
as calculated at the B3LYP/6-31G(d,p) level. 
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Table 5.5 Lists of changes in intensity and frequency of characteristic peaks in C60 and its 
derivatives at the different charged state: IR intensities and frequencies are in km/mol and 
cm
-1
, respectively; A-N represents frequency difference between the anion (A) and 
neutral (N) states; IA/IN, the ratio of intensity (I) of the anion (A) to the neutral (N). 
Molecule 









T1u(4) 1429.7 11.78 1386.1 215.28   
 1430.0 11.79 1386.6 213.16   
 1430.4 11.72     
Avg. 1430.0 35.29 1386.4 428.44 -43.6 12.14 
PC61BM-A 
T1u(4) of C60 1429.4 9.39 1385.2 145.97   
 1429.8 10.26     
Avg. 1429.6 19.65 1385.2 145.97 -44.4 7.43 
C=O 
stretching 
1789.0 151.59 1789.5 148.40 0.5 0.98 
PC61BM-B 
T1u(4) of C60 1429.5 9.12 1384.7 192.55   
 1429.9 10.54     
Avg. 1429.7 19.66 1384.7 192.55 -45.0 9.79 
C=O 
stretching 
1792.5 223.04 1787.1 236.46 -5.4 1.06 
bis-
PC61BM 
T1u(4) of C60 1427.8 17.32 1384.0 233.19 -43.8 13.46 
C=O 
stretching 
1789.4 298.36 1789.0 249.16 -0.4 0.84 
IC60MA T1u(4) of C60 1428.7 8.68 1385.2 215.81 -43.5 24.86 




For C70, only the E1 and A2 modes are IR active.
31,32
 As shown in Figure 5.18 and Table 
5.6, the neutral C70 molecule exhibits a strong IR peak at 1432 cm
-1 
corresponding to the 
E1symmetry mode.
27,31,39-41
 The reduction of C70 causes a notable downshift of the two-
fold degenerate mode at 1432 cm
-1
 for the neutral to 1391 cm
-1
 for the anion, a trend 
similar to those found in C60. The fact that the vibrational mode at 1391 cm
-1
 could be 
related to symmetry reduction upon charging was previously confirmed by experimental 
studies.
42,43
 Like in C60, this mode is sensitive to the charge state of the molecule.  
 
In the case of PC71BM, we also find a difference in frequency change in the C=O 
stretching mode between the A and B conformation upon reduction. Recall the A and B 
conformations have the -CH2CH2- group and -CH2COOCH3 group of the functional 
group in the same plane and in different planes, respectively. There is no change of the 
C=O stretching mode in PC71BM-A while the downshift by 5 cm
-1
 of the mode is 
observed for PC71BM-B, which is  the same trend as those found in PC61BM. Therefore, 
this result also supports that in the gas phase, PC71BM molecules might have two 
possible conformations of the functional group. Again, one might see average of the two 
conformations in experiment, since their energy difference (0.05 eV) is similar to KT at 
room temperature ( 0.03 eV). For the bis-PC71BM, two carbonyl stretching modes exist 





Figure 5.18 IR spectra of (a) C70, (b) PC71BM-A, (c) PC71BM-B, and (d) bis-PC71BM in 




Table 5.6 Lists of changes in intensity and frequency of characteristic peaks in C70 and its 
derivatives molecule at the different charged state: IR intensities and frequencies are in 
km/mol and cm
-1
, respectively; A-N represents frequency difference between the anion 
(A) and neutral (N) states; IA/IN, the ratio of intensity (I) of the anion (A) to the neutral 
(N). 
Molecule 









E1 1432.2 100.52 1391.2 117.62   
 1432.3 100.20     













1792.3 223.17 1788.0 236.35 -4.3 1.06 
1788.1 212.19 1781.9 220.73 -6.2 1.04 
 
 
In order to consider the solvent effects on the vibrational spectra, we evaluated the IR 
spectra of PC61BM and PC71BM in the A and B conformations in the presence of a 
dielectric medium by using the polarizable continuum model (PCM). We used o-
dichlorobenzene (ODCB) as the solvent for PCBM since this is widely used in the 
processing of organic electronic devices. The optimized PCBM structures in the A and B 
conformations remain nearly the same when the dielectric medium is considered. 
Interestingly, in Figure 5.19 and Table 5.7, there are no changes in the frequency and 
intensity of the C=O stretching mode of both PC61BM and PC71BM with different side 
group conformations (A and B) in the presence of the solvent when going from the 
neutral state to the anion. This might come from the fact that the dielectric medium 
surrounding the PCBM molecules shield the influence of different orientations of the 
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functional group on the stretching mode. From these calculations, we can conclude that 





Figure 5.19 IR spectra of (a) PC61BM-A, (b) PC61BM-B, (c) PC71BM-A, and (d) 
PC71BM-B in the presence of o-dichlorobenzene (ODCB) in the neutral (top-black line) 
and anion (bottom-red line) states, as calculated at the B3LYP/6-31G(d,p) level. 
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Table 5.7 Lists of frequency and intensity of the carbonyl (C=O) stretching mode in 
PCBM derivatives at the different charged state: IR intensities and frequencies are in 
km/mol and cm
-1
, respectively; A-N represents frequency difference between the anion 




Neutral Anion Comparison 
Frequency IR intensity Frequency IR intensity A-N IA/IN 
PC61BM-A 1762.7 289.88 1762.4 289.05 -0.3 0.98 
PC61BM-B 1762.7 370.46 1761.9 370.30 -0.8 1.00 
PC71BM-A 1762.8 286.60 1763.1 284.08 0.3 0.99 
PC71BM-B 1762.6 371.23 1761.6 372.14 -1.0 1.00 
 
5.3.3 Redox and optical properties of the pristine polymers and fullerenes 
5.3.3.1 Redox properties 
In most bulk-heterojunction solar cells studied to date, the conjugated polymers have 
served as the electron donor (hole transport) materials while the fullerenes and their 
derivatives act as the electron acceptor (electron transport) materials. Thus, we mainly 
focused on the ionization potential (IP) of the PBTTTs and electron affinity (EA) of the 
fullerene molecules to evaluate the redox properties of the polymer:fullerene system. 
 
For the PBTTTs, we considered the planar backbone geometry as well as the twisted one 
(optimized geometry without any constraints); we expect the conjugated backbone of 
PBTTT to be planar in the solid state. Increasing the oligomer length makes the HOMO 
and LUMO energies destabilize and stabilize, respectively, leading to a reduced HOMO-
LUMO gap in both instances (Table 5.8). We found a notable difference (~0.45 eV) in 
the HOMO-LUMO gap between the planar and twisted polymers, which will lead to 
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different absorption characteristics of the polymer in solution and in the solid state. The 
backbone planarity induces a better delocalization of electrons along the backbone, and 
stabilizes HOMO level and destabilizes LUMO level. The vertical and adiabatic 
ionization potentials (VIP and AIP, respectively) also decrease as the oligomer length 
increases. 
 
Table 5.8 Calculated vertical and adiabatic ionization potentials (VIP and AIP), LUMO 
and HOMO energies, and HOMO-LUMO gap (Eg) of PBTTT as a function of oligomer 
















Planar -4.94 -1.69 6.26 6.10 3.25 
Twisted -5.21 -1.49 6.54 6.19 3.72 
Dimer 
Planar -4.66 -2.15 5.58 5.46 2.51 
Twisted -4.89 -1.97 5.84 5.59 2.92 
Trimer 
Planar -4.58 -2.29 5.31 5.23 2.29 
Twisted -4.81 -2.09 5.57 5.38 2.73 
Tetramer 
Planar -4.55 -2.36 5.16 5.10 2.19 
Twisted -4.78 -2.14 5.42 5.27 2.64 
 
The calculated intramolecular relaxation energies for PBTTT evaluated from the potential 
energy surfaces are collected in Table 5.9. As the oligomer length increases, the 
reorganization energy decreases due to the greater charge delocalization in longer 
oligomers. The planar structures have smaller reorganization energy (about 0.2~0.3 eV) 
compared to the twisted ones, since the optimal cation geometries are nearly planar. 
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(meV), and reorganization energy,  (meV), in PBTTT obtained from 


















Planar 155 155 310 
Twisted  235 355 590 
Dimer 
Planar 119 114 233 
Twisted  208 244 452 
Trimer 
Planar 91 85 176 
Twisted  175 193 367 
Tetramer 
Planar 67 63 131 
Twisted  144 144 288 
 
In the case of fullerenes, the EA of C60 is similar to that of C70 as shown in Table 5.10. 
Similar trends in EAs are obtained for PC61BM and PC71BM, and bis-PC61BM and bis-
PC71BM. There is no significant change in the vertical electron affinity (VEA) and the 
adiabatic electron affinity (AEA) when the phenyl butyric acid methyl ester (PBM) 
functional group is attached onto C60 and C70. For instance, the VEA and AEA values 
decrease very little, by about 0.08 and 0.06 eV, when going from PC61BM to bis-PC61BM, 
respectively. This suggests that the addition of the PBM functional groups onto the 
fullerenes have negligible effects on the redox properties. In the case of the indene 
adducts, the electron affinity is slightly lower than the corresponding PC61BM and bis-
PC61BM. Overall the electronic characteristics of indene-fullerenes are very similar to 
that of the PCBM family. 
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Table 5.10 Calculated vertical and adiabatic electron affinities (VEA and AEA), LUMO 
and HOMO energies, and HOMO-LUMO gap (Eg) for fullerenes, C60 and C70, their 












C60 -3.23 -5.99 2.00 2.06 2.76 
C70 -3.23 -5.92 2.08 2.15 2.69 
PC61BM -3.09 -5.66 1.92 2.00 2.57 
PC71BM -3.09 -5.62 1.99 2.08 2.54 
bis-PC61BM -2.97 -5.45 1.86 1.94 2.47 
bis-PC71BM -2.92 -5.36 1.87 1.98 2.44 
IC60MA -5.61 -3.07 1.89 1.96 2.54 
IC60BM -5.37 -2.93 1.80 1.87 2.44 
 
 
Attaching one functional group to the fullerenes, however, leads to a large decrease in the 
HOMO-LUMO gap (Eg), by about 0.2 eV for C60 and 0.15 eV for C70. Further 
functionalization decreases Eg by 0.1 eV compared to PCBM. This is the result of a larger 
energetic destabilization of the HOMO relative to that seen for the LUMO.  
 
Figure 5.20 displays the vertical electron affinity (VEA) as a function of LUMO energy 
in order to establish a relationship between the data. As expected, there is a strong linear 
relationship between the VEA and LUMO energy for each fullerene-based derivative 
family, i.e., when going from fullerene to either PCBM derivatives or indene adducts. It 




Figure 5.20 Plot of vertical electron affinity (VEA) of a series of fullerenes as a function 
of LUMO energy. 
 
The reorganization energy and relaxation energy upon reduction are listed in Table 5.11. 
The results obtained both from adiabatic potential (AP) surface and normal mode (NM) 
analyses are in good agreement. The estimated reorganization energy of C60, 0.135 eV, is 
consistent with the results of previous calculation, 0.132 eV
44
 and 0.140 eV.
45
 On adding 
the phenyl butyric acid methyl ester functional group on C60, there is a little change in the 
relaxation energy in the neutral (or anion) state. In the case of C70-based fullerene 
molecules, on the other hand, the relaxation energy increases very slightly, 0.02 eV, upon 
adding the functional group. The reorganization energy of IC60MA and IC60BA is very 
close to that of C60 and slightly smaller than in PC61BM. These small reorganization 










(meV), and reorganization energy,  (meV), in two different fullerenes, C60 and 
C70, and their derivatives obtained from adiabatic potential (AP) surface of both neutral 
and anion states and normal mode (NM) analysis. 
 
Adiabatic potential (AP) 
surface 























C60 70 65 135  68 67 135 
C70 80 67 147  80 77 157 
PC61BM 75 75 150  75 74 149 
PC71BM 95 90 185  95 94 189 
bis-PC61BM 79 80 159  80 82 162 
bis-PC71BM 105 116 221  106 105 211 
IC60MA 69 68 137  69 69 138 
IC60BM 69 68 137  70 69 139 
 
 
Figure 5.21 shows the decomposition of the relaxation energies into contributions from 
the normal modes of the molecules in the neutral and anion states. The results of normal 
mode calculations confirm that the relaxation energy of C60, PC61BM, bis-PC61BM, 
IC60MA, and IC60BA mainly arises from high-energy vibrations (1400-1600 cm
-1
), while 
C70, mono-PC71BM, and bis-PC71BM also display modest contributions from vibrations 
in two distinct ranges, 200-800 cm
-1






Figure 5.21 Individual contributions of the normal modes in C60 and C70, and their 
derivatives at the anion state to the relaxation energy from normal mode calculations. 
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For the PCBM derivatives, interestingly, we find that upon adding the functional groups 
to C60, the contribution of the vibrational mode around 1472 cm
-1
 to the total relaxation 
energy increases from 21% to 26 % and 29%, and the frequency is downshifted to 1468 
cm
-1
 and 1462 cm
-1
. These are associated with the strongest Raman-active modes in the 
neutral state (Ag(2) mode) corresponding to a symmetric C=C stretching mode on the C60 
cage. Other large contributions appear around 430, 705, 1425, and 1584 cm
-1
 and are 
related to Hg symmetry,
47
 active in the anion state due to geometry distortion. Previous 
studies on the C60 anion
48,49
 revealed a large electron-phonon coupling constant for the Hg 
modes, mostly at 437, and 1428, and 1575 cm
-1
, in agreement with our calculated data 
except for 1472 cm
-1
. For the indene adducts, the strongest contribution also originates 
from the Ag(2) Raman active mode corresponding to the C=C symmetric stretch on the 
C60 cage, similar to that for PCBM. Thus, the strongest relaxation process is related to the 
geometrical distortion along this vibrational mode.  
 
5.3.3.2 Optical properties 
As we have noted earlier that substitution introduces a significant change in the HOMO-
LUMO gap, similar changes – assuming that the lowest-lying transition is 
HOMOLUMO – should be observed for the lowest-lying excitation energy. Table 5.12 
collects the TDDFT excitation energies of the first singlet (S1) and triplet (T1) excited 
states of PBTTT as a function of oligomer length and backbone geometries. As the 
oligomer length increases from monomer to tetramer in the neutral state, the S1 excitation 
energies decrease from 3.06 to 1.88 eV for the planar structure and from 3.41 to 2.26 eV 
for the twisted structures. The T1 excitation energies in the neutral state also shift to lower 
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energies for longer oligomer lengths for both backbone geometries. In addition, the 
energy difference between S1 and T1 decreases as well from 1.21 to 0.65 eV for the 
planar structures and from 1.21 to 0.67 eV for the twisted structures when going from 
monomer to tetramer. As expected, backbone planarity induces a red shift (by about 0.4 
eV) of the S1 and T1 energies due to the decrease in the conjugation length by the 
quinoidal character of the backbone. 
 
Upon oxidation (positive polaron formation), the optimized structure becomes planar and 
there is subsequent increase in the quinoidal character across the backbones. This leads to 
the first doublet (D1) excitation energies at 0.5  1.5 eV, which is in agreement with 
experimental observation in the oxidized conjugated polymers: there are two strong 




Table 5.12 Excitation energies of the first singlet (S1), doublet (D1), and triplet (T1) 






Neutral Cation Neutral 
S1 [eV] D1 [eV] T1 [eV] 
Monomer 
Planar 3.06 1.54 1.78 
Twisted 3.41  2.20 
Dimer 
Planar 2.25 0.83 1.37 
Twisted 2.58  1.70 
Trimer 
Planar 1.99 0.58 1.27 
Twisted 2.36  1.62 
Tetramer 
Planar 1.88 0.41 1.23 




Table 5.13 collects the characteristics of electronic absorption to the first singlet (S1) and 
triplet (T1) excited states for the fullerene series. We found that adding the functional 
group on fullerenes has very minor effect on the S1 and T1 energies in neutral state. 
Comparing to the PCBM family, the absorption properties of indene-fullerenes are 
similar to those of PCBM. Experimental absorption spectra of C60 and C70 present similar 
onset,
53
 at about 635 nm for C60 and 650 nm for C70, the same trend in S1 energy from our 
calculations. Upon reduction (negative polaron formation), we found the first doublet (D1) 
energies for fullerene series at 0.2  0.3 eV. 
 
Table 5.13 Excitation energies of the first singlet (S1), doublet (D1), and triplet (T1) 
excited states for C60, C70, PC61BM, PC71BM, bis-PC61BM, bis-PC71BM, IC60MA, and 
IC60BA in the neutral and anion states. 
System 
Neutral Anion Neutral 
S1 [eV] D1 [eV] T1 [eV] 
C60 2.09 0.16 1.59 
C70 2.11 0.19 1.52 
PC61BM 1.93 0.21 1.52 
PC71BM 2.01 0.27 1.48 
bis-PC61BM 1.83 0.26 1.49 
bis-PC71BM 1.86 0.23 1.43 
IC60MA 1.91 0.19 1.53 





We have investigated the IR and Raman properties of pristine PBTTT and a series of 
fullerenes. In the case of pristine PBTTT, the calculated C=C-C stretching modes of the 
backbones are consistent with experiment. When the number of repeat units is greater 
than three, both the frequency and intensity hardly change with respect to oligomer length 
and repeat-unit conformation. This indicates that the PBTTT trimer is sufficient to well 
represent the vibrational properties of the polymer. We find red shifts of the vibrational 
modes in the Raman spectra as the backbone either becomes planar or is oxidized. For the 
IR active modes, we also found notable downshifts of aromatic C-H out of plane 
deformation and symmetric/antisymmetric C=C stretching modes. Therefore, these 
vibrations can be used as a tool to analyze the presence of hole carriers in PBTTT. 
 
For the fullerene derivatives, we found that reduction affects the bond-length variations 
and the vibration modes active in IR and Raman spectra. The calculated Raman spectra 
show a downshift of the strong pentagon pinch mode (Ag(2)) of C60 for C60-based 
fullerenes and derivatives upon reduction while overall downshifts of the frequencies are 
observed for C70-based fullerenes and derivatives. From the calculated IR spectra, we 
determined the characteristic vibrational modes sensitive to reduction, the T1u(4) mode of 
C60 and E1 mode of C70. Therefore, these vibrations can be used as a tool to analyze the 
charge state of fullerenes. An interesting observation is that reduction might result in the 
frequency downshift of the C=O stretching IR peaks in PCBM and bis-PCBM according 
to the relative orientation of butyric acid group on the fullerene cage in the gas phase, 
although it does not affect the intensity of those peaks. In the presence of a dielectric 
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medium, however, this frequency is nearly the same in the neutral and anion states due to 
shielding effects. 
 
Regarding the redox and optical properties of PBTTT, we determined the influence of the 
oligomer length and backbone geometry on their properties. Upon increasing the 
oligomer length from monomer to tetramer, the ionization potential decreases by about 
0.4 eV. The backbone planarity contributes to a decrease of 0.1-0.3 eV in the ionization 
potential and a red-shift of 0.45 eV in HOMO-LUMO gap. The reorganization energy 
decreases for longer chains due to the greater charge delocalization in longer oligomers. 
TD-DFT calculations confirm that backbone planarity leads to red-shifts by 0.4 eV of the 
first singlet and triplet excitation energies. Upon oxidation, the first doublet excitation 
energies are obtained at 0.5  1.5 eV, related to positive polaron formation.  
 
The fullerenes and their derivatives have relatively large electron affinities and small 
reorganization energies, which make them ideal candidates as electron-transport materials 
in organic electronic applications. The results of normal-mode calculations indicate that 
the relaxation energy of C60 and its PCBM derivatives is mainly due to high-energy 
vibrations (1400-1600 cm
-1
), while C70 and its PCBM derivatives also have modest 
contributions from vibrations in two distinct ranges, 200-800 cm
-1
 and 1200-1800 cm
-1
. 
In the case of C60-based molecules, we find that the largest contribution to the relaxation 
process of charge transfer in the C60-based molecules is coming from a Raman active 
Ag(2) vibrational mode. TD-DFT calculations show that the first singlet and triplet 
excitation energies of fullerene derivatives are similar to those of fullerenes. Upon 
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reduction, negative polaron formation leads to the first doublet excitation energies of 
fullerenes and their derivatives at 0.2 ~ 0.3 eV. 
 
This work provides useful guidelines to understand the evolution of the vibrational and 
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The field of organic photovoltaics has been rapidly growing due to its potential in 
offering sustainable/renewable energy resources. Tremendous efforts are paid to improve 
the performance of organic photovoltaics and understand the physical mechanisms 
involved in the photoconversion process. From a computational/theoretical perspective, it 
is important to elucidate the structure-property relationships at the molecular scale in the 
polymer:fullerene blends widely used in organic solar cells. This can provide insight into 
aspects related to device performance that are not attainable experimentally. In this 
dissertation, the relationships between geometric structure, packing mode, electronic 
states, and vibrational modes of an intercalated polymer:fullerene blend were investigated 
using a wide range of computational methods.  
 
First, the three-dimensional orientation of PBTTT-C14 films was determined using a 
combination of 2D grazing incidence X-ray diffraction (GIXD) experiments and 
computational modeling. It was shown that the conjugated polymer backbones are 
coplanar and have relatively short intermolecular distances. The alkyl side chains are 
interdigitated amongst neighboring side chains, which contributes to a large degree of 
structural ordering by forming a lamellar structure. In-plane GIXD simulations were 
carried out for the first time in this work and very reasonable agreement between 
experiment and theory was obtained. Moreover, the modeling allowed us to further 
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examine the influences of the molecular packing parameters and of the individual 
polymer components to the GIXD pattern. The geometric and packing structures of 
polymers with side chains of varying size, from C12 to C16, were also determined. 
Quantum-chemical calculations confirm the possibility of efficient intra- and inter-chain 
charge transport along between the polymer backbones regardless of the side-chain 
length. These results lead to a better understanding of the relationship between polymer 
packing and electronic structure and are an important step forward in unraveling the 
complexity of conjugated polymers. Therefore, the combination of computational and 
experimental techniques exploited in our work can foster rational design concepts for 
new molecular and polymeric materials for organic electronic applications. 
 
Second, we determined the detailed packing configuration of the intercalated 
polymer:fullerene bimolecular crystal using a series of molecular modeling techniques; 
the structures were refined against available solid-state NMR and GIXD data. Good 
agreement amongst results from the various experimental techniques supported the 
accuracy and validity of our proposed structural model for the bimolecular crystal, and 
suggested that the combination of these experimental and computational techniques could 
be applied to other complicated bulk-heterojunction systems. It was revealed that the 
conformation of the polymer chains are significantly disrupted upon incorporation of the 
fullerene molecules; the latter induce twists and bends along the polymer backbones and 
present quasi one-dimensional fullerene channels for electron transport. These results 
suggest that the strong polymer:fullerene interactions affect the local structure of the 
blend, and thus have an impact on important processes in organic solar cells. Therefore, 
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this work provides a first detailed insight into how conjugated polymers interact/assemble 
with fullerene molecules in intercalated polymer:fullerene blends and offers an in-depth 
molecular picture of the relationship between packing and charge-transport properties in 
the bimolecular crystal. In addition, calculations of interaction/binding energies and 
cohesive energy density provide useful details regarding molecular mixing.  
 
Finally, we determined the intrinsic vibrational, redox, and optical properties of the 
polymers and fullerenes. Our comprehensive theoretical study of the IR and Raman 
spectra points to a series of characteristic vibrations that can be used as a tool to probe the 
extent of charge on the system; this provides a valuable guide for better understanding the 
relationship between the spectroscopic changes and the properties of the 
polymer:fullerene blends.  
 
6.2 Further considerations 
The theoretical results in this dissertation have provided a step toward in a 
comprehensive understanding of the relationships between geometric structure, packing 
mode, electronic states, and vibrational modes of intercalated polymer:fullerene blends. 
In order to gain an even deeper insight into elucidating these relationships, several 
aspects are worthy of further investigations: 
 
(i) Regarding the structural determination of the pristine polymer or the intercalated 
polymer:fullerene blend, we have considered initially a single unit cell with periodic 
boundary conditions. To evaluate the thermodynamic disorder, we carried out molecular 
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dynamics (MD) simulations on medium-sized supercells. However, this choice might 
bring limitations in order to capture all possible disorders, such as various orientations of 
the PC71BM molecules, different conformations of the polymers, or vicinity of PC71BM. 
Thus, it would be useful to be able to perform large-scale MD simulations with various 
molar ratios to characterize the microstructure morphology of the system. In addition, it 
is also important to extend the X-ray simulation software to describe the GIXD patterns 
of the supercell including the peak broadening and diffuse scattering. 
 
(ii) We determined the interaction energies and free energy of mixing based on the crystal 
unit cell of the polymer, PC71BM, and polymer:PC71BM blend. Since there is no 
available PC71BM crystal structure, we proposed a model using molecular mechanics 
simulations. It is known that PCBM is amorphous at room temperature. Thus, it would be 
helpful to evaluate interaction energy of amorphous PC71BM to provide for more 
direct/robust insight in terms of energy of mixing.  
 
(iii) In Chapter 5, we analyzed the IR and Raman spectra of the pristine polymers 
modeled by oligomers and of fullerene derivatives using DFT calculations where the 
calculated vibrational properties were obtained in a gas phase. It would be valuable to 
perform vibrational calculations on the crystal unit cell of the polymer:fullerene blend 
with periodic boundary conditions. This could yield features that cannot be captured by 
simulations of individual molecules, and therefore aid in the understanding of the 
complicated spectroscopic changes observed in the blends.  
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(iv) In the polymer:fullerene blend, there might occur some degree of ground-state charge 
transfer (CT) arising from overlaps of the wavefunctions between the polymers and 
fullerenes. Future theoretical studies will have to evaluate the amount of charge transfer 
in the PBTTT-C14:PC71BM blend and other systems. Two approaches can be used to 
obtain the degree of charge transfer: one is based on the evaluation of the transfer integral 
representing the intermolecular overlap of electronic wavefunctions between the polymer 
and PC71BM; the other is based on the evaluation of the optical charge-transfer 
transitions performed in the framework of the generalized Mulliken-Hush (GMH) model. 
Such theoretical results would provide an important description of ground-state charge 
transfer in polymer:fullerene blends and help in determining the origin of the 
spectroscopic changes upon blend formation.  
