We present techniques for representing typed abstract syntax trees in the presence of observable recursive structures. The need for this arose from the desire to cope with left-recursion in combinator based parsers. The techniques employed can be used in a much wider setting however, since it enables the inspection and transformation of any program structure, which contains internal references. The hard part of the work is to perform such analyses and transformations in a setting in which the Haskell type checker is still able to statically check the correctness of the program representations, and hence the type correctness of the transformed program.
A disadvantage of a DSEL is that it is constrained by the host language's syntax and type-system. Fortunately Haskell has a very powerful type system, and many notational features, such as monad-comprehensions (do-notation), operators and functions. However, when implementing a DSEL, one will very soon bump into the boundaries of Haskell's syntax or type system. Originally combinator based embedded languages directly expressed the denotational semantics of the embedded language. A logical next step along this line of development is to first build an intermediate structure, which can then be analyzed and transformed as in an ordinary compiler, thus getting the advantages from embedded compilers [26, 24] . For many analyses and transformations one really needs to get a hold the binding structure of the embedded program, especially when recursion is involved, since abstract interpretation has to deal with some form of fixed-point computation in those cases.
In this paper we show how cycles in an object language term can be made observable, while maintaining a typed term representation. To achieve our goals we make use of the following Haskell extensions: existentially quantification, local universal quantification, and a single use of unsafeCoerce to implement an axiom for the equality data type. As a running example we take the parsing combinator library, that inspired this investigation. A problem with parsing combinators is that they cannot deal with left-recursive grammars. When a left-recursive grammar is transscribed straightforwardly into a combinator based parser, the resulting parser may not terminate. To be able to remove left-recursive cycles, while preserving type correctness, we employ the following individual techniques:
• Typed abstract syntax trees [19] • Modelling of recursion using a custom fix-point combinator
• Left-recursion removal transformations By making use of typed abstract syntax, not only the correctness of the object language (parsing combinators) is ensured by type correctness in the meta-language (Haskell), but, by staying in a typed world when performing transformations, we also provide a partial correctness proof of these transformations.
By using a custom fix-point combinator instead of meta-language recursion we make the cycles in the object language observable. This technique is similar to the translation described in the Haskell Report of let-expressions into a lambda abstraction and a call to a fix-point operator, or the de-sugaring of the mdo-construct [10] for recursive monads. This paper is organized as follows: Section 2 describes the problem of left-recursive combinator parsers. Section 3 introduces the concept of meta-programming with typed abstract syntax. Furthermore it introduces the equality types, a key ingredient for typed abstract syntax. The equality type actually records the proofs that our transformations are type preserving. Section 4 shows the interface of the parsing combinators and a simple implementation. Section 5 describes the actual analysis of a grammar. This proceeds as follows, the grammar is analyzed for left-recursion; if it is leftrecursive, it is transformed to remove the left-recursion. Finally, the transformed grammar is compiled into a real parser by mapping it onto normal parsing combinators. The programs manipulating the abstract syntax of the parsers are guaranteed to preserve type correctness, hence the title "Type-safe Self-Inspecting Code". Section 6 describes how to construct grammars objects using combinators that resemble parsing combinators. Unfortunately some of the notational elegance will be lost, mainly due to the use of a custom fix-point combinator instead of let or mdo constructs. Section 7 discusses some possibilities to solve this problem. Finally Section 8 concludes.
Problem
Attractive as combinator based parser construction may appear, there is one large problem looming over this approach. If a programmer translates a left-recursive grammar straightforwardly into a combinator based parser, the resulting parsers will not terminate, due to the top-down parsing strategy that is being employed.
In parser generators that generate a top-down based parser this problem can be alleviated by first analyzing the grammar, and transforming it in case the grammar is left-recursive. Unfortunately generating a parser offline, using a separate system, also brings its disadvantages, such as a usually not straightforward integration with semantic processing, the inability to extend a generated parser afterwards, and the need to implement a separate abstraction mechanism.
The problem however becomes more pressing if one wants to dynamically combine grammars that come from different places . In such cases it will not be attractive at all to perform explicit leftrecursion removal or to rewrite the grammar, since this destroys the compositional nature of the code.
An example of this is in the implementation of some syntax macro mechanism ( [16] ). Here the programmer is allowed to extend the concrete syntax of his programming language, and it would be unreasonable to ask him to refrain from inadvertedly constructing a left-recursive grammar; it is quite possible that he extends the grammar without even being aware of how large parts of the core grammar have been described or are being parsed. This problem is especially serious since there is no way to even warn him that the internally constructed grammar is left-recursive, and he will only discover the problem when the compiler reports a stack overflow, or a similar sign of internal unhealthiness shows up.
A similar situation arises in the use of the self analyzing parsers Swierstra and Duponcheel ([24] ), where a grammar is statically analyzed before a parser is constructed. A basic assumption for their approach is that the underlying grammar is LL (1) , but checking that this is indeed the case is not possible. For a full LL(1) check we need to compute the set of so-called followers for each non-terminal that may generate the empty string, but for this we need access to all applied positions of these nonterminals in the right hand sides of productions. Since we have only a very implicit representation of the grammar at hand we cannot get our hands on this information. So when using this library we may only discover that the underlying grammar is not LL(1) when we are running the parser on a concrete input, a quite unsatisfactory situation.
Meta programming with typed abstract syntax
Meta-programming is about writing programs that manipulate other programs. In Pasalic' work [19] the meta-language Haskell is used to manipulate object-language terms, that are represented by Haskell data types. These data types are designed in such a way that context sensitive constraints of the object language are enforced by the Haskell type system that works for the term representation. This means that binding and typing errors in algorithms that manipulate terms of the object language are captured by the Haskell compiler's type checker. In this way a partial correctness proof is given for these manipulations.
Abstract Syntax Trees
Before presenting the ideas behind typed abstract syntax trees we consider a simple language consisting of integer constants, equality operator, addition, and if-expressions. The untypd abstract syntax of this language can be represented by the following data type: 
Phantom Types
Using phantom types [18] Note the correspondence between the types of the smart constructors and the typing judgments. Note also that we do not need a constructor for the if since in that alternative the type t is not constrained to some specific type. When a programmer uses the smart constructors, instead of the normal constructors, we are sure that he only constructs well-typed terms. This could be enforced by simply hiding the constructors Int, Equals, and Add. For example: the expression if 3 ≡ 5 then 1 else 4 + 5 is now easily encoded as: If (equals (int 3) (int 5)) (int 1) (add (int 4) (int 5)), and trying to represent the incorrect expression if 3 then 4 else 5 will lead to a type error from the Haskell compiler.
We would like to define an interpreter for Expr as follows: 
For the constructors Int and Add the type variable t is restricted to the type Int, and for the constructor Equals it is restricted to Bool. We define a number of smart constructors that simply apply the corresponding constructors to self :: Equal a a, the only non-bottom value of the equality type.
Note that the type signatures do not restrict the types of the smart constructors as in the phantom types approach. They could be left out, and it is also not necessary to hide the actual constructors of the type Expr.
Using the function cast :: Equal a b → (a → b), which is defined in the next section, we can easily define the eval function for Expr as follows:
= if eval c then eval t else eval e
The Equality Type
We saw how equality types ( [4] ) played a crucial role in the definition of a fully typed Expr. In this section we discuss how they are defined and used. One can view a language such as Haskell from the perspective of the Curry-Howard isomorphism: types correspond to logical propositions; a non-bottom program with a particular type is a proof of the corresponding proposition.
The equality between types is encoded as a Haskell type constructor (Equal a b). A value of type p :: Equal a b can be seen as a proof of the proposition that a equals b.
The intuition behind this definition (also known as Leibnitz' equality) is the following: two types are equal if, and only if they are interchangeable in any context. This context is represented by any Haskell type constructor ϕ. The value self :: Equal a a is the only non-bottom inhabitant of the Equal type. 
id id does not have an extensional counterpart in Haskell, and so we take it as an axiom.
References
In the paper by Pasalic [19] , scope-rules of object languages are implemented in terms of an explicit encoding of references. The implementation can deal with nested scopes and pattern bindings. The most important feature however is that references can be observed and compared for equality.
This same feature enables us to observe the nonterminals in the right-hand side of a production rule, and allows us to detect cycles.
We will label environment values with a type that represents the types of the values contained in the environment; for this we use nested pairs of types. The encoding of references of type Ref env a, which represents a pointer to a value of type a in an environment labeled with type env, is inspired by de Bruijn indices:
As before we define smart constructors that pass the equality proof self to the corresponding constructor functions:
The number of Suc-nodes in a reference determines to which value in the environment a reference points.
Two arbitrary references can be compared for equality as long as they point into environments that are labeled with the same sequence of types. If the comparison succeeds a proof that the types of the values they point to are equal is returned.
A drawback of implementing an environment as nested pairs is that the time needed for a variable lookup is linear in the size of the environment. This is undesirable, and can be avoided. When 'compiling' an object-language term we can take advantage of the fact that the environment is partially static. The shape of the environment only depends on the structure of the term being interpreted. Pasalic et al. introduce a partially static environment (Env) that takes advantage of this fact, speeding up their interpreters.
The type Env is parametrized with a type constructor f , making it slightly more general than the original definition. The dereferencing operator is defined in a similar way as before:
Apart from speeding up interpreters, the Env type has another advantage, not noticed by Pasalic. The environment can store objectlanguage terms containing references that point to other terms in the same environment. When using nested pairs this would lead to infinite types. It is this property that enables us to analyze the parsers for left-recursion etc. How to do this will be the subject of the next section.
Parsing combinators
Embedding a domain-specific language by defining a library of combinators is common practice in Haskell. There are many parsing combinator libraries around that enable a programmer to define parsers that closely resemble EBNF notation. We briefly present the interface of a parsing combinator library in figure 3 . The parser symbol accepts solely the given character as input. If this character is encountered, symbol consumes and returns this character, otherwise it fails. The parser succeed does not consume any input always succeeds with the given input, whereas the failp always fails. The operator <*> denotes sequential composition of two parsers, where the result of the first parser is applied to the result of the second. The operator <|> expresses a choice between two parsers. 
Figure 4. List-of-successes implementation
For the sake of completeness we give a simple list-of-successes [28] implementation of this parser interface in figure 4 . For the rest of this paper the actual implementation however does not matter.
Many useful combinators can be built on top of these basic combinators. A small selection that we use in this paper is presented in Figure 5 .
Analyzing Grammars

Representing grammars
The idea of combinators that analyze the grammar they describe, before constructing the real parser, is introduced in the fast errorrepairing combinators of Swierstra and Duponcheel ( [24] ). The analysis includes determining which productions may derive the empty string, the computation of firsts sets and the construction of fast lookup tables. Now we take the idea of self-analyzing combinators a step further, and determine whether a grammar is left- recursive. If so we we transform it into an equivalent, non-leftrecursive one. The transformed grammar can subsequently be used to construct an efficient top-down parser, based on the well-known techniques.
One of the reasons that this has not been done before is that with the combinators given we only have an implicit representation of the parsers available; we do not have explicit access to the call graph of the parsers, and thus cannot detect left-recursion, let alone to do something about it. This is also the reason that it was thus far impossible to check statically whether the represented grammar was indeed LL (1) ; in order to do so one needs access to all the calling points of a parser -in order to be able to compute its set of followers-and this is not something that can be done, unless one resorts to approaches such as template meta-programming [23] for constructing parsers.
What we are after is thus a more explicit representation for grammars and their production rules, so they can be inspected and modified, before generating real parsers, while at the same time keeping the elegance of notation and the possibility for abstraction provided by the combinator based approach.
We start by representing a grammar as an environment that contains for each non-terminal we want to refer to a description of its combined (using Choice) right hand sides.
type Grammar env = Env (Parser env) env
The occurrence of a nonterminal in the right-hand side of a production is represented by a reference to the corresponding component in the grammar representation. The data type Parser defines the abstract syntax trees of the right-hand sides of production rules. Note that this Parser type is also labeled with the types returned by the parsers contained in the grammar, thus enforcing that references are guaranteed to refer to parsers that actually form part of the grammar.
Note that the constructor Many that represents the zero-or-more occurrences operator is not strictly necessary. It will however prove to be very convenient in the left-recursion removal.
The combinator library interface can again be implemented by a number of smart constructors: 
Compiling grammars
Using the smart constructors just introduced we now can produce an explicit representation of a grammar, that can be inspected and transformed and used as a starting point for generating real parsers.
We use qualified names to avoid clashes with the names of the types and operators of a real parser combinator library(called PL). The function compile, which maps the description of a single parser to a real parser takes as its first argument an environment containing compiled parsers, and as second argument the abstract syntax tree of the combined production rules of one nonterminal. The function interprets the abstract syntax tree, using the environment to convert references to real parsers, and yields a compiled parser. An NT constructor is interpreted by looking up the corresponding parser in the environment. All other constructors are interpreted by calling its associated combinator from the real parser library. Compiling an entire grammar proceeds as follows. Firstly mapEnv applies the function compile to every production in the grammar, converting an environment containing parser descriptions into an environment containing parsers, where the function compile gets passed the final result to lookup the references. 
The function compileGrammar still only returns working parsers for grammars that are not left-recursive. This leaves us with two problems: first of all we need some functions to help constructing a Grammar, in such a way that the corresponding code still looks like a grammar. Secondly we need a function that transforms a leftrecursive grammar into an equivalent non-left-recursive one.
Removing left-recursion
The left-recursion removal algorithm proceeds as follows. For each nonterminal the corresponding production is split into three parts:
• an empty part
• non-left-recursive alternatives
• left-recursive alternatives The empty part is a Maybe value, if the production can derive the empty string it contains the semantics of the empty derivation, otherwise it is Nothing. The non-left-recursive alternatives are represented as a parser that is not left-recursive and does not derive the empty string. The left-recursive part is also represented as a parser. The left-recursive call to the nonterminal is already stripped off. Therefore this parser yields a function, that needs the semantics of the left-recursive nonterminal as argument. If the left-recursive part is Fail, then the production has no left-recursive alternatives, and does not need to be transformed. Otherwise the transformed production is constructed by combining the three parts using the function transform, yielding a production that is no longer left-recursive. The function removeLeft iterates over the nonterminals of the grammar (represented as a Env containing references). For each nonterminal it determines whether its production is left-recursive, and if so replaces this production by a transformed version. When all nonterminals are checked the resulting grammar is no longer leftrecursive.
removeLeft ::
The function writeEnv takes a reference and a value and stores the value at the position indicated by the reference.
The function unfold does the actual analysis. It takes the grammar and the nonterminal to be analyzed as arguments and splits the pro-duction corresponding to the nonterminal into three components.
The implementation of unfold can be found in Appendix B. There are two things to be noted here. In the first place the whole transformation is a well-typed Haskell program, and as such we have given an implicit partial correctness proof of our transformation; depending on your point of view this can be seen as an advantage of this approach or as an additional burden for the programmer of this transformation library.
The second observation is that we have taken a quite straightforward approach here, but there is nothing that prevents one from taking smarter approaches to the transformation described here or performing other kinds of transformations at the same time, like left-factorization etc.
Constructing grammars
When writing grammars we should no longer use the normal Haskell way of making bindings, but use explicit references instead. This makes the direct construction of Grammars a tedious job.
Consider for example the following grammar:
The nonterminals P, and Q are represented by the references zero and suc zero respectively, leading to the following implementation for the grammar.
The definition above is quite unreadable, and things get much worse when dealing with larger grammars. To improve the situation we take inspiration from the way mutually recursive let and mdo expressions [10, 21] are translated into an application of a fix-point operator to a lambda term that takes the identifiers from the declarations as argument and returns a product containing the bodies of the declarations as result.
The argument of the lambda term is a nested product containing nonterminal references, which are given a name by pattern matching. The lazy pattern match is very important, because a fix-point operator is applied to the lambda term. The body of the lambda term consists of a number of parsers separated by andalso. The sequence is terminated by done. The first element in the nested product is a nonterminal reference that points to the first parser, the second reference points to the second parser, and so on. Hence the number of identifiers in the pattern should be the same as the number of parsers in the body of the lambda term. The body of the lambda collects the parser in a Env, and computes the reference for each parser. These references are passed to the lambda term by the fix-point operator fixRefs.
The function andalso is implemented as follows. It takes a parser and a tuple containing two Env's and an 'unpack' function. The first Env is the grammar constructed thus-far and contains a number of parsers. The second contains references to these parsers and represents the nonterminals of the grammar. The unpack function can be used to extract all references and convert them in a nested product. The function andalso adds the parser p to the grammar. Furthermore it increments all references by applying the function suc to them and adds a new reference. Finally the unpack function is updated, so it can also extract the newly added reference.
The function done simply initializes the grammar, sequence of nonterminals and the unpack function:
Finally the function fixRefs is defined as follows:
The fix-point operator takes a function f as argument. This function returns a grammar, a sequence of references and an unpack function. The unpack function is applied to the sequences of references and yields a nested product that is passed to the function f . Finally removeLeft is applied to the the grammar resulting in a grammar without left-recursion.
A working parser for the simple example language, assuming that P is the start symbol, can be obtained as follows:
parseP :: PL.Parser String parseP = derefEnv zero (compileGrammar (example))
Syntactic extensions
The notational elegance of normal parser combinators is lost due to the use of a custom fix-point operator to make recursion explicit. At first sight one might think that the mdo notation [10] could help us here, since the meaning of recursive mdo bindings is defined through a programmer defined fix-point operator. If we could define our grammars as a state-monad recording an environment con-taining the parsers of the grammar, our example grammar could be written as follows:
Unfortunately the mdo syntax cannot be used: our types cannot be made an instance of the Monad class because the type of the wouldbe monad changes whenever we extend the environment with a new parser.
We could also add new syntactic sugar as is done for the arrow library [13] . Programming directly at the arrow combinator level is very tedious, however using Paterson's arrow notation [20] makes programming with arrows entirely practical. Hard-wiring a special notation for combinator parsers into a Haskell compiler as is done for mdo and arrows would not make sense. If everyone proceeds along this path, the compiler would soon be cluttered with extensions for all kinds of domain specific languages. We advocate the syntax macro approach [3, 16, 5] . Syntax Macros provide a generic mechanism for extending a compiler with syntactic sugar. A programmer can load the desired language extensions together with the combinator library. The mdo and arrow notations could be implemented as syntax macros, as well as many of the translation schemes in the Haskell Report [21] (if-then-else, do notation, etc.).
At the moment, we are working on a prototype implementation of syntax macros [3] for GHC [1] . As an example of the use of syntax macro we show how a more elegant notation for defining grammars can be specified. A better notation for the example grammar could be:
A grammar is simply denoted by the keyword grammar followed by a number of bindings (the production rules of the grammar).
This simple syntactic extension is implemented as a macro as follows. Firstly we need to declare the nonterminals that are used in the macro. The nonterminals varid, exp, and exp10 are existing nonterminals of the Haskell grammar as defined in the Haskell Report. They represent lowercase identifiers, expressions, and expressions at the precedence level of let, respectively. The nonterminal prods is a new nonterminal and represents the production rules of a grammar expression. The type of the syntax trees derived by this nonterminal is a pair of a pattern containing the variables in the production rules and and expression consisting of the parser of the productions. The syntax of the syntax macros is inspired by Cardelli et al. [5] and Template Haskell [23] . Each macro starts with a BNF-like production rule at the left-hand side of the => symbol, that defines the new concrete syntax. The right-hand side defines how the new syntax is mapped on the abstract syntax of Haskell. The abstract syntax can be denoted using Template Haskell's notation.
The first macro states that the parser for exp10 is extended with a new alternative that recognizes the symbol grammar followed by a number of production rules (prods). The result of prods is a pair (ids, ps) consisting of the syntax trees for a pattern and an expression. The resulting abstract syntax tree defined at the right-hand side of => is an application of fixRefs to a lambda term that matches the pattern with identifiers and returns the expression containing the parsers.
The macros for prods define the syntax for a sequence of productions. The first line defines the semantics for the empty sequence, for which a pair is returned containing a wild card pattern, and the function done. The second line says that a non-empty sequence of productions consists of an identifier, an ← symbol, and an expression followed by a sequence of other productions. The identifier is converted into a pattern identifier and combined with the other identifiers. The expression is combined with the other expressions using the function andalso.
More macros can be added to make the notation of parsing combinators look like that of a parser generator such as Happy [2]. Then we can write our parsers using an elegant notation, and at the same time benefit from Haskell's abstraction mechanism and type system. Syntax macros are applicable to many other domain specific languages. We think a syntax macro mechanism makes Haskell an even better tool for developing DSEL's.
Conclusions
We have shown how, by using an environment that is labeled by a type constructor and a cartesian product of types, we can represent programming structures that contain internal references, and how to inspect such internal references. In order to do so we had to invent a data type that described the top level of our embedded language, up-to the point that all references were visible. Beneath that level ordinary Haskell expressions can be used. This works especially well in the case of combinator based parsers, since there the top level structure contains elementary parsers and combinators that construct parsers, whereas in the semantic functions that we use in such parsers no further references to parsers do occur.
Once we have this data structure in our hands we can analyze and transform it. We have shown how we can transform a left-recursive grammar into a non-left-recursive grammar. By using more advanced techniques one may try to have the resulting grammars as small as possible, but we have abstained here from such optimizations since they are outside the scope of this paper. Although we did not do so, we think it is even possible to generate bottom-up parsers out of such descriptions.
We want to emphasize once more that this technique not only ap-plies to combinator parsers; all situations in which one is interested in some form of a typed call graph can be dealt with in this way. (Equal a b) , allows us to compare arbitrary references, provided that they point into the same environment.
The work described here is closely related to work on metaprogramming using typed abstract syntax by Pasalic [19] . In trying to solve the left-recursion removal problem we ended up with the same data type as Pasalic in [19] , but for a different purpose. Where Pasalic is using the partially static environments to obtain more efficient interpreters, we use it as an indirection to the structure we are actually constructing, thus circumventing the construction of an infinite data type: the references do not directly refer to the environment being constructed, but are labeled with a type describing the sequence of types associated with the values in such an environment, which is represented by a similar label to this environment. Later, when following the encoded indirections, the Haskell type system enforces that the kind of environment they were supposed to index into corresponds to the type of the environment that is actually used.
After having gone through all the code one might wonder why things are getting so complicated. Weren't combinator libraries supposed to be nice, small and elegant? Our conclusion is that if one wants to write interesting, semantically rich embedded languages one cannot stay away from the work that is usually done by separate compilers and program generators, such as type checking, abstract interpretation, code transformation, the construction of new programs etc. Trying to achieve the same effect in an embedded way, i.e. in the context of a fully typed formalism like Haskell brings the extra burden of making sure that the "compilers" are type correct. Doing so however also has its advantages: getting the type of the analyzing and transforming program correct gives us a partial correctness proof of the analysis and transformation for free ( [29] . Using template meta-programming it may be easier to get something working, but may require a separate proof effort to convince oneself that the resulting code is not only type correct, but also semantically correct. Let us finish by paraphrasing one of our students who said "I do not like Haskell because the compiler is always complaining about my program.", by saying "We like Haskell because the compiler always complains about our incorrect programs.".
