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Sony Labou Tansi, Life and a half.
IN the ancient egyptian civilization, the paradigm of chaos was a snake biting itsown tail. Hence, to some extent, they had yet understood that self-feedback is
potentially a source of complexity.
Typically, in systems subjected to feedback, the dynamical state at a given time
depends on the state of the system at an anterior time, and the delay time gener-
ally coincides with the propagation time of the fed back signal. In fact, delayed
variables should be taken into account in absolutely all dynamical systems, be-
cause the propagation velocity of the various interactions are always finite. But
as long as they are small comparatively to the relevant timescales of the system’s
dynamics, these delays can be neglected and the dynamical equations degenerate
into a flow of Ordinary Differential Equations (ODE), which inherently assume
instantaneous interactions.
Sometimes however, the delay time has the same order of magnitude as the
system’s typical timescales. This may for example occur in ultrafast systems, or
for particularly long delay times. In these cases, the delay can not be neglected
anymore and the system should rather be modelized with a Delay Differential
Equation (DDE). Even though it is not apparent at first view, DDEs are very com-
plex equations: at the opposite of ODEs, they are infinite-dimensional, because
their initial condition is a continuous and compact interval.
Therefore, the simple fact to introduce and account for a delay time in a dy-
namical system increases its dimensionality to infinity, and thereby opens the way
to a wide variety of very complex behaviors.
3
4 General Introduction
Surprisingly, despite the huge advances of physics and mathematics in the
twentieth century, in is only at the early sixties that delay differential equations
gained sufficient attention from the scientific community. In the first years, though,
the interest was purely mathematical and these equations where studied under the
terminology of Functional Differential Equations, mainly by Krasovskii and
Hale [1, 2]. Then, these new ideas rapidly started to spread in various areas of
applied science, particularly in control theory. An archetypal example in this case
emerged at the early seventies, at the golden age of space exploration: it is the
problem of ground-based satelites and rockets control [3], where the propagation
time of the command signal is far from being negligible.
In physics, in particular, delay differential equations have been found to be
the idoneous tool to investigate the behavorial properties of dynamical systems
where delays had to be taken into account. To take just an illustrative example in
applied engineering, it had been observed that some high-speed milling and cutting
processes did yield polygon-like instead of cylindrical metallic pieces; it was later
understood that the stability -and thus the optimization- of this cutting process had
to be studied within the frame of delayed systems, as the relative rotation motion
of the cutter depends on the state of the metallic piece one round-trip earlier [4].
In fact, far beyond the scope of physics, delay differential systems have been
successfully used to investigate a very large spectrum of problems, ranging from
predator/pray ecosystems [5] to neurology [6]. If for example we consider the
particular case of human physiology, a famous delay differential equation is the
so-called Mackey-Glass model, which has been proposed to describe the dynam-
ics of white blood cells production in the human body [7]. This dynamical systems
approach even empowered the concept of dynamical disease, as it was suggested
by Mackey and Glass that the model could explain the occurence of some forms
of leukemia.
It has resulted from thirty years of theoretical and experimental investigations
that the delay may globally have two opposite effects: either a destabilization
effect, through the excitation of many of the latent degrees of freedom; or either a
stabilization effect by somehow acting as a selective energy sink. In both cases,
there is a plethora of applications where one of these effects may be highly desired.
Within the frame of this thesis, we will lay emphasis upon those of these ap-
plications which are related to semiconductor laser systems.
Semiconductor lasers
The concept of stimulated emission was proposed for the first time in 1917 by Al-
bert Einstein, in a seminal paper entitled “On the quantum theory of radiation”
[8]. Typically, in the stimulated emission process, an incoming photon “stimu-
5lates” an atom to emit another photon of identical charateristics - same direction,
same frequency, same polarization, and same phase. On the base of thermody-
namical principles, Einstein showed that exclusive consideration of spontaneous
emission and absorption could not explain the thermodynamical equilibrium be-
tween matter and radiation, the missing contribution being precisely the stimulated
emission. This stimulated emission is usually small comparatively to absorption at
room temperature. In the simple case of two-level systems for example, there are
more electrons in the lowest level of energy than in the highest when the system is
in the thermodynamical equilibrium: that is why common materials absorb light,
and are labeled as passive media.
However, if an inversion of population is induced in the material, that is, if
the out-of-equilibrium situation where there are more electrons in the highest level
than in the lowest is achieved, then the medium predominantly emits stimulated
radiations, and thereby amplifies incoming light: it becomes an active medium.
It was yet known that the combination of an amplifier and a resonator does
constitute an oscillator. Then, at the late 50s, it was understood that a system asso-
ciating an active media and an appropriate optical resonator would oscillate. This
optical oscillator was later given the name LASER, an acronym standing for Light
Amplification by Stimulated Emission of Radiations. Today, there is a wide va-
riety of lasers (principally solid state-, gas-, dye-, and fiber-lasers), but the most
widespread lasers are by far the semiconductor lasers.
Figure 1.1. A typical edge-emitter semicon-
ductor laser. After ref. [10].
The idea of coherent emission from
semiconductor media was proposed for
the first time by John Von Neumann
in 19531, and the first semiconductor
lasers have been experimentally realized
in 1962 by independent american re-
search groups (see ref. [9]).
Typically, the semiconductor laser is
a micrometric device: its longitudinal and
transverse dimensions can be as low as 1
µm, that is, of the order of visible light
wavelengths. Like all lasers, they are constituted of two basic ingredients: an
active medium which amplifies light by stimulated emission of radiations, and
a resonator which shapes the optical modes and couples out the coherent light.
More concretely, in its simplest architecture, the active medium in a semiconduc-
tor laser consists in a thin p-n junction layer, whose cleaved facets act as reflectors.
This basic architecture is extremely flexible, and today there exist several kinds of
1John Von Neumann,“Notes on the photon-disequilibrium-amplification scheme”, private cor-
respondance with E. Teller, 16 sept. 1953.
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semiconductor lasers, which may by the way incidentally share some common
features: double heterostructure lasers (DHLs), vertical-cavity surface-emitting
lasers (VCSELs), vertical external-cavity surface-emitting lasers (VECSELs), dis-
tributed feedback lasers (DFB), multi-quantum well lasers (MQW) distributed
Bragg reflector lasers (DBR), separate confinement heterostructures (SCH), etc.
Semiconductor lasers generally produce coherent radiations whose wavelength
lies from the ultraviolet to the infrared frequency ranges. This large range of wave-
lengths, coupled to the wide variety of structures, have empowered an impressively
large amount of applications for semiconductor lasers: optical fiber and free-space
communications, laser printers, optical storage, bar-code readers, image scanning,
combustion ignition, laser surgery, industrial sorting and machining, ranging, sens-
ing, tracking, spectroscopy, illumination, holography, etc. They have also naturally
crossed the barrier of the latest innovative applications, such has photobiology and
photodynamic therapy, terahertz waves generation, or clock gerenation in opto-
electronics. Semiconductor lasers can also be associated in array configurations,
in order to produce high-power laser sources which are used for drilling and cut-
ting, or even to pump other types of lasers.
It can therefore be easily understood that semiconductor lasers have an over-
whelming weight in laser technology. This can be illustrated by a very simple data:
more than 99% of all the lasers that are fabricated and sold today are semiconduc-
tor lasers, and this corresponds to more than a 60% share of the capital flow in the
laser market.
Hence, according to all what has been written above, an open question is:
what does occur when a semiconductor laser system is subjected to feedback? Is
is possible to find out new applications, related to the association of semiconductor
lasers and feedback? The aim of this thesis is to answer to these questions for three
particular cases, leading to three different applications:
- Optical chaos cryptography, which consists in encrypting signals within
the noise-like output of a chaotic laser system.
- Radar-frequency generation, where lightwave and microwave technologies
are associated to produce ultra-pure radio-frequencies.
- Transverse-mode control in vertical-cavity surface-emitting lasers, whose
principle relies on the spectral discrimination and tailoring of a broad-area laser’s
transverse modes.
The thesis will therefore be divided into three parts, each of them devoted to
one of these applications.
7Optical chaos cryptography
Chaos is a paradigmatic name used to describe deterministic dynamical systems
whose behavior is complex, unpredictable and extremely sensitive to initial con-
ditions [11–15]. Chaos was first explicitly evidenced by Edward Lorenz in a
pioneering paper entitled “Deterministic nonperiodic flow” [16]. It is typically
characterized by complex attractors in the state space, associated to apparently
random oscillations in the time domain.
Chaos is likely to appear in nonlinear systems which are at least three-
dimensional. However, chaos is the most of the time evidenced by the computation
of Lyapunov exponents, which measure the divergence rate of initially nearby tra-
jectories in the state space, that is, the sensitivity to initial condition. By definition,
a dynamical system is said to be chaotic when at least one of its averaged Lyapunov
exponents is positive. It is also a common terminology to consider that a system is
chaotic when it has only one positive Lyapunov exponent, and hyperchaotic when
it has more than one positive Lyapunov exponent.
Optical chaos
The possibility of chaotic behavior in lasers was first foreshadowed by Haken
in 1975 [17], as he showed that the dynamics of some ring-laser devices could
be described by a Lorenz-like set of ordinary differential equations. Since then,
chaos has been theoretically and experimentally encountered in almost all types
of lasers (solid-state, gas, semiconductor, etc...). Methods to lead lasers to chaos
are numerous: as earlier emphasized, two necessary conditions are nonlinearity
and threefold dimensionality. Hence, when the nonlinearity of the laser (system)
is not strong enough, an external nonlinear element can be introduced. Along the
same line, when the dimensionality of the laser system is not high enough, it can
be increased by parameter modulation or by delayed feedback loops.
As far as semiconductor lasers are concerned, there are two delayed systems
that are commonly used to obtain chaos. The first one was proposed by Ikeda, and
it consists in a continuous-wave laser whose output light propagates in a nonlin-
ear ring-cavity [18]. The second one, studied in detail by Lang and Kobayashi,
corresponds to the situation where a fraction of the delayed output radiation of a
semiconductor laser is fed back into the active region layer [19]. In both case,
hyperchaos can be generated, that is, the delay plays here a destabilizing role as
it drastically broadens the laser light linewidth. This loss of coherence was given
the name optical turbulence in the Ikeda model [20], while it received the name
coherence collapse in the Lang-Kobayashi model [21].
8 General Introduction
Figure 1.2. Numerical simulation of a phase
space projection corresponding to the laser
field in Ikeda optical turbulence (a), and en-
largement showing the fractal structure of the
spiral (b). After ref [20].
In Ikeda-like systems, though, only
pure delay differential systems have been
given proper attention. Within that frame
for example, Ikeda-like equation with
higher-order differential terms have yet
been studied [22, 23]. However, only a
very limited interest has been paid until
now to the chaotic behavior of integro-
differential delayed systems.
The first objective of the thesis will
be to fill this gap for the particular case
of an electro-optical hyperchaos genera-
tor, which will later be used for cryptog-
raphy.
Optical chaos synchronization and parameter mismatch
Figure 1.3. Original article of Huygens on
clock synchronization, published in the Jour-
nal des Sc¸avants on February 22nd, 1665.
The concept of synchronization in dy-
namical systems has first been introduced
by Christian Huygens, back to 1665.
He observed that two pendulum clocks
which are suspended on the same sup-
port, display perfectly out of phase os-
cillations. He also observed that when
perturbed, this synchronization (or anti-
synchronization, according to nowadays
nomenclature) behavior was recovered af-
ter a few minutes long transient time.
Huygens proposed an explanation to this
phenomenon, to which he referred to as “an odd kind of sympathy”: the clocks did
influence each other through imperceptible movements of the common support.
Today, it is established that synchronization is an ubiquitous phenomenon, which
can be encountered in almost all the scientific disciplines where coupled oscilla-
tors do play a role [24].
As far as chaotic systems are concerned, it can easily be understood that two
distinct but identical chaotic systems starting from two different initial conditions
can converge to the same chaotic attractor, which is an invariant. However, be-
cause of the sensitivity to initial conditions, it is quite counter-intuitive to imagine
that they can synchronize, that is, display the same temporal behavior. Neverthe-
less, few years after a pioneering paper by Fujisaka and Yamada [25], it was
9demonstrated by Pecora and Carroll that such a synchronized behavior is possi-
ble, provided that a convenient coupling is achieved between both systems [26,27].
When such a convenient coupling is set up, they can display timetraces which are
perfectly identical.
Figure 1.4. Numerical simulation of chaos
synchronization in the Lorenz system. After
a transient time, the drive and the response
systems do perfectly synchronize. After ref.
[27].
In case of unidirectional coupling,
the system which emits the synchro-
nization signal is indistinctly referred
to as the emitter, the drive or the
master system; the system which re-
ceives this synchronization signal and
thereby tries to track the dynamics of
the emitter is referred to as the re-
ceiver, the response or the slave sys-
tem. Since we study synchronization
phenomena within the frame of com-
munication systems, we will preferably
adopt the “emitter/receiver” terminol-
ogy.
After the breakthrough of the chaos synchronization concept, an ever increas-
ing amount of investigations did focus on the synchronization of chaotic lasers.
Early and noteworthy examples are the numerical study by Winful and Rah-
man with semiconductor lasers [28], the experimental synchronization of Nd:YAG
lasers by Roy and Thornburg [29], and the experimental synchronization of pas-
sive Q-switched CO2 lasers by Sugawara, Tachikawa, Tsukamoto, and Shimizu
[30].
Laser chaos synchronization was experimentally complicated by the difficulty
to build almost identical lasers. In reality, it is impossible to build two systems
which are perfectly identical. Therefore, if these systems are characterized with
a set of intrinsic parameters, they will unavoidably display some parameter mis-
match. In the time domain, this parameter mismatch induces a synchronization
error, which is obviously equal to zero in case of perfect matching. This synchro-
nization error is also sometimes referred to as mismatch noise.
Despite its importance for practical applications, studies on the effect of pa-
rameter mismatch in chaotic synchronization are quite scarce in the literature. In
references [31, 32], the effect of parameter mismatch was studied analytically for
non-delayed and low-dimensional chaotic systems. In high-dimensional chaotic
systems, such as semiconductor lasers with optical feedback, there are some nu-
merical [33] and analytical [34] results. In delayed optoelectronic wavelength os-
cillators the root-mean-square synchronization error amplitude induced by two si-
multaneous mismatches has also been studied [35].
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But beyond a purely theoretical interest, the issue of parameter mismatch is
specially relevant in the context of optical chaos cryptography.
As we will further see, it is crucial to achieve a very stable and accurate syn-
chronization between the emitter and receiver chaotic systems. Particularly impor-
tant is the double role of the mismatch between the parameters of both systems,
which is unavoidable in the fabrication process. On the one hand, mismatch can
degrade the synchronization quality between the emitter and the receiver. There-
fore, synchronization should be robust enough to allow for the use of slightly dif-
ferent devices. On the other hand, the lack of synchronization due to mismatch is a
key element for security since it prevents the use by an eventual eavesdropper of a
similar device to decode the message. This is particularly important because suc-
cessful decryption is not possible when the amplitude of the encrypted message
is smaller than the one of the residual oscillations resulting from the parameter
mismatch, the so-called mismatch noise.
A key challenge in synchronization theory is therefore to characterize this mis-
match noise as a function of the various mismatches. A chapter will be devoted to
that issue.
Chaos cryptography
Security of information in public or opened transmission channels is a key-
challenge in modern telecommunication networks. Nowadays, an ever growing
proportion of data do require a very high level of confidentiality while they are
transmitted. Ensuring such a confidentiality is the purpose of cryptography [36].
We are actually in the software cryptography era, or better said, the algorith-
mic cryptography era. Effectively, information is nowadays encrypted by perform-
ing logic and/or arithmetic operations between the binary message to be encrypted
and a binary “key”. The security provided by this technique can be quite high,
and even complete as it is the case for the so-called Vernam cipher proposed by
Gilbert Vernam, which is by the way the unique cryptosystem up to date proven
to be absolutely unbreakable. However, such an absolute unbreakability is not al-
ways necessary, first of all because various levels of security can be attached to an
information: transfering personal data of students in a university network needs
less “security” than transfering strategic military information from one country to
another. The second reason is that information may by essence be sensitive for
only a limited duration of time: for example, a credit card number shoud be kept
secret during the validity term of the card, after which this number is of absolutely
no value. A cryptosystem which could guarantee security in the meantime would
therefore be perfectly convenient.
The most popular software encryption scheme fulfilling these flexibility crite-
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ria is the RSA algorithm proposed by Rivest, Shamir and Adelman [37]. This
cryptosystem relies on the factorization of very large integers in terms of prime
numbers, and the algorithmic complexity associated to the best known factorizing
algorithms grows exponentially with the size of the number to factorize. That is
why this cryptosystem is considered as very safe, and nowadays plays the role of a
standard in software cryptography. However, it was demonstrated twelve years ago
that the use of a quantum computer would reduce the algorithmic complexity of
the RSA cryptosystem from an exponential to a polynomial [38], thus drastically
threatening the base above which almost all security systems are built. Moreover,
research activities on cracking algorithms to be run in “classical” computers with
polynomial complexity are quite intense, and nothing theoretically prevents them
to be discovered - if it has not yet been done.
Consequently, there is a need to turn towards new alternatives able to strengthen
software cryptography. The best candidates up to date are hardware cryptosys-
tems, that is, cryptosystems relying on the physical properties of the emitters and
of the receivers. As we will further see, the principal interest of hardware cryp-
tosystems is that they are fully compatible with their software counterpart, in the
sense that data can first be encrypted by software, and later encrypted again by
hardware, thereby providing additional security.
A first hardware cryptosystem which is currently widely investigated is quan-
tum cryptography, or better said, Quantum Key Distribution (QKD) [39]. Ef-
fectively, QKD does not aim to encrypt messages directly, but rather to send safely
a key in order to use it later for message encryption, through the Vernam cipher for
example. In an optical communication network, an eavesdropper trying to measure
the photons in order to read the transmitted signal will unavoidably perturb them,
and such a perturbation can be detected at the receiver. It is thereby possible to
know if someone is tapping the line, and also to discard sequentially any portion
of the key which is supposed to be unsafe. This technique has the great advantage
to provide the highest security at the hardware level for now: on the one hand, the
security of the key transfer is guaranteed by the fundamental laws of quantum me-
chanics, and on the other, the Vernam cipher encryption of a given message with
that key is unbreakable according to the Shannon information theory. However,
QKD has quite severe limitations: it can not encrypt information in real time, and
until now, it has a quite limited span (few tens of km) and very low bit-rate (few
tens of kbits/s).
Another interesting alternative is chaos cryptography, which aims to exploit
the nonlinear properties of nonlinear emitter-receiver systems (see ref. [40] and
references therein).
In a chaos cryptosystem, the information to be secured is somehow “mixed” or
“hidden” into the noise-like output of a chaotic emitter. However, this idea may be
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fruitful if and only if one can build a receiver able to separate the chaos from the
message at the receiver, and if such a separation remains difficult for an eventual
eavesdropper. An elegant solution fulfilling these these two requirements relies on
the phenomenon of chaos synchronization.
Since the synchronized state is deterministic, the receiver oscillator only cou-
ples to the deterministic -that is, chaotic- component of the incoming coupling
signal: this is the chaos-pass-filtering phenomenon, which can precisely be used
to extract the originally encrypted message by filtering out the chaotic oscillations
used for encryption. Such a filtering results efficient if and only if the message
is small enough relatively to the chaotic carrier, condition which also ensures that
the message is satisfactory “camouflaged” within the deterministic randomness of
chaos. With electronic circuits, Cuomo and Oppenheim experimentally demon-
strated for the first time in 1993 that such cryptosystems can be built, and operate
efficiently [41].
In optical systems, chaos cryptography was first theoretically proposed for
solid-state lasers with modulated losses in 1994 by Colet and Roy [42]. How-
ever, the first experimental demonstrators have been built only in 1998, by Van
Wiggeren and Roy using erbium-doped fiber ring-lasers [43, 44], and by Larger
et al. using the wavelength chaos generated with a semiconductor laser [35, 45].
Figure 1.5. Optical chaos cryptography was
successfully performed in a field experiment
on the metropolitan area optical fiber net-
work of Athens, with a BER equal to 10−7
at 1 Gb/s. After ref. [51].
In optical-fiber telecommunication
networks, emitters and receivers are semi-
conductor lasers, so that chaos cryptog-
raphy in such networks requires to have
chaotic semiconductor lasers systems.
In fact, semiconductor laser systems with
feedback are highly desirable for the pur-
pose of chaos cryptography, because at
the opposite of low-dimensional chaotical
systems which possess only few positive
Lyapunov exponents, they can display a
highly hyperchaotic behavior, that is, a
very complex temporal oscillations char-
acterized by hundreds of positive Lya-
punov exponents. In consequence, in-
tensive research on semiconductor laser
systems with feedback were developped
in order to lead them to a synchronized
hyperchaotic regime, and the feasabil-
ity of optical chaos cryptography with
such lasers was independently proposed
in 1996 by Mirasso et al. [46], and by Annovazzi-Lodi et al. [47]. However,
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robust experimental synchronization of all-optical chaotic semiconductor lasers
and signal retrieval was only achieved in 2000 by Fischer et al. [48].
Beside all-optical delayed systems, investigations have been led to develop
other alternatives such as electro-optic and opto-electronic delayed feedback sys-
tems, which may produce a wide variety of chaotic behaviors ranging from wave-
length chaos (as noted earlier) [35, 45] to intensity [49] or phase chaos [50]. A
milestone in chaos cryptography research is the successfull field experiment re-
ported in 2005, consisting in chaos encryption and transmission at 1 Gb/s over a
network of 120 km of optical fiber in the metropolitan area of Athens, Greece [51].
An important aspect of optical chaos cryptosystems is the characterization of
their performances under perturbations, and this task is made extremely difficult
by the fact that the laser systems under study are operating in strongly nonlinear
regimes.
The quality of a digital communication link is almost always evaluated in terms
of Bit Error-Rate (BER). The issue of BER efficiency in optical chaos communi-
cation schemes is quite scarcely addressed in the literature [52–54]. A noteworthy
exception is the work of Liu and co-workers, who did numerically explore the BER
efficiency of different laser-chaos communication systems (optical injection, op-
tical feedback, optoelectronic feedback) with various encryption schemes (chaos
shift-keying, chaos masking, additive chaos modulation) [55]. In general, the BER
depends on several elements such as the random noise in the emitter and receiver
systems, dispersion and nonlinear effects in the fiber communication channel, and
of course parameter mismatch between the emitter and receiver.
Chaos Shift-Keying (CSK) schemes for encryption of binary signals in a
chaotic carrier [47, 56, 57] also critically depend on parameter mismatch. Effec-
tively, CSK relies on a sequential switching of a given parameter between two
values, the first one being matched with the receiver (thereby ensuring synchro-
nization), the second being slightly detuned from the first one (so that the receiver
desynchronizes). The synchronization/desynchronization sequence at the receiver
enables the message decryption provided that intrinsic mismatch noise allows the
distinction between both states. Within that frame, ref. [58] focused on the per-
formance comparison of the CSK encryption scheme for various “switched” mis-
matched parameters.
One of the aim of this thesis will be to study the mismatch-induced BER for an
optical communication scheme based on intensity chaos generated by a delayed
nonlinear electro-optic oscillator. In particular, we will integrate some tools of
conventional communication engineering like the Signal-to-Noise Ratio (SNR)
in order to gain a insight into the influence of chaotic noise on the BER.
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Radar-frequency generation
The possibility to use electromagnetic waves to detect distant objects was proposed
for the first time by Guglielmo Marconi in 1922:
“In some of my tests, I have noticed the effects of reflection and
deflection of [electromagnetic] waves by metallic objects miles
away. It seems to me that it should be possible to design appara-
tus by means of which a ship could radiate or project a divergent
beam of these rays in any desired direction, which rays, if coming
across a metallic object, such as a ship, would be reflected back to
a receiver and thereby immediately reveal the presence and bear-
ing of ships.”
This idea became reality during World War II, and the “apparatus” was given the
name RADAR, which is the acronym of RAdio Detection And Ranging.
Radars are used to detect distant (groups of) objects and evaluate their distance,
velocity or structure. The generic principle of radars is a priori quite simple. A
directional antenna sends a microwave, and receives back the echo, that is, a re-
flected portion of the emitted microwave. The properties of this echo, by contrast
with those of the originally emitted microwave, enable to have access to some
physical or geometrical properties of the reflecting/scattering object.
Radars are therefore in constant need of ultra-pure microwaves, precisely be-
cause of this constrast-like principle of operation: the more pure and precise the
reference microwave, the greater the precision and resolution of the radar.
Opto-electronic oscillators
A very efficient way to produce ultra-pure microwaves has been proposed in 1994
by Yao and Maleki [59], and it is known under the name of opto-electronic os-
cillator (OEO). The principle of operation of this oscillator relies on a innovative
energy storage principle, based on very long delay lines instead of the classical
concept of high-finesse resonators. Hence, at the opposite of chaos cryptosystems,
it is here the stabilizing effect of the delay time that is used on purpose.
The architecture of the OEO consists in a Mach-Zehnder modulator which
modulates nonlinearly a continuous-wave input from a semiconductor laser. The
modulated output then circulates within an extremely long fiber delay-line, whose
typical length is few kilometers. The optical signal is afterwards converted back
into an electrical signal which is amplified, narrowly filterd around the microwave
frequency to be generated, and connected to the electrode of the Mach-Zehnder.
Typically, the central frequency of the filter is between 1 and 40 GHz, while the
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bandwith of the radio-frequency (RF) filter has few tens of MHz. This closed-loop
architecture therefore plays the role of a cavity. However, its quality factor is very
low, of the order of 200. In fact, the outstanding performances of this oscillator
originate from the few-kilometers long delay line, which generates thousands of
narrowly spaced cavity modes. Even though hundreds of this microwave cavity
modes do fit within the bandwith of the RF filter, only one mode is amplified un-
der optimal conditions, and oscillates in a continuous, stable way.
Figure 1.6. Principle of OEOs. An ultra-
pure microwave is generated by frequency
selection of ring cavity-modes through RF
filtering. After ref. [62].
Surprisingly, the phase noise perfor-
mance of this oscillator has been found
to be very superior to the previous state
of the art resonator-based oscillators [59–
62]. These performances can even be im-
proved if ameliorations are brought to the
initial single-loop architecture. For exam-
ple, the neighboring cavity-modes can be
overdamped by using the Vernier effect
of a dual-loop architecture [63], or alter-
natively, by designing a suitable coupling
between two OEOs [64]. It is also possi-
ble to build tuneable OEOs [65], or even
to enhance the frequency selection using a photonic filter instead of a RF filter [66].
Therefore, owing to this multiplicity and flexibility of architectures, OEOs are seri-
ous candidates for time-frequency metrology and of course for radar applications,
but they are also of great interest for many applications in spatial and lightwave
technologies. Just to take an example in lightwave technology, OEOs have been
pointed out as idoneous systems to produce ultra-low-jitter optical pulses at high
rates (> 10 GHz) [67], or to produce multi-wavelength and synchronized optical
pulses [68].
Despite the large amount of experimental investigations developped around
the concept of OEOs, very few has been done to investigate theoretically its dy-
namical properties. In particular, there is no dynamical model able to describe the
behavior of these oscillators. This lack analytical insight is due to the extreme fea-
tures of this system: strong nonlinearity, very large delayed feedback, and widely
spaced timescales. That is why most of OEO studies do implicitly assume no
time-dependent amplitude dynamics, as they try to capture essentially stationary
features.
However, the stationary hypothesis may not be always satisfied, and a priori,
it can logically be considered that OEOs may as any delayed dynamical system
display other dynamical behaviors. Absence of a dynamical framework does not
enable a deep understanding of existing architecture’s performances, and of course
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does not enable the prediction of eventual instabilities.
Therefore, one of the objectives of the thesis is the derivation of a delay differ-
ential equation which can describe accurately the deterministic dynamical behav-
ior of OEOs. Such an equation should of course be easily extended to all OEO’s
architectures, as well as to the study of multimode and stochastic behaviors.
Stochastic and multimode behavior
Figure 1.7. Some experimental phase noise
spectra, with different fiber cavity lengths.
The phase noise performance is here approx-
imately equal to −120 dBc/Hz @ 10 kHz of
the carrier. After ref. [61].
The OEO is ideally in a single-mode os-
cillator. However, this is highly counter-
intuitive, because as emphasized earlier,
the delay line plays the role of a cav-
ity and thereby gives birth to thousands
of longitudinal cavity-modes, amongst
which hundredths are within the RF fil-
ter bandwidth. Nothing theoretically pre-
vents all these modes to oscillate simul-
taneously. Moreover, the system is also
subjected to noise influences, so that an
unavoidable phase noise dynamics which
is tightly related to the purity of the gener-
ated ultra-pure microwave is sustained. In fact, multi-longitudinal mode dynamics
has been thoroughly studied in other oscillators like lasers for example [69–72].
These modes are attached to the longitudinal resonance condition of the resonator,
and they are generally coupled through the common reservoir of energy provided
by the gain. When the multimode system is abruptly switched on, all the modes
are initially amplified and then they compete for the available gain energy. In most
cases, the so-called maximum gain mode finally wins the competition and oscil-
late solitarily after a transient time which may be as low as few nanoseconds in
semiconductor lasers. In some other cases, the modal competition is sustained and
the oscillator indefinitely displays a multimodal dynamics, with its habitual asso-
ciated features: self- and cross-saturation/modulation, etc.
However, there is no study which has focused on the case of multimode OEOs.
It even seems that multimode behavior has never been reported in the literature.
Two interpretations can be given to this absence: either this phenomenon had never
been observed experimentally, of either it has been observed but was not reported
because it was misunderstood, considered as a marginal phenomenon, unworthy
of deeper analysis.
The first case is not totally improbable because multimode behavior may occur
only when the OEO is switched on abruptly, something that is scarcely practiced
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in experimental procedures in order to protect the optoelectronic devices from the
high peak-power relaxation oscillations of the transient dynamics. The second
hypothesis is more probable: since the multimode dynamics is of no immediate
technological interest, it may have simply been ignored in application-oriented
experiments.
The multimode behavior may however be interesting for several reasons. From
a purely theoretical point of view, the OEO provides an excellent opportunity to
investigate the dynamics of a huge quantity of globally coupled cavity-modes, at
the opposite of the usual cases where only very few of them are considered. From
a technological point of view, procedures like active mode-locking do adress in-
dividual modes, and can not be studied properly if the system is not modelized
through a modal dynamics approach.
Another aim of the thesis will therefore be to provide a convenient modal de-
scription for OEOs.
Transverse-mode control of VCSELs
At the early age of semiconductor laser technology, the lasers were structured such
that the output beam was emitted along the direction of the active medium: they
were referred to as edge-emitter semiconductor lasers.
The first prototype of a semiconductor laser emitting perpendicularly to the ac-
tive region’s surface was presented by Soda, Iga, Kitahara and Suematsu in 1979
[73]. These lasers were later given the name Vertical-Cavity Surface-Emitting
Lasers, which has been contracted to the acronym VCSELs.
These vertical-cavity surface emitting lasers offer numerous advantages com-
paratively to their edge-emitter counterpart, To name just a few, VCSELs are
intrinsically single-longitudinal mode lasers, and they have a significantly lower
threshold current, as well as a lower power consumption. They are very cost ef-
fective because they can simultaneously be fabricated in a planar structure, and
then tested “on wafer”; this planar structure also allows for easy integration in
two-dimensional arrays. The circular cross-section of VCSELs produces low-
divergence beams (thus limiting the need of corrective optics), and enables a highly
efficient laser-fiber coupling. VCSELs are nowadays particularly spread in opti-
cal fiber data transmission (mostly in gigabit-ethernet networks), free-space opti-
cal communications, absorption spectroscopy, laser printers, sensors, pointers and
trackers.
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Polarization- and frequency-selective delayed feedback
The first study where a correct understanding of the effect of delayed feedback
on semiconductor lasers was provided is an article of Lang and Kobayashi pub-
lished in 1980 [19]. Since then, a large amount of contributions have focused on
the topic of optical feedback in semiconductor lasers. As we may expect, there are
cases where the delayed feedback can be used is used on purpose to destabilize the
laser, for example to induce hyperchaos in view of optical cryptography (see [40]
and references therein); in other cases, the effect can be exactly opposite and the
feedback stabilizes the laser emission (stabilization of broad-area lasers [74]); at
last, there are situations where feedback is at the same time unavoidable and un-
desirable, and should just be taken into account to fit with the experimental reality
(i. e., backwards reflection from fiber tips during laser-fiber coupling [75]).
Figure 1.8. Electron mi-
croscope image of a VC-
SEL, with its electrical con-
nections. The diameter of a
VCSEL aperture is typically
10 to 100 times smaller than
the diameter of human hair’s
cross section. After ref. [84].
Most of the studies which have been dedicated to
optical feedback in semiconductor lasers have been
done within the framework of the Lang-Kobayashi
model, which deals with single-mode and single-
polarization edge-emitter lasers [76–80], so that po-
larization and multimode effects were not taken into
account. In fact, owing to their relatively high Fres-
nel number (∼ 100), VCSELs have a natural tendency
to multimode behavior, and they also have a polariza-
tion degree of freedom because of their circular cross-
section: however, the multimode dynamics of the laser
can be studied with a modal expansion in terms of cold-
cavity modes [81,82], while the polarization dynamics
can be studied within the framework of the spin-flip
model proposed by San Miguel, Feng and Moloney
[83].
As far as VCSELs with feedback are concerned, some investigations have been
devoted to the case of single-mode and multiple polarizations [85, 86], and on the
case of multiple modes and single polarization [87–89]. A study has also been
devoted to the case of a single-mode with multiple polarizations VCSEL subjected
to polarization-selective feedback [90]. In all cases, it has been shown that optical
feedback has a wide variety of different effects, depending on the strength and on
the phase of the optical feedback.
Therefore, even though there is apparently no investigation that has been led
for the case of multimode and multipolarization VCSELs subjected to optical feed-
back, there is a strong hint that the spectral emission properties may be drastically
modified by feedback. An even more subtle way to control this emission dynam-
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ics may be the feedback of individually adressed modes in a given polarization.
In fact, all the transverse modes have different eigenfrequencies, so that a reso-
nant frequency-selective mirror can filter out all the modes but the one we want
to feed back into the laser cavity. This frequency-selective mirror is generally a
diffraction grating in the Littman or in the Littrow configuration. On the other
hand, a polarizer inserted into the external cavity is sufficient to select the fed back
polarization.
Our aim therefore to propose a theoretical framework for the study of VCSELs
subjected to this polarization- and frequency-selective feedback. A chapter of the
thesis will be devoted to the modelling of such external-cavity VCSELs.
Controlling the emission properties of VCSELs
A difficult challenge in most of VCSELs applications is the design high-power,
single-mode, and single-polarization output beams. This is for example a critical
issue in optical communication networks with ultra-dense wavelength-division-
multiplexing (UD-WDM), where the spectral spacing between adjacent channels
can be as low as 25 GHz. To some extent, if VCSELs are nowadays almost stan-
dard emitters in most of optical networks, it is precisely because they can emit in
a single longitudinal mode.
Figure 1.9. Experimental snap-
shots of the nearfield radiation from a
multi-polarized and multi-transverse
mode VCSEL. After ref. [91].
Unfortunately, the circular aperture VC-
SELs supports two orthogonal polarizations
which are spectrally splitted because of birefrin-
gence, even for the fundamental mode. More-
over, in broad-area VCSELs (diameter greater
than 5 µm), the transverse-modes of the laser
cavity are rapidly excited when the pumping
current is increased. Hence, monochromaticity
in the output optical radiation these VCSELs is
limited by the unavoidable emergence multiple
transverse and polarization lasing modes, even
for pumping currents relatively close to threshold [91]. Therefore, there is usually
a trade-off between spectral purity and optical power for VCSELs. An end-user
solution to circumvent this drawback is precisely to control this multi-transverse
mode dynamics by feeding back the laser the mode to be enhanced (generally the
fundamental mode), with the desired polarization. With this feedback scheme, it
has yet been experimentally shown that a good stabilization of the fundamental
mode in a fixed polarization is possible in the continuous-wave regime [92].
But beyond the fundamental-mode stabilization which is of technological in-
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terest, the polarization- and frequency-selective feedback of VCSELs, can also
reppresent an excellent benchmark to investigate the spatiotemporal dynamics of
a spatially extended optical system. Effectivelly, the selective feedback of mode
chosen amongst many others can provide an interesting insight into the coupling
mechanisms amongst the potentially lasing modes.
These two aspects will be particularly investigated in the last chapter of the
thesis.
Outline of the thesis
The thesis will be divided in three parts, corresponding to the three principal appli-
cations of semiconductor laser systems with feedback under study. Each of these
parts will be divided in chapters.
The first part of the thesis will be devoted to Optical Chaos Cryptography,
and will be divided into three chapters:
• In Chapter 2, we study the dynamics of a semiconductor laser system with
feedback. We describe the system in detail, and investigate its dynamics as the
feedback gain is increased. This study will evidence a new phenomenology, the
so-called chaotic breathers.
• Chapter 3 is devoted to the study of the synchronization of such laser sys-
tems. A particular emphasis will be given to the problem of parameter mismatch,
as we will investigate the effect of each mismatch on the global synchronization
error.
• The focus of Chapter 4 is optical chaos cryptography per se. Encryption
and decryption at multi-gigabits/s bit rates will be performed with satisfyingly
low bit-error rates; we will moreover demonstrate that in our case, a meaningful
signal-to-noise ratio can be defined, and directly related to the bit error-rate of the
cryptosystem.
Radar-Frequency Generation will be the central topic of the second part,
which will be divided in two chapters:
• Chapter 5 is devoted to the single-mode microwave dynamics of opto-
electronic oscillators. A deterministic model will be derived to investigate the
amplitude dynamics of OEOs, and it will be evidenced that new bifurcation phe-
nomena do emerge when the feedback gain is increased beyond a given critical
value.
• In Chapter 6 is studied the stochastic and multimode behavior of opto-
electronic oscillators. It will be shown that phase noise can be accurately ac-
counted for with a stochastic differential equation, and a multiple timescale anal-
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ysis will be developed to track the modal dynamics of the system after abrupt
switch-on.
The third part of the thesis adresses the issue of Transverse Mode Control in
VCSELs, and it is also divided into two chapters:
• The aim of Chapter 7 is the derivation of a modal expansion model in order
to describe the dynamics of VCSELs subjected to polarization- and frequency-
selective feedback. This mesoscopic model is intended to provide a polarization,
spectral and spatial resolution of the modal dynamics of the laser.
•Chapter 8 is devoted to the characterization and optimization of the transverse-
mode control scheme. Modal gains, external-cavity modes and stationary ampli-
tudes will be calculated, and a light will be shed on the lasing mode selection
mechanism.
At last, the main results of the thesis will be resumed in a General Conclusion








“If, then, there is any error whatever in
observing the present state - and in any
real system such errors seem inevitable -
an acceptable prediction of the instanta-
neous state in the distant future may well
be impossible.”
Edward Lorenz, Deterministic nonpe-
riodic flow.
2.1 Introduction
IN this first chapter, we study the nonlinear dynamics of a semiconductor lasersystem subjected to an electro-optical feedback loop. We first briefly describe
the electro-optical effect and the principles of Mach-Zehnder modulators. Then,
the experimental set-up is presented, as well as the model used to investigate its
various dynamical regimes, which range from periodic solutions to full hyper-
chaos, passing through hyperchaotic breathers. At last, the issue of stochastic ef-
fects is adressed and a method to calibrate the background noise level in the system
is proposed.
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2.2 Electro-optic modulators
2.2.1 The electro-optic effect
The optical properties of certain materials can be significantly influenced by exter-
nal electric fields. Effectively, an applied electric field can modify the geometrical
properties of molecules (orientation, shape, etc...), thereby modifying the refrac-
tion index of the material: this is called the the electro-optic effect, and the mate-
rial is referred to as an electro-optic medium.
In the simple case of a scalar electric field, this dependence of the refraction
index can be Taylor-expanded as













· E2 +O(E3) , (2.1)
where only the first odd and first even higher order terms have been considered.
In some media, the first order correction is much stronger than the subsequent
terms, so that the refraction index varies linearly with E: this is the linear electro-
optic effect or Pockels effect, discovered by Friedrich Pockels in 1893. In other
materials (generally isotropic), n(E) can not depend on the sign of E, so that the
first-order derivative vanishes and the refraction index varies quadratically with
the electric field: this is the quadratic electro-optic effect or Kerr effect, first
evidenced by John Kerr in 1875 [93].
The Pockels and Kerr corrections generally induce very small changes of the
refraction index (∼ 10−5), but if the incoming light travels on a distance which
is thousands of times greater than its wavelength, the accumulated phase shift can
be macroscopically significant. The electro-optic effect therefore enables to con-
trol the physical properties of light with electricity, in particular optical phase and
intensity.
2.2.2 Electro-optic phase modulation
To modulate the optical phase of coherent light with the electro-optic effect, let
us consider that a light beam of wavelength λ0 passes through a Pockels medium
of length L, while a constant voltage V is applied in the transverse direction of
thickness d. An electric field E = V/d is therefore applied on the electro-optic





Using Eq. (2.1), we can rewrite this phase-shift under the form
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According to Eq. (2.3), the optical phase of the input beam can hence be con-
trolled with the electric voltage V . The parameter Vpi is called half-wave voltage
and it corresponds to the voltage to be applied to impose a pi phase-shift. This
characteristical parameter of the modulator depends on the wavelength of the in-
coming light, as well as on the geometrical and electro-optical properties of the
Pockels cell. Figure 2.1 shows a representation of an electro-optic phase modu-
lation scheme. Generally, the coherent light procedes from a semiconductor laser
and the electro-optic substrate is made of Lithium Niobate (LiNbO3): the corre-
sponding values of Vpi can in this case be as low as 3 volts.
2.2.3 Electro-optic intensity modulation: the Mach-Zehnder interfer-
ometer
A coherent light beam can also be modulated in intensity using the electro-optic
effect and the principle of interferometry. The incoming light beam of power (or
intensity) Pin is ideally divided into two equal parts which are routed into two
diverging optical paths (see Fig. 2.2). In the first path light undergoes phase mod-
ulation and 12
√




, while in the other path the





. Then, the two optical paths are reconnected and the
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Figure 2.2: Intensity modulation using a Mach-Zehnder interferometer.






















This intensity modulator is sometimes referred to as a Mach-Zehnder interfer-
ometer or Mach-Zehnder modulator. From Eq. (2.5), it therefore appears that
the power of the input beam can be controlled and tuned to any value from 0 to Pin.
However, at the opposite of the phase modulation which depends linearly on the
applied voltage, the intensity modulation depends nonlinearly on V . This nonlin-
earity is generally undesirable in lightwave technology applications because it is a
source of signal distortion. However, for our purpose, this potentially strong non-
linearity is a key element which enables to investigate a wide variety of complex
behaviors, which may find interesting technological applications. On Fig. 2.2, a
shematic representation of an integrated Mach-Zehnder modulator is shown, with
the typical “double-Y” configuration of the waveguides.
The controlling voltage usually has two components: a constant or DC (direct
current) component VB which serves to select the operating point of the modula-
tor; and a variable or RF (radio-frequency) component V (t) which is the effec-
tive modulating signal. On the one hand, the bias voltage VB can simply be ap-
plied across the electro-optic substrate with a simple electrode of half-wave voltage
VpiDC as explained in the preceeding sections. On the other hand, the RF modula-
tion voltage V (t) needs a special kind of electrode, because its value is not constant
along the electro-optic path of length L: therefore, a travelling-wave electrode of
half-wave voltage VpiRF is needed for the RF modulation signal V (t). The output
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intensity of the modulator therefore reads










and generally, the DC and RF half-wave voltages have different values, even
though very close the most of the time.
2.3 Modelization of semiconductor laser systems with electro-
optical feedback
2.3.1 The system
The system under study has been represented in Fig. 2.3, and the electro-optical
feedback loop is composed with the following elements:
• An integrated electro-optic Mach-Zehnder modulator, built on a LiNbO3
substrate. Its RF and DC half-wave voltages are respectively VpiRF and VpiDC . A
voltage VB is applied to the DC electrode, and an amplitude voltage V (t) is applied
to the RF electrode to ensure a nonlinear dynamical operation of the electro-optic
interferometer.
• A continuous-wave (CW) semiconductor laser of constant optical power P ,
serving as the light source to feed the Mach-Zehnder modulator.
• A few-meters long monomode optical fiber delay-line, yielding a delay time
T .
• An amplified photodiode of sensitivity S to detect the fed back optical signal,
and convert it into an electrical signal.
• A RF-amplifier with a gain G is finally used to close the chaotic oscillation
loop, applying the previous electrical signal to the RF Mach-Zehnder electrode. Its
−3 dB bandwith spans from 30 kHz to 25 GHz.
• The overall attenuation of this feedback loop (delay line, connectors, etc.) is
described in terms of the attenuation parameter κ < 1.
This electro-optical feedback loop is therefore constituted of an electrical path
and an optical path. In the electrical path, the signal is amplified by the RF-
amplifier, and band-pass filtered by various electronic components involved in the
loop, whereas in the optical path, the signal only suffers attenuation and delay
while propagating in the fiber. On the other hand, the photodiode transforms lin-
early light into electricity, while the Mach-Zehnder modulator establishes a nonlin-
ear correspondance between the electric voltage and its optical output. Therefore,
the modelization of this system requires to take into account five principal fea-
tures: amplification (including attenuation), linear energy conversion, band-pass
filtering, nonlinear modulation and time-delay.
Even though the feedback loop is closed onto the Mach-Zehnder modulator
instead of the semiconductor laser, this system is sometimes simply referred to as
30 Semiconductor Lasers Systems with Electro-Optical Feedback
Figure 2.3: Experimental set-up.
a semiconductor laser with electro-optical feedback. This terminology can be
indeed misleading, but it has been adopted in the scientific literature as a standard
denomination for this type of electro-optical architecture.
2.3.2 The model
The dynamical properties of the system are ruled by the overall band-pass filtering
induced by the superimposed bandwiths of the RF-amplifier, the photodiode and
the Mach-Zehnder modulator. We can take advantage of the fact that the low
and high cut-off frequencies fL and fH are very distant one from each other, and
consider that this band-pass filter is constituted of two cascaded high-pass and
low-pass first order linear filters. The variable describing this dynamical system
would therefore be the radio-frequency voltage V (t) at the RF electrode of the
Mach-Zehnder modulator, and the steps to derive its governing equation have been
explained in detail in ref. [49].






U(t) + U(t) , (2.7)





Vout(s) ds+ Vout(t) , (2.8)















Vout(s) ds . (2.9)
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On the other hand, Vin(t) is also the output voltage of the photodetector; hence,
it is proportional to the optical power of the semiconductor laser which had been
electro-optically modulated by the amplified voltage V = κGVout at the time t−T ;
consequently we have the relationship
Vin(t) = SP cos
2
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and if we take fL  fH into account, this equation can be rewritten under this






























The new dimensionless radio-frequency variable is x(t), and the new parameters
are the normalized feedback gain β, the normalized bias offset φ, the high cut-off
response time τ and the low cut-off response time θ.
It is noteworthy that Eq. (2.12) is an integro-differential delay equation, a
kind of equation which does not appear frequently in dynamical systems’ stud-
ies; one should also note that as a voltage, x(t) does not a priori have any sign
restriction. On the other hand, the instantaneous intensity Pmod(t) of the output
modulated laser light can be obtained through
Pmod(t) = P cos
2 [x(t) + φ] , (2.15)
and obviously it is a strictly positive variable. In the following sections, the various
parameters of the system will be fixed to values compatible with the experimental
set-up, that is, τ = 25 ps, θ = 5 µs and T = 30 ns.
32 Semiconductor Lasers Systems with Electro-Optical Feedback
2.4 Dynamical behavior of the system
2.4.1 Steady-states and stability analysis
We can now analyze the dynamics of the system with respect to the feedback
strength β (which is proportional to the feeder-laser power P ) and the off-set phase







x(s) ds , (2.16)
the evolution equation (2.12) may formally be rewritten as
u˙ = x
x˙ = −x− u+ β cos2(xR + φ), (2.17)
where the overdot denotes the derivative relatively to the dimensionless time t/τ ,
and xR ≡ x(t − R). The dynamics of the system is now ruled by two new di-
mensionless parameters. The first one is the ratio between the low and the high
cut-off frequencies  = τ/θ = 5 × 10−6. The second one is the dimensionless
delay R = T/τ = 1.2× 103, which also roughly indicates the order of magnitude
for the effective number of degrees of freedom attached to the system [49]. The
flow of Eq. (2.17) has a single stationary point (xst, ust) = (0, β cos2 φ), and
the stability of this unique fixed point can be investigated through the eigenvalue
equation
λ2 + λ+ + β sin 2φ · λe−λR = 0 . (2.18)
It is known that a Hopf bifurcation may occur in the system when λ becomes pure
imaginary, that is, when λ = iω. According to equation (2.18), the frequency ω
of the limit-cycle induced by the Hopf bifurcation should obey to the nonlinear
algebraic system
−ω2 + + γω sinωR = 0 (2.19)
1 + γ cosωR = 0 , (2.20)
where γ ≡ β sin 2φ is the relevant control parameter for the bifurcation. The
solutions (γH , ωH) of the above algebraic system give the critical value γH of the
control parameter for which the fixed point turns unstable and bifurcates to a limit-
cycle of frequency ωH . We can first uncouple Eqs. (2.19) and (2.20) to obtain
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independent equations for γ and ω following









−ω2 +  = ω tanωR , (2.22)
whose solutions may be approximated with an excellent precision as
γ0 = −1− R/2 , ω0 =
√
/R (2.23)











on the other, k being a strictly positive integer.
From Eq. (2.20), it clearly appears that the fixed point x = 0 is stable indepen-
dently of R when |γ| = |β sin 2φ| < 1. In particular, it is interesting to note that
this trivial fixed point is stable independently of φ when β < 1.
2.4.2 Periodic solutions
Limit-cycles of frequency ωk may emerge when crossing the critical bifurcation
value of their related counterpart γk (which is always such that |γk| > 1).
For positive γ, the first bifurcation occurs at γ1 = 1 + 2.5 × 10−7, leading to
the emergence of a limit-cycle of frequency ω1 = pi/R, corresponding to a period
of 2T = 60 ns. When γ is further increased, the fundamental frequency of that
limit-cycle remains constant, even though the waveform changes from a sinusoide
to a quasi-square-wave [94] as it can be seen in Fig. 2.4. Numerical simulations
show that starting from an initial condition corresponding to the stationary fixed
point, the system always evolves to limit-cycles of period 2T when γ is increased
beyond 1 (see Fig. 2.6), and chaos is observed when γ is sufficiently high.
On the other hand, for γ < 0, the first limit-cycle to emerge appears at
γ2 = −1 − 9.1 × 10−6 with a frequency ω2 = 2pi/R, corresponding to a pe-
riod of T = 30 ns. But in this case, when γ is increased in absolute value and
reaches the value γ0 = −1.003, the limit-cycle of frequency ω0 =
√
/R emerges
and becomes the attracting limit-cycle when the initial condition is taken nearby
the unstable fixed point. Effectively, the frequency of the system’s oscillations
switches beyond γ0 from ω2 to ω0, which is approximately 100 times smaller. Fig-
ures 2.5 and 2.6 clearly indicate this drastic change of timescale: while we have
oscillations of period T = 30 ns when β sin 2φ = −1.001, we rather have os-
cillations of period ∼ 3 µs when β sin 2φ = −1.01. The emergence of a stable






























β=1.01,  φ= pi/4
Figure 2.4. Numerical timetraces of x(t) just after the bifurcation at γ ≈ 1, when φ = pi/4
and β ≈ 1+. a) β = 1.001, limit-cycle of period 2T = 60 ns b) β = 1.01, the period































Figure 2.5. Numerical timetraces of x(t) just after the bifurcation at γ ≈ −1, when φ =
−pi/4 and β ≈ 1+. a) β = 1.001, limit-cycle of period T = 30 ns b) β = 1.01, limit-cycle
of period ∼ 3 µs.
limit-cycle whose period is significantly greater than τ and T opens the way to a
very interesting phenomenology.
2.4.3 Breathers
When β is increased subsequently to the secondary bifurcation at γ = γ0, we can
witness the arising of an hybrid regime where a fast-scale dynamics is superim-
posed onto the slow-scale limit-cycle. For example, it can be seen in Fig. 2.7a
that when β is increased to 1.5, the amplitude extrema begin to behave locally
like pairs of fixed points, in the sense that the dynamics becomes significantly
slow at their neighborhood. As β is further increased, quasi-square-wave oscil-
lations of period 2T emerge at their vicinity, but as it can be seen in Fig. 2.7b
they are rapidly damped just after their birth, that is, as soon as the system moves
away from an extremum: we refer to them as breathers, and at this stage, these
breathers are still periodic. The internal frequency and the exponential damping










Figure 2.6. Numerical variation of the limit-cycles frequencies after the Hopf bifurcations (◦
for the bifurcation after γ = −1, • for the bifurcation after γ = 1). The initial condition in the
whole [−T, 0] interval is the trivial fixed point. The three horizontal dashed lines respectively
correspond to (from top to bottom) ω2 = 2pi/R, ω1 = pi/R and ω0 =
p
/R. Note that
the frequencies found numerically always perfectly coincide with one of the three aforemen-
tioned analytical frequencies. Birth, evolution and destruction of the breathers as the nonlinear
feedback strength parameter β is increased, when φ = −pi/4 (symmetric case).
of the emerging breathers can also be estimated analytically. In fact, at this early
stage, the mean value contribution of the feedback term β cos2(xR + φ) in Eq.
(2.17) is cancelled by the mean value of filter term u, whose fluctuating com-
ponent is negligible. Therefore, the extrema x˜st of the low-frequency oscillation
coincide with a good approximation to the solutions of the transcendental algebraic
equation x = 12β cos 2(x + φ). Then we can track the evolution of a perturbation
δx˜ = δx˜0e
(κ˜+iω˜)t around the extrema x˜st, and it is found that the breathers emerge
with a winding frequency ω˜ = pi/R, and are damped at a rate κ˜ ' ln(γ˜)/R, with
γ˜ = β sin 2(x˜st + φ). When β is increased, the fluctuating component of the term
u also increases, and it can be calculated from a multiple time scales analysis
(using  as the expansion parameter) that as a consequence, the damping drops to
κ˜ ∼ −−1, i.e. the breathers begin to span over a timescale of the order of θ.
When β continues to increase, the breathers become chaotic as it can be seen
in Fig. 2.7c. Here, we are in front of an hybrid regime where the hyperchaos is
triggered at a ns-timescale and superimposed onto the low-frequency limit-cycle
whose period is of the order of few µs. In Fig. 2.7d, it is shown that further
increase of β leads to the destruction of the breathers, and to hyperchaotic oscilla-
tions without any trace of slow-scale dynamics. In Fig. 2.8, we can see the inner
structure of the breathers of Fig. 2.7. The zoom-in of Fig. 2.8a shows the quasi-
square-wave 2T -periodic structure of the breathers of Fig. 2.7b, in accordance to
the winding frequency ω˜ = pi/R predicted by the theory, while Fig. 2.8b displays
the fast-scale hyperchaotic nature of the breathers shown in Fig. 2.7c.
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Figure 2.7. Birth, evolution and destruction of the breathers as the nonlinear feedback strength
parameter β is increased, when φ = −pi/4 (symmetric case). a) β = 1.5 b) β = 2.0 c)
β = 3.0 d) β = 3.5.
2.5 Topological nature of the chaotic breathers
From a topological point of view, the origin of this phenomenon lies in the structure
of nonlinearity (folding) in the high-dimensional state space corresponding to the
model. Effectively, if we discretize the delayed equation system (2.17) to map
it into an set of coupled ordinary differential equations, it can shematically be
rewritten in vectorial notation as
dz
dt
= [A] · z + f(z) · b (2.25)
where z = (y, x0, x1, . . . , xN ) and xk(t) ≡ x(t − k TN ) [note that N → +∞ in
the ideal case]. The flow is characterized by a constant matrix A, a constant vector
b, and a nonlinear scalar function f(z). Here, the linear and nonlinear parts of the
flow are clearly distinct, and moreover, the nonlinearity is only active along the
single direction b of the high-dimensional state space.
Rius and co-workers have intensively studied analytically, numerically and ex-
perimentally the dynamics of N–dimensional systems whose evolution equation
can be expressed under the form of Eq. (2.25) [95]. Their work was motivated
by the study of the so-called BOITAL systems, which consist of a Fabry-Pe´rot
cavity in which the input mirror is partially absorbing and the spacer is a multi-
layer of transparent materials with alternatively opposite thermo-optic effects [96].
































Figure 2.8. Inner structure of the breathers (fast-scale dynamics). a) Zoom of Fig. 2.7b
(β = 2): the breathers are 2T -periodic. b) Zoom of Fig. 2.7c (β = 3): the breathers are
chaotic.
They showed that in such systems, complexity can emerge through the nonlin-
ear superposition of internal oscillatory modes according to the Landau scenario.
They observed that as the explicit parameter controlling the nonlinearity strength
is increased, a full-instability regime (nonlinear combination of N − 1 oscillation
modes) can be reached. The mechanism of this behavior was found to be the oc-
curence of successive Hopf bifurcations in a saddle-node pair of fixed points, up to
exhaust their instability capabilities in N dimensions. Their results were obtained
in the low-dimensional case (maximum value of N = 6), and the resulting time-
traces could be periodic, quasiperiodic, or sometimes weakly chaotic at fast-scale,
while remaining periodic at slow-scale.
Low-dimensional chaotic breathers have also been met in nonlinear systems
excited by a high-frequency forcing term modulated in amplitude by a slowly vary-
ing quasiperiodic envelope [97], but these breathers are somehow artificial in the
sense that they appear because of a periodic external forcing, exerted on purpose.
In our study, however, hyperchaotic breathers are for the first time identified in
a delayed dynamical system where they appear as a new solution in autonomous
and delayed dynamical systems, a robust intermediate state between periodicity
and full hyperchaos.
2.6 Experimental results
This1 dynamical behavior has also been recovered experimentally. In the exper-
imental set-up, the electro-optical modulator is a 10 GHz commercial LiNbO3
integrated Mach-Zenhder modulator with VpiDC = 4.0 V and VpiRF = 4.2 V. The
coherent optical feeder of this modulator is a Distributed FeedBack (DFB) semi-
1These experimental results have been obtained in collaboration with N. Gastaud and L. Larger
at the Optoelectronics Laboratory of GeorgiaTech-Lorraine, Metz, France.






























Figure 2.9. Large-scale timetraces of the hybrid regime of simultaneous slow-scale periodicity
and fast-scale chaos. Adjacent asymmetrical breathers can also merge as they are growing. a)
Experimental timetrace, with P = 4.15 mW and VB = 3.09 V. b) Numerical timetrace, with
































Figure 2.10. Small-scale experimental timetraces (zoom of Fig. 2.9a). a) Onset of chaos in
the breathers. Transients associated to the time-delay T can clearly be identified. b) Fully
developped chaos within the breathers.
conductor laser emitting at the standard infrared wavelength of 1550 nm. The
delay-line is a 6 meters long single-mode optical fiber yielding an overall time de-
lay of 30 ns. The wide-band amplified photodetector has a sensitivity of 2 V/mW
and a 10 GHz bandwith. The radio-frequency electronic driver SHF100CP has a
bandwidth ranging from 30 kHz to 25 GHz, and it performs within the nonlinear
feedback loop an amplification whose gain is 18 dB (26 dBm at 1 dB compression).
Figure 2.9a presents the experimental large-scale timetraces corresponding to
the chaotic breathers, and Fig. 2.9b displays the related numerical simulation.
These experimental breathers correspond to the most general case of asymmetric
breathers (obtained when φ 6= −pi/4), by opposition to the breathers of Fig. 2.7c
which were symmetric relatively to the horizontal axis (φ = −pi/4). In Fig. 2.10,
a zoom of the experimental time traces is displayed and it enables to have a better
insight into the underlying mechanism of the process. The onset of chaos at the
beginning of each breather is shown in Fig. 2.10a. The transients related to the time
delay T can clearly be recognized. Enough time is provided for these transients to
evolve towards fully developed chaos as it can be seen in Fig. 2.10b, and therefore
the occurrence of this phenomenon is not only related to the integro-differential
dynamical property of the feedback loop, but also to the ratio between the different
timescales of the system.
In Fig. 2.11, the experimental evolution of these breathers as the feddback
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Figure 2.11. Experimental evolution of the breathers as the feedback gain is increased
(through the input power P of the semiconductor laser). These figures can be compared with
those of Fig. 2.7.
strength is increased is shown. As predicted by the theory and observed numeri-
cally, the system remains in the fixed point when the feedback is weak. Then, a
first threshold is crossed when appears the Hopf-induced limit cycle. The breathers
then emerge and as they continuously grow, they start to merge to form bigger
structures through a kind of gluing bifurcation. For strong feedback, the system
enters in the regime of full hyperchaos and the periodic structure introduced by the
breathers is lost.
2.7 Influence of random noise: stochastic effects
The dynamics of this system is naturally affected by a random noise induced by
the various fluctuations occuring into the circuitery. It is therefore of interest to
understand how does noise interact with the system, and to find a method which
would enable to measure the statistical properties of this noise without ambiguity.
For the identification of the sources of noise, we should operate in a regime
where the delayed system does not by itself develop a proper dynamics, that is,
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around the stable trivial fixed point xst = 0. It has been demonstrated earlier that
this trivial fixed point is stable independently of the value of φ when β < 1. In that
case, random noise can be studied without interference with an eventual intrinsic
dynamics of the system.
A second step is to define the statistical and spectral characteristics of the noise
involved in the system. Experimental data indicate in first approximation that this
noise can be considered as Gaussian and white. In Fig. 2.12a, where the probabil-
ity density function is displayed, the observable bell-shape can be approximated
by a Gaussian. The experimental Fourier spectrum of this noise is also displayed in
Fig. 2.12b, and it indicates that the white noise hypothesis can also be considered
as acceptable.
The third step is to define how the noise has to be introduced in the model.
There are a priori two sources of noise. The first one is an additive noise corre-
sponding to environmental fluctuations; the second one is a multiplicative noise
around the fixed value of the overall gain β. This supposition is made on the
physical basis that the parameter β is proportional to all the gain and losses of the
electro-optical loop, so that any noisy fluctuation around each of these parameters
would yield after multiplication and linearization a noisy β. However, in that case,
when β = 0, the intensity of the noise should either be equal to 0 if the noise is
proportional to β, or either be of constant amplitude in case of a noise independent
of β.









x(s)ds = β[1 + σmξm(t)] cos
2[x(t− T ) + φ] + σaξa(t) ,
(2.26)
where ξa(t) and ξm(t) are two independent δ-correlated Gaussian white noises ful-
filling 〈ξa,m(t)ξa,m(t′)〉 = 2δa,mδ(t − t′), and their variances σa and σm indicate
in sub-indices their additive and multiplicative physical nature. Assuming a small-
noise amplitude, we can linearize x(t) around the trivial fixed point and we can
simultaneously discard in first approximation the constant and the integral term to




= −x− β sin 2φxT
−β sin 2φσmξm(t)xT + β cos2 φσmξm(t) + σaξa(t) . (2.27)
In the above stochastic differential equation (SDE), the first two terms on the
right hand-side are noise-free and correspond to the deterministic model. The third
term includes a multiplicative noise, while the fourth and fifth terms act as additive
noise. One should notice that in this additive noise, there is now a contribution
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Figure 2.12. Experimental data about the statistical properties of the random noise involved
in the system, when P = 0 mW (i. e., when β = 0). a) Experimental probability density
function, of the noise-driven fluctuations in the system (solid line) and Gaussian fitting (dashed
line). Here, the gaussianity hypothesis can be validated in first approximation. b) Experimental
Fourier transform of the noise. The cutting frequency around 3 GHz on the figure is in fact
due to the limited bandwith of the oscilloscope. In fact this noise can be considered as white
noise at up to several tens of GHz.
proportional to σm, and which depends on φ. According to this model, When




= −x+ σaξa(t) , (2.28)
so that the amplitude of x becomes independent of φ.
This is exactly what was observed experimentally in Fig. 2.13a. On the other
hand, when β 6= 0, Eq. (2.27) clearly indicates a periodic dependance of the
amplitude of x with the off-set phase φ. However, as soon as φ = ±pi/2, Eq.
(2.27) reduces to Eq. (2.28), so that the recorded amplitudes should fit with the
one we have when β = 0. This is also confirmed by the experiments in Fig. 2.13b.
Hence, in this regime where β < 1, φ = ±pi/2 are the optimal values which
minimize the the amplitude of noise.
These experimental data enable an accurate calibration of the noise. Effec-
tively, the absolute minima in Fig. 2.13b is proportinal to the additive noise vari-
ance σ2a, while the amplitude of the modulation (difference between absolute ex-
trema) is proportional to the variance σ2m of the multiplicative noise. It is therefore
possible to determine experimentally these noise parameters, which can then be
introduced in the stochastic model for theoretical estimations or numerical simu-
lations.
2.8 Conclusion
In this chapter, we have investigated the dynamics of a semiconductor laser system
subjected to an electro-optical feedback loop. We have presented the experimen-
tal set-up under study, as well as the model which enables the understanding of
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Figure 2.13. Experimental variation of the noise amplitude (variance σ2) as the bias voltage
VB (i.e, φ) is varied. a) P = 0 mW. Note that the amplitude is roughly constant at σ2 ' 8.5
(in arbitrary units), and independent of φ. b) P = 1 mW. Here, a clear dependence on φ is
observed. The values of the minima correspond to the constant amplitude measured at P = 0
mW (σ2 ' 8.5), while the maxima are around σ2 ' 24.
its dynamical behavior. Various dynamical regimes have been investigated, both
theoretically and experimentally. In particular, the study has evidenced the exis-
tence of chaotic breathers, which are characterized by a slow-scale periodicity and
a fast-scale chaotic dynamics. We have also constructed a correct stochastic model
to account for the noise in the system.
The next chapter will focus on the synchronized dynamics of two such systems
when they are unidirectionally coupled in the fully hyperchaotic regime. We will
particularly focus on the issue of parameter mismatch, that is, the influence of







“When a fool shakes the little bell, al-
ways should dance another fool...”
Ahmadou Kourouma, The suns of in-
dependence.
3.1 Introduction
WE investigate in this second chapter the synchronization phenomenon occur-ing between semiconductor laser systems subjected to electro-optical feed-
back, with a particular emphasis on the problem of parameter mismatch. After the
presentation of the experimental set-up under study, we first consider the effects
of the various mismatches taken separately, i.e., when one of them is considered,
all the others are set to zero. This study will enable us to understand and quantify
the sensitivity attached to the matching of each parameter. Then, we will focus on
the general and important case where all the mismatches are simultaneously taken
into account. This will enable us to study the synchronization quality in situations
that are closer to the experimental ones, and also to understand the interplay be-
tween the various mismatches. We will at last focus on how different parameter
mismatches can be compensated to improve the quality of the synchronization.
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3.2 Synchronization of electro-optical laser hyperchaos
The problem of parameter mismatch
As emphasized in the general introduction, the issue of parameter mismatch is
important from both the fundamental and applied points of view. As far as chaos
cryptosystems are concerned, accurate synchronization between the emitter and
the receiver is essential.
It is therefore important to gain insight into the time-domain manifestation of
mismatch, the so-called mismatch noise, in order to evaluate its statistical proper-
ties in function of the nature and the amplitude of the various mismatches.
3.2.1 Coupled system under study
The coupled system under study is represented in Fig. 3.1. The chaotic emitter
consists of a closed-loop electro-optical feedback, whose characteristics are in all
points similar to those of the system described in section 2.3.1 of Chapter 2. The
receiver is built symmetrically to the emitter, with the difference that only the light
coming from the emitter enters into the delay loop: it is therefore an open-loop
coupling scheme, since the receiver is unidirectionaly forced by the coupling sig-
nal from the emitter. The emitter-receiver coupling is ensured by an asymmetric
“2×2” fiber-coupler which inserts part of the emitter chaotic output into the trans-
mission channel with a coupling factor ρ.








as the dimensionless voltages across the electric path in the emitter and receiver
feedback loops respectively, their dynamics can be modelled by the following sys-






x(s)ds = β cos2[x(t− T ) + φ], (3.2)





y(s)ds = β ′ cos2[x(t− T ′) + φ′] (3.3)
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Figure 3.1: The experimental set-up.
where
β = piρκGSP/2VpiRF ; φ = piVB/2VpiDC ;
θ = 1/2pifL; τ = 1/2pifH ;
β′ = piρ′κ′G′S′P ′/2V ′piRF ; φ
′ = piV ′B/2V
′
piDC ;
θ′ = 1/2pif ′L; τ
′ = 1/2pif ′H . (3.4)
The overdot denotes derivation relatively to the time t, and the receiver param-
eters are labeled with a prime because they generally differ from the transmitter
ones. All additional attenuations in the receiver feedback-loop are contained in the
coefficient ρ′. For simplicity we have not considered the transmission delay time
between emitter and receiver, as it only induces a time-shift of the timetraces. We
therefore have 5 control parameters in the model: the delay time T , the nonlinear
feedback strength β, the off-set phase φ, the low cut-off response time θ, and the
high cut-off response time τ . Throughout the whole chapter, we take the numerical
values T=20 ns, β=5, φ=0.1, θ=2 µs, and τ=50 ps for the emitter system.
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3.2.2 Synchronization error and cross-correlation function
To investigate the precision and robustness of the synchronization of the mis-
matched laser systems, it is convenient to find an approximate stationary integral
form for the coupled evolution equations. This has two advantages: first it skips
away the transient dynamics which is not suitable for the statistical analysis, and
secondly, it gives a useful pseudo-explicit mathematical expression for the chaotic
dynamic variables [31,32]. The first step of this mathematical transformation is to





so that Eq. (3.2) for the emitter dynamics can be formally written as a linear second




u = β cos2[x(t− T ) + φ]. (3.6)












Owing to the very large bandwidth of the filter, typically τ/θ ∼ 10−5  1, the
roots can be approximated as
r+ ' −1
θ
, r− ' −1
τ
. (3.8)
They can respectively stand for the low and high cut-off angular frequencies of







θ − e s−tτ ] cos2[x(s− T ) + φ]ds , (3.9)
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is an evolution operator which only depends on the filter parameters θ and τ . Sim-




U ′(s, t) cos2[x(s− T ′) + φ′]ds, (3.12)
with U ′(s, t) being defined as U(s, t) for the receiver parameters θ ′ and τ ′.
We will use two indicators to characterize physically the effect of the parameter
mismatch.
The first one is normalized average root-mean squared synchronization er-
ror which is a quantitative indicator measuring the time-averaged proximity of the
emitter and receiver timetraces. We can define for each parameter p the instanta-
neous synchronization error as
∆p(t) = yp′(t)− xp(t), (3.13)
where ∆p = p′ − p is the parameter mismatch and xp(t) and yp′(t) are the trans-
mitter and receiver timetraces obtained with the values of the parameter p and p ′






where 〈•〉 stands for the time average. The evaluation of this average should be
performed integrating over a time much longer than any characteristic timescale of
the model, in particular longer than θ which is the slowest timescale. Furthermore
the integration time should be long enough so that the average reaches a stationary
value, which typically takes place when the trajectory samples all the regions of
the chaotic attractor. The synchronization error σ can be used as an indicator
of the sensitivity as well as an indicator of threshold under which any encoded
message can not be recovered, namely, the minimum modulation index in chaos
cryptography.
The second indicator is the normalized cross-correlation function, defined as
Γ∆p(s) =
〈(xp(t)− 〈xp(t)〉)(yp′(t+ s)− 〈yp′(t)〉)〉√〈(xp(t)− 〈xp(t)〉)2〉〈(yp′(t)− 〈yp′(t)〉)2〉 , (3.15)
which is a qualitative indicator showing how the receiver trajectory is topologically
distorted by the mismatch. It may also be considered as a robustness indicator. We
should note that the presence of the low cut-off integral term in equations (3.2) and
(3.3) implies that the mean value of x(t) and y(t) is zero (otherwise the solutions
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and it is this latter expresion of the cross-correlation that will be used in this chap-
ter.
3.3 Single parameter-mismatches
In the following sub-sections we investigate the effect of a mismatch in each of the
system parameters individually.
3.3.1 Delay-time mismatch (T )
The delay mismatch is met experimentally for a different delay length of fiber
between the emitter and receiver set-up. The global delay includes the group delay
of the RF components, and also the eventual electric cables that might be required
in the set-up.
Assuming β = β ′, φ = φ′, θ = θ′, τ = τ ′ and defining ∆T = T ′ − T , Eq.




U(s, t) cos2[x(s− T −∆T ) + φ]ds
= x(t−∆T ) + β
t0∫
t0−∆T
U(s′, t−∆T ) cos2[x(s′ − T ) + φ]ds′,
(3.17)
where s′ = s − ∆T . Since the second integral term of the right hand-side expo-
nentially decays to zero, one may simply expect in the stationary regime
y(t) = x(t−∆T ). (3.18)
The effect of the T mismatch is therefore to shift the receiver timetrace back or
forth depending on the sign and amplitude of ∆T . This comes from the fact that
the receiver equation is a linear differential equation externally forced by a nonlin-
ear function of the chaotic variable x(t− T ). Hence, the T mismatch is a change
of the time origin, which therefore does not qualitatively affect the dynamics of
the receiver system.
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Figure 3.2. Emitter (solid line) and re-
ceiver (dashed line) chaotic time traces. a)
∆T = 0.2 ns, the receiver is lagging be-
hind the emitter; b) ∆T = 0, the receiver
is isochronous to the emitter ; c) ∆T =








































This is clearly illustrated in Fig. 3.2 which shows the emitter and receiver time
traces for different values of ∆T .
The timetraces have been obtained integrating numerically Eqs. (3.2) and (3.3)
using a fourth-order predictor-corrector algorithm and a time step of 10 ps. The
timetrace is shown after integrating for a time t0 = 10 θ, large enough to ensure
the decay of the transient dynamics. In Fig. 3.2a, ∆T = 0.2 ns, and the receiver
is delayed relatively to the emitter; in Fig. 3.2b, ∆T = 0ns and the receiver is
isochronous to the emitter; at last in Fig. 3.2c, ∆T = −0.2 ns and the receiver
anticipates the dynamics of the emitter. It may be important to note that the same
initial conditions have been considered for the three cases.
An analytic approximation for σ∆T and Γ∆T can be obtained as follows. First
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x(t)e−iωt dt , (3.19)
which satisfies X(ω) = X∗(−ω) since it is the Fourier transform of a real vari-
able. From Eq. (3.18) we have Y (ω) = e−iω∆TX(ω), where Y (ω) is the Fourier
transform of y(t). Therefore in the Fourier space, the synchronization error is
E(ω) =
[
e−iω∆T − 1]X(ω) = HT (ω)X(ω) , (3.20)
where HT (ω) is the transfer function from E(ω) to X(ω) for a ∆T mismatch.




−∞ |HT (ω)|2 |X(ω)|2 dω∫ +∞
−∞ |X(ω)|2 dω
. (3.21)
As the integrals depend on the chaotic time trace they cannot be explicitly deter-
mined analytically. However, owing to hyperchaoticity, we can consider in first
approximation that X(ω) is a perfectly flat band-limited white-noise spectrum, the




S∗ if ω ∈ [− 1τ ,−1θ ]
S if ω ∈ [1θ , 1τ ]
0 otherwise
, (3.22)
where S ∈ C is an arbitrary complex constant. In fact the value of |S| is not
relevant here because the synchronization error is normalized with the average
intensity of the chaotic carrier. We are therefore led to the following expression















where sinc is the sine-cardinal function. The accuracy of this result relies on the
validity of the approximation when considering that the chaotic spectrum looks
like a white noise within a bandwidth defined by the cut-off times θ and τ .
Figure 3.3a displays the comparison between numerical and analytical results
for the synchronization error. Despite the simplicity of the approximation, Eq.
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Figure 3.3. a) Synchronization error for
a ∆T mismatch. The analytical results are
solid lines, and the numerical results are in
symbols. b) Cross-correlation function at
equal times for a ∆T mismatch. The ana-
lytical results is the solid line, while the nu-
merical results is the dotted line. c) Cross-
correlation function Γ∆T (s) for ∆T =
0.2 ns (long-dashed line), ∆T = 0 (contin-







































(3.23) gives a good prediction although the numerical results show for small mis-
match values a larger synchronization error than theoretically predicted. Both an-
alytical prediction and numerical results indicate a very high sensitivity to time
delay mismatch: a 1% synchronization error is induced when ∆T = 1ps, that is,
for a relative error of ∆T/T ' 5 × 10−5. As indicated by Eq. (3.23), this high
sensitivity comes from the large bandwidth ∆f ' 1/2piτ  1/T . Consequently,
for a satisfying synchronization quality, the length of the fiber delay-lines should
practically be adjusted with a relative precision of the order of 10−6. In the case
of a larger bandwidth filter (as it would ideally be the case), this sensitivity would
be increased proportionally to the high cut-off frequency.
To determine analytically the cross-correlation function, we can use a corollary
of the Wiener-Khintchin theorem which states that the cross-correlation function is
the inverse Fourier transform of the cross-power spectral density function [98,99].

















Figure 3.4. a) Average synchronization error and b) Cross-correlation at equal times for β
mismatch. The analytical results are in solid lines, and the numerical ones are in symbols.















Figure 3.3b displays the comparison between Eq. (3.24) and the numerical
results for the cross-correlation at zero lag time (s = 0) obtained integrating Eqs.
(3.2) and (3.3). Again, despite its simplicity, Eq. (3.24) is a quite good approxima-
tion of the correlation function. The numerical calculations show that by increas-
ing the delay time mismatch, the correlation decays, in fact, slightly faster than the
analytical prediction (3.24). The oscillations that appear in the theoretical curve
come from the vertical cut-off we have considered for the hyperchaotic spectrum
(X(ω) was approximated as a rectangular function). They could be eliminated by
approximating X(ω) as a function with a smooth decay to zero, which would be
a more realistic approximation for the spectra of the chaotic time trace. However,
this would be made at the cost of a higher complexity for the calculations.
Equation (3.24) also indicates that, as we may expect from Eq. (3.18), the
effect of ∆T is to shift the autocorrelation function to the left (∆T < 0) or to
the right (∆T > 0) by an amount ∆T . This analytical prediction is numerically
confirmed in Fig. 3.3c. The influence of time-delay mismatch is in absolute rather
than relative value since the timetraces and correlation functions are shifted pro-
portionally to ∆T .
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3.3.2 Nonlinear feedback-strength mismatch (β)
The β mismatch corresponds to a normalized gain in the experimental setup, which
includes various physical parameters: the electronic feedback gain, the electro-
optic sensitivity of the modulator, the detector sensitivity, the optical losses, and
the continuous-wave laser optical power P . The precise dependence on these pa-
rameters is given in Eq. (3.4). Only the mismatch in the resulting β is relevant and
not in the individual physical parameters, since, for example, an RF gain mismatch
can be compensated by an optical power mismatch.
Assuming φ = φ′, θ = θ′, τ = τ ′, T = T ′ and defining ∆β = β ′ − β one
obtains from Eqs. (3.10) and (3.12) that x(t) = βy(t)/β ′. The receiver time trace
is exactly the same as the transmitter but with different amplitude. This can also
be obtained directly from Eqs. (3.2) and (3.3) by rescaling y with β/β ′. Therefore,
this result is mathematically exact, independently of the approximations we have
done to obtain the stationary integral form. Then (t) = (∆β/β)x(t), so that the




Therefore the synchronization error depends on the relative β mismatch. Thus, for
example, a 1% ∆β mismatch induces a 1% synchronization error. Since x and
y are strictly proportional, the cross-correlation function at equal times is always
perfect, namely Γ∆β(0) = 1.
Figure 3.4 displays the synchronization error and the cross-correlation at equal
times. The analytical results coincide exactly with the numerical ones, as expected
from the fact that no approximation were needed to obtain the analytical results.
3.3.3 Off-set phase mismatch (φ)
The φmismatch stems from a residual optical path difference in the emitter and re-
ceiver Mach-Zehnder modulators, but it can be experimentally compensated while
changing the DC bias of the electro-optic voltage.
To obtain an analytical approximation for the effects of this mismatch, we











U(s, t) cos[2x(s− T ) + 2φ] ds. (3.26)
The first integral term exponentially decays to zero, which physically comes from
the DC filtering property of the band-pass filter. Therefore the stationary solution
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U ′(s, t) cos[2x(s− T ′) + 2φ′] ds. (3.27)
For the sake of compactness, let us introduce
Q(s, t, φ) = U(s, t) cos[2x(s− T ) + 2φ]. (3.28)
Assuming β = β ′, θ = θ′, τ = τ ′, T = T ′ and defining ∆φ = φ′ − φ, the
instantaneous synchronization error may be expressed as












Starting from here, we assume that for long enough delay times, the average prop-
erties of the chaotic attractor are independent of the off-set phase. This statistical
phase invariance hypothesis is supported by the results from the numerical com-
putation of the Lyapunov exponents of the system [100], and also by previous in-
vestigations led in ref. [101] which show that when β and T are large enough, the
number and values of the positive Lyapunov exponents are practically independent
of the off-set phase. Therefore, we have
〈
2∆φ
〉 ≈ β2 sin2(∆φ)
〈 t∫
t0









so that finally, the average synchronization error is given by
σ∆φ = 2 |sin(∆φ)| . (3.31)
The synchronization error σ∆φ does not depend on the value of the off-set phase
φ itself, and this is a consequence of our assumption; therefore there is no optimal
value of φ. Equation (3.31) also indicates the extreme sensitivity of this parameter:
for example, if we consider a small ∆φmismatch of 0.01 (φ is a ratio between two
voltages), the induced synchronization error is 2%, which is quite important.
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We here assume that the hyperchaotic behavior induced by the electro-optical sys-
tem is ergodic, so that we can equate the average over time to an average over the
attractor in phase-space. Although we can not prove this hypothesis, it is consis-
tent with the fact that time averages are performed over long times so that they
reach a stationary value as discussed after Eq. (3.14). Furthermore, the results we
obtain are in quite good agreement with numerical simulations as we will show
below. The ergodic assumption implies that the last average of Eq. (3.32) vanishes
since it involves the product of a symmetric with an antisymmetric function. We
can therefore write
〈xy〉 ≈ cos(2∆φ)〈x2〉 , (3.33)






















where we have again assumed that the time-average properties of the chaotic at-
tractor are independent of the off-set phase delay. Therefore the cross-correlation
is given by
Γ∆φ(0) = cos(2∆φ). (3.35)
Logically it turns out that the cross-correlation and the synchronization error
are pi-periodic as the nonlinear feedback function. Also from Eq. (3.35) for
∆φ = ±pi/2, Γφ(0) = −1 so that the receiver timetrace is in exact phase op-
position with respect to the emitter one; that is why the corresponding synchro-
nization error value is exactly 2 in that case which can be refered to as perfect
anti-synchronization.



















Figure 3.5. a) Average synchronization error and b) Cross-correlation at equal times for off-
set phase mismatch. Analytical approximations are shown in solid lines and numerical results
in symbols.
Figure 3.5 displays the average synchronization error and the cross-correlation
at equal times. Equation (3.35) shows an excellent agreement with the numerical
results, which indicates the validity of the assumptions we have made. However,
one may not expect such a good concordance in the case of small values of β or
T , where for example the statistical off-set phase invariance can not be guaranteed.
The above results can also be obtained in the Fourier space as follows. From
Eq. (3.27) we have
Y (ω) = e2i∆φV (ω) + e−2i∆φV ∗(−ω), (3.36)












ds dt . (3.37)










U(s, t) sin[2x(s− T ) + 2φ]e−iωtds dt , (3.38)
and then, using X(ω) = X∗(−ω) and A(ω) = A∗(−ω) which come from the fact
that they are Fourier transforms of real functions, we are led to
Y (ω) = cos(2∆φ)X(ω) + sin(2∆φ)A(ω). (3.39)
The Fourier transform of the synchronization error therefore reads
E(ω) = [cos(2∆φ)− 1]X(ω) + sin(2∆φ)A(ω) , (3.40)
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−∞ |E(ω)|2 dω∫ +∞
−∞ |X(ω)|2 dω
. (3.41)
The numerator can be written as
+∞∫
−∞
































U(s, t′) sin[2x(s− T ) + 2φ]ds

 eiω(t′−t) dtdt′dω (3.43)
which corresponds to the average appearing in the last term of Eq. (3.32): hence,
the last term of Eq. (3.42) vanishes. On the other hand, the function A(ω) obtained
from Eq. (3.38) for an off-set phase φ is precisely X(ω) for an off-set phase
φ−pi/4. Therefore under the assumption that the average properties of the chaotic
attractor are independent of the off-set phase, we are going to consider that
+∞∫
−∞
f(ω) |A(ω)|2 dω =
+∞∫
−∞
f(ω) |X(ω)|2 dω, (3.44)
for any function f(ω). Then the average synchronization error is given by
σ2∆φ = [cos(2∆φ)− 1]2 + sin2(2∆φ) = 4 sin2(∆φ), (3.45)
exactly as obtained before in Eq. (3.30).
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The cross-correlation can be determined as in subsection 3.3.1 following
+∞∫
−∞













where f(ω) = fR(ω) + ifI(ω) is a complex function such that the real part fR(ω)
is symmetric in ω and the imaginary part fI(ω) is antisymmetric. As discussed
above X(ω)A∗(ω) is an antisymmetric function, therefore the symmetric fR(ω)
does not contribute to the integral. To evaluate the contribution from fI(ω) we








Therefore, we finally obtain
Γ∆φ(s) =
sin(2∆φ+ sτ−1)− sin (2∆φ+ sθ−1)
s(τ−1 − θ−1) , (3.49)
which in the limit s → 0 reduces to Eq. (3.35). The Fourier approach just dis-
cussed will be used later on when discussing the effect of simultaneous mismatch
on different parameters.
3.3.4 Low cut-off response time mismatch (θ)
The low- and high cut-off response times are practically determined by the RF-
amplifier and by the photodiode bandwidth. In practice it is very difficult to tune
them, and the components involved in the setup are ordered to be matched by the
suppliers.






























Figure 3.6. a) Average synchronization error and b) Cross-correlation at equal times for
θ mismatch. Analytical approximations are shown in solid lines and numerical results in
symbols.




1 + iω(θ + ∆θ)(1 + iωτ)
X(ω). (3.51)












(1− ω2τ(θ + ∆θ))2 + ω2(θ + ∆θ)2 , (3.52)








pi − 2 arctan(1 + ∆θ/θ)
2(1 + ∆θ/θ)
. (3.53)
For typical parameter values, this synchronization error is very small (of the
order 10−3) hence, we can conclude that even a large mismatch for θ does not
significantly affect the quality of the synchronization. Physically this comes from
the fact that the low cut-off frequency is of the order of tens of kHz, while the
chaotic oscillations are typically within the GHz range. Therefore, any mismatch at
such a low frequency range can not really destabilize the synchronization manifold.
Figure 3.6 displays the average synchronization error. The analytical approx-
imation (3.53) shows a very good agreement with the numerical results obtained
integrating Eqs. (3.2) and (3.3) specially for small mismatch. The small synchro-
nization error indicates that the emitter and receiver time traces are very similar,
therefore we can assume that the equal time cross-correlation is practically perfect,
yielding Γ∆θ(0) = 1.

















Figure 3.7. a) Average synchronization error and b) Cross-correlation at equal times for
τ mismatch. Analytical approximations are shown in solid lines and numerical results in
symbols.
3.3.5 High cut-off frequency mismatch (τ )
Assuming all the other parameters are equal, from Eqs. (3.2) and (3.3) we have
the following evolution for (t)





(s) ds = −∆τ x˙ (3.54)
which in the Fourier domain gives
E(ω) =
ω2θ∆τ
1− ω2θ(τ + ∆τ) + iωθ X(ω). (3.55)








(1− ω2θ(τ + ∆τ))2 + ω2θ2 dω, (3.56)
so that, at first order in τ/θ,
σ∆τ =
∣∣∣∣ ∆ττ + ∆τ
∣∣∣∣
√
1− arctan(1 + ∆τ/τ)
1 + ∆τ/τ
. (3.57)
The cross-correlation can be calculated in a similar way as in section 3.3.1.
Approximating X(ω) by a rectangular function, at first order in τ/θ, we have
Γ∆τ (0) =





(1 + ∆ττ )
√
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Equation (3.57) implies that for typical parameter values there is a relatively high
sensitivity of the synchronization manifold to the high cut-off frequency, since a
1% error in τ induces approximately a 0.5% synchronization error. Figure 3.7
displays the synchronization error and the cross-correlation at equal times. The
analytical approximations show a quite satisfactory agreement with the numerical
results, mainly for small parameter mismatches.
3.4 Multiple parameter-mismatch
3.4.1 Global synchronization error and cross-correlation
In this section, we adress the important configuration where all the mismatches are
considered simultaneously, as it is the case in the experimental system.






x(s) ds = β cos[2x(t− T ) + 2φ] (3.59)





y(s) ds = β ′ cos[2x(t− T ′) + 2φ′], (3.60)
where t1 is such that
∫ t1
t0
x(s)ds = βθ. We can introduce two complex variables
v, w obeying





v(s) ds = βe2i(x(t−T )+φ), (3.61)





w(s) ds = β ′e2i(x(t−T
′)+φ′) , (3.62)
so that <[v] = x and <[w] = y: hence, the following equalities hold in the Fourier
space
X(ω) = V (ω) + V ∗(−ω)
Y (ω) = W (ω) +W ∗(−ω) . (3.63)
We have demonstrated that the effect of the delay time mismatch in the sta-
tionary state is to shift in time the chaotic trajectory. Therefore we introduce
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w1(t) = w(t + ∆t), and assuming that in the stationary state
∫ t−∆T
t1−∆T w1(s) ds =∫ t
t1







w1(s) ds = β
′e2i(x(t−T )+φ
′) . (3.64)
From Eqs. (3.61) and (3.64), we can also write
















so that, in the Fourier space, we have W1(ω) = β
′
β e
2i∆φF (ω)V (ω), where
F (ω) =
θ′
θ − ω2τθ′ + iωθ′
1− ω2τ ′θ′ + iωθ′ . (3.66)









e−iω∆TF (ω)[cos(2∆φ)X(ω) − sin(2∆φ)A(ω)] , (3.68)
where A(ω) is the Fourier transform of the imaginary part of v, and where
X(ω) = X∗(−ω), A(ω) = A∗(−ω) and F (ω) = F ∗(−ω) have been assumed.




e−iω∆TF (ω)[cos(2∆φ)X(ω) − sin(2∆φ)A(ω)] −X(ω) , (3.69)
and the average synchronization error can be obtained through the Parseval theo-
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Therefore, the squared synchronization error is a quadratic function of ∆β, and
a sinusoidal function of ∆φ. Evaluating the integrals up to the second order in































































At the order τ/θ (last block), only the terms containing the ∆θ mismatch have
been kept since this mismatch does not appear at zero order in τ/θ. For the other
mismatches there are also contributions at first order in τ/θ but they can be ne-
glected as compared to the zeroth order contributions.



















, while M is the sym-
metric characteristic matrix of the quadratic form. Its components Mij can directly
be determined from Eq. (3.71). The diagonal terms of M correspond to the re-
sults we have obtained while considering the mismatches separately, and the non-
diagonal terms indicate the various interactions between the different mismatches.
On the other hand, the Wiener-Khintchin formula yields with a satisfying pre-
cision the following expression for the cross-correlation function
Γ(s) =




(s+ ∆T )(τ−1 − θ−1) . (3.73)
As one could have a priori expected, the parameters which individually most in-
fluence the cross-correlation are still influent.
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Figure 3.8. a) Synchronization error as
a function of ∆β/β when the mismatch
∆τ/τ is fixed to 2% (the solid line shows
the analytical approximations and the sym-
bols (+) the numerical results) and -5%
(dashed line for analytical approximations,
(×) for numerical results). b) Results ob-
tained from numerical simulation for the
synchronization error as a function of ∆τ/τ
when the mismatch ∆β/β = 0 (+), and
when ∆β/β is optimally tuned accordingly
to Eq. (52) (×). c) Evaluation of σ from
numerical simulation for β-only-mismatch
(+), τ -only-mismatch (×), and for a multi-
ple mismatch within the eigendirection de-
































With these results, one can investigate what the effect of multiple parameter
mismatch is relatively to the case of single parameter mismatches. For this pur-
pose, we make the distinction between two cases: in the first one, only one mis-
match can be adjusted while all the others are fixed, while in the second case, all
the mismatches can simultaneously be tuned.
3.4.2 One-parameter optimization
This particular case of a single tunable parameter is of great experimental impor-
tance. For example, in the experimental setup, β (which is proportional to the laser
output power) and φ (which is the ratio of two voltages) are much more easily tune-
able than the length of the delay line or the bandwidth of the filter. Therefore, the
point is to find for which value of the tunable mismatch minimizes the synchro-
nization error is reduced.
Let us consider that zk is the tunable mismatch while all the others zi are fixed.
In that case, the synchronization error becomes a one-variable function which is













When some Mik are different from zero, the optimal mismatch is also different
from zero: Hence, this equation can be considered as a kind of compensation
formula.
Let us take for example the case where the emitter and receiver band-pass fil-
ters are mismatched. We have shown that the low cut-off mismatch is not influent.
Hence, we will focus on the high cut-off mismatch ∆τ , which induces according
to equation (3.71) a synchronization error of
√
1− pi/4 |∆τ/τ | when all the other
mismatches are uniformly set to 0. If we tune the ∆β mismatch, we find that


























which is a 12% reduction in the synchronization error. We therefore reach the quite
counter-intuitive conclusion that under certain conditions, multiple parameter
mismatch can improve the quality of the synchronization, since it can lead to a
smaller value of σ.
This analysis is confirmed by the numerical simulations. In Fig. 3.8a, it clearly
appears that the minimum error does not occur when ∆β = 0, but rather when
∆β is shifted by an amount in good concordance with equation (3.76). In Fig.
3.8b, the numerical simulation also shows that when the ∆β mismatch is optimally
tuned the synchronization error is smaller, by an amount close to the 12% we have
predicted.
It is important to note even though a off-set phase mismatch ∆φ is also easily
tuneable, it cannot significantly help to compensate for a filter mismatch because
M34 ' M35 ' 0 (however, it can for example compensate for a ∆T mismatch
since M31 6= 0).



















Figure 3.9. a) Analytical level-curve pattern in the parameter mismatch subspace of ∆β/β
and ∆τ/τ . The optimal eigendirection which induces the slowest synchronization error
growth rate is indicated by the solid double-arrow. b) Corresponding numerical level-curve
pattern. One can notice that the eigendirection obtained analytically approximately indicates
the optimal direction of slowest error growth rate.
3.4.3 Multiple-parameter optimization
Here, we treat the case where all the mismatches can be tuned simultaneously.
We are now looking for the optimal manifold in the 5-dimensional parameter-
mismatch space which leads to the smallest synchronization error growth rate.







where the Λk are the real and positive eigenvalues of M, and the qk are the re-
lated orthonormal eigenvectors. Hence, the optimal manifold is the eigendirection
corresponding to the smallest eigenvalue Λ(−), which is in fact the square of the
smallest growth rate. On the other hand, the highest eigenvalue Λ(+) is related to
the eigendirection leading to the strongest error growth rate.
To illustrate this approach, let us take the case of a double and simultaneously
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, (3.80)
that is, Λ(−) = 0.160 and Λ(+) = 1.054. Consequently, the optimal mismatch
combination geometrically corresponds to the eigendirection of Λ(−), which is










This mismatch combination leads within that eigendirection to a growth rate of√
Λ(−) = 0.40, while this growth rate is 1 for pure ∆β mismatch (60% reduction
of σ), and
√
1− pi/4 = 0.46 for pure ∆τ mismatch (14% reduction). In Fig.
3.8c we show the numerical results for the synchronization error in these three
cases. Once again, a combination of mismatches improves the quality of the syn-
chronization. In Fig. 3.9, the analytical and numerical contour lines are depicted,
and illustrate the eigendirection analysis. This kind of contour-line patterns have
yet been used in reference [35] in the case of the wavelength hyperchaos model. It
was found numerically that the ∆β and ∆φmismatches were almost “orthogonal”,
as it is also the case for the electro-optical model considered here since M23 = 0.
However, since ∆β and ∆τ do precisely interact here at a quadratic approximation
(M25 6= 0), the optimal manifold is an oblique line as shown in figure 3.9
3.5 Experimental Results
For1 the experimental verification of our theory, the electro-optical modulators
were pigtailed LiNbO3 integrated Mach-Zenhder modulators with a DC value of
VpiDC = 4.0 V, and a RF value (at 1 GHz) of VpiRF = 4.2 V for λ0 = 1550
nm. The Mach-Zenhder modulators had a electrical bandwidth of 10 GHz. The
coherent optical feeders of these modulators were InGaAsP Distributed FeedBack
(DFB) semiconductor lasers with a polarization maintaining pigtail, designed for
10 Gbits/s digital system equipments. The delay-lines were 6 meter long single-
mode optical-fibers yielding an overall time delay of 30 ns. We also used a matched
pair of photodetectors with a sensitivity of 2 V/mW. The amplification within the
nonlinear feedback loops was performed by a pair of RF-amplifiers with a power
gain of 18 dB and a bandwidth ranging from 30 kHz to 26.5 GHz.
The experimental time-traces and Fourier spectrum of the hyperchaotic carrier
are depicted in Figs. 3.10a and 3.10b respectively. The bandwidth of the carrier is
found to be approximately equal to 7 GHz, thereby allowing for chaos-encrypted
communications at bit-rates of several gigabits per second. We have also repre-
sented in Fig. 3.10c the transfer-functions of the Mach-Zehnder modulators, and
one can observe that, experimentally, they are shifted one with respect to the other
by an amount of 0.7 V. This shift corresponds to the difference between the bias
voltages of the 2 modulators while matching experimentally the φ parameter for
1These experimental results have been obtained in collaboration with N. Gastaud and L. Larger
at the Optoelectronics Laboratory of GeorgiaTech-Lorraine, Metz, France.
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Figure 3.10. a) Experimental hyperchaotic
carrier at large scale, with P = 7.60 mW
and VB = 1.05 V. b) Experimental Fourier
spectrum of the hyperchaotic carrier. c) Ex-
perimental transfer-function curves for the
Mach-Zenhder modulators. Solid line for











































Modulator bias voltage (V)
synchronization.
We have first studied the effect of a time-delay mismatch. For that purpose, we
have varied the value of T ′ around T using a variable delay-line, and the results are
presented in figure 3.11. It can be seen that as theoretically predicted, the receiver
time-trace is shifted back and forth according to the value of ∆T . This is of great
experimental importance, since in reality, the receiver should synchronize to the
emitter respectless of the coupling delay (or “flying” time) Tc. Therefore, for this
hyperchaotic communication scheme, all the time-delays (flying time, time delays
due to the electrical connections, response times of the optoelectronic devices)
play exactly the same role as the receiver time-delay.
We now focus on the parameters whose mismatch can be easily tuned in the
system, namely the nonlinear feedback strength and the off-set phase. Experimen-
tally, β′ and φ′ can be tuned through the receiver laser output power P ′ and the re-
ceiver modulator bias voltage V ′B respectively. To achieve our theoretical study, we
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Figure 3.11. Experimental hyperchaotic
timetraces, with x in continuous lines, and
y in dashed lines. The parameters are P =
7.60 mW, VB = 1.05 V (emitter), and
P ′ = 3.91 mW, V ′B = 0.34 V (receiver)
a) ∆T = 0.15 ns, the receiver is delayed
relatively to the emitter; b) ∆T = 0, the
receiver is isochronous to the emitter; c)









































initially set all the mismatches to 0, and then we studied their influence one by one.
Experimentally, this is obviously impossible. Therefore, the experimental study is
intrinsically related to the situation we analyzed in the multiple-mismatches sub-
section. The available electronic equipment allowed a matching accuracy down to
a few percent, except for the delay which could be tuned within a 2.10−3τ accu-
racy. Hence, we principally explored the validity of our theoretical results in the
large mismatch case.
Figure 3.12a displays the variations of σ as the receiver output power P ′ is
increased. Starting from P ′ = 0 mW (where σ = 1), the synchronization error
decreases to a minimum (around P ′ = 2 mW) and then increases again. In con-
cordance with the theory, this experimental curve follows a the square root of a
quadratic form (solid line). On the other hand, Fig. 3.12b displays the variations
of σ as the receiver bias voltage V ′B is varied. The measured values for σ follow
the square root of a sinusoidal function in agreement with the theoretical predic-
tion (3.70). The periodicity is given by the receiver modulator bias voltage and the
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Figure 3.12. The symbols show the experimental results of the synchronization error when
one parameter is changed while keeping all the others constant. a) Synchronization error
as function of P ′ obtained with P = 2.88 mW, VB = 1.25 V, V ′B = 0.55 V. The solid line
corresponds to a function of the form σ =
√
a2P ′2 + a1P ′ + a0 The parameters ai have been
fitted to adjust the results. b) Synchronization error as function of V′B obtained with P = 5.0
mW, P ′ = 2.94 mW, VB = 3.49 V. The solid line corresponds to a function of the form
σ =
p
b0 + b1 cos(piV ′B/Vpi) + b2 sin(piV
′
B/Vpi) predicted theoretically. The parameters bi
have been fitted to adjust the results.
minima are clearly sharper than the maxima, as theoretically predicted.
As far as the filter mismatches are concerned, it is very difficult to perform any
experimental verification. The reason is that the bandwidth of the experimental
system results from the combination of the various bandwidths attached to differ-
ent elements of the electro-optical feedback-loop (RF-amplifiers, photodetectors,
Mach-Zehnder modulator, etc...). Therefore, the bandwidth of the experimental
set-up is neither tuneable nor characterized by only two time-scales. Hence, even
though the fundamental features of the system are captured by the linear first-order
band-pass filter, the model can to be theoretically improved at that level.
3.6 Conclusion
We have determined in this chapter the synchronization error and cross-correlation
amplitudes individually associated to each parameter mismatch. In a real exper-
iment, parameter mismatches do never appear in that isolated way, in the sense
that there is always a mismatch in all the parameters at the same time. We have
therefore also analyzed the situation of multiple-parameter mismatch, and we have
derived for both the synchronization error and cross-correlation function a general
formula taking into account the interplay between the various mismatches. It has
been demonstrated that a noticeable reduction of the synchronization error can be
achieved in such a multiple parameter mismatch configuration. Some numerical
simulations and experimental measurements have confirmed the main statements
of our analysis.
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The next chapter will focus on the issue of optical chaos cryptography, per-
formed with these synchronized semiconductor laser systems in the hyperchaotic
regime. We will lay a particular emphasis on the bit-error rate induced by the






“We are the ninth symbol of the dwarf-
land, our secret belongs to Kaı¨dara, the
far away and close by Kaı¨dara.”
Amadou Hampaˆte´ Baˆ, Ka¨ıdara.
4.1 Introduction
WE will adress the issue of optical chaos cryptography in this chapter. We firstbriefly review the fundamentals of software and quantum cryptography, as
well as the most archetypal encryption schemes in each case. Then, will present
the optical chaos cryptosystem under study, as well as the evolution equations
governing its dynamics. The mismatch noise will be analytically calculated, and its
influence on the signal-to-noise ratio when a binary message is decrypted will be
determined. At last, the quality of the communication scheme will be evaluated in
terms of bit error-rate, and related to the signal-to-noise ratio, i. e., to the mismatch
noise.
4.2 Software cryptography
Most of modern telecommunication systems are only compatible with digital infor-
mation, that is, strings of binary data. It is therefore understood that any analogic
signal (voice, video, text, etc...) should be first digitalized before being processed
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and transmitted. The purpose of software cryptography is therefore to take a digi-
tal message which has to be secretly transmitted, convolute it with a given binary
pattern supposed to be known by the sender and the adressee of the message, and
thereby obtain new binary string which can be safely sent in a public communica-
tion channel. If the software cryptosystem is properly designed, only the adressee
- the one knowing how to deconvolute the message - can have access to the origi-
nally encrypted message.
In conformity with the conventional nomenclature of cryptography, the mes-
sage to be sent is called plaintext, the key is the (secret or public) binary pattern
convoluted with the message to perform the encryption, while the ciphertext is the
binary string resulting from the encryption of the plaintext with the key. Also ac-
cording to that nomenclature, the person transmitting the message is called Alice,
the adressee of the message is called Bob, and any eventual eavesdropper trying
to intercept the transmitted message is called Eve. This practical and widespread
terminology will be used throughout all this chapter.
4.2.1 A secret-key cryptosystem: the Vernam cipher
The so-called Vernam cipher has been proposed in 1918 by the american scientist
Gilbert Vernam1. To illustrate its operating principle, let us consider a plaintext
of length N which has to be secretly transmitted, and let us also consider another
binary pattern of same lenth N as the binary key, which is naturally supposed to
be shared only by Alice and Bob.
The Vernam encryption scheme is simply a bit-by-bit (or “bitwise”) XOR op-
eration between the plaintext and the secret key, that is, the first bit of the plaintext
is XORed with the first bit of the secret key to obtain the first bit of the ciphertext,
and so on for the N bits of the plain text [36]. For example, if the plain text is
P = 1001011 and the secret key is K = 0101111, then the ciphertext will be
C = P ⊗ K = 1100100, where ⊗ stands for the bitwise XOR operation. The
eavesdropper Eve can have access to the ciphertext C , but if she does not have
the secret key K , she can by no means know what was the original message P ,
although as everybody, she can construct the 2N = 27 possible binary messages
of length N = 7. On the other hand, The adressee Bob can decrypt the ciphertext
and recover the originally encrypted message by simply XORing the key and the
ciphertext following D = K ⊗ C , yielding D = 1001011 which is exactly the
original plaintext.
Despite its desarming simplicity, the Vernam cipher is up to date the unique
cryptosystem proven to be absolutely unbreakable. This is why it has intensively
been used in the past century, and is still indispensable nowadays when extremely
1Gilbert S. Vernam, U.S. Patent 1310719: “Secret signaling system”, issued on July 22, 1919.
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sensitive informations have to be transmitted. However, the absolute security of
the Vernam cipher can be guaranteed if and only if the following conditions are
strictly observed:
• The key should be absolutely secret: this is not an easy condition to fulfill.
When for example one has to rely on somebody or on some hardware system to
convey or invigilate the key, the fulfilment of this condition is seriously threatened.
Therefore, guarding keys for long time in view of an future encryption threatens
the safety of message transmission since they have to be kept absolutely secret
during all the time. This also explains why the Vernam cipher is known as a secret
key cryptosystem, because the unique key needed for encryption and decryption
remains secret.
• The key should be truely random: it means that this key should not be
generated by the mean of a deterministic process and that the chosen physical
random generator should fulfill very hard statistical constraints.
•The key should be as long as the message: this is not particularly a problem,
but for very long messages, generating the secret keys becomes also more lengthy
and keeping them secret becomes more difficult because they do occupy a larger
physical space.
•The key should be used only once: this means that all the efforts deployed to
keep the key secret are inverted for the transmission of a single message. Since as
we earlier explained it is not safe to keep unused keys for long time, this condition
imposes that a new key to be generated preferentially a short time before a message
encrypted with that key is sent.
These very constraining conditions are usually incompatible with the flexibility
required in modern telecommunication systems. The Vernam cipher is for exam-
ple not suitable for secure communications between to persons who do not know
each other: for that reason, it is not suitable for e-business and digital signature.
To circumvent the drawbacks of the Vernam cipher, other software cryptosystems
have been developped, and the most popular of them is beyond any doubt the RSA
algorithm.
4.2.2 A public-key cryptosystem: the RSA algorithm
The RSA algorithm was published in 1978 by Ron Rivest, Adi Shamir and Len
Adelman [37]. Its safety relies the on number theory, more precisely on the diffi-
culty to factorize large integers. The principal advantage of this algorithm is that
it generates two keys, one public and one private, so that two persons who did not
knew each other before can communicate securely.
The first task of the RSA algorithm is the generation of the keys. This is made
in five steps
• Random generation of two large prime numbers p and q of approximately
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equal size, such that their product n = pq is of the required bit length, for example
512 or 1024 bits.
• Computation of n = pq and r = (p− 1)(q − 1) .
• Random selection of a public exponent, which is an integer e such that 1 <
e < r and gcd(e, r) = 1, where “gcd” stands for greatest common denominator.
• Computation of the secret exponent, which is an integer d such that 1 <
d < r and ed ≡ 1mod[r]
• The public key is (n, e) and the secret key is (n, d), p and q should be kept
secret.
To perform the encryption, Alice should first receive from Bob the public key
(n, e), which can be freely intercepted by whoever, and represent the plaintext she
wants to encrypt under the form of a positive integer m < n. Then, she computes
the ciphetext following c = memod[n] and sends it back to Bob.
To decrypt the ciphertext, Bob uses its private key (n, d) to compute m =
cd mod[n], and thereby extracts the plaintext from its integer representative m.
At the opposite of the Vernam cipher, RSA algorithm is not unbreakable. As-
suming that Eve only knows the public key, the algorithmic complexity associated
to the known cracking algorithms is exponential. It is currently assumed that RSA
encryption with a 512 bits key can hardly be cracked by particulars, and that even
specialized cryptanalists with up-to-date ultra-fast supercomputers can not crack
a 4096 bits RSA-encrypted message. In fact, most of commercial operations in
e-business are led with a key of 128 bits, which provides a more than satisfying
security for that purpose.
In 1994, the american scientist Peter Shor published an article where he
demonstrated that quantum computers could run factorization algorithms in poly-
nomial time [38]. The Shor algorithm has even been implemented experimentally
with a rudimentary prototype of quantum computer based on nuclear magnetic
resonance (see ref. [102]). Since the Shor algorithm may potentially crack any
ciphertext encrypted with a public key algorithm, there is a strong hint that the era
of public key cryptosystems will one day come to an end.
4.3 Quantum cryptography
The principal problem associated with software cryptography lies in the key dis-
tribution problem. The Vernam cipher for example is unbreakable as long as the
secret key remains secure. Since each key has to be used only one time, a quite
dense traffic of key distribution between senders and receivers may be necessary,
and this is obviously prejudiciable to the secrecy of the keys shared thereby. Pub-
lic key cryptosystems such as the RSA intend to circumvent the difficulty of secret
key distribution by generating two keys (one public and one secret), relying on the
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fact that recovering the secret key from the public one remains a quasi-untractable
mathematical problem. However, here again, nothing prevents clever algorithmics
from crossing over this barrier.
The aim of quantum cryptography is therefore to ensure with the fundamental
laws of quantum mechanics an extermely high (if not absolute) privacy for the
secret key during its transmission in an public channel, being understood that this
securely transmitted secret key will be later used to encrypt a message with the
Vernam cipher.
4.3.1 Fundamental principles of quantum cryptography
The theoretical backbone of quantum cryptography is the Heisenberg uncertainty
principle, which states that there exist conjugated pairs of physical variables re-
lated in such a way that measuring one variable prevents from simultaneously ac-
cessing the value of its conjugated counterpart. Moreover, it can be demonstrated
from the same uncertainty principle that single measurement can not determine
with certainty the value of a quantum variable, except when the same basis is used
for both the preparation and the measurement of the quantum state. A pair of con-
jugated variables is also called a conjugate basis, and two pairs of conjugate bases
are said to be orthogonal when the measurement of the quantum object in one base
completely randomizes a subsequent measurement of the same object in the other
base. In consequence, if a quantum state is prepared (produced) in a given base
• On the one hand, it can further be accurately be measured in a second base
identical to the first one.
• On the other, its information content is completely lost if it is further mea-
sured in a second base orthogonal to the first one.
The principle of quantum cryptography is therefore the following.
Alice and Bob will randomly communicate with two orthogonal conjugate
bases B1 = (p1, q1) and B2 = (p2, q2). In each base, the bits 1 and 0 can be
represented by the two conjugated variables p and q constituting the base. For ex-
ample, it can be conventionally agreed that the state p corresponds to the bit 0 and
q to the bit 1. Hence, Alice encodes a random binary string, using randomly either
the basis B1 or B2. Bob also detects the quantum binary string, randomly using
either the basis B1 or B2. At the end of the transmission, they publicly discuss the
sequence of basis they have used during the key transfer process: Alice indicates
the basis she used to encode the bits, and Bob keeps the bits for which he had used
the correct base for detection (for example, Alice sent a bit with B2 and he also de-
tected it with B2), while he discards the bits for which he had used the wrong base
(for example, Alice used B2 while he used B1). Since they openly only discuss the
basis they have used and not the quantum states (bits) that have been transfered,
there is no risk of information leaking. They can also use some error correcting
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codes (sequencial parity checking, etc...) to skip out eventual errors induced by
noise and uncontrolable perturbations.
Let us now consider that the eavesdropper Eve is tapping the line.
If she tries to sample and read the quantum information flowing into the com-
munication channel, she will unavoidably – according to the Heisenberg uncer-
tainty principle – modify its properties, and such a modification will be easily
detected by Bob.
If she rather tries to intercept (and then, destroy) the flowing quantum infor-
mation, read its content and retransmit a reconstructed clone, her presence will
be discovered at the public discussion stage between Alice and Bob, because Eve
would retransmit the quantum information without knowing the basis initially used
by Alice. Hence, a desagreement in the basis choices between Alice and Eve will
help to point out the presence of an intruder.
Several modifications may be brought to this schematical description, but more
or less, the fundamental principle remains the same. In actual implementations of
quantum cryptography prototypes, the quantum information vectors are photons
circulating in optical fibers or travelling in free-space, and the conjugates basis B1
and B2 are generally orthogonal pairs of polarization states. We hereafter present
one of the most important quantum cryptography protocol, the BB84 protocol.
4.3.2 The BB84 protocol
Charles Bennett and Gilles Brassard published in 1984 the first article where
a quantum key distribution protocol was described [39]. The BB84 (named af-
ter its authors) which enables to send securely bits encoded with the polarization
quantum states of photons operates as follows.
As explained earlier, Alice and Bob are equipped with two bases B1 and B2
each. Here, the base B1 is the rectilinear “0◦/90◦” (or “+”) base that can emit ↑
or → polarized photons. The base B2 is the diagonal “45◦/135◦” (or “×”) base
that can emit ↖ or ↗ polarized photons. Emitting photons polarized in a given
direction may be easily realized by forcing them to pass though a suitably oriented
polarizer. The bases B1 and B2 are orthogonal because a photon prepared in the
+ base may be polarized following ↑ or →, and if it is further measured with a
× polarizer, it will randomly choose with equal probability either the ↗ or the ↖
polarization direction.
Hence, using the bases + and ×, Alice begins to send randomly ↗, ↖, ↑ and
→ polarized photons, whereas Bob measures them also choosing randomly one
of bases + and ×. Since both Alice and Bob communicate randomly, the bases
they sequentially choose may match or not. When they match Bob accurately
determines the polarization state of the photon, and when they do not match, Bob
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does not know if its measure is correct or not. For example, if Alice sends a ↑
photon and Bob measures it with its + polarizer, he will correctly deduce that Alice
had sent a ↑ photon, but if he uses its × polarizer, he will on one hand wrongly
deduce that Alice had sent either a ↗ or a ↖ photon, and on the other hand his
measurement would have irreversibly destroyed the original ↑ polarization state of
the photon sent by Alice.
As explained earlier, the security provided by this protocol lies in the fun-
damental laws of quantum mechanics. The first important point is that a single
photon can not be divided, and using one photon per bit prevents against the pos-
sibility that Eve might use a partially reflective mirror to sample the optical signal
and extract her own copy of the bits. The second important point is that the non-
destructive measure of these “single bit” photons is impossible. At last, the random
change of bases also impedes to Eve to intercept the photons, read them and send
new ones to Bob.
Quantum cryptography has yet reached the stage of reliable field applications
and there are even some commercially available quantum cryptosystem [103].
4.4 Principles of optical chaos cryptography
4.4.1 Chaos cryptography
The purpose of chaos cryptography is quite simple: to use the apparently random
oscillations of a chaotic system to hide a message [40, 104]. Encryption therefore
relies on the unpredictability of chaotic systems, in the sense that it is achieved
though the mixing of a small information-bearing signal with the noise-like out-
put of a chaotic emitter. On the other hand, decryption relies on the determinism
of chaos materialized by the possibility of chaos synchronization: effectively, a
chaotic receiver initially synchronized with the emitter can recognize the chaotic
component of the incoming carrier and extract it to reveal the originally encrypted
message. Such an operation - recognition and separation of a chaotic (and deter-
ministic) component in a composite signal - is called chaos-pass filtering.
The security attached to chaos cryptography therefore relies on two important
points:
• In case of software attack: the size of information-bearing signal is very
small relatively to one of the masking chaotic carrier, whose complex and random
waveform is expected to provide a satisfying “protecting screen”. Since the time
needed to run attractor-reconstruction algorithms increases exponentially with the
size of the chaotic attractor, software attacks based on time-series analysis may be-
come inefficient in optimal conditions (very small amplitude message, very com-
plex chaotic attractor).
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• In case of hardware attack: the decryption of the message is possible only
when the emitter and receiver systems are almost perfectly identical: if it is not the
case, synchronization does not occur and chaos-pass filtering becomes inoperant.
It is expected that an eventual eavesdropper trying to build a chaotic receiver iden-
tical to the emitter would have to face this parameter mismatch problem, which
impedes a proper extraction of the encrypted message.
These two aspects therefore have to be kept in mind when a security evaluation
is to be performed.
As earlier noticed, the first experimental chaos cryptosystem was built-up in
1993 by Cuomo and Oppenheim, as they suceeded to show with a Lorenz-like
chaotic electrical circuit that information (audio-signals) could be encrypted and
decrypted through synchronization and chaos-pass filtering. However, the band-
with of this cryptosystem was inherently limited by its electronic nature (few kHz),
but this successful experience was a breakthough suggesting that with optical sys-
tems, the bandwith available for information transmission could be increased to
few gigahertz, and therefore interesting for fiber-optic communications.
4.4.2 Cryptography in optical fiber networks
An ever increasing proportion of information in modern telecommunication sys-
tems is vehicled by optical fibers networks. Emitters in these networks are semi-
conductor lasers emitting in the infrared range of the electromagnetic spectrum.
In general, information is encoded in the laser light through a modulation process,
which can be internal (modulation of the pumping current) or external (modulating
the output laser light).
Therefore, as earlier emphasized, performing chaos encryption in such net-
works requires synchronized semiconductor lasers emitting in a chaotic regime.
Naturally, this encryption technique in consequence performed at the physical
layer of the network architecture [40]. It also requires a modulation scheme which
can allow a small-amplitude signal to imperceptibly modify a physical property of
the hyperchaotic carrier. A wide variety of such cryptosystems has yet been pro-
posed, and here we will lay an emphasis upon an encryption scheme which relies
on semiconductor laser systems with electro-optical feedback.
4.4.3 The problem of mismatch noise in chaos cryptosystems
A key issue in optical chaos communication schemes [40] is to quantify the detri-
mental influence of parameter mismatch on the quality of the decrypted message,
since the little discrepancies between the emitter and receiver systems parame-
ters unavoidably give rise to sustained deviations from the perfect synchronization
manifold. In the temporal domain, the related parasite oscillations correspond to
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the instantaneous synchronization error, and they are sometimes referred to as mis-
match noise.
An important characteristic of the mismatch noise is that it is not a random
noise: it is rather a chaotic noise, that is, deterministic, even though unpredictable.
Generally, this chaotic noise may be divided into three main contributions. The
first one is the deviation chaotic noise, which is equal to zero when the emitter
and the receiver are identical, and whose amplitude generally grows proportionally
to the mismatch [31, 105]. The second contribution is the bursting chaotic noise,
whose origin relies on the local unstable invariant sets eventually embedded within
the globally stable synchronization manifold [106]. Although this bursting noise
vanishes for perfect matching, it increases drastically with the amplitude of the
mismatches, and it can be quite significant even in case of quasi-perfect matching.
These two contributions are independent of any message insertion: the first one is
associated to system matching accuracy while the second one is associated to syn-
chronization robustness. The third and last contribution, to which few attention has
been paid in the literature, is the nonlinear mixing chaotic noise and it is directly
related to the encryption/decryption process. It arises when the chaotic carrier
nonlinearly mixes the former two mismatch noise contributions with the message.
Consequently, studying the influence of parameter mismatch in a chaos commu-
nication scheme requires to take into account five key features: the system itself,
the amplitude of the various mismatches, the type of coupling between emitter and
receiver, the characteristics of the message, and at last, the encryption/decryption
process.
4.4.4 The optical chaos cryptosystem under study
The electro-optical laser chaos communication scheme under study has been rep-
resented in Fig. 4.1. This system has been for the first time proposed in ref. [107],
and it corresponds to a significant improvement of the set-up reported in ref. [49].
The chaotic emitter consists in a closed electro-optical feedback loop whose
main components are:
• A LiNbO3 12.5 Gb/s integrated electro-optic Mach-Zehnder (MZ) modula-
tor, RF-modulated by a large amplitude voltage V (t) to ensure a strong nonlinear
dynamical operation of the electro-optic interferometer.
• A continuous-wave (CW) semiconductor laser operating at 1550 nm and
serving as the light source feeding the Mach-Zehnder, whose constant optical
power P is modulated as P cos2[piV (t)/(2VpiRF ) + piVB/(2VpiDC )].
• A second semiconductor laser with a close wavelength, which is directly
modulated by the digital message to be hidden in the chaotic carrier. The bits 0
are assumed to correspond to correspond to a null optical power, and the bits 1
have an optical power αP . The parameter α can be considered as a measure of the
masking efficiency of the message within the chaotic carrier. The binary message
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Figure 4.1: The experimental set-up of the cryptosystem.
light beam can thus be written αPm(t), where m(t) = 0 or 1.
• A “2 × 2” 50/50 fiber coupler serving as an all-optical mean for mixing the
message within the chaos. The chaos and the message optical beams are assumed
to be added in intensity, i.e., without interfering one with each other. This can
be ensured for example by properly adjusting orthogonal relative polarizations of
the two beams in the fiber coupler; note that a fast polarization scrambler should
be used before transmission of the chaos + message light beam, to prevent from
eavesdropping through polarization separation. One output of the fiber coupler
is used to transmit the chaos encoded light beam to the receiver, while the other
output serves as a feedback signal in the emitter for the generation of the chaotic
oscillations.
• An amplified photodiode detects the feedback chaos + message light beam,
and converts it into an electrical signal with a sensitivity S.
• A RF-amplifier with a gain G is finally used to close the chaotic oscilla-
tion loop, applying the previous electrical signal to the RF-electrode of the Mach-
Zehnder.
Practical values of the bifurcation parameter β varies between 5 and 10, thus
allowing the hyperchaotic regimes required for encryption. These gain values are
required for a high amplitude of the electro-optic modulation voltage, thus allow-
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ing a highly nonlinear dynamical operation of the Mach-Zehnder interferometer;
typically 2 to 3 constructive and destructive interference conditions are scanned
dynamically, since V (t)  VpiRF .







x(s) ds = β{cos2[x(t− T ) + φ] + αm(t− T )}, (4.1)
where parameters are the same meaning as in Eq. (3.2). The inloop addition of the
message might change significantly the chaotic oscillations with respect to the free
message chaotic oscillations, depending on the actual masking efficiency α used
to tune the relative weight of the message compared to the chaos.
The receiver is constructed similarly to the emitter, except it is organized in
an open-loop architecture. The received optical signal is splitted first into two
branches using a variable fiber-coupler. One output of the coupler is directly de-
tected by a fast photodiode, thus giving an electrical signal K[cos2(x(t − T ) +
φ) + αm(t)], where K is a detection factor depending on the receiver optical
splitting ratio, and on the fast photodiode sensitivity. The other coupler output is
processed in a similar way than that at the emitter after the feedback output of the
50/50 fiber coupler, in order to provide at the receiver a replicated optical chaos
K ′ cos2[y(t− T ′) + φ′], with:





y(s) ds = β ′{cos2[x(t− T ′) + φ′] + αm(t− T ′)}, (4.2)
where the parameters are the same as in Eq. (3.3). Here, K ′ is determined by the
continuous-wave laser power feeding the receiver Mach-Zehnder, and by the pho-
todiode sensitivity involved for the detection of the receiver Mach-Zehnder output
signal. The electrical outputs of the two receiver branches are added using a wide-
band power combiner.
The message is practically retrieved if a chaos cancellation can be performed
in the RF power combiner, which is achieved when a proper bias is applied to the
receiver MZ; the parameter φ′ has to be adjusted such that cos2 φ = 1 − cos2 φ′,
i.e., φ′ = φ±pi/2. Hence, the condition x(t) = −y(t) is obtained in case of perfect
matching, so that decryption relies on the phenomenon of anti-synchronization
which has yet been evidenced in the system in Chapter 3.
As before, we therefore have 5 control parameters: the time delay T , the non-
linear feedback strength β, the off-set phase φ, the low cut-off response time θ,
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and the high cut-off response time τ . As usual, the primes indicate the receiver
parameters, which are in practice always slightly different from the emitter ones.
4.5 Performances of the electro-optical laser chaos cryp-
tosystem
4.5.1 Determination of the Signal-to-Noise Ratio
The message to be encrypted in this optical chaos communication scheme is a non-
return-to-zero (NRZ) polar sequence of bits at a fixed bit-rate B. The two possible
discrete values of this binary signal are 0 for a bit 0, and Kα = µC for a bit
1, where C2 = 〈x2(t)〉 is the quadratic average amplitude of the carrier, and the
proportionality coefficient µ is the Signal-to-Carrier Ratio (SCR).
The instantaneous decrypted signal at the receiver can be obtained from Eqs.
(4.1) and (4.2) following
s(t) = K[cos2(xT + φ) + αm(t)] +K









K cos(2xT + 2φ) +
1
2
K ′ cos(2yT ′ + 2φ′) (4.4)
is the mismatch noise. It is important to notice that in the set-up, the mismatch
noise n(t) is different from the synchronization error (t) = x(t) + y(t), even
though n(t) does [like (t)] uniformly vanish to zero in case of perfect matching.





K[(t) + ∆φ] sin(2xT + 2φ)− 1
2
∆K cos(2yT ′ + 2φ
′) (4.5)
where ∆p = p′ − p stands for the mismatch related to a given parameter p. From








where η is the amplitude of the mismatch noise relatively to the rms amplitude C
of the hyperchaotic carrier. We have shown in the precedent chapter that for small
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so that the rms amplitude η of the mismatch noise can completely be determined
analytically with Eqs. (4.6) and (4.7). It appears that for the physical undestanding
of the various features of the system, all amplitudes (namely µ, η, and σ) should
be expressed relatively to the rms amplitude C of the hyperchaotic carrier. There-
fore, we will state that the mismatch noise η (or the signal-to-chaos ratio µ) has an
amplitude of 1% if its amplitude is one hundred times smaller than the C , namely
if η = 0.01.
From Eq. (4.3), we can consider that the convenient SNR is the peak-to-peak







Some important remarks can be made at this point. The first one is that there
is no bursting mismatch noise contribution in this electro-optical communication
scheme. The reason of this absence is that the receiver is a linear oscillator ex-
ternally excited by a chaotic carrier. Therefore, the synchronization manifold is
unconditionaly and uniformly stable. Consequently, neither the signal nor the
mismatch noise can destabilize the receiver. The second remark is that encryp-
tion/decryption process we are using does not introduce any nonlinear mixing of
the message with the mismatch noise: it only adds them linearly, even though
the message is still nonlinearly mixed with the hyperchaotic carrier. This is a key-
property that allows for an analytical definition of the SNR. Note that Eq. (4.3)
implicitly assumes that the mismatch noise σ with or without message remains
the same. An interesting advantage of this configuration is that the SNR is in-
dependent of the bit-rate of the encrypted message, so that the full bandwith of
the hyperchaotic carrier can be exploited. In the general case where a significant
amount of mismatch noise is induced by the nonlinear mixing, the SNR can not
be determined as straightforwardly as we did, because of the strong correlation
between the noise and the message, and moreover, severe limitation of bit rate is
generally observed in these cases. Therefore, this encryption scheme can be con-
sidered as optimal in the sense that only one type of mismatch noise (on the three
possible) is present in the communication channel.




























Figure 4.2. Numerical simulations of hyperchaotic carrier and its PDF (solid line). The Gaus-
sian counterpart of the PDF has also represented (dashed line) for comparison. The parameters
used for the simulation are β = 10, φ = 0.1, T = 40 ns, θ = 5 µs, and τ = 25 ps. This set
of parameters is compatible with the experimental ones, and it will be used throughout all the
chapter.
4.5.2 Determination of the Bit Error-Rate
We now use the previous results to calculate analytically the BER [98]. Generally,
each bit is evaluated at a sampling time ts chosen at half of the bit period. Since
the binary message is a NRZ polar sequence of bits relatively to its mean value
µC/2 (which is cancelled together with (K+K ′)/2 in the process of decryption),
the digital level-decision system considers that an incoming bit is a 1 if s(ts) > 0
and is a 0 otherwise. A bit 1 is mistaken as a 0 when n(ts) < −12µC , so that
s(ts) < 0. Similarly, a bit 0 is mistaken as a 1 when n(ts) > 12µC . Since
a 0 precludes a 1 appearing (and vice-versa), and since both of them have an 12
probability of appearance, the BER may be evaluated as the relative sum of the



















These probabilities can be evaluated from the probability density function (PDF)










where ν is the center value of fn. The scaled PDF has exactly the same shape
as the original PDF but with zero mean value and variance 1. Throughout all the
chapter, the tilde over a PDF will denote such scaling. From Eqs. (4.8), (4.9), and





















































































Figure 4.3. PDFs for the synchronization error and for the mismatch noise. The upper row
corresponds to the PDF of the synchronization error (t), while the lower row corresponds to
the PDF of the mismatch noise n(t). The left column corresponds to the PDFs for simulta-
neous ∆β/β = 0.005 and ∆φ = 0.004 mismatches (tuneable mismatches), while the right
column corresponds to the PDFs for simultaneous ∆θ/θ = 0.02 and ∆τ/τ = 0.015 mis-
matches (filter mismatches). In all cases, a photodetector mismatch of ∆K/K = −0.002
has been considered (with K = 1.0). The Gaussian counterparts have also be represented in
dashed lines.






























The key-issue is therefore the determination of the PDF f˜n of the mismatch noise.
It can be seen in Fig. 4.2a, the variable x(t) displays an hyperchaotic behavior
when the nonlinear feedback gain parameter β is high enough, as it is usual for that
kind of delayed systems [100, 101]. The corresponding PDF is almost Gaussian
(see Fig. 4.2b), and the main qualitative difference between both is that unlike the
Gaussian PDF, the PDF of x(t) does naturally not have infinite tails. Therefore, it
can be considered with a good approximation that the scaled PDF of the carrier is
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In Fig. 4.3, the PDFs of the synchronization error (t) and of the mismatch
noise n(t) have been depicted for various kind of mismatches. We have divided the
mismatched parameters into two groups: the so-called “tuneable mismatches”
corresponding to β and φ on one hand, and the “filter mismatches” correspond-
ing to the response-times θ and τ on the other. We have set ∆T to 0 because
the delay-time parameter T can be matched with a relatively high precision at the
experimental level. For the synchronization error, the PDF still present a smooth
bell-shaped form, even though the maximum is significantly lower than the one
of their Gaussian counterpart. On the other hand, for the mismatch noise, one
can notice that a better quantitative similitude is observed with the Gaussian, but
qualitatively important differences are observed. For example, the PDFs of the
mismatch noise are peaky (the two peaks correspond to the two contributions in
Eq. (4.5)), and the convexity of the two curves is not always the same.
A measure of non-Gaussianity: the Gram-Charlier expansion
The above analysis indicates that an analytical tool is needed for the comparison of
these PDFs relatively to the “reference” Gaussian PDF. The best tool to investigate
the effect of the non-Gaussianity of a PDF is the Gram-Charlier (GC) expan-
sion [99]. Any scaled PDF can be expressed as a function of a Gaussian and its
derivatives following the infinite series





with g˜ ≡ f˜gau. Knowing that
g˜(k)(u) = (−1)kHek(u)g˜(u) , (4.14)







where Hek are Hermite polynomials. From a purely mathematical point of view,
Eq. (4.15) enables to recover the ak coefficients owing to the orthogonality of
Hermite polynomials, as well as Fourier coefficients are recovered owing to the
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Figure 4.4. Representation of the function Ψ4. The inset shows a zoom-in for an argument
between 0 and 6.
orthogonality of trigonometric functions. In the Gram-Charlier formalism, any
PDF is fully characterized by its ak coefficients which are uniformly equal to zero
in case of a Gaussian PDF.
Using both Eqs. (4.11) and (4.13), the BER for a non-gaussian mismatch noise
can therefore be evaluated as a function of its GC coefficients following
















is the BER corresponding to a purely gaussian noise, and




















is the k-th correction of the Gaussian BER, which has to be weighted with the GC
coefficient ak. It may be interesting to note that the three special functions involved
in these equations. It may be interesting to note that the complementary error
function erfc, the confluent hypergeometric function Φ and the complete Gamma
function Γ (see ref. [108] for contextual definitions) appear quite frequently when
the BER has to be evaluated analytically in optical or microwave communication
systems [109–111].



















Tuneable Mismatches, 1.2 Gb/s
Tuneable Mismatches, 2.5 Gb/s
Filter Mismatches, 1.2 Gb/s
Filter Mismatches, 2.5 Gb/s
Figure 4.5. Numerical simulation for the dependence of the BER with the SNR. Symbols
correspond to numerical integration of Eqs. (4.1) and (4.2) with a binary message of 220 ∼ 106
bits. Tuneable and Filter mismatches are considered as in Fig. 4.3.
4.5.3 Influence of the non-Gaussianity of the chaotic mismatch noise
According to Eq. (4.15), the GC coefficients rapidly decrease to zero as k is in-
creased, so that high-order coefficients have less relevance. Hence, only the first
coefficients should be considered in first approximation for the analytical BER
evaluation. Let us consider the first odd (a3) and the first even (a4) GC coeffi-
cients. Typically, a3 describes the asymmetry relatively to the central-value, and
it is considered that noticeable asymmetry is observed when |a3| > 0.1, while
|a3| > 0.3 corresponds to an extreme asymmetry. On the other hand, a4 describes
the decay to zero of the PDF’s tails at infinity, in the sense that a4 < 0 denotes a
fast decay to 0 while a4 > 0 indicate a slow decay to 0.
It can be demonstrated that Ψk(u) is uniformly equal to zero when k is odd, so
that only the even GC coefficients are involved in the BER evaluation at this pre-
cision: in particular, the first corrective term relatively to the Gaussian BER-law
will be a4Ψ4(SNR). For the mismatch noise n(t), numerical simulations indicate
that a4 ∼ 10−3 > 0, in conformity with Figs. 4.3c and 4.3d where it can be seen
that the PDFs decay slower than the Gaussian to zero. To evaluate the BER cor-
rection, we have also computed the function Ψ4(u) in Fig. 4.4. One can notice
that in terms of order of magnitude, no significant deviation relatively to the Gaus-
sian BER-law should be expected for SNR < 6. More precisely, let us consider
the correction term a4Ψ4(SNR). According to the inset of Fig. 4.4, the BER in
the system should be slightly smaller than BERgau for SNR < 3, slightly greater
that BERgau for 3 < SNR < 5.5, while drastic changes are to be expected for




















Input Laser Power (mW)
Figure 4.6. Experimental evolution of the first odd (a3) and first even (a4) Gram-Charlier
coefficients when the power P of the emitter feeder semiconductor laser is continuously in-
creased from 0 to 7 mW. Note the convergence to 0 as P is increased.
SNR > 6. In fact, this drastic change is a “threshold effect”: since the PDF of
the noise has finite tails (unlike the Gaussian PDF), there is a limit of the SNR
above which the mismatch-induced BER drops to 0 according to Eq. (4.11).
4.5.4 Numerical simulations
Numerical simulations completely support the above analysis. In Fig. 4.5, we have
numerically evaluated the BER as a function of the SNR for different configura-
tions, varying the bit-rate and the origin of the mismatch. Two bit-rates we have
considered, the OC-24 standard bit-rate of 1.2 Gb/s, and the OC-48 standard of
2.5 Gb/s (more precisely, and as used in both numerical simulations and experi-
ments, they respectively correspond to bit-rates of 1.24416 and 2.48832 Gb/s). As
earlier mentionned, we have divided the mismatched parameters into two groups,
the tuneable mismatches corresponding to β and φ on one hand, and the filter
mismatches corresponding to the response-times θ and τ on the other. For com-
parison purposes, we have also plotted the theoretical BERgau corresponding to a
Gaussian PDF.
In conformity with our theoretical analysis, the BER is practically indepen-
dent of the bit-rate, and it does only weakly depend on the origin of the mismatch.
As the SNR is increased, the qualitative behavior predicted from the a4Ψ4(SNR)
corrective term is effectively observed: from a quantitative point of view, there is
no significative difference between the BER computed numerically and the theo-
retical BERgau. Qualitatively, the features predicted analytically are numerically
recovered: one can effectively notice that the simulated BER is slightly lower than
BERgau when SNR < 3, and then turns to be slightly higher than BERgau until
the occurence of the threshold effect. However, in a realistic situation, even though
the mismatch-induced BER may drastically decrease, other sources of BER like






































Figure 4.7. Experimental timetrace of the hyperchaotic carrier, and its related PDF (without
scaling), for a feeder laser power of P = 7 mW. The Gaussian PDF has also been represented
in dashed line to facilitate the comparison.
random noise or fiber distortions (induced by chromatic dispersion and nonlinear-
ities) may become increasingly important for such high SNR values.
4.6 Experimental Results
In2 the experimental set-up, the electro-optical modulators were pigtailed LiNbO3
integrated Mach-Zehnder modulators with a DC value of VpiDC = 4.0 V, and a RF
value (at 1 GHz) of VpiRF = 4.2 V for λ = 1550 nm. The coherent optical feeders
of these modulators were InGaAsP Distributed FeedBack (DFB) semiconductor
lasers with a polarization maintaining pigtail, designed for 10 Gb/s digital system
equipments. The delay-lines were 7 meter long single-mode optical-fibers yielding
an overall time delay of 40 ns (taking into account the signal speed reduction in
electrical connections). We also used a matched pair of photodetectors with a gain
of 2 V/mW. The amplification within the nonlinear feedback loops was performed
by a pair of RF-amplifiers with a power gain of 18 dB and a bandwidth ranging
from 30 kHz to 12 GHz.
Figure 4.6 shows the experimental evolution of the Gram-Charlier coefficients
when the power of the emitter feeder laser P is continuously increased (note that
it corresponds to an increase of β). We have only plotted the first odd (a3) and first
even (a4) GC coefficients. It can be observed that for low input power, |a3| may
reach at specific points a noticeable asymmetry, while a4 clearly indicates a PDF
structure which is quite far from a Gaussian. The system undergoes a bifurcation
around P = 3 mW after which the PDF converges to a Gaussian (a3 and a4
both converge to 0). It is also confirmed that the quality of the decryption does
practically not depend on the bit rate.
2These experimental results have been obtained in collaboration with N. Gastaud and L. Larger
at the Optoelectronics Laboratory of GeorgiaTech-Lorraine, Metz, France.




















Figure 4.8. Experimental variations of the of the BER at the standard bit-rates of OC-24
(1.24416 Gb/s) and OC-48 (2.48832 Gb/s). The experimental parameters for the OC-24 curve
are P = 5 mW, VB = 0.34 V, P ′ = 2.88 mW and V ′B = 3.42 V. Those of the OC-48 curve
are P = 5 mW, VB = 3.38 V, P ′ = 2.97 mW and V ′B = 7.20 V.
Figure 4.7 displays the hyperchaotic carrier used for encryption, as well as
its related PDF. It can be noticed in the timetrace as well as on the PDF that for
high values of the laser power (7 mW), the hyperchaotic oscillations are practically
Gaussian, so that according to the theoretical analysis performed in the previous
section, the mismatch noise is also expected to present the same features as in Fig.
4.3.
Figure 4.8 shows the BER experimentally recorded for the bit-rates 1.2 and
2.5 Gb/s. The concordance with analytic and numerical results is good, and the
qualitative features analytically predicted are recovered. However, some quantita-
tive discrepancies are noticed above SNR = 7, probably due to the random noise
present in the system. Additive random noise would play exactly the same role as
the mismatch noise, so that it may not be the source of this deviation. Experimen-
tal measures have evidenced the presence of a multiplicative noise associated to a
noisy overall gain (that is, a randomly fluctuating value for β), and which should
be responsible of that deviation. It thereby results an experimental BER slightly
higher than the theoretical one.
It should also be emphasized that up to SNR values as high as 10, the experi-
mental curves at 1.2 Gb/s and 2.5 Gb/s are quasi-perfectly superposed, in complete
concordance with our theory which states that in first approximation, the bit-rate
has no influence on the BER variation-law.
Finally, a threshold effect is still experimentally observed: around the value
of SNR = 14, the BER sharply drops to zero, or at least, to values which are
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Figure 4.9. Experimental eye-diagrams at the standard bit-rates of OC-24 (1.24416 Gb/s)
and OC-48 (2.48832 Gb/s). The experimental parameters are those of Fig. 4.8. The left row
corresponds to the OC-24 standard, while the right row is corresponds to the OC-48. From top
to bottom the SNR is equal to 2, 5, 8, 11 and 14.
by far below 10−15. From a more global perspective, one can notice that above
SNR = 12, a small increase of the SNR leads to a very strong improvement of the
BER. This limit therefore seems to be objective to be reached for the fulfilment of
the BER requirements in standard optical communication systems.
This threshold effect can also be detected with the experimental eye-diagrams
of Fig. 4.9. The aperture of the eyes undergoes a sharp amelioration between
SNR= 11 and SNR= 14. Such eye-diagrams have also been yet determined nu-
merically in other optical chaos cryptosystems [112].
4.7 Conclusion
In this study, we have investigated the influence of the mismatch noise on the
BER of an electro-optical chaos communication scheme. We have shown that
the probability density function of the hyperchaotic carrier and the peak-to-peak-
signal-to-rms-noise ratio are the only relevant parameters for the BER evaluation.
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This important result is of high experimental and practical interest. Effectively,
owing to the absence of nonlinear mixing between the message and the mismatch
noise, the value of the rms mismatch noise σ measured experimentally without
message can be considered as the same as when there is an encrypted message,
so that knowing the amplitude of the message µ, the mismatch SNR can be com-
pletely evaluated experimentally.
On the other hand, the PDF of the hyperchaotic carrier can be easily measured
and we have shown that typically, this PDF has the same shape than the one of the
mismatch noise. This allows for a practical control of the mismatch-induced BER.
The existence of a threshold value of the SNR is also very interesting in practice,
because it means that efforts in order to improve the SNR may lead to an decisive










“It’s of no use whatsoever. This is just an
experiment that proves Maestro Maxwell
was right.”
Heinrich Hertz, to his students.
5.1 Introduction
OUR focus in this chapter is the deterministic dynamics of a single-mode mi-crowave generator referred to as the opto-electronic oscillator (OEO). The
particularity of the OEO is its exceptional performance in terms of phase noise,
that is, in terms of frequency purity. We first briefly present some fundamental
notions on microwaves, emphasizing on radar technology and applications. Then,
we investigate the particular case of the OEO, and a deterministic model consisting
in a delay-differential complex envelope equation is constructed. The correspond-
ing stationary solutions are derived, and their stability is determined as a function
of the feedback gain. It is found that bifurcation phenomena do occur beyond a
critical value, thereby implying either a drastic restriction or a performance im-
provement as far as applications are concerned.
5.2 Fundamental principles of radars
5.2.1 Microwaves and radar frequencies
A microwave is an electromagnetic wave whose frequency in vacuum is between
300 MHz and 300 GHz, thus corresponding to a wavelength between 1 mm and 1
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m. Therefore, they span over three standard frequency ranges of the electromag-
netic spectrum: ultra-high frequencies (or UHF, from 0.3 to 3 GHz), super-high
frequencies (or SHF, from 3 to 30 GHz), and extremely-high frequencies (or EHF,
from 30 to 300 GHz).
The existence of electromagnetic waves was first theoretically predicted by
James Clerk Maxwell in 1864, and experimentally evidenced in 1888 by Hein-
rich Hertz. Few years later, Nikola Tesla1 and Guglielmo Marconi2 indepen-
dently applied for the first patents ever to rely on electromagnetic waves: this was
the birth of radio-communications, the precursor of microwave technology.
If microwaves do naturally propagate in free space, they also do in confined
media like in wave-guides or in co-axial cables. This multiplicity of possible
propagation media empowered the emergence of microwave technology, which
can therefore be defined as the science of producing, conveying, receiving and an-
alyzing microwave signals. Nowadays, microwaves are the backbone of a wide
variety of technological applications, ranging from radio/television broadcasting
to radars, passing through microwave ovens and mobile telecommunications net-
works.
However, the purity of the microwave frequencies needed for these applica-
tions is not the same in all cases. For example, in microwave ovens, there is no
need for an exceptionally pure microwave, as long as the peak frequency coincides
with the transitional frequency f = 2.45 GHz which thermally excites the water
molecules. In mobile telecommunications, fairly pure microwaves are required,
because they are used as carriers to be modulated by information-bearing signals.
But in some applications like in radar or in lightwave technologies, exceptionally
pure microwaves are required, because purity is in these cases directly attached to
performance, and the physical indicator of purity for these microwave frequencies
is phase noise.
Typically, all microwaves can serve as radar frequencies: more precisely, radar-
frequencies may vary from 1 to 300 GHz, as it can be seen in Table 5.1. However,
to any specific task or application is attached a precise radar-frequency band.
There are five fundamental radar bands which are labelled L, S, C, X and K
(splitted in Ku, K and Ka). Beyond the K band, there is the so-called “mm band”
(millimetric waves) which is also sometimes divided in sub-bands. The following
sub-section will focus on some basic types of radars.
1Nikola Tesla, U.S. Patent 645576: “System of transmission of electrical energy”, issued on
March 20, 1900.
2Guglielmo Marconi, U.S. Patent 676332: “Apparatus for wireless telegraphy”, issued on June
11, 1901.
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Designation Frequency range (GHz)
L band 1− 2
S band 2− 4
C band 4− 8
X band 8− 12
Ku band 12− 18
K band 18− 27
Ka band 27− 40
mm band 40− 300
Table 5.1: Radar frequency bands.
5.2.2 Types of radars
There are two fundamental types of radars: the pulsed radar and the continuous-
wave radar: there are also some hybrid radars which are combinations of both.
We hereafter briefly present these radars as well as their mode of operation.
The pulsed radar
The pulsed radar -or pulse-modulated radar- emits short microwave pulses, which
are reflected back by the target. These pulses generally have a duration between
0.1 and 10 µs, and they are spaced by silence intervals which are of the order of
milliseconds. If the echo is received after a time-lag T , then the distance d between
the target and the antenna can simply be evaluated as d = cT/2, where c is the
velocity of light. However, the velocity of the target can not be evaluated with
a single pulse: hence, unless comparing distances evaluated from various pulses
emitted at equidistant intervals (which is quite inefficient), these radars are not
basically suited for velocity evaluation.
The continuous-wave radar
At the opposite of pulsed radars, continuous-wave radars are emitting uninter-
ruptedly. They rely on the Doppler effect, so that they are also commonly
known as Doppler radars. Effectively, if the target has radial a velocity v(t)
relatively to the radar, the reflected back microwave suffers a frequency shift
∆f(t) = −f0[v(t)/c], the so-called Doppler shift: the velocity can therefore
be monitored in real time with an excellent precision. Unfortunately, Doppler
radars can not detect stationary targets, nor targets whose radial velocity is null;
moreover, and this is an important drawback, Doppler radars do not enable the
evaluation of distances.
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Some hybrid radars: the frequency-modulated continuous-wave radar and the
pulse-Doppler radar
These radars combine the advantages of pulsed and continuous wave radars, and
they can detect both distance and velocity of targets.
In the frequency-modulated continuous wave radar, the frequency of the mi-
crowave is ramp-modulated: this frequency modulation is a kind of signature
which can be recognized in the echo, thereby enabling the distance evaluation
as in pulsed radar. The velocity is still evaluated in this case with the Doppler ef-
fect. On the other hand, in pulse-Doppler radars, the amplitude of the microwave
is on/off-modulated. This radar combines time and frequency domain analysis to
evaluate the distance and the velocity of the target.
As well as Doppler radars, these kinds of hybrid radars are particularly sen-
sitive to the microwave purity because the echo peak for a slowly moving target
would be very near the reference peak, where phase noise is predominant; hence,
phase noise is here a key factor that determines the performance and detection
range of the radar.
5.2.3 Applications of radars
Detection and ranging
The historic application of radars is the detection and ranging of moving targets.
In civilian applications, radars are generally used to detect planes, cars, and ships.
They are also used for high-precision altimetry in aircrafts. In military applica-
tions, radars are of course used to detect planes, but they also serve for the guiding
of missiles and unmanned planes.
Meteorology
Radars are widely used in meteorology. The emitted microwave is scattered back
by snow, rain, or hail. In meteorology, the unit of reflectivity is the dBZ, and this
logarithmic unit is used for the determination scattering object’s nature: this is due
to the fact that the size and the dielectric constant of rain drops, snow flakes and
hailstones are different. For example, snow corresponds to a reflectivity of around
10 dBZ, while rain corresponds to around 40 dBZ; hail corresponds to values
which can be as high as 70 dBZ. After proper calibration, it is therefore possible
to evaluate the characteristics of meteorological formations from backscatettered
radar microwaves.
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Satellite imaging
Satellite imaging is a domain where radars have found an impressive plethora of
applications, principally because some microwaves frequencies are not signifi-
cantly affected by clouds. In wind scatterometry for example, the reflectivity of
sea waves is used to indicate the intensity and direction of wind. Radar altime-
try can provide a topographic picture of land, that is, a 3D-chart of the landscape.
Radar satellite imaging is also used for ecological purposes (detection of oil spills,
forestry, agriculture, etc...), climatology (monitoring of icebergs, ozone, etc...),
geology (monitoring of earthquakes, landslides, volcanoes, etc...), and of course
meteorology (large scale trajectory of hurriquanes, etc...).
5.2.4 Other applications of ultra-pure microwave generators
Time-frequency metrology
Time-frequency metrology is the science of measuring time and frequencies with
precision. Between the extreme precision provided by atomic clocks and the less
precise one provided by solid-state resonators, there is a gap which can be filled by
ultra-low phase noise oscillators. They can for example be used for the calibration
of systems (high resolution spectrometers, etc...), or as reference oscillators in
clock-driven systems.
Microwave photonics
The aim of microwave photonics is the of study of phenomena involving interac-
tions between microwave and optical signals.
Generally, ultra-low phase noise microwave generators are used in lightwave
technology to produce multi gigabits/s optical pulses with extremely low time-
jitter. They also have a strong potential for ultra-fast analog-to-digital conversion.
[113]. For example, in optical telecommunication networks, ultra-low phase noise
microwave photonics can enable to produce multiple-wavelength synchronized
pulses with a fs-jitter [68]. Another application where ultra-pure microwaves and
photonics are simultaneously used is the so-called Radio over fiber technology,
which will be widely used in 3G networks with the UMTS3 standard.
5.3 The opto-electronic oscillator
In opto-electronic oscillators, a few kilometers-long fiber delay line is combined
to a narrow-band microwave filter, to build a frequency-selective feedback loop
3Universal Mobile Telecommunications System.
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Figure 5.1: Experimental set-up.
[59, 60]. It has been shown that single-mode OEOs are able to produce radio-
frequency oscillations with extremely high spectral purity in the microwave range
at up to tens of GHz, with extremely low sideband phase noise levels.
5.3.1 The system
A shematic representation of the OEO under study is displayed in Fig. 5.1. Its
generic architecture is globally identical to the one of the electro-optical laser hy-
perchaos generator. Unexpectedly, however, the epithet “opto-electronic” has
been preferred to “electro-optical” to characterize this oscillator. We therefore
adopt this nomenclature in order to be consistent with related works in the scien-
tific literature.
The oscillation loop consists of the following elements:
• A wideband integrated optics LiNbO3 Mach-Zehnder modulator; it is seeded
by a continuous-wave semiconductor laser of optical power P , which serves as
a bifurcation parameter for scanning the OEO feedback gain; the modulator is
characterized by a half-wave voltage VpiDC ' VpiRF = 4.2 V, which defines the
amplitude scale required at the microwave Mach-Zehnder driving voltage V (t) for
operation in the nonlinear regime.
• A thermalized 4 km fiber performs a time delay of T = 20 µs on the mi-
crowave signal carried by the optical beam; the long delay is intended to support
thousands of the microwave ring-cavity modes, whose free spectral range is equal
to ΩT/2pi = 1/T = 50 kHz.
• A fast amplified photodiode with a conversion factor S = 2.2 V/mW.
• A narrow-band microwave filter, intended to select the frequency range for
the amplified modes; its central frequency is Ω0/2pi = 3 GHz, and the −3 dB
bandwidth is ∆Ω/2pi = 20 MHz; the system is therefore intended to produce a
radar frequency in the S-band according to Table 5.1.
• A microwave amplifier with gain G is required to close the loop. All optical
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and electrical losses are gathered in a single attenuation factor κ.
It therefore appears to some extent that the electro-optical hyperchaos gener-
ator and the OEO have almost perfectly opposite qualitative features: on the one
the hand, we have a wide bandwith and a relatively short delay-line, intended to
generate a radio-frequency spectrum as flat and as broad as possible; on the other
hand, we have a narrow bandwith and a very long fiber cavity in order to select a
single cavity mode, that is, a single frequency.
5.3.2 A deterministic model for the OEO
Generally, the frequency-domain approach is priviledged in the theoretical studies
of microwave generators. This is due to the fact that resonator-based oscillators
have an extremely high quality factor Q (> 109), inducing extremely slow en-
ergy decay-time compared to the fast oscillation period. These huge timescale
differences are generally incompatible with affordable numerical integration and
tractable analytical developments in the time domain. However, in the case of the
OEO, we should be able to keep the time-domain description because the very
large energy storage time is ensured by the delay, and not by the microwave reso-
nant filter whose quality factor is rather low (Q = Ω0/∆Ω = 150).
Since the architecture of the system is the same as the one of the electro-optical
generator, the steps to derive the governing equations are almost exactly the same,
except that the filter may not be consider as two cascaded first-order filters, but as
a single and resonant bandpass filter . Hence, if we consider in first approximation
this filter to be linear with central frequency Ω0 and bandwith ∆Ω, the RF voltage
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= κGSP cos2
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Hence, the dynamics of the microwave oscillation can therefore be described in









x(s)ds = β cos2[x(t− T ) + φ] , (5.2)
where β = piκSGP/2VpiRF is the normalized feedback gain, φ = piVB/2VpiDC
is the Mach-Zehnder off-set phase, while τ = 1/∆Ω and θ = ∆Ω/Ω20 are the
characteristic timescale parameters of the bandpass filter.
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The dynamics of the OEO can unfortunately not be studied under the form of
Eq. (5.2), because the ratio between the fastest and slowest dynamical timescales
Ω20/(ΩT ·∆Ω) ∼ 107 is too high. However, owing to the narrow-bandwith band-
pass filter, only the oscillations whose frequency is within the bandwith can arise.
Therefore, an option to circumvent this problem is to represent the solution under








with A = |A|eiψ . The challenge is now to find an equation for the complex
envelope amplitude A(t), which is assumed to vary slowly relatively to the central
carrier frequency Ω0, that is |A˙(t)|  Ω0|A(t)|.







where Jn is the n-th order Bessel function of the first kind. It can be shown that
the cosine of a sinusoidal function of frequency Ω0 can be Fourier-expanded in
harmonics of Ω0. In other words, knowing that cos2(z) = [1 + cos(2z)]/2, if x(t)
is nearly sinusoidal around Ω0, then the Fourier spectrum of cos2[x(t−T )+φ] will
be sharply distributed around the harmonics of Ω0. Since the filter of the feedback
loop is narrowly resonant around Ω0, it is an excellent approximation to discard
all the spectral components of the signal except the fundamental. Therefore, using









x(s)ds = −β sin 2φ
×J1[2|A(t− T )|] cos[Ω0(t− T ) + φ(t− T )] . (5.5)
To avoid the integral term which is complicated to manage analytically and numer-
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Figure 5.2. Numerical simulations of Eq. (5.10), for various values of the effective feedback
gain γ, with σ = 0 and φ = −pi/4 (i. e., γ < 0). The initial condition is constant in the
interval [−T, 0] (=10−2). a) |γ| = 2.2 < γcr : the system converges to a stable fixed point
after some oscillatory transients. b) |γ| = 2.4 > γcr : the system is beyond the supercritical
Hopf bifurcation value, and its amplitude is modulated with a period equal to 2T = 40 µs.
from which we can later deduce A(t) using the relation x(t) = u˙(t).
To derive an evolution equation for B(t), we can just inject Eq. (5.7) into Eq.
(5.5 ), and we obtain
B¨ + 2(µ+ iΩ0)B˙ + 2iµΩ0B
= −2µγ J1[2|B˙T + iΩ0BT |] e−iΩ0T eiψT , (5.8)
where µ = ∆Ω/2 is the half-bandwidth, and γ = β sin 2φ is the effective feedback
gain. We can also define the cumulated loop phase as σ = Ω0T , and the impor-
tance of a careful thermal stabilization of the 4-km long fiber delay-line appears
here: effectively, a relative thermic dilatation of only 10−5 is yet able to induce
noticeable changes of the loop phase, that is, to the dynamics of the system.
Assuming the slowly-varying conditions |B¨|  Ω0|B˙|  Ω20|B| and taking
into account µ Ω0, Eq. (5.8) can be reduced to
iΩ0B˙ + iµΩ0B = −µγ J1[2Ω0|BT |] e−iσeiψT . (5.9)
The phase factor of the variable x(t−T ) can also be rewritten as eiψT = AT/|AT |.
Therefore, if we assumeA ' iΩ0B, we are led to the following evolution equation
for the complex envelope A of the microwave variable x(t)
A˙ = −µA− 2µγe−iσ Jc1[2|AT |]AT , (5.10)
where Jc1 is the Bessel-cardinal function defined as Jc1(x) = J1(x)/x. It may
be interesting to note that the Bessel cardinal function is qualitatively very similar
to the sinus-cardinal function, but its absolute maximum is 1/2 instead of 1.
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We have therefore derived a first-order nonlinear delay-differential equation
with a complex variable to investigate the dynamics of the microwave generator. In
the following subsections, we will use this equation to study the stationary states,
which are of interest for our purpose, as well as their local stability.
5.4 Stationary solutions of the OEO and their stability
5.4.1 Stationary solutions
The theoretical advantage of dealing with an envelope equation is that pure
monochromatic microwave solutions are fixed points of the amplitude equation.
Hence, stability analysis of these solutions are mathematically more tractable. The
fixed points of our system obey the algebraic nonlinear equation
A{1 + 2γe−iσ Jc1[2|A|]} = 0 . (5.11)
The trivial fixed point A(t) ≡ 0 corresponds to the non-oscillating solution.
To check for its stability of this solution, we can perturbate it with δA, and track
the evolution of the perturbation with
δA˙ = −µ δA− µγe−iσ δAT (5.12)
The sufficient stability conditions for this kind of delayed variational equations can
be obtained analytically [114,115]. The phase matching condition eiσ = ±1 has to
be fulfilled for an oscillation to be sustained. It means that if Ω0T is not an integer
multiple of pi, then the mode would oscillate with a frequency shift $ such that
(Ω0 +$)T ≡ 0 modulo pi. The trivial solution is therefore stable when |γ| < 1,
or if γe−iσ ≥ 1 and T < Tcr = arcos[−eiσ/γ]/[µ
√
γ2 − 1]. Since in our system
T  1/µ, the second case can generally not be fulfilled. In the branch γe−iσ < 0,
there is a bifurcation at |γ| = 1. On the other hand, in the branch γe−iσ > 0,
there is a bifurcation right above |γ| = 1. However, this solution does not emerge
experimentally, as the whole RF spectrum shifts by an amount of ΩT /2: thereby,
e−iσ is of opposite sign and the oscillator flips back to the first bifurcation branch.
Hence, we can globally consider that the trivial fixed point is stable only when the
loop gain is such that |γ| < 1.
When |γ| = 1, we therefore have to consider the supercritical pitchfork bi-
furcation occuring between the solution A(t) = 0 the non-trivial fixed point
A(t) = A0 6= 0 which corresponds to the dynamical behavior we are looking
for, that is, a purely sinusoidal solution of the kind x(t) = |A0| cos[Ω0t + ψ0].
From Eq. (5.10), it can be deduced that the amplitude of this oscillating solutions
obeys to the following transcendental equation:
Jc1[2|A0|] = − 1
2γ
eiσ . (5.13)
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In the following we will set eiσ to 1, without loss of generality.
The amplitude A0 is defined by the intersection between the Bessel cardinal
function and the horizontal line of height −1/2γ. Since the loop gain γ = β sin 2φ
can be either positive or negative depending on the value of the bias offset φ, we
have four distinct cases: no solutions when γ < −15.52 or γ > 7.56, one solution
for −15.52 < γ < −1, and multiple solutions for −1 < γ < 7.56. It clearly
appears that the range of interest for our purpose is the one for which γ is negative,
with 1 < |γ| < 15.52.
5.4.2 Stability analysis: emergence and stability of the monochro-
matic solution
Beyond the existence of the monochromatic solution described above, we still have
to check for its stability. Using the conventional stability analysis method, we are
led to the perturbation equation
δA˙ = −µ δA− 2µγ {Jc1[2|A0|] + 2|A0|Jc′1[2|A0|]} δAT , (5.14)




∣∣∣∣∣ < 12 , (5.15)
corresponding to values of γ belonging to the intervals [−2.31,−1], [−8.11,−7.56]
and [−15.94,−15.08] (there are an infinity of such windows in the multiple-
solutions range, when γ < −15.52).
In fact, we are restricted to the first stability interval because conventional
radio-frequency opto-electronic devices do not enable to obtain gain values higher
than 5. Therefore, the theory predicts that a pure monochromatic solution emerges
at |γ| = 1, and remains stable up to γcr = 2.31. Beyond γcr, the system undergoes
a supercritical Hopf bifurcation, as the fixed point A0 loses its stability while a
limit cycle A0 + a0 exp(iΩHt) emerges. This Hopf bifurcation therefore leads to
an amplitude modulation of the microwave signal x(t), that is, to the emergence
of deterministic modulation side-peaks in the radio-frequency Fourier spectrum.
On the one hand, it can be demonstrated from the classical theory of Hopf bifur-
cations that the modulation amplitude |a0| initially grows as |γ − γcr|1/2, that is,
as the square-root of the gain increase from the bifurcation. On the other hand, it
is also possible to determine analytically the frequency ΩH of the Hopf-induced
amplitude modulation. Effectively, the time-varying component a0 exp(iΩHt) is
initially very small and can be treated as a perturbation, which should obey to Eq.
(5.14) according to
iΩH = −µ− 2µγ {Jc1[2|A0|] + 2|A0|Jc′1[2|A0|]} e−iΩHT . (5.16)
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Figure 5.3. Experimental evidence of the Hopf-induced amplitude modulation, as the gain
is increased; a1, b1 and c1 are timetraces, and a2, b2 and c2 are the Fourier spectra of the
corresponding reconstructed envelopes (relatively to the carrier at Ω0/2pi = 3 GHz). a)
Before the bifurcation. b) At the onset of the bifurcation. c) After the bifurcation.
After splitting this equation into its real and imaginary parts, it appears that the
Hopf frequency ΩH obeys the transcendental equation
ΩH = −µ tan[ΩHT ] , (5.17)
whose physical solution ΩH ' 12ΩT corresponds to a modulation period TH =
2T = 40 µs.
Numerical simulations fully confirm the theoretical analysis. In Fig. 5.2, vari-
ous timetraces obtained through the simulation of Eq. (5.10) are displayed. When
|γ| = 2.2, the system converges towards its stable fixed point, but only after some
oscillatory transients. When the gain is further increased to |γ| = 2.4, the system
has yet undergone the supercritical Hopf bifurcation at γcr = 2.31. As a conse-
quence, the amplitude is modulated, and the modulation period is effectively twice
the delay-time as predicted. Therefore, the numerical simulations are in perfect
concordance with the theory, both quantitatively and qualitatively.
5.5 Experimental results
The4 experimental evidence of this Hopf-induced amplitude modulation is pre-
sented in Fig. 5.3. Before the bifurcation, the amplitude is constant and there is
a single peak in the Fourier spectrum. Exactly at the onset of the bifurcation, the
amplitude starts to be modulated with the Hopf frequency ΩH/2pi = ΩT /4pi = 25
kHz: therefore, two modulation peaks appear beside the carrier at the frequen-
cies ±ΩH/2pi. Careful measurement of the corresponding critical value of the
4These experimental results have been obtained in collaboration with L. Larger, H. Tavernier and
R. Bendoula at the Optoelectronics Laboratory of the FEMTO-ST Institute, Besanc¸ on, France.
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Figure 5.4. Bifurcation diagrams for the microwave variable x(t) revealing unexpected non-
linear effects. a) Theoretical diagram. b) Experimental diagram.
loop gain has given the experimental value of γ˜cr = 2.42, which is very near the
analytical value γcr = 2.31 given by the theory with the stability condition of
Eq. (5.15). Note that the lowest Hopf critical value was obtained after adjusting
the Mach-Zehnder bias, most probably due to thermal drifts induced by the in-
creasing RF power. After the bifurcation, the amplitude is strongly square-wave
modulated with the same frequency ΩH , and the modulation side-peaks become
stronger. This experimental phenomenology is therefore in perfect concordance
with the analytically predicted scenario.
The bifurcation diagrams for the microwave variable x(t) are displayed in Fig.
5.4. In fact, removing the periodic fast-scale oscillation at Ω0 is geometrically
equivalent to represent the dynamics of a Poincare´ section: therefore, at |γ| = 1,
the amplitude variable A(t) undergoes a pitchfork bifurcation (from the trivial
fixed point to another fixed point) while the corresponding microwave variable x(t)
undergoes a Hopf bifurcation (from a fixed point to a limit-cycle); and at |γ| = γcr,
A(t) undergoes a Hopf bifurcation while x(t) rather undergoes a Neimark-Sacker
bifurcation, that is, a bifurcation from a limit-cycle to a torus. In ref. [60], a similar
bifurcation diagram was plotted but only at up to 2.1, so that the Neimark-Sacker
bifurcation was not observed.
5.6 Conclusion
We have proposed a deterministic time-domain model for the study of single-mode
optoelectronic oscillators. This model whose variable is the complex envelope am-
plitude of the microwave takes into account the intrinsic features of OEOs, that is a
strong nonlinearity on the one hand and a very large delay on the other. The model
predicts a supercritical Hopf bifurcation for the amplitude variable as the loop gain
is increased, that is, to an amplitude modulation which thereby induces the emer-
gence of robust parasite side-peaks in the radio-frequency Fourier spectrum. This
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behavior has been also recovered experimentally.
In the next chapter, we will focus on the stochastic and multimode dynamics





“If the reference moves, where are men
going?”
Cheikh Hamidou Kane, The ambigu-
ous adventure.
6.1 Introduction
THERE are two fundamental factors that can affect the purity of a microwavegenerated by an opto-electronic oscillator: noise fluctuations (mainly related
to phase noise) on the one hand, and multimode dynamics on the other. The aim
of this chapter is to investigate these two aspects. We will first consider the prob-
lem of phase noise in the oscillator. Using the deterministic model constructed in
the precedent chapter, we will build a stochastic model in order to understand how
noisy intrinsic and environmental influences are transfered into phase fluctuations.
Then we will study the mutimode behavior of the system. Evidence will be given
that the mode competition is so strong that it may persist even at macroscopic
timescales. The multiple-time scale methodology will be used to gain a theoretical
understanding on the mechanisms of this modal competition.
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6.2 Stochastic microwave dynamics of OEOs
6.2.1 Phase noise
In the time domain, a perfectly pure monochromatic microwave can be mathemat-
ically expressed as A(t) = A0 cos(Ωt+ ϕ), where its amplitude A0 and its phase
ϕ are rigorously constant. In the Fourier domain, the spectrum of this signal is a
Dirac peak of amplitude A0, centered on the frequency Ω. However, perfectly pure
microwave do not exist in practice, since theoretically, they are at least affected by
an unavoidable quantum noise; but in fact, real-world microwaves are not perfectly
pure because they are polluted by the thermal noise originating from the electri-
cal circuitery needed to produce them, as well as by unavoidable environmental
perturbations. Hence, amplitude and phase are no more rigorously constant: they
become fluctuating - or better said, stochastic- variables.
Except in some exceptional cases, (small) amplitude noise is generally not a
critical problem, at the opposite of phase noise. The effect of this phase noise in
the Fourier domain is to tranform the zero-autocorrelation Dirac peak into a peak
of non-zero auto-correlation, that is, a frequency peak with a given “waist”.
Phase noise in generally designated with the Fourier transform variable Sϕ(f)
whose unit is the rad2/Hz, or the dBrad2/Hz. Alternatively, the technical variable
L(f) = 12Sϕ(f) is used, and its unity is the dBc/Hz which stands for decibels
below the carrier in a 1-Hz bandwidth.
It is sometimes convenient to consider that phase noise can be characterized






where the b−i are empiric coefficients, weighting respectively (from 0 to 4) the
white phase noise, flicker phase noise, white frequency noise, flicker frequency
noise and random-walk frequency noise [116]. The influence of these various
contributions is generally highlighted in conventional log-log spectra plots. It is
common to synthetically express the phase noise performance of a microwave gen-
erator in terms of dBc/Hz at a given frequency shift from the carrier, for example
“−150 dBc/Hz @10 kHz”.
6.2.2 The stochastic model
In the sub-section 2.7 of Chapter 2, we did focus on the influence of noise on
the electro-optical hyperchaos generator. For that purpose, we had demonstrated
that a convenient stochastic model for that system had to have two contributions,
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Figure 6.1. Phase noise spectra. a) The amplitude of additive noise is σa = 5.0 × 10−3, and
the amplitude of multiplicative noise is fixed to σm = 1.0 × 10−5 . b) Effect of the various
noise contributions when their amplitudes is multiplied by three, the continuous curve being
the same as in a) (reference curve). The dashed curve is obtained by setting σa = 15.0×10−3
(σm remaining the same), and the dashed-dotted curve by setting σm = 3.0 × 10−5 (σa
remaining the same).
namely a multiplicative noise contribution due to a noisy loop gain, and an addi-
tive noise contribution induced by environmental fluctuations. We had also shown
that experimental measurements allowed us to consider these noises as white and
Gaussian.
Since the opto-electronic generator has exactly the same architecture, it is log-
ical to suppose that this stochastic model is still valid, with different parameters,
though. However, the variable of the stochastic delay-differential equation (2.26)
is the microwave variable x(t): hence, we have to use the slowly-varying approx-
imation of Eq. (5.3) to derive a stochastic equation for the complex amplitude
variable A(t) = |A(t)|eiψ(t) .
In this configuration, the additive noise ξa(t) of interest should be centered
around the carrier frequency Ω0, while the multiplicative noise ξm(t) fluctuates


























= 4δa,mδ(t − t′). The slowly-varying amplitude B(t) of the
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integral variable u(t) =
∫ t
t0
x(s) ds therefore obeys














eiΩ0(t−T )eiψT + c.c.
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where c.c. stands for the complex conjugate of the preceeding term. With the
usual approximations, Eq. (6.3) can be reduced to the following stochastic delay-
differential equation for the variable A(t)
A˙ = −µA− 2µγ [1 + σmξm(t)] e−iσ Jc1[2|AT |]AT + 2µσaζa(t) . (6.4)
It therefore appears that in the complex amplitude equation, the initial multiplica-
tive noise remains a real variable, while the additive noise becomes complex.
From this theoretical analysis, the amplitude of the phase noise fluctuations
should increase with the amplitude of the additive and multiplicative noises σa and
σm. This equation also predicts that the amplitude of phase noise should decrease
as the amplitude |A0| of the microwave increases. At last, this equation indicates
that phase noise fluctuations are closely related to the delay time and to bandwith of
the RF filter. Deeper analysis is however necessary in order to understand exactly
what is the effect of these parameters on the spectral properties of phase noise.
6.2.3 Numerical simulations
We have simulated the complete Eq. (6.4) in order to plot the Fourier spectrum
of phase noise ψ(t). In Fig. 6.1a, the numerical results are displayed in the con-
ventional log-log coordinates. This spectra is both qualitatively and quantitatively
very similar to those who are obtained experimentally. Here, the peaks indicate
the noise-driven amplitude of the cavity-modes which are spaced by ΩT /2pi = 50
kHz: however, these peaks are not particularly detrimental as far as applications
are concerned, because they are relatively far from the central peak. In this numer-
ical spectra, the phase noise performance of the OEO is around −160 dBc/Hz @
10 kHz.
To understand the influence of additive and multiplicative noises, we have mul-
tiplied each of them by three while the other was remaining constant. The results
are shown in Fig. 6.1b, and it can be seen that as expected, the phase noise glob-
ally increases with the noise amplitude. It is striking that comparatively to addi-
tive noise, multiplicative noise is exceptionally critical, since multipling the initial
value by three yields a spectrum whose level of noise is exceptionaly high.
However, it should also be emphasized that the intensities of the additive and
multiplicative noises are still to be calibrated experimentally in order to have more
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realistic values. For example, the amplitude of the multiplicative noise can have
been overestimated in numerial simulations. Therefore, no definitive conclusion
can be drawn a priori about the criticality of this multiplicative noise from the
numerical analysis.
6.3 Temporal evolution of the radio-frequency spectrum
Until now, we have only investigated the case where a single-mode was oscillat-
ing. However, if the cavity-modes are spaced by ΩT = 50 kHz as in our case,
there are some 400 modes that can be amplified when the RF filter has a bandwith
of ∆Ω = 20 MHz. We may guess a priori what should occur when the system
is switched on abruptly. Normally, all these modes should be excited; then, they
would compete for the available gain, and at last, after the transient time corre-
sponding to modal competition, the highest-gain mode should oscillate while all
the others are definitively damped out. This is the usual scenario in resonator-based
oscillators, like lasers for example, where this transient time is generally very short
- of the order of few nanoseconds. In our system, though, nothing guarantees the
validity of this scenario, mostly because the system is very high-dimensional ow-
ing to the hundredths of modes which can potentially oscillate. We may therefore
expect that different initial conditions do lead to different final states.
It is an excellent approximation to expand the slowly varying amplitude A(t)




An(t)einΩT t , (6.5)
where Nmax ∼ µ/ΩT is half the number of modes that are within the bandwidth.
The modal amplitudes An have a detuning frequency Ωn = nΩT relatively to the
central frequency Ω0, and we can safely suppose that a cavity mode outside the
bandwith can definitely not oscillate; hence, summing the modes up to Nmax is
more than sufficient.
In the precedent chapter, the initial condition was taken constant over the inter-
val [−T, 0]. Spectrally, it means that all the energy was initially present in the fun-
damental mode A0, while no energy was provided to the side-modes. It is known
in oscillators theory that oscillation is subsequent to amplification: hence, the fun-
damental mode was the unique mode which could potentially oscillate. That is
why we obtained a single-mode operation (see Fig. 5.2) - and it was exactly what
we were looking for.
Experimentally, however, it is impossible to concentrate the initial energy in
only one mode to favour its single-mode operation. In fact, the initial condition
is noisy. This can easily be derived from Eq. (6.4) by setting the gain γ to 0; the
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Figure 6.2. Numerical simulation of the radio-frequency spectrum of the OEO after 1 s,
in a 10 MHz window. The thin line represents the result of the simulation, while the thick
line represents an averaging of the spectrum with a 125 kHz resolution, in order to facilitate
comparison with the oscilloscope display of Fig. 6.3.
amplitude becomes noise-driven according to
A˙ = −µA+ 2µσaζa(t) . (6.6)
The solution of this stochastic differential equation is a Ornstein-Uhlenbeck
Gaussian noise whose amplitude is proportional to σa. A noisy initial condi-
tion over the interval [−T, 0] means that all the modes do initially possess energy:
hence, they can all potentially oscillate. Therefore, the initial dynamics of the OEO
is always multimode.
However, a single-mode operation can be obtained experimentally by a slow
increase of the feedback gain, that is, with a switching on procedure starting from
under to above threshold. In this case, the modal competition at threshold is rel-
atively fast because there is only a very small quantity of available energy for all
the modes.
To have a better insight on this multimode dynamics, we have simulated the
deterministic Eq. (5.10), but the initial condition in the interval [−T, 0] has been
taken to be Gaussian random numbers, which for our purpose can perfectly replace
the more realistic Ornstein-Uhlenbeck noise. We have thereby provided equal
opportunity to all the modes (within and outside) the bandwith to be amplified
and at last oscillate. The result of this simulation is displayed in Fig. 6.2. It can
be seen that after 1 second, the dynamics of the OEO is highly multimode, with
several modes oscillating within a 3 MHz bandwith. It should be emphasized that
1 second is a macroscopic timescale for this system, for which the largest time-
scale is T = 20 µs. Hence, this simulations confirms that when realistic initial
conditions are chosen, a persistent multimode behavior is observed, which may or
not lead to a single-mode behavior after a transient process which is
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Figure 6.3. Experimental radio-frequency spectrum of the OEO after 30 seconds (dashed
line) and after 2 hours (continuous line), in a 10 MHz window. The modal competition can be
considered in this case as permanent.
6.4 Experimental results
The1 persistent multimode dynamics that was obtained numerically has also been
observed experimentally. When the system is switched on continuously from be-
low to above threshold, the system oscillates in a single mode. But when the
switching is abrupt, all the modes within the bandwith are initially amplified, and
at macroscopical timescales the modal dynamics is still going on within 4 MHz
around the central frequency.
One may note the agreement between the numerical simulation and the experi-
mental result. Beyond the striking qualitative similarity between both spectra, it is
worth noting that the bandwith within which the modal competition occurs is quite
correctly recovered by the simulations. The level between the oscillating modes
and the damped modes within the filter bandwith is also more or less the same
numerically and experimentally, that is, approximately equal to 40 dB.
6.5 A modal expansion approach to OEO’s dynamics
Numerical and experimental evidence has been given about the complexity and
the persistence of the multimode dynamics in OEOs. We are in front of a situation
where hundredths of modes (or oscillators) are coupled in a very complex fashion.
The aim of this section is to provide an analytical insight into the modal dynamics
of the OEO, and to gain understanding into the mechanisms which are behind the
observed dynamical behavior.
1These experimental results have been obtained in collaboration with L. Larger, H. Tavernier and
R. Bendoula at the Optoelectronics Laboratory of the FEMTO-ST Institute, Besanc¸ on, France.
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6.5.1 The multiple timescales method
The timescales involved in the dynamics of the opto-electronic oscillator are
widely separated. Principally, we have the carrier frequency Ω0/2pi in the GHz
range, the filter half-bandwidth µ/2pi in the MHz range, and at last the free spectral
range ΩT/2pi in the kHz range. The separation of timescales by the same 3 orders
of magnitudes makes the OEO an ideal case for the multiple time scales method
[117, 118]. This method relies on the expansion of the variables in function of the
various timescales involved in the system. Then, a different dynamics is assumed
at each time scale and therefore, an evolution equation is derived at each timescale.
Let us then consider the smallness parameter  which separates the various
parameters. In our case, a straightforward value is  = 10−3. Then, we can define
the various timescales as Tk = kt, where k is a positive integer. According to this
definition, T0 = t is the fastest timescale, while as k increases, the times Tk are
attached to slower variations. However, only a limited number kmax of timescales
is needed to take into account all the dynamical features of the system. Here,
kmax = 3 covers the totality of the dynamics of interest. Since the timescales are













where Dk has just been introduced as a practical notation for the partial derivative








kuk(T0, T1, T2, T3) +O(4) , (6.9)
where the variables uk are associated to the timescales Tk.
Using the relationship x = u˙, the microwave variable x(t) can also be ex-














kxk(T0, T1, T2, T3) +O(4) , (6.10)
6.5 A modal expansion approach to OEO’s dynamics 121
Since the nonlinearity in the microwave evolution equation is quadratic, the am-
plitude of the quasi-sinusoidal variable x(t) should also be expanded in orders of




k|Ak(T0, T1, T2, T3)|+O(4) . (6.11)
It is important to note that this amplitude should not be confused with the instan-
taneous value of the variable x(t).
6.5.2 Modal equations
The purpose of the method is to derive equations at each timescale, and for each
mode.
Using Eqs. (6.7), (6.9) and (6.11), the microwave evolution equation (5.5) can































cos[Ω0T0 − σ + ψT ] .
(6.12)
In order to maintain uniformly the polynomial expansion in powers of , the Bessel








= J1 [2|A0T |]
+
{




2|A2T | · J1′ [2|A0T |] + 2|A1T |2 · J1′′ [2|A0T |]
}
+O(3) (6.13)
Here an expansion to order 2 is sufficient because the nonlinearity is multiplied by
the filter parameter which is of order .
Therefore, we can equate the various contributions of same order in Eq. (6.12)
in order to derive evolution equations at each order k. This procedure leads us to
the following equations:








0u1 = −2D0D1u0 − 2µˆD0u0
−2µˆγ J1 [2|A0T |]




0u2 = −2D0D1u1 − (D21 + 2D0D2)u0 − 2µˆ(D0u1 +D1u0)
−2µˆγ
{
2|A1T | · J1′ [2|A0T |]
}




0u3 = −2D0D1u2 − (D21 + 2D0D2)u1
−2(D0D3 +D1D2)u0 − 2µˆ(D0u2 +D1u1 +D2u0)
−2µˆγ
{
2|A2T | · J1′ [2|A0T |] + 2|A1T |2 · J1′′ [2|A0T |]
}
× cos[Ω0T0 − σ + ψT ] (6.17)
These equations correspond to the various dynamical equations at each timescale.




B(T1, T2, T3)eiΩ0T0 + 1
2
B∗(T1, T2, T3)e−iΩ0T0 , (6.18)
which corresponds to our initial hypothesis of quasi-sinusoidal oscillations for x
and its indefinite integral u. We can therefore only keep this term, and consider
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that uk ≡ 0 for k > 0.
However, in order to obtain meaningful modal equations, we still have split
B(T1, T2, T3) into the various timescales T1, T2, and T3. In the spirit of the modal
expansion of Eq. (6.5), we propose the following decomposition




inΩˆT T2 . (6.19)
Here, the dependence in T1 is justified by the fact that dynamics of the mi-
crowave’s slowly-varying amplitude is ruled by the filter bandwith which is of
order ; hence, there should be a multiplicative term at this order. The exponential
dependence in T2 is straightforward, since ΩT was assumed to be of order 2. At
last, the dynamics of the modal amplitudes bn should be slowlier that their detun-
ing frequency nΩT , so that it is logical consider that they depend on the slowest
timescale T3. The dynamics of the system is therefore ruled by the “fast” complex
amplitude B(T1) associated to the carrier Ω0, and the “slow” complex modal am-
plitudes bn(T3) associated to the detuning frequencies nΩT .
The modal decomposition of Eq. (6.19) enables the expansion of the ampli-
tude |A(t)|, that is, the determination of the higher order terms |An| which are
involved in the global Eq. (6.12). Since only |A0|, |A1| and |A2| are involved in
our dynamical Eqs. (6.14) to (6.17), this expansion has to be led only at up to order
2; hence, according to Eq. (6.10), we obtain the expansion
x = D0u0 + (D1u0 +D0u1) + 




























inΩˆT T2eiΩ0T0 + c.c.
}
+O(3) , (6.20)
where as usual c.c. stands for the complex conjugate of the preceding term. The
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−inΩˆT T2 + c.c.
]}
+O(3) . (6.21)
This expansion is of the kind |A|2 = α20 + α21 + 2α22 from which we can deduce












































−inΩˆT T2 + c.c.
]
∣∣∣∑Nmaxn=0 bneinΩˆT T2∣∣∣ .
(6.22)
These explicit relationships will enable us to understand exacly how the Bessel
nonlinearity does affect the dynamics of the OEO at the various timescales.
The equations of higher order can not be solved analytically as the Eq. (6.14)
corresponding to order 0. But we can notice the equation of order k may be con-
sidered as an undamped harmonic oscillator of variable uk and eigenfrequency Ω0,
with external forcing. The so-called secularity conditions are obtained by equating
to zero the resonant terms of this external forcing, thereby impeding a divergence
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to infinity of the higher order variables uk.











−µˆγ J1 [2|A0T |] e−iσeiψT = 0 . (6.23)





A(T1, T2, T3)eiΩ0T0 + 1
2
A∗(T1, T2, T3)e−iΩ0T0 (6.24)











|∑Nmaxn=0 bneinΩˆT T2 | . (6.25)
We can furthermore assume the approximation an(T3 − T ) ' an(T3) because the
timescale T3 is much slowlier than ΩT which is of order 2. Using the secular Eq.







∣∣∣∑Nmaxn=0 aneinΩˆT T2 ∣∣∣][
2|AT | ·
∣∣∣∑Nmaxn=0 aneinΩˆTT2 ∣∣∣] AT . (6.26)
It may be interesting to note that in the single-mode approximation (i. e. setting
an ≡ 0 except a0), this equation degenerates to Eq. (5.10), that is, to the equation
we had obtained in our initial single-mode analysis.
We now need an equation to rule the dynamics of the modal amplitudes an(T3).
For that purpose, we have to consider the resonant term of Eq. (6.17) of the order
3 because it is the only equation to have a D3 derivative factor. Cancellation of
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inΩˆT T2 − µˆγ
{
2|A2T | · J1′ [2|A0T |]
+2|A1T |2 · J1′′ [2|A0T |]
}
e−iσeiψT = 0 .
(6.27)
This equation englobes the collective dynamics of the modes, but does not enable
to track the dynamics of an individual mode. In order to extract modal equations,
let us write the left-hand side of Eq. (6.27) under the form
H(T1, T2, T3) =
Nmax∑
n=0
Hn(T1, T2, T3)einΩˆT T2 = 0 . (6.28)
If ∂Hn/∂T2 ' 0, then we can project this collective dynamics onto the various
cavity modes mΩT following
H(T1, T2, T3) = 0 ⇒
T∫
0







einΩˆT T2e−imΩˆT T2dT2 = 0
⇒ Hn(T1, T2, T3) = 0 ∀n , (6.29)
that is, we can equate each modal term Hn to zero. If we assume that the col-
lective dynamics has a slower dynamics than the individual modes, the condition
∂Hn/∂T2 ' 0 can be considered as valid in our case because the T2 dependence
only appears in a norm on the denominator of the phase factor eiψT . Therefore,
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where the |An| are defined as in Eq. (6.22). The coupled system of Eqs. (6.26)
and (6.30) constitute the final result of the modal analysis. They may enable to
understand the intrinsical mechanisms of the mode competition in OEOs.
6.6 Multimode dynamics of OEOs: a paradigm for glob-
ally coupled oscillators
From the multiple time scale analysis, it appears that in the multimode regime,
the system is constituted by hundreds of microwave ring-cavity modes which are
strongly and nonlinearly coupled through the Mach-Zehnder interferometer. To
the best of our knowledge, earlier studies on OEOs have never reported such multi-
mode behavior. Here, experimental and analytical evidences of such a multimodal
dynamics have been given.
It can be seen in Eq. (6.30) that the modal variables an are subjected to a non-
linear global coupling, along with winding frequency terms which are stronger as
the modal frequency detunings nΩT increase. It is worth noting that the modes
have not been coupled phenomenologically as it is sometimes done in the litera-
ture: here, the coupling emerges naturally from the intrinsical nonlinearity of the
system. This global nonlinear coupling is indeed very complex, if one remem-
bers that terms as complicated as those of Eq. (6.22) are involved in the modal
dynamics.
As emphasized earlier, the key advantage of a modal expansion approaches is
that they enable to track the dynamics of individual modes, and to have an insight
into the nature of their coupling. This complexity can not even be suspected if one
only considers Eq. (5.10) which rules the total amplitude A(t).
From a fundamental point of view, it is still to be investigated if the complexity
of this modal dynamics may not be the source of other types of behaviors, different
from single-mode and “trivial” collective multimode behavior; this possibility can
be considered as probable if one keeps in mind the high dimensionality of the sys-
tem, and the unexpected emergence of breather-like behaviors at the other extreme
of this same architecture (cf. Chapter 2).
From a technological point of view, it should be in principle possible to evalu-
ate the feasability of mode-locking schemes, either with resonant frequency modu-
lation or with tailored saturable absorbers. Here again, the possibility to follow the
dynamics of individual modes, and potentially to investigate their stability, would
be a convenient tool which could open the way to interesting results.
6.7 Conclusion
We have given a insight on the stochastic and multimode dynamics of OEOs. It has
first been shown that the phase noise properties of the oscillator can be recovered
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by taking into consideration an additive and a multiplicative noise in the complex
amplitude equation.
We have also studied the multimode dynamics of the system, and shown that
under certain conditions, the mode competition could persist even at macroscopic
timescales. The multiple time scale method has permitted to determine approxi-
mate modal equations where it clearly appears that the cavity-modes are subjected
to a nonlinear global coupling. This mechanism where the center-most modes
are weakly damped but strongly coupled is therefore responsible for the observed
behavior, that is, persisting multimode competition within few MHz around the











“A splendid light has dawned on me
about the absorption and emission of ra-
diation.”
Albert Einstein, in a letter to Michele
Besso.
7.1 Introduction
WE will focus in this chapter on the modelization of Vertical-Cavity Surface-Emitting Semiconductor Lasers (VCSELs) with polarization- and frequency
selective feedback. It is known that for moderate to strong pumping, VCSELs ex-
hibit a strong multi-transverse mode behavior, as well as a complex polarization
dynamics. An efficient way to control the dynamical and spectral emission proper-
ties of VCSELs is to subject them to polarization- and frequency-selective optical
feedback. The aim of this chapter is to give an introduction to VCSELs and to de-
rive a model to study the frequency-selective feedback stabilization scheme. This
analysis is intended to provide an analytic insight into the optimal conditions under
which this feedback control strategy could be satisfactory.
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7.2 Principles of VCSELs
This section is devoted to some generalities on the fundamental operation princi-
ples of VCSELs. After a brief review on semiconductor lasers, the specific case
of VCSELs will be adressed, with a particular emphasis on the gain medium, the
optical resonator, and the carrier injection/confinement.
Semiconductor lasers
In semiconductor lasers, the concept of energy levels is replaced by the one of en-
ergy bands, namely the conduction band lying around an energy levelEc and filled
with electrons; and the valence band lying around Ev and filled with holes. These
two bands are separated by a band-gap energy Eg, and instead of stimulated de-
cay between atomic energy levels, the coherent photons of frequency ν ' h/Eg
originate from the stimulated recombination between the electrons and holes of the
two bands.
In the semiconductor bulk material, the probability for an electron to occupy a
given state of energy E is given by the Fermi-Dirac distribution
f(E) =
1
exp[(E −Ef )/kT ] + 1 , (7.1)
where k is the Boltzmann constant, T the absolute temperature and Ef is the
Fermi level. On the other hand, the optical joint density of states with which a






(hν −Eg)1/2 , (7.2)
where h is the Planck constant, and mr = mcmv/(mc + mv) is the reduced
electron-hole mass, mc and mv being respectively the effective masses of the elec-
trons and the holes in their bands.
The gain of the semiconductor material can be in first approximation defined
as the exponential amplification rate of the stimulated radiations in the medium. It






[f(Ec)− f(Ev)] , (7.3)
where τr is the electron-hole recombination lifetime. This gain is negative at ther-
mal equilibrium because Ec > Ev , implying f(Ec) < f(Ev) according to Eq.
(7.1). Therefore, as all materials, semiconductor media absorb light under usual
thermodynamic conditions.
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Figure 7.1. The E-~k diagram of a quantum-well VCSEL. The parabolic profile of a conven-
tional p-n junction laser (p) and the quantized (step-like) variations induced by the longitudi-
nal confinement (qw) have been represented. The valence band is divided into two sub-bands,
namely the heavy-hole and the light-hole bands.
When the semiconductor medium is doped, the Fermi level moves in opposite
directions depending on the nature of the doping: upwards for a n-doping, and
downwards for a p-doping. Therefore, when a p-n junction is forward-biaised, the
Fermi level splits into two quasi-Fermi levels Efc and Efv respectively associated
to the electrons in the conduction band and to the holes in the valence band. In
consequence, if we attach the Fermi distributions fc and fv to these quasi-Fermi





[fc(Ec)− fv(Ev)] , (7.4)
and for strong enough doping/pumping, the double condition Efc > Ec andEfv <
Ev becomes fulfilled, yielding G(ν) > 0: the semiconductor medium becomes
active. Here, the inversion of population is realized between electrons and holes
around their respective quasi-Fermi levels, and coherent radiation is generated by
their stimulated recombination.
By analogy to the Fabry-Pe´rot resonator, the resonator associated to this gain
medium may simply be the semiconductor/air interface. Despite its low reflectiv-
ity (∼ 0.3), this reflector is nevertheless sufficient to overcome the cavity and facet
losses, thereby enabling laser emission.
The above lasers are commonly referred to as edge-emitter semiconductor
lasers. Some sophistications (like hetero-structures) can be brought to increase
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their performances, and nowadays, they are used in several areas of science and
technology, ranging from lightwave telecommunications to multimedia systems;
they can even be used, as we have seen in the precedent chapters, for ultra-pure
microwave generation.
However, the most fabricated semiconductor lasers rely on a different architec-
ture, and bear a specific name: VCSELs. Typically, the VCSEL cavity is a cylinder
of a one-wavelength height and few micrometers of diameter. The active medium
is a very thin layer at the mid-height of the cavity which is passive elsewhere, and
the resonator is made of Bragg mirrors of exceptionaly high reflectivity. Here-
after we briefly review the inner structure of these lasers with a particular emphasis
on the active medium, the Bragg reflectors, and the confinement mechanisms for
the carriers.
7.2.1 The active medium: quantum wells
In VCSELs, the active medium typically consists in several quantum wells, which
geometrically define thin layers of the cylindrical waveguide. When an electron
is localized within a thin semiconductor layer sandwiched with layers of higher
bandgap energy, the electron is energetically trapped into a potential energy well.
From the quantum mechanics point of view, the energy of this electron is therefore





where W ∼ 10 nm is the width of the quantum well, and me is the mass of the
electron.
Hence, a straightforward advantage of quantum wells is that it enables to
achieve very high concentrations of electrons (and holes) by trapping them into
these localized energy levels, instead of having electrons and holes which are en-
ergetically spread as in conventional p-n junction (see Fig. 7.1). Such high densi-
ties in discrete energy levels enable to obtain significantly lower threshold currents
through a higher recombination efficiency. Moreover, another advantage of quan-
tum wells is that they allow a great flexibility in terms of lasing wavelengths, just
by changing the width of the wells (and thereby the energy levels): this is much
more complicated in usual p-n junctions lasers, where doing so would require the
modification of the doping concentrations. Unfortunately, here also resides the
disadvantage of quantum well lasers: they are very sensitive to temperature, be-
cause thermic dilatation may drastically modify the energy level values through W
[119].
The schematic representation of a VCSEL is shown in Fig. 7.2. Usually, there
are several quantum wells in the active region, so that the term multi-quantum
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Figure 7.2. A top-emitting selectively-oxidized VCSEL. Here, the carriers and the photons
are counter-propagating.
well (MQW) is sometimes used to characterize the gain medium. To simplify the
modelling, we will scale all these wells to a single one.
7.2.2 The resonator: Bragg reflectors
A particular feature of VCSELs is that their cavity length is very short. In fact, this
cavity is typically only one wavelength long (∼ 1 µm). Therefore, and this is an
important advantage relatively to the edge-emitter lasers, VCSELs emit a single
longitudinal mode.
However, the active region constituted with the quantum wells is extremely
thin, generally thinner than 0.05 µm, so that the one-trip amplification is very
small, of the order of 1% . Hence, comparatively to edge-emiting lasers whose
active region can be as long as 300 µm, VCSELs need a resonator of exceptionally
high reflectivity in order to compensate for the low amplification rate. Such re-
flectivities are achieved with the so-called Distributed Bragg Reflectors (DBR),
which are constituted with alternatively stacked low- and high-index layers. The
thickness of each of these layers is equal to one fourth of the laser’s wavelength
in the corresponding medium, and it can be demonstrated that for a number N of



















where nL and nH are respectively the low and high reflective indices of the stack,
while nin and ntr are respectively the refraction indices of the media correspond-
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ing to the incident and transmitted wave. It is straightforward from Eq. (7.6) that
the refectivity rapidly converges to 1 as the number of layer pairs N goes to in-
finity. In general, the number of pairs which are needed for a sufficiently high
reflectivity ranges from 20 to 40.
These Bragg reflectors, which are respectively also p-doped or n-doped for
the top and bottom mirror stacks, enable to obtain a reflectivity higher than 99%,
thereby permitting to overcome the cavity losses despite the very low amplification
rate. This high reflectivity also ensures that the quantum wells which are localized
at the center of the cavity coincide with an anti-node of the longitudinal mode
amplitude, thereby ensuring a maximal interaction between the light and the active
medium.
7.2.3 Injection and confinement of carriers
Carrier injection
The principal difference between VCSELs and edge-emitter lasers is the fact that
the carriers are injected along the propagation direction of the output light. Hence,
considering the cylindrical structure of the VCSEL, the carriers and the photons
are either co- or counter-propagating, perpendicularly to the thin disk of the active
region. Conventionally, a VCSEL is said to be top-emitting if it emits through the
p-DBR mirror, and is said to be bottom-emitting if the emission is made through
to the n-DBR mirror.
Figure 7.2 for example represents a top-emitting VCSEL.
Transverse confinement of carriers
As emphasized earlier, the active region is a very thin disk at the middle of the VC-
SEL cavity. Therefore, a mechanism should somehow be implemented in order to
steer these carriers towards the smallest area (or spot) possible around the center of
the active region cross-section, in order to compensate for the transverse diffusion
of the injected carriers: this is the concept of transverse confinement. Effec-
tively, without confinement, the carriers would spread across the whole surface of
the disk, thereby inducing a lower surface density, and a lower overall efficiency.
In fact, carrier confinement is tightly related to optical confinement because the
photons originate from stimulated recombination, that is, the optical field more or
less overlaps the cross-section of the carrier flow across the surface of the active
region. Therefore, from a technological point of view, the principal interest of
carrier confinement is that it favours the fundamental mode emission, which is the
most important for most of technological applications.
There are two principal carrier confinement methods.
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The first one is index-guiding, where the carriers are confined by the conduc-
tivity, in the sense that the cylindrical waveguide filled with semicoductor material
is surrounded by a medium of very low conductivity. Hence, the injected electrons
are forced to stay within the waveguide and to cross the active region section.
An archetypal example of the so-called index-guided air-post VCSEL, where the
cylindrical waveguide is surrounded by air. In fact, this index-guided structure also
serves to guide the optical transverse modes, but its drawbacks are an unefficient
heat dissipation from the laser cavity and a carrier loss induced by outer surface
recombination.
The second confinement method is gain-guiding, where the carriers are ac-
tively confined towards the axis of the cylinder waveguide. In ion-implanted VC-
SELs, for example, some ions (most of the time H+, but also sometimes F+, N+, or
O+) are introduced with a tubular symmetry in order to trap the electrons inside the
“tube”. However, ion-implantation generally damages the crystaline structure of
the semiconductor, and the ions also diffuse in the bulk material, thereby limiting
the lifetime of the laser.
An hybrid solution combines index-guiding and gain-guiding: these are selec-
tively oxide-confined VCSELs. In these lasers, the active region is surrounded by
a thin annular oxidized area of significantly lower conductivity. Here, gain-guiding
is achieved because the carriers predominantly pass through the non-oxidized
cross-section, and index-guiding originates from the difference in refraction in-
dices between the active region and its lateral surroundings.
Fig. 7.2 shows how, by being placed just above the multi-quantum wells layer,
the selectively-oxidized area can enable carrier confinement.
7.2.4 Emission properties of VCSELs
Multi-transverse mode behavior
As earlier emphasized, VCSELs are intrinsically single-longitudinal mode lasers.
However, the cylindric waveguide supports a certain number of transverse modes
depending on its diameter and on the optical properties (refraction indices) of its
different sub-structures. Typically, this number of transverse modes may easily be
higher than 20 for a diameter of only 10 µm. These modes have different stability
properties, which are strongly related to their transverse confinement factor, that
is, the the overlap between the spatial profile of the mode and the circular section
of the VCSEL’s active medium. In general, the higher the order of the mode, the
smaller its transverse confinement factor: hence, the fundamental mode results as
the most stable of all. Therefore, when the VCSEL is pumped just above threshold,
the first mode to lase is generally the fundamental mode, whose spatial profile is
simply a bright spot.
When the diameter of the VCSEL is small (< 5 µm), the fundamental mode
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may lase alone even when the laser is pumped quite far above threshold. This is
due to the fact that the waveguide supports only very few modes, whose transverse
confinement factors are very different. But when the diameter of the VCSEL is
increased, the waveguide supports much more transverse modes whose confine-
ment factors are nearly degenerated when they are of the same order. Hence, as
the pumping is increased, the quasi-degenerated higher order modes start to lase
for almost the same threshold value.
In all cases, higher transverse modes are always excited when the pumping
is strong enough. Several of these modes may compete and the resulting optical
field would display a very complex spatiotemporal dynamics which has been thor-
oughly studied in recent years (see refs. [81, 82, 120, 121] and references therein).
Multi-polarization behavior
The circular aperture VCSELs supports two orthogonal polarizations. Ideally these
two polarization directions are degenerated, but in reality, the bulk semiconduc-
tor material, the active medium and the Bragg mirrors are anisotropic, namely
dichroic and birefringent. Dichroism induces different attenuation factors to the
two polarizations, while the effect of birefringence is to induce different optical
phase-shifts for these polarizations. The first consequence of these anisotropies
is that dichroism favourizes one polarization at the threshold (lifting of the losses
degeneracy), while when both polarizations are lasing, they are spectrally splitted
because of birefringence (lifting of optical phase degeneracy).
Therefore, when the VCSEL is pumped far above threshold, a rich multi-
polarization behavior can be observed (see refs. [83,85,91] and references therein).
7.3 Equations for the field and carrier dynamics
The aim of this section is the derivation of deterministic evolution equations which
can describe the dynamics of a VCSEL submitted to polarization- and frequency-
selective feedback (PFSF). Such equations are intended to provide a theoretical
understanding of the effect of PFSF on the spectral and dynamical emission prop-
erties of the VCSEL.
Full spatiotemporal models have yet been proposed for the modelization of
solitary VCSELs [122]. However, despite their relatively high accuracy, they may
not be computationaly cost effective in our case since we would simultaneously
have to take into account carrier diffusion, the field diffraction and the external
feedback time delay.
An interesting alternative is to implement a modal-expansion model for the
laser electric field. The advantage of a modal model is that on the one hand, the
simulations can be performed in a reasonable time, and on the other, the frequency-
shift of each transverse mode can be determined a priori, so that we can easily
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match the central frequency of the grating to the frequency of the transverse mode
we want to feed back into the laser.
The mesoscopic evolution equations we are going to derive are inspired from
the modal expansion model for VCSELs proposed in [121], which corresponds
to a modal decomposition of the spatiotemporal model presented in [120]. The
main difference between these contributions and our study is the presence of
polarization- and frequency-filtered feedback in our case.
7.3.1 Field dynamics
Maxwell equations
The field equations will be derived on a semi-classical basis; we therefore start
from the Maxwell equations
~∇ · ~D = 0 (7.7)
~∇ · ~B = 0 (7.8)








where we have assumed that there are no free charges.






Ek(t)e−iωt dt , (7.11)
where Ek(t) is a scalar projection of the electric field vector onto a cartesian di-
rection k = x, y, z. We can assume the ohmic relation ~J = σ~E where σ is the
electric conductivity; and we can also assume a linear relation ~P = ε0[χtot] · ~E
between the material polarization and the electric field, [χtot] being the total sus-
ceptibility tensor. Note that the conductivity and the susceptibility will be assumed
to be frequency-independent during the whole thesis.
It can therefore be shown from the Maxwell equations that if the total suscep-





εk(ω,~r,N)E˜k(ω,~r) = 0 (7.12)
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with






= 1 + χbk + ∆χ




In the above equation, the susceptibility has been explicitly expressed as a sum of
various components: the background material susceptibility χbk, supposed to be
constant; the excess susceptibility ∆χexc(~r), which is induced by the quantum
wells, so that it is uniformly equal to zero except in the quantum wells; and finally
the nonlinear susceptibility χnlk (~r,N), which corresponds to the susceptibility
variation induced by the laser pumping. This latter contribution accounts for the
population inversion, and therefore strongly depends on the carrier population den-
sity N . As the excess susceptibility, the nonlinear susceptibility is strictly equal
to zero outside the active region volume. All these susceptibilities have a priori
complex values, and except for χbk, their norm is small compared to 1. However,
χtotk is assumed to have different values along the various axes k: therefore, we
consider the bulk and active media to be anisotropic.
Using the relationship n2k = 1 + χtotk where n is the complex refractive index,
we can explicitly write the refractive index along each direction as























where nb,k is the background refractive index, ns,k is the carrier-induced refraction
index shift, na,k is the internal attenuation index factor, and ng,k is the internal gain
factor which is induced by the pumping. We therefore see that the pumping has
two principal effects: a modification of the refraction index, and a modification
of global attenuation factor. In particular, the pumping may change the sign of
this attenuation factor in the quantum wells medium, thereby transforming it from
passive to active.
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Modal expansion




E˜k,ν(ω, z)Φν(~r⊥) , (7.20)
where ~r⊥ = (x, y), ν stands for the cavity modes of the optical waveguide, and
Φν(~r⊥) stands for their normalized planar profiles. This “planar” expansion where
the electric field is assumed to vary in z while the transverse spatial dependence is
contained in the modal profiles is valid for weakly index-guided structures, where
the waveguide-induced polarization effects can be neglected.
Therefore, Eq. (7.12) may be explicitly rewritten as
∑
ν







= 0 . (7.21)
We can use the so-called effective index approximation to separate this equation
into a transverse equation of variable Φν(~r⊥) which would exclusively gather the
waveguiding aspects, and a longitudinal equation of variable E˜k,ν(ω, z) which
would describe the modal dynamics of the system. We will need for that purpose
a separation variable labelled as βeff (ω) = [ω/c]neff (ω), which enables to split











































[χbx − χby] = −∆χby . (7.24)
142 VCSELs with Polarization- and Frequency-Selective Feedback
This separation will enable to uncouple the transverse and the longitudinal dynam-
ical properties of the system.
From Eq. (7.22), we can deduce that the orthonormal modal profiles are solu-





1 + <(χb) + < (∆χexc(~r))− n2eff (ω)
]
Φν(~r⊥) = 0 ,
(7.25)
while on the other hand, we can track the dynamics of individual modes by pro-
jecting Eq. (7.23) onto a transverse mode Φ∗µ(~r⊥), thereby yielding










E˜k,µ(ω, z) = 0 , (7.26)
where the transverse mode confinement factor Γ(t)µ and the transverse modal sus-








χnlk (~r,N)|Φµ(~r⊥)|2 d2~r⊥ , (7.28)
Sw being the surface of the waveguide cross-section.
It appears that Eq. (7.26) can be solved if and only if the modal profiles Φµ(~r⊥)
are explicitly known, in particular for the determination of the transverse confine-
ment factors and modal susceptibilities: we therefore need first to find the solutions
of the cavity-modes Eq. (7.25).
The waveguide eigenfunctions
An eigenfrequency Ωµ can univocally be associated to the cold-cavity eigenmodes
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where the background refractive index, the excess refractive index and the cavity-















[n2eff (Ωµ)− n2b ] , (7.30)
while rw is the waveguide radius. The parameters Wµ which univocally define
the cavity’s eigenvalues are also sometimes labelled as cladding propagation con-
stants, and the effective propagation constants for the various modes µ can there-


















The excess refractive index is constant within the waveguide, and equal to zero
outside: it takes into account the differences between the refractive indices of the
core and the cladding. Hence, knowing that ~r⊥ = (r, ϕ), this excess refractive
index can be rewritten as a function of the reduced radius R = r/rw following
∆n(~r⊥) = ∆nh(R). For the sake of simplicity, we here consider a step-variation,
where the profile function h is equal to 1 for R < 1, and to 0 otherwise.
Owing to the cylindric symmetry of the boundary conditions of Eq. (7.29), we
may look for a solution of the form
Φmn(~r⊥) = Ψmn(R) eimϕ , (7.32)
where the integer m is the azimuthal order of the eigenfunction, and n is the radial
order; we therefore assume the equivalence µ ≡ {m,n}. Hence, Eq. (7.29) can







−m2 +R2 [V 2h(R)−W 2mn]
}







2nb∆n ' V (7.34)
is the waveguide parameter, which is considered as modally uniform in first ap-
proximation.
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Equation (7.33) is a Bessel equation and if the continuity constraint at R = 1










if R ≤ 1
Km[RWmn]
Km[Wmn]
if R > 1
(7.35)
The determination of the propagation constants Wmn can be achieved by consider-
ing the constraint of continuity for the eigensolution’s derivative at R = 1, thereby
yielding
√
V 2 −W 2mn
Jm+1
[√












2~r⊥ = δmkδnl , (7.37)










so that at last the cavity-modes can explicitly expressed under the form
Φmn(~r⊥) = Amn Ψmn(r/rw) eimϕ . (7.39)
Typically, a mode Φmn more or less fits within the circular cross-section of the
waveguide; it has 2m zeros in the azimuthal direction, and n−1 zeros in the radial
one. Hence, according to that terminology, the fundamental mode is Φ01. These
modes are also sometimes referred to as linearly polarized or LPmn transverse
modes.
Amongst all the solutions Wmn that may be obtained from the algebraic Eq.
(7.36), the constraint of a real and positive argument for the radial profiles Ψmn(R)
in Eq. (7.35) imposes 0 < Wmn < V : therefore, only the modes fulfilling this
double condition are physically acceptable for our purpose, and they are usually
refered to as guided modes.
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Boundary conditions and propagation wavenumbers
We now need to derive the boundary conditions for the partial differential equation
(7.26) in order to proceed with its resolution.
A schematical representation of the system under study is shown in Fig. 7.3.
We have here neglected the reflectivity induced by the active layer’s interfaces,
and its transmittivity has been considered as very close to 1. Therefore, we will
only need two field variables, namely A˜±k,µ(ω) in the VCSEL’s cavity, and B˜±k,µ(ω)
in the external cavity. The parameters r stand for the various reflectivities, while
the parameters t stand for the transmitivities. The subscripts b and t respectively
stand for the bottom and top facets; on the other hand, the primes indicate internal
parameters while the abscence of such primes indicate external parameters. The
relation between internal and external parameters is given by the Stokes relation-
ships r′ = −r and tt′ = 1 − r2. We have also considered the reflectivities to be
polarization-dependent so that they all bear the subscript k = x, y. At last, polar-
ization and the frequency selection is supposed to be ensured by a mirror whose
internal reflectivity r′ext,k(ω)δkl is frequency-dependent in one polarization, and
equal to zero for the other (l = x or l = y).





for − L 6 z 6 0
B˜+k,µ(ω)e−ipk,µ(ω)z + B˜−k,µ(ω)eipk,µ(ω)z
for 0 < z 6 Le
(7.40)
so that in the laser cavity, Eq. (7.26) can be rewritten as









E˜k,µ(ω, z) = 0 . (7.41)
The propagation wavenumber qk,µ(ω) can be explicitly determined through
the boundary conditions at the facets of the VCSEL and at the external reflector:
z = −L : A˜+k,µ(ω)eiqk,µ(ω)L = r′b,kA˜−k,µ(ω)e−iqk,µ(ω)L (7.42)
z = 0 : B˜+k,µ(ω) = t′t,kA˜+k,µ(ω) + rt,kB˜−k,µ(ω) (7.43)
A˜−k,µ(ω) = r′t,kA˜+k,µ(ω) + tt,kB˜−k,µ(ω) (7.44)
z = −Le : B˜−k,µ(ω)eipk,µ(ω)Le = r′ext,k(ω)δkl B˜+k,µ(ω)e−ipk,µ(ω)Le .(7.45)
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Figure 7.3. A schematical representation of a VCSEL with PFSF. Here, the horizontal axis is
the z-axis, and the transverse plane is perpendicular to the plane of the figure.







where aext,µ stands for the losses in the external cavity due to difraction and other
eventual optical devices. This term depends on µ because for example, the vari-
ous transverse modes have different diffraction angles and are not mode-matched
with the same efficiency. Alternatively, considering the external travelling path of
length 2Le, Eq. (7.46) can be rewritten under the form
e−2pk,µ(ω)Le = ρext,µ e−iωT , (7.47)
where T = 2Le/c is the external cavity round-trip time, and ρ2ext,µ = e−Leaext,µ
is the total power attenuation induced by the external cavity.
From Eqs. (7.43), (7.44) and (7.45), it can be shown that the counter-
propagating waves in the laser cavity are related as







1 + rt,krext,k(ω)ρext,µ e−iωT
(7.49)
is a frequency-dependent term which accounts for the effect of the frequency-
selective external feedback.
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Equations (7.42) and (7.48) constitute an homogeneous set of linear algebraic
equations which may have solutions if and only if the associated determinant is
null, that is
rb,krt,k [1 +Rk,µ(ω)δkl] e
−iqk,µ(ω)L = 1 , (7.50)
from which we can at last deduce an explicit expression for the propagation








ln [1 +Rk,µ(ω)δkl] , (7.51)
where the integer M is the order of the lasing longitudinal mode such that
Mpi
L
= βeff (Ω) ' Ω
c
nb , (7.52)
where Ω is the longitudinal resonance frequency defined by the Bragg reflectors.
This frequency defines the operating wavelength of the laser.
It can therefore be deduced from Eqs. (7.42) and (7.40) that the electric field
may also explicitly be rewritten as








The function fk(z) describes the longitudinal mode profile of the electric field
in the laser cavity. Typically, this profile can be considered as isotropic, so that
fx(z) ' fy(z) ≡ f(z).
We can obtain an equation for the amplitude A˜k,µ(ω) by projecting Eq. (7.41)
onto f∗(z) following









Γ(l)χ¯nlk,µ(N¯ )A˜k,µ(ω) = 0 (7.55)
where N¯ is the averaged carrier density across the active region width W , Γ(l) is
the longitudinal confinement factor defined as
Γ(l) =
∫ −LQW +W/2
−LQW−W/2 |f(z)|2 dz∫ 0
−L |f(z)|2 dz
, (7.56)
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and the material parameters are synthetically gathered within the new parameters
Λk = <(∆χbk) (7.57)
Υk,µ(ω) = −=(χbk)− Γ(l)Γ(t)µ = (∆χexc) +
σ
ε0ω
> 0 , (7.58)
respectively gathering the passive influence of the semiconductor medium on the
amplitude and phase of the electric field.
The slowly varying envelope approximation
To derive dynamical equations in the temporal domain, we need to develop explic-
itly the first term of Eq. (7.55). The effective wavenumber can be Taylor-expanded
around the carrier frequency Ω, and if we restrict ourselves to first order terms, we
are led to
β2eff (ω)− q2k,µ(ω) '
{


































where ng is the group-velocity refraction index. On the other hand, the terms that
can be gathered within [=(qk,µ)]2 in Eq. (7.59) are second-order term which can
be neglected. Therefore, using Eqs. (7.52) and (7.60), Eq. (7.55) can be reduced
to
i(ω − Ω)A˜k,µ(ω) = 1
2
[


























ϑk = − Ω
nbng
Λk (7.64)
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The parameter τin is the internal cavity round-trip time of the VCSEL, that is,
the time needed for a photon to go back and forth in the longitudinal dimension
of the optical cavity; the parameter κk,µ stands for the polarization-dependent
modal cavity losses, and their inverses τ pk,µ = 1/κk,µ are sometimes referred to
as the modal photon lifetimes; the parameter ϑk accounts for the polarization-
induced frequency-shift induced by the optical phase anisotropies of the laser
cavity. At last, a particularly important set of parameters is ωµ, which stands for
the various modal eigenfrequencies of the guided cavity-modes. Since ωµ < 0, it
appears that the cavity-modes are red-shifted relatively to the nominal Bragg res-
onance frequency. It can also be shown that if the order of a transverse mode is
defined asO = m+2n−1, then the transverse modes of the same order are nearly
frequency-degenerated.
Since we are dealing with coherent light, we can assume that the dynamics of
the electric field is very slow comparatively to the optical carrier frequency. There-
fore, we may rather derive an equation for the so-called slowly varying envelope





iΩt ⇒ A˜k,µ(ω) = 1
2
E˜k,µ(υ) . (7.66)
where υ = ω − Ω is the relative frequency of the electric field. Therefore, using
the derivative property iυ → ∂t, the inverse Fourier transform of Eq. (7.61) yields


















ln [1 +Rk,µ(υ + Ω)δkl] E˜k,µ(υ) e
iυt dυ .
(7.67)
The last term of this equation gathers all the information about the polarization-
and frequency-selective feedback. However, this equation can be theoretically
studied if and only if Rk,µ(ω) is explicitly known, that is, if the filtering prop-
erties of the external cavity are explicitly defined through the function rext,k(ω).
The frequency-selective feedback
A convenient way to take into account the frequency selection of the feedback is to
consider the grating as a frequency-selective mirror with a Lorentzian character-
istic. The Lorentzian filter may have the disadvantage to have quite large tails (that
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is, not to be selective enough), but it has the great advantage to be very simple to
implement numerically, as it just corresponds to an additional first-order filtering
equation for the amplitude of each lasing mode. The filtering properties of the
grating can be modeled with a Lorentzian [123], and in general, if the transverse
modes separation is significantly larger than the bandwith of the filter (something
that is likely to happen when only few modes are considered), the particular fea-
tures of the filter may not be relevant, as resonance should only match with a single
transverse mode at the time.
The transfer function of a Lorentzian filter can be written as
rext,k(ω) =
∆ωG
∆ωG + i[ω − ΩG] , (7.68)
where on the one hand ΩG is the central frequency of the grating, to be matched
with the overall frequency of the lasing mode to be fed back, and on the other ∆ωG
is the half-width at half-maximum, quantifying the bandwith of the filter. We will
consider the case of narrow filters for which ∆ωG/2pi < 10 GHz, that is, smaller
than the spacing between the lasing transverse modes. The reflectivity for a per-
fectly matched mode of polarization k is supposed to be equal to 1.
In VCSELs, the facets reflectivity are extremely high (always superior to 99%);
hence, we have rt,k ' 1 so that |Rk,µ(ω)|  1 according to Eq. (7.49), and in
consequence
ln [1 +Rk,µ(ω)δkl] ' Rk,µ(ω)δkl . (7.69)
Finally, if we restrict ourselves to case |rext,k(ω)|  1 corresponding to weak or






It may be interesting to note that in the conventional optical feedback case, it is
possible to consider the case of strong feedback and still analytically derive a dif-
ferential equation for the temporal dynamics [85].
Hence, the integral term in the right-hand side of Eq. (7.67) can simply be














∆ωG + i[υ + Ω−ΩG] E˜k,µ(υ) e
iυ(t−T ) dυ (7.72)
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is the modal amplitude that is fed back into the laser cavity, with
θ = ΩT (7.73)
standing for the reference optical feedback phase.
The particular form of the Lorentzian integral of Eq. (7.72) enables the deriva-
tion of a differential equation for the filtered modal field Fk,µ(t) [123]. Effectively,


















The order of integration relatively to the variables t′ and υ can be exchanged, and










for t− T − t′ 6 0
0
for t− T − t′ > 0
(7.75)








which finally yields after time differentiation
∂tFk,µ(t) = −[∆ωG + i(Ω− ΩG)]Fk,µ(t)
+∆ωGEk,µ(t− T ) e−iθ . (7.77)
This differential equation rules the dynamics of the modal fed back field, and it
clearly appears that we simply have Fk,µ(t) = Ek,µ(t − T ) e−iθ in the adiabatic
limit for a perfectly frequency-matched mode.
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Field equations in the circular polarization base
We are now going to express the field equations in a circular basis. In fact, the
polarization of the photons is defined by the spin difference between the valence
and conduction sub-bands before electrons-hole recombination. This interaction





A discrimination should therefore be made between the carriers according to their
spin. In particular, the electrons will be divided into two groups of density N¯+ and
N¯− such that N¯ = N¯+ + N¯−. The associated spin dynamics will be studied in
detail in the next sub-section, devoted to the carrier dynamics.
The total electric field in each circular polarization can therefore be rewritten
under the form




f(z)Φmn(~r⊥)E±,mn(t) eiΩt + c.c. (7.79)














[Kx,µFx,µ(t) δlx ± iKy,µFy,µ(t) δly] , (7.80)









[ϑx + ϑy] ' 0 (7.81)






[ϑx − ϑy] (7.82)
are respectively the modal dichroism and the birefringence. Here, these anisotropies
only have two contributions namely bulk and facet contributions, but in the gen-
eral case, other contributions such as the elasto-optic one, or the strain-induced
7.3 Equations for the field and carrier dynamics 153
anisotropies, may play a very important role.
A x- or y-polarized transverse mode is optimally fed back when its overall
optical frequency is matched with the central frequency of the grating. These
effective modal lasing frequencies are non-uniformly shifted, thereby leading to a
spectral splitting. They are first red-shifted relatively to the Bragg frequency Ω by
an amount ωµ which is imposed by the laser cavity. It also appears in Eq. (7.67)
that the output radiation of the laser is globally blue-shifted by an amount










whose two contributions are respectively the phase anisotropy and the amplitude-
phase coupling.
It is important to note that the grating can only be matched to one transverse
mode at the time; to avoid any confusion, we will refer to the matched mode as
the mode µ0 and therefore, the frequency matching condition for the k-polarized
transverse mode µ0 is
ΩG = Ω + ωµ0 + ∆Ωk,µ0 , (7.84)
Hence, for each mode µ, the equation to be coupled to Eq. (7.80) should either
be rewritten under the form




[E+µ(t− T ) +E−µ(t− T )] e−iθ (7.85)
in case of x-polarized feedback, and under the form






[E+µ(t− T )−E−µ(t− T )] e−iθ . (7.86)
in case of y-polarized feedback.
7.3.2 Carrier dynamics
Spin dynamics
The weakly index-guided cavity of VCSELs supports “linearly polarized” trans-
verse modes which are almost parallel to cavity’s cross-section. Because of the
circular symmetry of the VCSEL aperture, the polarization direction of the output
field is not fixed. However, the material and facet anisotropies we have highlighted
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in the preceeding sections do preferentially pin the polarization direction in two or-
thogonal directions within the cross-section plane.
In the active medium, the photons of the electromagnetic field interact with the
electrons and the holes, and it is known from quantum mechanics that this inter-
action should conserve the total angular momentum. If projected onto the cavity’s
axis of symmetry z, the spin of the electrons is equal to Je,z = ±12 in units of ~ (the
so-called spin-up and spin-down angular momenta). In the valence band, two sub-
bands corresponding to significantly different effective masses for the holes have
to be considered: the light-hole sub-band of spin Jlh,z = ±12 , and the heavy-hole
sub-band of spin Jhh,z = ±32 . In first approximation, the effect of light-holes can
be neglected because of their lower energy. We therefore only have to consider the
interactions between the electrons and the heavy holes, and in that case, two kinds
of interactions can be considered: the radiative electron-holes recombinations for
with ∆Jz = ±1, and the non-radiative interactions with ∆Jz = ±2, which are of
no interest for our purpose.
As far as radiative recombinations are concerned, an angular momentum vari-
ation of ∆Jz = 1 (from 12 to 32 ) would correspond to the stimulated emission of
a left circularly polarized photon, while a variation ∆Jz = −1 (from − 12 to −32 )
would correspond to the emission of a right circularly polarized photon. The car-
rier reservoir N therefore has to be divided into two “sub-reservoirs” N+ and N−,
each of them respectively leading to the generation of either left- or right-polarized
photons whose modal density are respectively equal to |E−(t)|2 and |E+(t)|2.
However, these two sub-reservoirs are coupled by the so-called spin-flip mech-
anism, which accounts for the fact that the spin of some electrons can flip from one
sign to the other. The global effect of spin flip is to equilibrate the spin densities
of the sub-reservoirs: therefore, its intensity is proportional to the difference of
spin-up and spin-down carrier densities, and the related proportionality coefficient
γs is sometimes referred to as spin-flip rate. In general, only the spin-flip of elec-
trons is considered, as the spin-flip of holes is significantly less intense because
of their higher effective mass. This phenomenological frame for the study of spin
dynamics is known as Spin-Flip Model (SFM), or San Miguel-Feng-Moloney
model [83], and it therefore relies on a pair of two-level systems which are cou-
pled through electron spin-flip.
Evolution equation
If N±(~r, t) is the volumic carrier density of electrons with spin up (N+) and down
(N−) in the quantum wells area, its variation rate depends on five different factors.
The first one is the pumping current I , which provides a continuous flow of
carriers with normalized a surface density C(~r); the induced density variation is
inversely proportional to the active region’s thickness W . Typically, the pumping
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Figure 7.4. Representation of the various contributions of the carrier dynamics, namely the
pumping (I), the diffusion (D), the non-radiative decay (γe), the radiative recombinations
(E±), and the spin-flip coupling (γ s) between the two sub-reservoirs of carriers.
provides an equal number of “up” and “down” electrons of electric charge e, and
an internal quantum efficiency ηi precising fraction of carriers which effectively
arrive to the active region can be attached to I .
The second contribution arises from non-radiative recombination, and it can
simply be view as a linear decay process of rate γe. Here, we can in first approx-
imation neglect the bimolecular recombination conribution which is quadratic in
N±.
The third contribution is transverse diffusion, as the carriers transversely
spread within the active region volume. This diffusion can be accounted for with
a diffusion constant D associated to the transverse Laplacian operator.
The fourth factor contributing to the density variation is the spin-flip rate,
which accounts for the exchanges of carriers between the reservoirs of carriers
N+ and N− as described in the precedent subsection.
At last, the carrier density obviously varies in function of the radiative recom-
bination rate, which is proportional to the energy density of the stimulated radia-
tion’s field. More precisely, this light-matter interaction is proportional to the field
E(~r, t) and to the nonlinear polarization
P±(~r,N±, t) = ε0χnl± (~r,N±) E±(~r, t) (7.87)
which is here assumed to follow adiabatically the field dynamics (class-B lasers
approximation).
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[P±(~r,N±, t)E∗±(~r, t)−P∗±(~r,N±, t)E±(~r, t)] .
(7.88)
Using Eqs. (8.10) and (7.87), the last term of the right-hand side of Eq. (7.88)
which stands for the stimulated recombination variation rate can be explicitly
rewritten as
















The stimulated recombination can therefore be split into two contributions.
The first one accounts for the interaction of individual modes with the reservoir
of carriers, through stimulated recombination. The second contribution includes
the cross-saturation terms, and it appears that this reservoir-induced coupling be-
tween the transverse modes explicitly generates beating notes. When large fre-
quency splitting between the modal frequencies, this term can in first approxima-
tion be neglected, so that we will only keep the first contribution of this stimulated
recombination term [121].
Since the active region is very thin (W  L), the longitudinal variations of the
the volumic density N±(~r, t) are of no major interest; moreover, only the trans-
verse variations of N± are needed in the field equations. Hence, the problem can






N±(~r, t) dz . (7.90)
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where Γ(l) is the longitudinal confinement factor as defined in Eq. (7.56).
7.4 Conclusion
In this chapter, we have modelized the system consisting in a multimode VCSEL
subjected to polarization- and frequency-selective feedback. We have taken into
account the material anisotropies of the laser cavity, as well as the mesoscopic
features of spin dynamics. The final model is therefore the set of equations con-
stituted by Eq. (7.80) for the electric field E±µ(t), Eq. (7.85) or (7.86) for the
filtered optical feedback field Fµ(t), and Eq. (7.91) for the carrier dynamics.
The next chapter will be devoted to the exploitation of the model we have
derived to investigate the modal dynamics of the system, as well as its optimization
in view of transverse-mode control.
Chapter 8
Transverse-Mode Control in
VCSELs: Modal Gain and
Stationary Modal Amplitudes
“Controlling big and small number of el-
ements is a single and same thing, it is
only a matter of formation and transmis-
sion of signals.”
Sun Tzu, The art of war.
8.1 Introduction
WE aim in this chapter to study the dynamical properties of VCSELs withpolarization- and frequency-selective feedback (PFSF) using the model de-
rived in the precedent chapter. We first analyze the role of geometrical anisotropies
of the VCSEL’s cross-section, as they can play an important role as far as the spec-
tral and intensity properties of certain transverse modes are concerned. Hence,
we will determine the external-cavity modes (ECMs), laying an emphasis on the
specific effect of the filtering upon the ECMs which are commonly obtained in the
case of conventional optical feedback. At last, we will focus on the determination
of the modal gain and of the stationary modal amplitudes of the system. It will be
shown that PFSF succeeds in stabilizing the VCSEL, and that the lasing condition
for the various modes depends on a selection rule which is strongly attached to the
transverse confinement factor and to the modal gain.
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8.2 The system
8.2.1 The experimental set-up
The experimental set-up for the polarization- and frequency-selective feedback of
VCSELs is presented in Fig. 8.1.
The VCSEL under study emits at 850 nm, and its threshold current is approxi-
mately equal to 1.3 mA. Its cross-section is slightly elliptical, with axes of diameter
9.8 and 8.8 µm respectively.
The frequency selection is performed by a grating which plays the role of a
frequency-selective mirror. The fed back radiation is the first-order diffraction
beam, so that this set-up corresponds to the so-called Littman configuration. The
width ∆ωG of the filter is fixed and it depends on the resolution of the grating
(number of lines per mm), while the central frequency ΩG is tuned by tilting the
angle of the external mirror. Since the transverse modes are spectrally splitted, a
given transverse mode can thereby be selected unambiguously. On the other hand,
polarization selection is here ensured by a linear polarizer which selects the polar-
ization we are willing to feed back.
This experimental set-up is intended to enable an excellent mode-matching,
that is, the applied feedback beam profiled overlaps almost perfectly the spatial
aperture of the VCSEL. This is an important feature because the determination of
the modal gain, as well as the interferometrically-induced quenching of enhancing
of modes strongly depends on this spatial overlap condition.
Using beam splitters, two detection arms can be implemented and connected to
the external cavity: the first one serves to the observation of the VCSEL’s dynam-
ics, while the second one monitors the feedback radiation and helps for a precise
selection of the chosen fed back mode. Globally, the intensity of fed back radi-
ation amounts to few percents of the VCSEL’s output, and the external cavity is
approximately 57 cm long, corresponding to a delay-time of 3.8 ns.
The observables of this experimental set-up are therefore the output and filtered
electromagnetic intensities, which can be resolved in space (modal profiles), time,
frequency and polarization.
8.2.2 Effect of geometrical anisotropies
The first anisotropy to consider is here ellipticity. The circular symmetry supports
degenerated polarization modes with arbitrary spatial orientation. Ellipticity lifts
this degeneracy by introducing two priviledged orientations for the modes, corre-
sponding to the principal axes of the ellipse [124, 125].
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Figure 8.1. Polarization- and frequency-selective feedback set-up to control the emission
properties of a VCSEL. L: Lens; LP: Linear Polarizer; BS: Beam Splitter; BDP: Beam Dis-
placement Prism.
Hence, the degenerated mode Φmn(~r⊥) = |Φmn(r/rw)|eimϕ with arbitrary
spatial orientation will therefore be split into two spatially complementary modes,
with fixed spatial orientation, respectively called cosinus mode and the sinus mode,
where the cos and sin functions will rule the azimuthal variations of the mode pro-
files [126, 127]. These modes can also be referred to as orientation modes.
Beyond pinning the modal orientation in the transverse plane, ellipticity also
modifies the spatial shape of the modal profiles. For slightly elliptical cross-
sections, we can deduce the new modal profiles from those obtained for the cir-
cular cross-section resonator. Effectively, if we consider an elliptical aperture
with half-axes ra > rb, we can in first approximation replace the reduced radius
r/rw =
√
(x/rw)2 + (y/rw)2 in Eq. (7.39) by the ”elliptical” reduced radius
% =
√
(x/ra)2 + (y/rb)2, so that the cosinus and sinus eigenmodes of the ellipti-
cal resonator can be expressed as the following real functions
Φcmn(~r⊥) = [δm0 +
√
2(1− δm0)] |Φmn(%)| cos(mϕ)
Φsmn(~r⊥) = [δm0 +
√
2(1− δm0)] |Φmn(%)| sin(mϕ) , (8.1)
where [δm0 +
√
2(1− δm0)] is a normalization factor equal to 1 when m = 0, and
to
√
2 when m 6= 0 [126].
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The last effect of this geometrical anisotropy is the lifting of the frequency
degeneracy of the orientation modes. Therefore, a given mode may have two dis-
tinct eigenfrequencies for the two spatial orientations. The frequency splitting
between orientation modes generally amounts to few tens of GHz [124, 128], and
we will here consider that these geometrically induced frequency shifts are equal
to ωcmn = ωmn − δω and ωsmn = ωmn + δω respectively, with δω/2pi = 10 GHz.
8.2.3 Effect of material anisotropies
The second type of anisotropies to consider is material anisotropy, namely ampli-
tude anisotropy (dichroism) and phase anisotropy (birefringence), as explained in
the precedent chapter. Both have have an electro-optical contribution induced by
the voltage across the active medium, a facet contribution induced by the Bragg
mirrors, but also an elasto-optical contribution induced by stress and strain ex-
erted upon the cristalline structure of the semiconductor [128]. We can consider
that ellipticity does not affect the electro-optical and facet contributions of dichro-
ism and birefringence.
However, it may drastically affects the values of elasto-optic anisotropies. Ef-
fectively, an elliptical structure can simply be considered as a circular domain with
a positive stress in the direction of the short half-axis, and a symmetrical negative
stress in the direction of the long half-axis. These mechanical constrains of oppo-
site signs may therefore induce opposite sign shifts for the elasto-optical contribu-
tions, i. e. different values for dichroism and birefringence according to the orien-
tation of the lasing mode. Therefore, if we introduce these shifts in a symmetrical
way, the cosinus modes may have anisotropies of the kind γ ca,p = γa,p+∆γa,p and
the sinus modes will be subjected to anisotropies of the kind γsa,p = γa,p −∆γa,p.
Even though this hypothesis is the one we will consider in our case, there may
be other effects induced by ellipticity which could play a significant role in the
VCSELs dynamics and emission properties.
8.2.4 The model
Starting from now, we will skip the overbar on the carriers density variables N±,
being understood that the densities are averaged along the active region’s thick-
ness. Along the same line, the superscript “nl” of the nonlinear susceptibility will
also be omitted, since no confusion is to be expected at this stage.
The variables of the mesoscopic model are therefore the guided modesE c,s±mn(t),
the carrier density N±(~r⊥, t), and the filtered feedback variable F c,smn(t).
For a x-polarized fed back mode µ0 = {m0, n0}, the full model can therefore


























































and it enables a temporal, spectral, and polarization resolved insight of the VC-
SEL’s output beam.
The internal cavity parameters
The various parameters of Eqs. (8.3), (8.4) and (8.4) are the modal losses κmn
(uniformly set to 600 ns−1), the longitudinal confinement factor Γ(l) (0.04), the
spin-flip rate γs (100 ns−1), the non-radiative recombination rate γe (1.0 ns−1),
the bimolecular diffusion coefficient D (0.5 µm2ns−1), the background refractive
index nb (3.3), the group-velocity refractive index ng (3.5), the step-index varia-
tion between the core and the cladding ∆n (0.01), and the optical carrier frequency
Ω (deduced from λ = 850 nm). The electro-optic contributions of dichroism and
birefringence are γa,mn (uniformly set to 0.1 ns−1) and γp (10 ns−1), and the
elasto-optic shifts are ∆γa,mn (uniformly set to 0.3 ns−1) and ∆γp (15 ns−1). In
our study, the pumping current will have a constant intensity I (4.5 mA). The in-
ternal quantum efficiency is ηi (= 0.7), and W is the thickness of the active region
(= 0.032 µm). We are also assume that the electrons are uniformly distributed












< 1, and 0 otherwise (8.5)
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We are also considering the linear and frequency independent susceptibility in the
active region







where χ0 is the susceptibility amplitude (= 0.05), α is the linewidth enhancement
factor (= 3.0), and N0 is the carrier density at transparency (= 1.5 × 1024 m−3).





where Sab is the surface of the elliptic cross-section.
The external cavity parameters
The strength of the feedback is Kmn = [(1 − R2ext)/Rext] [ρmn/τin], where τin
in the round-trip time in the laser cavity (0.05 ps), ρmn is the external reflection
amplitude for each mode (considered in first approximation to be uniform, equal
to 3%), and Rext is the external facet reflectivity of the VCSEL (= 0.995). The
external-cavity round-trip time is T (= 4 ns). In accordance with the dimensions
of the VCSEL used in the experiment, the half-axis of the elliptical aperture are
taken as ra = 4.9 µm and rb = 4.4 µm. With the above parameters, the eigen-
spectrum ωmn associated to the optical cavity can be determined, as well as the
corresponding transverse confinement factors Γ(t)mn. The frequency redshifts ωmn
are evaluated with the mean radius rm = (ra+rb)/2. This model therefore enables
us to simulate the instantaneous complex amplitudes of the guided LPmn modes,
which are characterized by their polarization (x or y), and by their orientation (c
or s). In the numerical simulations, all these modes are simultaneously taken into
account.
Finally we can also find a simplified expression for the lasing blueshifts ∆Ωx,y
defined in Eq. (7.83). In fact, the gain typically balances the losses, so that using
Eqs. (7.81) and (7.82), the blueshift can be expressed as a function of dichroism,








ακ+ (γp − αγa) . (8.8)
Also note that in case of y-polarized feedback, the feedback coefficient is equal to
±iKmn/
√
2, instead of Kmn/
√
2 as for x-polarized feedback.
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Dimensionless model
It is mathematically more convenient to deal with a dimensionless model, prin-
cipally because synthetically reduces the number of pertinent parameters. It is
also preferable to have the same reference frequency for all the transverse modes
µ = {m,n}. For this purpose, the electric fields Ec,s±µ and F c,s±µ can be frequency
shifted using the transformation
Ec,s±µ → Ec,s±µ e−iω
c,s
µ t
F c,sµ → F c,sµ e−iω
c,s
µ t , (8.9)
so that the global electric field in each circular polarization may now be expanded
as







i[Ω+ωc,sµ ]t + c.c. (8.10)
We can introduce the differential gain g, the material gain G, and the modal
gain Gµ, the frequency detuning $µ, the modal feedback phase θc,sµ , and the elec-











G±(N±) |Φc,sµ (~r⊥)|2d2~r⊥ , (8.13)
$c,sµ = ω
c,s
µ0 − ωc,sµ , (8.14)
θc,sµ = (Ω + ω
c,s










The electric fields E and F can be rescaled to Υ 12 , so that the modal density
of photons can be directly evaluated as |Φµ|2|Eµ|2 ∼ |Eµ|2/(pirarb)]. We can
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[−κ+ (1 + iα)G±µ]Ec,s±µ




























∣∣Φc,sµ (~r⊥)∣∣2 ∣∣Ec,s±µ∣∣2 , (8.19)
which is significantly simpler to manage theoretically.
Note that because of the frequency shifts of Eq. (8.9), there are three important
changes in these dimensionless equations. Firstly, the eigenfrequencies ωµ do not
appear anymore in Eq. (8.17); secondly, the eigenfrequency of the fed back mode
ωc,sµ0 is replaced by the relative frequency $
c,s
µ ; and thirdly, the feedback phase θ is
replaced by the modal feedback phase θc,sµ .
8.3 Effect of the PFSF on the dynamics of the VCSEL
8.3.1 Determination of the external cavity modes
Starting from this dimensionless model, we can determine the amplitudes of the
various modes µ as a function of the various parameters of the system. To illustrate
the effect of the PFSF, we here restrict ourselves to case of x-polarized dynamics,
such that Ex,µ ≡ Eµ =
√
2E±,µ. We can in that case set in first approximation
N+ = N− ≡ N/2, and introduce an unique material gain function G(N) =
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If we split the real and imaginary parts in Eq. (8.22), we can show that √Pµ and√







Qµ sin[σµ − arctanα] (8.24)
while on the other hand, splitting Eq. (8.23) into its real and imaginary parts yields












From Eqs. (8.24) and (8.25) we have
∆ω = K
√
1 + α2 cos[σµ + (∆Ωx + ∆ω)T + θµ] sin[σµ − arctanα] , (8.27)
while from Eqs. (8.25) and (8.26) we can extract





+mpi , withm ∈ Z . (8.28)
Hence, inserting Eq. (8.28) into (8.27) and using the trigonometric relation
cos[arctan x] = 1/
√
1 + x2, we can finally derive the transcendental algebraic



















By resolving the above equation, it is possible to find the frequencies ∆ω of the
ECMs associated to each transverse mode µ.
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From this equation it can be deduced that the effective feedback strength of the








where C = KT
√
1 + α2 is the feedback strength for the conventional feedback.
In particular, it may be interesting to notice that FSF converges towards conven-
tional external feedback when the bandwith of the filter is very large, that this
feedback strength goes to zero if the filter is too narrow, as well as when the fre-
quency of a transverse mode is too far from with the center frequency of the filter.
These results are quite similar to those obtained in ref. [123] for single mode edge-
emitter semiconductor lasers with FSF.




Qµ are different from 0. If
we consider the real parts (ruling the dynamics of the amplitude) in Eqs. (8.22)







Qµ cos σµ = 0 (8.31)√
Pµ cos[σµ + (∆Ωx + ∆ω)T + θµ]−
√
Qµ = 0 , (8.32)




[−κ+Gµ − γa] +K cos σµ cos[σµ + (∆Ωx + ∆ω)T + θµ] = 0 , (8.33)
that is






where the phase-shift σµ can be explicitly determined through Eq. (8.28). The
above equation is a key result: it shows that because of the frequency-selective
feedback, the modal gain is either increased or decreased for each transverse mode,
by an amount which strongly depends on the mode. In fact, this effect of the feed-
back is noticeable only for the mode µ0 selected by the grating (the one for which
$ = 0); in that case, the gain can be increased/decreased by an amount of the
order of 10 ns−1. On the other hand, the modal gains of the other modes are not
directly affected by the FSF, because their detuning $ relatively to frequency of
fed back mode is too large relatively to ∆ωG.
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Figure 8.2. Experimental snapshots of spectrally resolved near-field intensity distributions.
One transverse dimension is depicted in the vertical direction, while the horizontal direction
exhibits the spectral dispersion maintaining the spatial resolution. The VCSEL was operated
at a continuous-wave pump current of 4.5 mA. The snapshots number 1, 2 and 3 are taken at
different successive instants, with an exposure time of 2 ns.
The issue is now to know if the effect of the FSF is precisely to increase of
to decrease the modal gain of the fed back mode, that is, if the last term of Eq.
(8.34) is positive or negative due to the term cos σµ. In that case, depending on the
pumping current, the gain of the fed back mode can decrease below its threshold
lasing value and stop lasing (feeding back this mode induces its supression), or
increase: hence, another (or more) mode(s), the least stable a priori, will indirectly
be supressed through a shortage of available carriers in the common reservoir.
According to Eq. (8.33), a suitable parameter which can enable to increase or de-
crease the gain is the feedback phase θµ = (Ω + ωµ)T . In particular, tuning the
laser central frequency Ω within the span of the external-cavity spacing frequency
ωext = 2pi/T should therefore lead to a wide variety of radically different dynam-
ical regimes. Transverse mode selection can thereby be effective [87, 92].
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8.3.2 Determination of the stationary modal amplitudes
In reference [82], Valle and Pesquera have shown that it is possible to find analyt-
ically the modal amplitudes of a VCSEL (without feedback) while operating under
certain given conditions. We are going to apply and extend the method they have
proposed to our case of VCSELs with FSF. We will first need to make one more
approximation, assuming that owing to the strongly multimode dynamical state of
the laser, the spatial fluctuations of the stationary carrier density N(~r⊥) are small



















where Γ(t)µ is the transversal confinement factor for the mode µ. In that case, if
we restrict ourselves to cylindric-waveguide approximation, the partial differential











Gµ |Φµ(r)|2 |Eµ|2 . (8.36)





Aµ(r) · Pµ + B(r) , (8.37)
where Pµ = |Eµ|2. The function Aµ(r) is explicitly defined as
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Figure 8.3. Experimental monitoring of the fed back mode with CCD2 (cf. Fig. 8.1). The
mode within the area illustrated by the dashed rectangle is selected. By rotation of the external


























where in both cases Ld =
√
D/γe is the diffusion length of the carriers, while Im
and Km are the m-th order modified Bessel functions of the first and second kind
respectively. Gµ in Aµ(r) is defined as in Eq. (8.34).
We can explicitly rewrite Eq. (8.34) as
rm∫
0






and if we insert the solution of Eq. (8.37) in the above equation (8.40), we finally
find that the optical output powers Pµ of the guided transverse modes obey the
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following linear set of algebraic equations
∑
ν



























The coefficients aµν and bµ of the set (8.41) only have to be calculated once, they
are constant: this is the principal advantage of the method, the fact that the modal
amplitudes are obtained by solving a set of linear algebraic solutions.
However, the solutions Pµ of this set of equations should absolutely be posi-
tive. Therefore, if by solving Eq. (8.41) a negative value is found for a given mode
Pν , this mode must be discarded (following a precise procedure) and a new linear
set of equations of lower dimensionality corresponding to the remaining modes
must then be solved, and so on until only strictly positive solutions are obtained
for all the lasing modes. The precise procedure to follow in order to carry out this
process of discarding negative solutions is explained in detail in ref. [82].
From the theory presented above, we can understand why the FSF can affect
several modes even though it directly affects only the fed back mode µ0 for which
$µ0 = 0. In fact, in Eq. (8.41) the difference between a VCSEL without FSF
and another with FSF is a perturbation (proportional to K) of the parameters aµµ0
and bµ0 . Before the perturbation is applied, we have exclusively positive solutions
(lasing modes), but when this feedback perturbation is applied, some of these so-
lutions turn to be negative, and in that case, they have to be discarded and a new
set of equations of lower dimensionality whose solutions are strictly positive must
be considered.
This is the mechanism that explains how a small perturbation only affecting
one mode can lead to the suppression, excitation or amplitude variation of various
others modes.
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Figure 8.4. Experimental snapshots of polarization resolved spectrally dispersed near-field
profiles at Ipump = 4.5 mA with FB of the fundamental mode LP01 (90◦ FB1) and with FB
of the LP c11 mode (90◦ FB2), all in the y-polarization direction. The mode-selection by CCD2
is depicted in the lower part of the figure.
8.4 Experimental results
The1 first step in the experimental study has been the characterization of the VC-
SEL’s dynamics when no feedback is applied.
In Fig. 8.2, successive single-shot measurements of the polarization- and
spatially-resolved spectra are displayed. It can be seen that the lasing modes
present a temporal dynamics, whose dominant frequencies have been shown to
be rather low (< 0.5 GHz) [129]. However, the lasing modes remain the same
despite their slow dynamics, that is, there is no dynamical exchange of stability
between guided modes.
It can be observed that the intensity distributions of the two polarizations dis-
play a spatial complementarity, as local intensity maxima in one of the polariza-
tions correspond to local intensity minima in the other polarization and vice versa.
It also apears that the transverse modes are lasing in complementary polarizations,
in the sense that when a cosinus mode is lasing in one polarization, the correspond-
ing sinus mode preferentially lases in the other.
1These experimental results have been obtained by Shyam Mandre, Ingo Fischer and Wolfgang
Elsa¨ßer at the Technical University of Darmstadt, Germany. Figures 8.1, 8.2, 8.3 and 8.4 are repro-
duced after ref. [129], courtesy of the author.
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It therefore results an anti-correlation amongst spatially overlapping modes,
and a correlation between those who do not, or weakly overlap. The multimode
competition dynamics of the system is globally ruled by these (anti-)correlations.
For example, considering the case of the “six-lobes” LP31 modes, it can be seen
that there is a mode competition between the spatially complementary modes LP c31
and LP s31 which are active in the two polarizations: a local intensity minimum in
the 0◦ polarization corresponds to a local intensity maximum in the 90◦ polariza-
tion and vice versa.
The experimental selection procedure for the mode to be fed back is detailed
in Fig. 8.3. The fed back mode is chosen by tilting the angle of the external mirror,
so that only one transverse mode fits within the grating’s bandwidth, the others
being washed out.
Figure 8.4 shows the results that are obtained when the fundamental mode
LP01,y and a transverse mode LP c11,y are fed back. It can be seen that typically,
the fed back mode is enhanced, and even though the other modes may have a
significantly lower intensity, some of them are not totally quenched. It should be
emphasized that this enhancement is obtained through a suitable choice of the feed-
back phase: effectively, for another feedback phase value, the effect can be exactly
opposite - the fed back mode being quenched and the others being enhanced.
In the first of single-shot measurements (90◦ FB1), the mode LP01,y is fed
back and in consequence the selected fundamental mode is significantly enhanced.
The optical spectra also reveal that modes which do not contribute to the VCSEL’s
solitary emission (see Fig. 8.2) may be excited when feedback is applied, and they
emit especially if their spatial prole is spatially complementary to the selected and
enhanced mode’s profile. This occurs for example for the LP41 modes in both
polarizations, and it can be considered that they take advantage from the the fact
that the fundamental mode depletes the carriers in the center of the VCSEL, while
the peripherical carriers are still available for daisy-like modes.
The second pair of snapshot (90◦ FB2) presents similar qualitative features.
Here, The fed back mode is LP c11,y and it can be seen that the feedback enhances
the mode intensity, almost switching off all the other modes. Still, according to
what has been noted above, the mode LP s11,x which is complementary in orienta-
tion and in polarization is also lasing, even though with a smaller intensity.
8.5 Numerical simulations
For the parameters we have chosen, there are 13 guided modes. In fact, this num-
ber has to be multiplied by 4 because each LP mode has two possible orientations
(c,s) and two possible polarizations (x,y). We simulate all these modes simulta-
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Figure 8.5. A numerical snapshot of the spectrally resolved near-field intensity distributions
of the VCSEL without FSF, for I = 4.5 mA.This figure can be compared with Fig. 8.2.
neously, with a pumping current equal to I = 4.5 mA as in the experiment. The
feedback reflectivity is fixed to ρ = 3% , and the Lorentzian filter has a half-
bandwith ∆ωG/2pi = 5 GHz.
Globally, the features of the experimentally observed behavior is recovered.
In Fig. 8.5 for example, the numerical nearfield spectrum of the VCSEL is
represented and it presents a strong similarity with the experimental spectrum of
Fig. 8.2. It can be seen that free lasing modes (without feedback) are in general
spatially complementary in order to deplete all the available carriers, and also com-
plementary in polarizations. This double complementarity can be observed both
experimentally and numerically. Ellipticity plays also an important role, as it fa-
vors the modes which are aligned along the longest half-axis, because these modes
profit from a larger spatial overlap over the active medium. This can be clearly seen
in the experimental spectra for the two-lobes modes LP11 without feedback. The
modelling of ellipticity succesfully enables to recover this modal discrimination,
as the numerical simulations clearly replicate this experimental feature.
The effect of FSF can be observed in Fig. 8.6. Here again, the numerical spec-
trum is quite similar to the experimental spectrum of Fig. 8.4 in both polarizations.
The only noticeable difference is that the LP41 is excited experimentally while it is
the LP31 mode which is excited numerically. However, these two modes are both
high-order transverse modes with approximately the same qualitative features, so
the apparent difference is not very significative.
Typically, it can be observed that a fed back mode can always be amplified
if fed back with the suitable feedback phase. Note for example that the funda-
mental mode is almost off without feedback, but lases strongly with feedback.
Experiments, numerics and analytics coincide on that point. On the other hand,
a mode lasing strongly without feedback can be practically switched off when
polarization- and frequency selective feedback is applied, as it is the case for ex-
ample for the mode LP21. At last, it should also be noted that when a given mode
is amplified, the spatially complementary mode is also amplified, with the oppo-
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Figure 8.6. A numerical single-shot picture of polarization resolved spectrally dispersed near-
field profiles at Ipump = 4.5 mA with FB of the fundamental mode LP01 (90◦ FB1) and
with FB of the LP c11 mode (90◦ FB2), all in the y-polarization direction. This figure can be
compared with Fig. 8.4.
site polarization, and here again, there is a clear agreement between theory and
experience.
Therefore, the model and the related numerical simulations are globally val-
idated by the experimental measurements. However, it appears that enhancing a
single mode while switching off all the others seems not to be possible for such
strong pumpings (> 3Ith), low feedback strengths (∼ 3%), and large-diameter
VCSELs (∼ 10 µm). Obviously, for lower values of pumping (< 1.5Ith), exclu-
sive stabilization of the fundamental mode is possible, but under extreme condi-
tions as in our case, the PFSF has to be coupled with some other control mechanism
in order to be fully effective.
8.6 Conclusion
We have investigated in this chapter the dynamics of a broad-area VCSEL under
polarization- and frequency-selective feedback. The modal gains of the transverse
modes have been calculated, and it has been shown that they are tightly related to
the distribution of external-cavity modes, which are themselves dependent on the
spectral properties of the external filter. It has therefore been possible to demon-
strate that the optical phase attached to each transverse mode plays a decisive role
as far as the enhancement or the quenching of that mode is concerned.
Numerical simulations have shown a good concordance with experimental
measurements, in terms of spatial modal profiles and dynamics, and in terms of





“The no-time imposes to time the tyranny
of its spatiality.”
Aime´ Ce´saire, Me, kelp.
THE focus of this thesis has been the study of the nonlinear dynamics relatedto some semiconductor laser systems with delayed feedback. In each case,
analytical, numerical and experimental investigations have enabled a deep under-
standing of the related phenomenologies. An emphasis has also been laid on the
innovative technological applications that can be derived from the observed behav-
iors.
The first part of the thesis was devoted to Optical Chaos Cryptography.
We have first evidenced that in delayed dynamical systems, fast-scale chaos
can coexist with slowscale periodicity, displaying a typical behavior which was
referred to as hyperchaotic breathers. We have shown that this phenomenon can
be observed in a relatively simple model, as the result of the interplay between a
bandpass filter and a nonlinear feedback delay term. In systems where the filter is
only low pass (and not bandpass) as in the Ikeda model [18], fast-scale chaos is ob-
served when the feedback strength is high enough; however, slow-scale periodicity
(breathers) can definitively not arise.
The disparity between the various time scales should also be emphasized, as
in our case, for example, they span over 6 orders of magnitude. Neuronal systems
also typically present a wide diversity of time scales in their dynamics, and they
can display a large variety of spiking and bursting behaviors that are ruled by sim-
ilar equations (see ref. [130] and references therein); if the propagation delay were
taken into account in such models, we could expect chaotic breathers to appear.
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180 General Conclusion
In general, depending on the ratios between their related time scales, coexistence
of chaos and periodicity could also be observed in other delayed dynamical sys-
tems, provided that the delayed feedback signal is subjected to a kind of bandpass
filtering. It was also shown that when the nonlinear feedback strength was further
increased, full hyperchaos could be observed.
Then, we have studied the synchronization of such hyperchaotic systems, and
we have developed an analytical approximation to predict the effect of mismatch
for the different parameters. The predictions give exact results in the case of mis-
match in the nonlinear feedback amplitude term, excellent results for the off-set
phase mismatch, and good results in the case of the time-delay mismatch and for
the mismatch in the filter characteristic time scales. It was found that most of
the parameters induce a synchronization error of the same order as the one of the
mismatch.
In the case of multiple-parameter mismatch, we have given an analytic in-
sight into a quite counterintuitive phenomenon: multiple-parameter mismatch can
sometimes improve the quality of the synchronization. We have also obtained an
approximation for the combined effects of all the mismatches taken simultane-
ously, showing how it is possible to improve the synchronization quality by com-
pensating the mismatch in a given parameter with an added mismatch in another
one. In practice, the interest of this multiple mismatch optimization would be at
least to identify the conditions under which the synchroonization error does not
grow drastically in the case of multiple mismatches between the emitter and the
receiver.
It may be interesting to extend our theory to other laser chaos synchronization
schemes. For example, the Fourier spectrum of semiconductor lasers with a short
external cavity can also in first approximation be assimilated to a band-limited
white-noise spectrum (the relaxation oscillation frequency of the solitary laser is
smaller than the external cavity- mode spacing frequency, so that the spectrum is
not peaky). Therefore, it is a priori possible to apply our results to the study of
parameter mismatch for that particular context. Another prioritary direction for
future investigations is the improvement of the synchronization quality at the ex-
perimental level. This is by far the most complicated task: for example, even
though some of the key components of the materials used for the experiments have
been carefully matched at the fabrication level with a very high precision, much is
still to be done to attain the final objective of a few percent synchronization error.
In that spirit, the high sensibility of these devices functioning at multi-gigahertz
frequencies requires to design the emitter and the receiver as integrated circuits.
The influence of component and environmental fluctuations are issues that are still
to be investigated, both theoretically and experimentally.
We have subsequently used the synchronized hyperchaotic systems to perform
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optical chaos cryptography. In particular, we have investigated the influence of
the mismatch noise on the BER, and we have shown that the probability density
function of the hyperchaotic carrier and the peak-to-peak signal-to-rms-noise ratio
are the only relevant parameters for the BER evaluation. The non-Gaussianity of
the distributions associated to the mismatch noise can be analytically characterized
by the Gram-Charlier coefficients, which enable to evaluate the BER of the cryp-
tosystem as a correction of the well-known erfc-law corresponding to conventional
Gaussian noise.
An interesting issue is to find the way to improve significantly the mismatch-
induced BER, or equivalently, the SNR when it is below the threshold value. A first
solution would be to decrease as much as possible the value of the rms mismatch
noise. This issue has been thoroughly studied in the chapter on synchronization.
A second option would be to increase the signal-to-carrier ratio, but this solution
might threaten the security of the encrypted message, even though along that line,
it has yet been shown that an eavesdropper directly tapping the communication
channel achieves a BER of only 10−2 when the authorized chaos receiver achieves
a 10−9 [107]. The two precedent options aim to improve directly the SNR. A third
solution, sometimes used in numerical and experimental studies, may be to filter
the decrypted signal at the receiver. The design of an optimal filter was not the
purpose of this work, even though it seems at first glance that an integrator or an
averager synchronized with the clock of the bit rate (to avoid the smoothening of
the bit transitions) would be fairly convenient. This work has demonstrated that
the probability density function of the carrier and the one of the mismatch noise
also play a key role in the cryptosystem’s performance and that the existence of a
threshold value of the SNR above which the BER drops drastically is particularly
interesting from a practical standpoint.
The second part of the thesis aimed to give a better understanding of the issue
of Radar-Frequency Generation using opto-electronic oscillators.
We have first proposed a model for the study of the single-mode microwave
dynamics of these oscillators. This model whose variable is the complex enve-
lope amplitude of the microwave takes into account the intrinsic features of OEOs,
that is a strong nonlinearity on the one hand and a very large delay on the other.
The model had predicted a supercritical Hopf bifurcation of the amplitude as the
loop gain is increased, that is, to an amplitude modulation which thereby induces
the emergence of robust parasite side-peaks in the radio-frequency Fourier spec-
trum. This bifurcation has very important implication for the various applications
of these oscillators: further studies will still have to define if this bifurcation is
detrimental or not to the metrology performances of OEOs. This result is also im-
portant in the field of theoretical nonlinear dynamics, and particularly for the study
of multiscale dynamics in delayed systems that can be encountered in various areas
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of physics, engineering, chemistry and biology [3–5, 7, 18, 19, 51, 59].
Extensions of this work are numerous. A particular interest of this model is
also that it can easily be adapted to a wide class of oscillators derived from the
OEOs, like for example dual-loop [63], coupled [64], tuneable [65] or photonic
filters OEOs . Along the same line, this modelling may improve the performance
of these oscillators for other technological applications [66].
We have also focused on the stochastic and microwave dynamics of opto-
electrionic oscillators. The stochastic differential equation we have derived has
reproduced the essential features of phase noise spectra as they are reported in the
scientific literature. The relative influences of additive and multiplicative noises
have been particularly highlighted.
We have given a insight into the mutimode dynamics of OEOs. It has first
been shown that under certain conditions, the mode competition could persist even
at very large timescales. The multiple time scale method has permitted to deter-
mine approximate modal equations where it clearly appears that the cavity-modes
are subjected to a nonlinear global coupling. This mechanism where the center-
most modes are weakly damped but strongly coupled is therefore responsible for
the observed behavior, that is, persisting multimode competition within few MHz
around the central frequency of the RF filter. It is still to be investigated if with
the aid of these modal equations, it may in principle be possible to evaluate the
feasability of active mode-locking schemes in view of technological applications.
At last, we have investigated a Transverse-Mode Control scheme in VCSELs
based on polarization- and frequency-selective delayed feedback.
The multimode dynamics of the system has been modelized with a cold-cavity
mode expansion obtained through the effective-index approximation, while the po-
larization dynamics was tracked using the spin-flip model. A Lorentzian filter has
been considered to account for the filtering properties of the external cavity.
With this model, we have shown that the applied feedback conguration allows
selection and feedback of single transverse modes, thereby affecting the modal
composition of the laser optical spectrum. It has been demonstrated analytically
that the modal gains are tightly related to the distribution of external-cavity modes,
which are themselves dependent on the spectral properties of the external-cavity
filter. It has therefore been possible to demonstrate that the optical phase attached
to each transverse mode plays a decisive role as far as the enhancement or the
quenching of a mode is concerned.
Numerical simulations have shown a good concordance with experimental
measurements, in terms of spatial modal profiles and dynamics, and in terms of
specific emission properties such as polarization and spatial complementarity. Our
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work has at last shown that the emission dynamics of the VCSEL can be substan-
tially stabilized when this twofold selective feedback is applied.
In conclusion, time delay in semiconductor lasers systems with feedback has
presented in this thesis its ambivalent nature: sometimes a source of extreme disor-
der, and sometimes a source of extreme order; sometimes transforming the phase
space into a boisterous river, and sometimes into a sea of tranquility.
In a system without dynamical spatial dimensions, time delay paradoxically
appears as a signature of spatial extension: it therefore strangely resembles to that
mysterious “no-time” of the poet. And fortunately for us, the ambivalency of the
tyran, associated to the wonderful properties of the “splendid light”, provides some
opportunies of fascinating applications in lightwave and microwave technologies.
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