We give several conditions on the estimator of efficient score function for estimating the parametric component of semiparametric models. We show that a semiparametric version of the one-step MLE using the estimator of efficient score function which fulfills the conditions is asymptotically minimax. A few examples are also considered.
1.

Introduction
As powerful criteria for identifying good statistical methods, asymptotic minimaxity and efficiency have been used widely in large sample theory. The most outstanding works related to these notions are done by Hajek (1970 Hajek ( , 1972 and Le Cam (1972) where representation theorems and asymptotic minimax theorems are presented. Hajek's works are for parametric model but Le Cam's are quite general. More recently representation theorems and asymptotic minimax theorems have been established for a variety of statistical problems including estimation of parametric or nonparametric components in semiparametric models (Begun et al. (1983) ) and estimation of a distribution function (Beran (1977) , Koshevnik and Levit (1976) , Millar (1979) ).
Many authors have discussed asymptotic efficient estimation (here "asymptotic efficiency" means that the limiting distribution of an estimator is the normal distribution in representation theorem) in various particular semiparametric models. Those include Weiss and Wolfowitz (1970) , Wolfowitz (1974 ), van Eden (1970 , Beran (1974 Beran ( , 1977 Beran ( , 1978 , Stone (1975) , Efron (1977) , Tsiatis (1981) , Bickel and Ritov (1987) and Park (1987) . The construction of asymptotically efficient estimators in general semiparametric models have been discussed by Bickel (1982) , Schick (1986 Schick ( , 1987 and Klaassen (1987) . But notwithstanding the importance of the notion of asymptotic minimaxity, the construction of asymptotically minimax estimators has been rather neglected, especially in semiparametric models. A few works include Beran (1981) , Fabian and Hannan (1982) and Millar (1984) among which the first and the third treated only parametric models.
Our present theme is asymptotic minimax estimation of parametric components in semiparametric models. Suppose f( . ,(),g) is our semiparametric density model where () and g are the parametric and nonparametric component respectively. We take a shrinking 1 1 1 1 1 neighborhood (n-2" -rate) around fL(·,B,g), namely, {q: n2"1 IqLfLlI~c} (11·11 is the usual L2( .) norm) instead of taking it around Band g separately as in Begun et al. (1983) because the former is more convenient for our purpose. We present an appropriate asymptotic minimax theorem considering this neighborhood in section 2 and asymptotically minimax estimator over this neighborhood in section 3. Fabian and Hannan (1982) dealt this problem in different mathematical formulation but the most significant difference 1 between this paper and theirs is in that the neighborhood of fL( . ,B,g) they considered is of finite dimension and they treated only the cases in which adaptation is possible.
Our estimator is, in essence, a semiparametric version of the onfr-Step MLE of Le Cam (1956 Cam ( , 1969 . In section 3 we give several conditions on the estimator of efficient score function (see Begun et al. (1983) or Bickel et al. (1987) for definition) for asymptotic minimaxity of our estimator. A few examples are considered in section 4 where we see how the conditions in section 3 are satisfied and consequently establish asymptotically minimax e'
estimators for those examples. The proof of our main theorem is given in section 5.
Asymptotic Minimax: Bound
Suppose that X 1 ,... ,X n are iid $-valued random variables with density function f = f(· ,O,g) with respect to a a-finite measure J.l on the measurable space (~-e) where°E e c R k and g E ' 1 c the collection of all densities with respect to a a-finite measure von some measurable space (JI, .91 ). We will find the asymptotic minimax: bound for estimating the parametric component°in the presence of the unknown nuisance parameter g. Our result in this section is a variation of Theorem 3.2 in Begun et al. (1983) , which is a special case of the general Hajek-Le Cam-Millar asymptotic minimax theorem (see proposition 2.1 of Millar (1979)).
Let Nn(f.c) be the set of all density functions g E ' 1 with respect to J.l such that
where a* = Pe -AfJ* and Pe, A, (3* and 1* are the same as defined in Begun et al. (1983) .
We assume that Assumption S and the conclusion of proposition 2.1 in Begun et al. (1983) hold throughout this paper. Then by the second assumption where f n = f(·, 0n,gn) and On and gn are the same as in proposition 2.1 of Begun et al. Let ebe a subconvex loss function (see Begun et al. (1983) for definition). The following theorem gives an asymptotic minimax bound for estimating 0.
Theorem 2.1. Under the assumptions described above,
where Z* -N(O,I;l) and Q is a probability measure having density g.
Proof. From Theorem 3.2 of Begun et al. (1983) where On' hand /3 are the same as in the paper and P n is the corresponding probability
Now observe that if Ih I~c 1 and 11/311~c 2 , then Iln 2 (f1-f2)1I~c for some c > O. Hence we can replace f n with Ih I~c 1 and 11/311~c 2 by q in Nn(f,c). The theorem follows.
• A In view of Theorem 2.1, our aim in this paper is constructing On which satisfies (2.3)
If we restrict l to a bounded loss function, it suffices to find On such that n 2 ( On-O( qn)) converges weakly, under Q n (probability measure having density qn)' to N(O,I;l) for any sequence qn E Nn(f,c) as discussed in (5.17) of Millar (1984) and at the end of the proof of proposition 1 in Beran (1981) . In the next section, we will see how this goal can be achieved.
-5- I~(x,O,g) and 1* = n-1~= 1 £* £*T (X j ,71 n ), an estimator of 1*. The asymptotic behavior
of 00 depend heavily on that of £*. We state several conditions which £* should satisfy in A order that On defined in (3.1) satisfy (2.3), namely, be an asymptotically minimax 1 estimator. Let {On: n~I} be any sequence such that 10n-01 = O(n-2).
Let £j be a cross validated estimator of £*, Le., £j = £* computed from X 1 ,... ,X j -1 ,
. ,n where M n is a constant
Although we can find £* for which (C3) is satisfied in most cases, particularly in our A examples considered, the proof of the asymptotic minimaxity of 00 relies on the following set of weaker conditions than (C3). Some of the conditions described above are motivated from an interesting paper by Schick (1987) and they are similar to the conditions in his lemma 3.1 but Schick's lemma is for constructing asymptotically linear estimators and is useful when the underlying probability measure Q~is contiguous to p n . For more details see Schick (1987) . We add two more conditions on i*.
where Nnand L n are constants.
Here is our main theorem. Proof. See section 5.
A
As we discussed it earlier in section 2, the conclusion of Theorem 3.1 implies that On -8-.
with l* satisfying (C1)-(C5) is asymptotically minimax if the loss function is bounded and subconvex.
Examples (continued)
In this section we will see how l*(·,·) can be constructed to satisfy the conditions (C1)-(C5) in the examples considered in section 3.
Example 1 (continued)
Note that l*(x,lJ) = -i;/g(x-IJ) and 1* = f( g2/g)dp.. Define where gj(x,lJ) = g(x,lJ) -n-1 b~1 K(b~I(X-Xj+IJ)). Now (C1) is obviously satisfied and C3) can be easily verified"(see Schick (1987) ). If we note that Ie*(x,IJ)!~b~1 and Il *(x,lJ) I~C b~3 for some C,~C4) and (C5) are obvious. Let Pn(x,lJ) = E Qn g(x,IJ)-b n and gn(x,lJ) = E p g(x,IJ)-b n . By the same method as in Schick (1987) we can show and by Bickel (1982) and Schick (1987) it has been shown that
• .'
• • '.
• . with ij and gj' defined in the same way as in Example 1. The conditions (C1)-(C5) can be verified. We omit the proofs since they are essentially the;S!Upe as ,those in Example 1.
5.
Proof of Theorem 3.1
Note that with l* = l*( . ,0)
We will show D n , C n , B n ..., 0 in Q~-probability and An :} N(O,I;l) under Q n in Lemma 5.1-5.4 respectively. Throughout this section we assume the continuity of 1*(0) and f* (x, 0) for each x E .%as functions of O.
Lemma 5.1 Under the conditions (C2), (C3.1), (C3.2) and (C5), D n ..., 0 in Q~-probability. where Po is the probability measure associated with the density f(· , (In,g Proof. Again thanks to Le Cam (1960 Cam ( , 1969 , it suffices to show that in Q~-probability. But by (C5) and the fact that qn E Nn(f,c) we only need to show that in Q~-probability. Now the euclidean norm of the left hand side of (5.10) is bounded by which goes to zero in Q~-probability by (C2) and (C4). 
