Abstract-Using proxy servers to cache and shape network traffic can significantly improve the energy efficiency of the participating clients. Introducing a proxy-based solution has a dual implication to the energy consumption. First, how much battery can we save in the mobile device? Second, how do proxies influence the electricity consumption on the infrastructure side? In this paper our focus is on file-sharing.
INTRODUCTION

cloud-computing;
Peer-to-peer content distribution is widely used. So far, its energy consumption has not attracted much attention. The energy-efficiency of BitTorrent, or peer-to-peer file downloading in general, has mainly been investigated from two different angles. From the environmental point of view, the green BitTorrent [1] and energy-efficient Gnutella [2] research have focused on the electricity consumption of PC computers participating in peer-to-peer networks. Our own prior work [3] [4] [5] has focused on the battery consumption of mobile devices. In this paper, we combine these two angles. Our primary focus is on the battery consumption of the mobile device but at the same time we are studying how to do that in a way that does not cause excessive energy consumption on the infrastructure side.
In [4] we measured that a proxy can save about 50% of energy when a mobile phone is downloading content from BitTorrent network. This observation follows the findings of many studies [6] [7] that have found the use of a proxy to be useful for improving the battery consumption of mobile devices.
Introducing the proxy would allow us to save energy in the mobile device and thus increase the satisfaction of the end user but how can we do that in a way that does not cause excessive energy consumption on the infrastructure side. In this paper, we investigate different proxy based solutions with the primary focus on their energy consumption. In addition to the obvious solution where the 978-1-4244-7614-511 0/$26.00 ©20 10 IEEE proxy is hosted on a central server, we study cases where consumers host the proxies on the computing devices in their homes.
In particular, we focus on a case where the proxy functionality is running on broadband routers at homes. These devices are widely available, they can be extended with additional software, and, most importantly, their energy consumption is rather independent of their execution load. If we could take the huge number of routers that are typically idle most of day into use, we would have a way to provide the proxy functionality without major infrastructure load or additional energy consumption. On the other hand, these devices are very limited in their capacities and memories, which forces us to consider carefully how the proxy functionality would match the resources. For best results we need more than one such proxy to serve a single mobile during the active download phase. The solution thus needs to be distributed and to have mechanisms to allocate the limited resources in a smart way.
The rest of the paper is structured as follows. First, in section II, we model the energy consumption problem and highlight the key difference between end-users who want to minimize the recharging needs of their battery-operated devices and the environmental and cost concerns of excessive electricity consumption. For the energy consumption of a mobile device, we present measurements results while we approach the infrastructure energy consumption with mathematical model. In section III we discuss different ways to provide the proxy-based solution.
In particular, we compare energy consumption of the cases where the proxy is running on a central server, on home PCs, and on broadband router hardware at homes. In section IV we propose a distributed proxy solution to support energy efficient BitTorrent content downloading and discuss the key algorithms. In section V, we compare our work with related literature and, finally, in section VI we conclude our paper.
II. THE ENERGY CONSUMPTION OF THE PROXY SOLUTION
A. Two forms of energy consumption
In order to analyze the energy consumption we define CE to be the perceived cost of energy consumption of the solution. Note that CE is not the actual cost of the energy in terms of money but rather a subjective measure of the pain that energy consumption creates for the user. As shown in formula (1) it consists of two components, Emobile and Einfra• (1) Emobile corresponds to the energy consumption of the mobile device. Since the mobile devices, such as mobile phones, are typically battery operated, Emobile influences directly how long the user can use the device without recharging. The amount of energy needed to recharge a mobile device is small but the risk of running out of energy during the day and remembering to recharge the device have a major impact on user convenience and satisfaction.
Einfra is the total energy consumed by the infrastructure to provide the service. It includes communication infrastructure like cellular access and core internet as well as the equipment providing the service like servers, routers, and home PCs. Einfra influences both the cost of running large-scale solutions and the environmental impact of the solutions.
The weights WI and W2 that different users assign to Emobile and Einfra vary depending on the person and point-of view. Since service and communication providers directly pay for the Einfra costs it is clearly in their interests to reduce it. Some end users can also be conscientious about the environmental effects. However, for most users of a service the concrete Emobile consumption is far more important that the indirect and mainly invisible Einfra' This means that that WI is typically much bigger than W2. As a result, we can split formula (1) into two goals. First, we want to minimize Emobile to keep the users of the service satisfied. Second, given that we are able to reach the same Emobile in different infrastructure solutions we should pick the one that minimizes Einfra• Naturally, we assume that the essential features and performance attributes beyond energy also remain at a satisfactory level in the different solutions.
B. Energy consumption of mobile clients
In order to understand the energy consumption of the wireless communication we performed a series of measurements with Nokia N95 mobile phones and Nokia Energy Profiler [8]. Although we used only one phone model, other studies [9] have measured similar power consumption characteristics. Figure 1 shows the energy consumption per bit as a function of communication speed. The shape of the curves clearly shows that the higher the bit rate the more energy efficient the communication is. This suggests that in order to save battery we should try to arrange the content download activity in a way that the mobile device is able to experience as high bitrates as possible.
Our results, which naturally depend on the used device models and the test environment, show that as bit rate grows by 100 kB, the power consumption only increases by O.3W in WLAN and by 0.04W in 30 cellular. An important exception to this linear dependency is the case when there is no communication which allows the wireless interface to enter an idle power-saving state. 
1) BitTorrent on mobile devices
One of the areas where the energy per bit phenomenon can be exploited is peer-to-peer content sharing. BitTorrent is currently the de facto standard for distributed content sharing. BitTorrent is a robust and scalable content-sharing solution in which the participating peers share the content they have already received or are in the process of downloading. While mobile devices are able to participate in peer-to-peer networks, previous research on using various peer-to-peer protocols on mobile phones [3] [10] has revealed a set of limitation for mobile peers to participate in content sharing networks. Slow communication bitrates, limited ability to accept incoming connections, and short session durations are among the reasons why the mobile peers are not at the same performance level as regular PC based peers. This is important because, as Figure 1 clearly shows, slower performance directly translates into higher energy consumption.
In particular, the biggest obstacles for energy-efficient operation of BitTorrent client on a mobile device are:
• Because of their slow upload speeds, mobile devices get a low rank by BitTorrent's tit-for-tat mechanism [11] . As a result, they get worse service from their peers resulting into reduced download bitrates.
• Mobile clients usually cannot accept incoming connections since they are behind routers or NATs. Therefore, they can reach fewer peers to serve them resulting, again, into slower download speeds.
• BitTorrent is slow at the beginning of a new torrent download. It can take several minutes before it reaches a decent download speed.
• In comparison to normal http download, BitTorrent has additional protocol overhead and its error checking mechanism involves continuous hashing of the received data. These require additional computation.
2) Cloud-based BitTorrent proxy energy measurements
In order to evaluate the concept of using a centralized proxy for providing energy-efficient access to content shared via BitTorrent to mobile devices, we created a cloud based BitTorrent proxy [4] and compared its performance with using SymTorrent [12] , which is a native BitTorrent client for Symbian-based mobile phones.
The cloud-based BitTorrent proxy, referred to as CloudTorrent, consists of two main parts: a phone application communicating with the cloud and a server hosting the remote BitTorrent client. All communication between the server and the client is carried out via HTTP connections. On the server side, we use uTorrent, which is a popular free PC BitTorrent client with most of its functions available via an HTTP-based API. Downloading content using CloudTorrent is performed in two steps. First the server side uses the BitTorrent protocol to download the content to the CloudTorrent server. Once the torrent download is completed, the content is transferred to the phone via an HTTP connection.
We compared the performance of native BitTorrent client (SymTorrent) and the proxy-based approach (CloudTorrent) with a series of measurements. We used Nokia N82 phones connected to the Internet via 30. The energy consumption of the phones was measured with the Nokia Energy Profiler application. The server hosting the remote BitTorrent client was an Amazon EC2 instance with at least 10 Mb/s uplink capacity. In the test case, a 25 MB size torrent was downloaded to the phone using the two different methods. The measurements results are depicted in Table I . The download time is the total time from the invocation of the download to the time the full content has arrived to the mobile. The average download speed, on the other hand, focuses only on the speed experienced by the mobile device: in the proxy case the HTTP file transfer from the server to mobile and in the SymTorrent case the aggregate download speed from different peers. Figure 2 depicts the energy consumption curves of the two test cases. The power consumption of using SymTorrent was almost constant with a 1.5W average. In the case of CloudTorrent, the transfer session starts with a low power phase with some high-power spikes. During this period the server is downloading the torrent and a phone is idle waiting for the content to be ready. The spike at 30s arises because the mobile polls the status of the cloud server via HTTP. These queries involve only a few bytes of data transfer, but the power consumption remains at a high level for around 10 seconds. The reason for the long delay is the 30 timer settings that control the power save mode activation in the 30 network [13] . These timer values are controlled by the cellular operator and they cannot be influenced by the mobile applications. While it is possible to analyze the energy consumption of the mobile device at a detailed level, it is much harder to quantify the infrastructure energy consumption Einfra' First Einfra is the aggregate energy consumption of a number of separate equipment that are owned and operated by multiple parties. Second, it is not trivial to know how the service is provided and which set of operators and devices are involved. Third, in many cases it is difficult to attribute the costs to single service accesses when many parts of the infrastructure are handling multiple services.
In this section, we develop a model that analyzes the infrastructure energy consumption of different P2P based downloading alternatives. The model is rough and is mainly useful for relative comparison of different downloading approaches. Instead of the absolute energy consumption, we focus on the increase in energy consumption that content download causes. This means that the variables in our model represent the difference between BitTorrent download and idle or regular state.
We exclude the power consumption of other peers from the analysis because the peers are typically only serving others during the time they are downloading content themselves (e.g. Pouwelse et al. [14] found that over 80% of the peers are disconnected in less than one hour after they are finished with the downloading). Therefore, the additional activity needed to serve a peer does not cause major increase in the energy consumption of the other peers.
For the normal BitTorrent download case (2) where tj is the download time and M is the additional power that the torrent download causes in the mobile and in the cellular access network. We make two simplifying assumptions. First, the power is constant. As discussed in section II B, especially for 30 cellular networks the power consumption has only minor dependency on the bitrate. Secondly, current base stations are typically powered up all the time so also their energy consumption is independent of the load. For the CloudTorrent case (3) where t2 is time the proxy spends on downloading the content from the BitTorrent peers, t3 is the time it takes to transfer the content from the proxy to the mobile, and P is the additional power proxy consumes when active. We assume here that the proxy consumes equal amount of power during the BitTorrent download and during pushing the content to the mobile.
Eproxy formula applies also to the distributed proxy case if we assume that the speedup introduced by multiple proxies is linear.
When we compare proxy download to direct BitTorrent download, we can see that proxy speeds up the BitTorrent download time (t2 < tl). In addition, the time the mobile radio needs to be powered up is shortened because of the faster bitrate the proxy is able to provide (t3 < tl). If we mark the speed-ups of the download and transfer times with a and b we have t2 = atl and t3 = bt2, a, b E (0,1].
We can now derive the condition when the use of the proxy is beneficial for the total energy consumption by setting
From (4) we can derive that using the proxy is efficient for the total energy consumption if
For example using the values in the example discussed in Section II B a=O.5 (torrent download time goes to half) and b=O.2 (mobile radio is powered on only 20% of the time) we get 8 P< 7
M�1.14M (6) This means that if we want to create a solution where proxy can save total energy consumption, the approximate power consumption difference between idle and active use of a proxy should not exceed the power a mobile phone consumes during active data transfer. Often, however, an increase in the total energy consumption can be perfectly acceptable when the battery savings provided by a proxy are important enough for mobile device users.
III. DIFFERENT WAYS TO PROVIDE PROXY -BASED SOLUTIONS
As established in the previous section using the proxy is beneficial for Emobile and under some conditions also for the Einfra as well. In this section, we analyze more deeply different ways to provide the proxy-based solution. In particular, we compare the cases when the proxy is run on a server in the cloud, on a home PC, and on an ADSL router box at home. Each of these solutions is different in terms of resource availability. Table II highlights the most essential resource differences of these alternatives. For reference it also contains the phone which is relevant for direct content download with SymTorrent. 
A. Proxy running on the cloud server
In our earlier work on CloudTorrent [4], we used a proxy server hosted on Amazon EC2 and investigated the potential the proxy has to save energy and speed up downloading of BitTorrent content to mobile phones. The critical requirement to gain the benefits this solution provides is that the proxy must be able to communicate with a high bit rate with the mobile device. In our tests, Amazon EC2 performed well but any other cloud server could work in a similar way. Analyzing the infrastructure energy costs of this approach is difficult as it is hard to obtain any facts about the energy consumption of Amazon infrastructure.
One of the practical problems of the cloud-based solution is who would run the proxy servers. The problem with commercial providers like Amazon is that the monetary cost of running the proxy might be excessive for private users. Moreover, privacy and other concerns may be important, at least, for some users.
B. Distributing the proxy to home pes
Another alternative is to run the proxy on home computers. While the resources of home computers would be mainly adequate for this, the uplink bandwidth of the connection from home to the mobile device can be a bottleneck. As discussed above the high bit rate data transfer from the proxy to the mobile device is essential for savings in the phone energy consumption Emobile. If the uplink speed of a broadband connection is less than the maximum downlink speed the mobile device is able to receive then the solution does not minimize Emobile anymore. Especially with ADSL connections, the uplink speeds are often limited and are below what the mobile phone is able to receive. One way to overcome this limitation is to use multiple proxies to serve a single mobile. In that way, as discussed in Section 4, we are able to reach the minimum Emobile also in cases when the proxies have limited uplink speeds.
From the energy point of view, running the proxy on home computer is wasteful. First, it requires the home computer to be on all the time. A measurement study [15] shows ten-fold or even higher difference in power consumption between stand-by and idle states. With active processing the difference is even bigger. Alternatively, some advanced remote wakeup system would be needed that would wake-up the computer from the standby or hibernate state when needed. Such systems are currently not widely available forcing the users to choose to keep their PCs running continuously and participating in the proxy solution, or allowing the PCs to enter the power save modes and leave them out from the proxy usage. Both of these are bad alternatives.
Furthermore, when the home computer is used as a proxy it also requires other infrastructure components to be active. In particular, the broadband router box needs to be operational to provide internet access.
C. Distributing proxy to home broadband routers
The third solution, which looks quite attractive, is to run the proxy servers on broadband routers. Homes are increasingly equipped with such devices and they are typically powered up all the time. Typically, they do not have any standby modes, which means that they would be consuming about the same amount of energy whether they are used actively or they are idle.
Some of today's routers are based on Linux operating system and they allow the functionality to be extended with 3rd party software. There are examples where BitTorrent is already running on such devices [16] . The difficulty in bringing the proxy functionality to the routers is that the resources of the routers are limited; especially the memory space and CPU capacity is far below the PC computers.
Like in the home PC case discussed above, in this solution we are limited by the bandwidth. The uplink bandwidth of many broadband home subscriptions is far below what a typical mobile phone is able to download. Therefore, in order to use the radio of the mobile phone as efficiently as possible it would be important to download from multiple proxies at a time. Table III shows the results of the energy measurements performed with an Asus WL-500gP router. The router had only one client connected to its LAN ports, and its WLAN radio was turned on. First, we compared the router's idle power consumption (when the router was not in active use its CPU load varied between 1-5 percent) and the case when the CPU usage was 100%. The results show that there were only about O.2W difference between the two cases. During the next test, we used CTorrent on the router to download a torrent. The difference between the energy consumption during the idle and the CTorrent case is almost zero. Finally, during the last test, a client was connected to the router via WLAN, and data was uploaded to the router at about 0.5 Mb/s. The increase in the energy consumption was about O.5W compared to the idle case.
D. Estimating the System's Energy Consumption
These results show that operating a BitTorrent client on the router or using the router's available CPU capacity has a minor effect on the router's energy consumption. Using the WLAN radio results in increased energy consumption, but it is still less than 10% (O.5W). 
ROUTER ENERGY MEASUREMENTS RESULTS
Activity
Power (W) With formula (4) and values for proxy and mobile power consumption during BitTorrent download we can now derive an estimate for the speed improvements that must be achieved to save total energy with proxy download. From the above table we see that the addition power, P, in the router to run BitTorrent is small (P = O.lW). In section II we saw that the additional power at mobile, M, for content download was around 1 W eM = 1 W). When we apply these numbers to formula (5), we get the relationship for the speed improvements that must be reached l-l.lb a < = 10 -llb 0.1
From equation (7) we see that b < 0.8 if there were no speed-up in the torrent download (a = 1). It also shows that only when b < 0.9 it is possible to save energy since otherwise a < 0 which is not possible. In other words, if we are able reduce the content transfer time from router to mobile by 20% or more we are able to gain savings also in
Einfra •
If we compare this to the case when we use PC as a proxy, the only difference is in the value of P. If we assume that the extra energy needed for PC to be working as a proxy is the difference between the hibernate state and the active state then P is in the order of several Watts or even tens of Watts [15] . If we assume P = lOW then formula (5) gives us l-llb a < = 0.1 -l.lb 10
This means that the conditions for improving Einfra are b < 0.09 and a < O.Hor any savings in E. Improving the download speeds so dramatically is very difficult. As a result, if we want to provide the proxy solution in an energy-efficient fashion the use of home routers seems to be attractive.
The analysis also shows that, in comparison to the PC based solution, there is a big margin before the router-based solution becomes less energy-efficient. Therefore, it does not matter if the torrent download with the router-based proxy is a lot slower than with a PC based proxy. However, the upload speed from proxy to mobile, b, cannot change because otherwise the energy consumption of the mobile client would increase.
IV. DISTRIBUTED PROXY
A. The rational for the distributed proxy
The previous section has already highlighted that using a single BitTorrent proxy can greatly improve the energy consumption of mobile clients but has limitations. These can be overcome by distributing the proxy to multiple devices. With a distributed proxy we can increase both the download speed from peers to proxy and the upload speed from proxies to mobile.
First, a single BitTorrent client may receive the content with a slow speed especially if because of slow uplink speed, limited content availability, or other reason it is not able to serve other peers well. By using more BitTorrent clients to download parts of the same file the data is received faster. As a result, the total download times the mobile devices experience are shortened.
Secondly, if a single proxy cannot upload data to the mobile client quickly enough, the mobile energy consumption increases. If multiple proxy nodes push data to the mobile simultaneously, the cumulative transfer speed, and energy-efficiency, increases.
However, several issues arise when the proxy is distributed to multiple devices: How to allocate the proxies to the mobile clients? How to divide the task between the proxies? How should the proxies be managed? Should the proxies communicate between each other or work in a hierarchical fashion. There are multiple ways to form a proxy architecture and different architectural solutions have different answers to the above questions. In the following, we sketch out one architectural solution that is based on a central controller that manages the independently working proxies.
B. Architecture and protocol
The proxy architecture uses a central proxy controller, which receives requests from the mobile clients and carries out assigning the nodes to tasks. It should be noted that the controller can be a separate computer or it can be hosted on the same device as a proxy node. The role of the proxy controller can even be passed between several machines; the only constraint is that at a given time only one controller can be active in the system.
After serving a client, each node reports back to the controller with the data on the resources consumed during the process so that it can be taken into account during the next resource assignment round.
Our distributed proxy architecture consists of two distributed layers that are architecturally rather similar: the original BitTorrent for content transfer and the proxy level for collecting and efficiently transferring content to the mobile devices. Figure 3 depicts an example sequence of requesting a torrent and receiving the first pieces (the diagram has only one proxy, but in a real system several proxies can be assigned to a client). All communication, except pushing the downloaded content to the clients, is carried out over HTTP. The steps of the process are discussed in the following subsections. 
1) Connecting to the proxy and initiating a new request
The mobile client has to know the network address of the proxy controller to initiate a new request. The client sends the target of the request (in case of BitTorrent a link to the torrent file). After assigning some nodes to the request, the controller sends back the network addresses of the assigned proxy nodes to the client so that it can establish a TCP connection to them (making the connections is not illustrated in Figure 3) . The connection to the controller must be made and kept alive by the mobile client since it is common that mobile devices cannot accept incoming connections due to NAT or firewalls. When a proxy node has downloaded and processed a chunk of data it is pushed to the client via these links.
2) Internode communication and resource assignment
The controller can assign tasks and subtasks to the proxy nodes. A task corresponds to downloading a torrent. A subtask is downloading some pieces of the torrent. The controller sends a Start task message to the node when a new torrent is assigned to it. Downloading the torrent starts only after receiving a Start sub task message which contains the set of pieces that are assigned to the particular node. After this the proxy node downloads the assigned pieces via BitTorrent from the Internet. When all of the selected pieces are downloaded, they are uploaded to the client in a high speed burst. The proxy sends a Sub task complete message to the controller to report its progress, and waits for new subtask assignments.
The proxy controller maintains a database of each mobile client containing the amount of data that has been delivered to them by the proxy nodes. This database is updated when a proxy node has sent back a Sub task complete message to the controller, which indicates that a client has been served. The controller periodically reruns its resource allocation algorithm. The algorithm uses the client database for assigning priorities to the clients.
3) Resource allocation
The distributed proxy is a diverse environment with multiple proxy nodes with different capabilities and clients racing for the resources of the system. How the proxy nodes are assigned to the clients can have a major effect on the performance both in terms of energy and download speed. Typically, the closer the proxy is to the mobile the more energy efficient it is. In particular, if a mobile client can connect to a proxy via a short range radio connection such as Bluetooth the energy of the wireless link is reduced further. If multiple proxies are available to serve a client, always the one that requires least energy should be used (for instance, a proxy downloading via wired connection should be more energy efficient than another using wireless network access).
Resources in our context mean the bandwidth, storage space and computing capacity of the proxy nodes. Proxy nodes can be hosted on ordinary routers, on desktop computers, or even on mobile phones connected to chargers. Finding the optimal solution in a heterogeneous network is not trivial, and several different algorithms can be used to allocate the resources. Evaluating actual algorithms is out of the scope of this paper, but we present a few guidelines which can be used to design the optimal algorithm.
One way to carry out the resource allocation is to assign priorities to each client-proxy pair. These priorities can be updated dynamically and should reflect the following properties:
• The amount of proxy resources used by the client in the past, so that clients that have received fewer resources get higher priority.
• The energy characteristics of the wireless connections between the client and the proxy. The more energy efficient interface must receive higher priority.
• The energy cost of using the particular proxy. A proxy consuming less energy must get higher priority.
By taking these properties into account, a fair scheduling algorithm can be designed that uses the most energy efficient links and proxies.
V. RELATED WORK Energy consumption consideration with peer-to-peer content sharing has not attracted much attention. An extensive survey of peer-to-peer content distribution [17] ignores energy consumption although its focus is on nonfunctional characteristics such as security, scalability, performance, fairness, and resource management potential and their dependency on the architectural design decisions.
So far the energy-efficiency of BitTorrent, or peer-to-peer file downloading in general, has mainly been investigated from two different angles: how to reduce the standby energy consumption of PC peers and how to perform active content download energy-efficiently with a mobile peer.
From the environmental and electricity consumption, point of view Blackburn and Christensen [1] propose "green" BitTorrent client that would have a possibility to sleep when it is not in active use. Their simulations show that their modified BitTorrent could use only 25% of the energy of a standard BitTorrent. A similar PC based solution is presented in [18] , where a central proxy is downloading the content while PCs are asleep. The computers wake up periodically to check for newly downloaded content. In earlier work Jimeno and Christensen [2] have studied ways for peers to enter low-power sleep states and still be active members in Gnutella-like networks. With a special hardware model, they are able to co-locate a Gnutella proxy on an Ethernet interface card. This results into significant energy savings as the PCs acting as P2P hosts can spend most of the time in a sleep state.
Our prior work has focused on the battery consumption of mobile devices. In [3] we analyzed the energy-consumption of a BitTorrent client running on mobile phones and in [4] [5] we proposed new approaches that would allow mobile clients to download content in an energy-efficient fashion.
BitTorrent operation in heterogeneous wireless networks was investigated in [19] with a goal to use the most energy efficient communication alternatives. The essence is that clients close to each other form cooperative clusters and use their short-range radio (Bluetooth or WLAN) for communication and data transfer. By doing so, nodes in the cluster interested in the same content can divide the power hungry 3G downloads among themselves.
A remote control possibility is a necessary building block for proxy-based solution. Many BitTorrent clients, including uTorrent, Vuze, LimeWire provide an API or web interface for remote control and some mobile applications, such as TorrentTRAK and Drivetrain, allow controlling the torrent download from mobile devices.
To some extent the use of distributed proxies resembles the helper node concept of Tribler [20] . In Tribler the original downloaders and helper nodes are all similar BitTorrent clients. In our work, the functionality of mobile clients and the proxy nodes serving them is completely different. The difference reflects our emphasis on using the capabilities of highly heterogeneous devices in an optimal fashion. Moreover, the goal of Tribler is fast BitTorrent download instead of energy efficient download.
In general, the use of proxies to improve energy efficiency of mobile applications has been widely studied. For instance, Flinn and Satyanarayanan [7] discuss how to create energy-adaptive applications based on proxies. Shenov and Radkov [21] use a proxy to improve the energy efficiency of streaming content to mobile devices.
VI. CONCLUSIONS
We have analyzed the energy consumption of BitTorrent content downloading to mobile devices. Our goal has been to improve the satisfaction of the end-user with an energy efficient file downloading and at the same time reduce the energy-consumption of the supporting proxy infrastructure. We have analyzed three alternative ways to deploy the proxy solution: centralized proxy, proxy running on home computers, and proxy running on broadband routers at homes. Using home routers to host the proxies seems to provide an energy-efficient way to provide the proxy functionality. Because of the uplink bandwidths of most homes are inadequate to provide optimal content transfer speeds for mobile devices, we propose a distributed proxy solution where multiple proxies are serving a single mobile device during its download activity.
For the distributed proxy solution, we have sketched the architecture, protocol and resource allocation principles. As our implementation work is progressing, we learn more how these and other design decisions will affect the proxy operation. Other interesting research questions include synchronization of the proxy activities, fair division of tasks between the proxies, the effects of limited memory and processing capability on BitTorrent client performance, and generalizing the work beyond file download. [1] 
