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ABSTRACT
Solution of inverse problems in imaging requires the use of a math-
ematical model of the observation process. However such models
often involve errors and uncertainties themselves. The application
of interest in this paper is synthetic aperture radar (SAR) imaging,
which particularly suffers from motion-induced model errors. These
types of errors result in phase errors in SAR data which cause defo-
cusing of the reconstructed image. Mostly, phase errors vary only in
cross-range direction. However, in many situations, it is possible to
encounter 2D phase errors, which are both range and cross-range de-
pendent. We propose a sparsity-driven method for joint SAR imag-
ing and correction of 1D as well as 2D phase errors. This method
performs phase error correction during the image formation process
and provides focused, high-resolution images. Experimental results
show the effectiveness of the approach.
Index Terms— Motion errors, phase errors, autofocus, regular-
ization, synthetic aperture radar, sparsity
1. INTRODUCTION
In many imaging systems model errors are one of the important prob-
lem sources. This type of errors generally appears due to inaccurate
measurement of the motion or position of the sensing platform or the
observed object. Furthermore, various environmental effects result
in similar type of errors. A well-known and widely-studied exam-
ple of this type of errors appears in synthetic aperture radar (SAR)
imaging. In SAR imaging, the time required for the transmitted sig-
nal to propagate to the field center and back may not be measured
exactly. One of the reasons of this imperfection is the difficulty of
determining the distance between the SAR platform and the field
center extremely accurately. In addition, environmental effects such
as atmospheric turbulence may induce random delays in the trans-
mitted signal [1], which cause errors in the measured propagation
time. These uncertainties appear as phase errors in the SAR data.
The effects of phase errors are seen as defocusing (blurring) and loss
of contrast in the reconstructed image [1]. Since in every aperture
position a new signal is transmitted and the error for each signal is
different, the most widely encountered phase errors are only in the
cross-range direction, which means that the phase error is a function
of the aperture position (cross range). However, in low frequency
UWB SAR systems, severe propagation effects may appear through
the ionosphere, including Faraday rotation, dispersion, and scintilla-
tion [2] which cause 2D phase errors, defocusing the reconstructed
image in both range and cross-range directions. Moreover, in 3D
SAR imaging, phase errors are both range and cross range depen-
dent. To remove the phase errors many techniques have been devel-
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oped which are called autofocus techniques. Most of them are based
on post-processing of the conventionally reconstructed SAR image
[3–7]. However, we know that conventional imaging does not per-
form well in sparse aperture scenarios or when the data are incom-
plete. On the other hand, regularization based image reconstruction
has succesfully been applied to SAR imaging and it is shown that
it has many advantages over conventional imaging [8]. These tech-
niques can alleviate the problems in the case of incomplete data or
sparse aperture. Moreover, they produce images with increased res-
olution, reduced sidelobes, and reduced speckle by incorporation of
prior information about the features of interest and imposing vari-
ous constraints (e.g., sparsity, smoothness) about the scene . How-
ever, they assume that there are no uncertainties in the observation
model. Motivated by these observations and considering that in SAR
imaging, the underlying field has most of the time a sparse structure,
we propose a sparsity-driven technique for joint SAR imaging and
phase error correction by using a non-quadratic regularization based
framework. We presented a limited version of this idea, only for 1D
cross-range phase errors in [9]. The algorithm is an iterative algo-
rithm, which is based on minimization of a cost function of both the
field and the phase error. In the first step of every iteration. an esti-
mate of the field is found and using the field estimate in the second
step, phase error is estimated and compensated. Depending on the
dimension and structure of the phase error, error estimation step is
performed differently. We have implemented the proposed method
for 2D separable and non-separable phase errors. Here we show re-
sults for SAR imaging but this idea can be implemented for other
observation systems, in which similar types of errors occur.
2. SAR IMAGING
2.1. SAR Observation Model
SAR is generally used for imaging of the ground from a plane or
satellite. On its flight path, a SAR sensor transmits pulses to the
ground and then receives the reflected signals. In most SAR applica-
tions, chirp signals are transmitted. A chirp signal has the following
form:
s(t) = Re
{
exp[j(ω0t+ αt
2)]
} (1)
where ω0 is the center frequency and 2α is the so-called chirp-rate.
The received signal qθ(t) at a certain aperture position θ involves the
convolution of the transmitted chirp signal with the projection pθ(u)
of the field at that observation angle.
qθ(t) = Re
{∫
pθ(u) exp[j[ω0(t− τ0 − τ(u)) + (2)
α(t− τ0 − τ(u))
2]]du
}
If we let the distance from the SAR platform to the center of the
field be R, τ0 + τ(u) is the delay for the returned signal from the
scatterer at the range position R + u. Here, τ0 is the time required
for the transmitted signal to propagate to the scene center and back.
The data used for imaging are obtained after a pre-processing step.
In particular, the returned signal is first multiplied with delayed in-
phase and quadrature versions of the transmitted chirp signal and
then the output is low-pass filtered. After this process, the relation
between the field f(x, y) and the pre-processed SAR data rθ(t) be-
comes
rθ(t) =
∫ ∫
x2+y2≤L2
f(x, y) exp{−jU(x cos θ + y sin θ)}dxdy (3)
where
U =
2
c
(ω0 + 2α(t− τ0)) (4)
and L is the radius of the illuminated area. All of the returned sig-
nals from all observation angles constitute a patch from the two di-
mensional spatial Fourier transform of the corresponding field. The
corresponding discrete model including all returned signals is as fol-
lows. 
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where rθm is the vector of observed samples, Cθm is discretized ap-
proximation to the continuous observation kernel at the observation
angle θm and f is a vector representing the unknown sampled reflec-
tivity image. The data r are the phase histories. If we consider that
there is also measurement noise, the observation model becomes
g = Cf + v (6)
where v stands for measurement noise which is assumed to be white
Gaussian noise and g is the noisy observation. Since the phase his-
tory data are two dimensional spatial Fourier transform of the field,
conventional imaging (polar format algorithm) for SAR is based on
the 2D inverse Fourier transform.
2.2. Phase Errors
Any error on τ0 (defined in Section 2.1), causes phase errors in the
SAR data. The delay in every aperture position is usually assumed
to be constant, which means that phase error varies only in the cross-
range direction. However, ionospheric effects on the transmitted sig-
nal, especially for low frequency UWB SAR systems cause 2D phase
errors. Moreover, waveform errors such as ferequency jitter from
pulse to pulse, transmission line reflections and waveguide disper-
sion effects [10] may cause defocus in both range and cross-range
direction. If there is a 2D phase error, it means that every sample
point of the phase history data is perturbed with a different phase er-
ror. The relation between the erroneous and error-free data for every
phase history sample can be expressed as
r(s) = e
jφ(s)r(s) (7)
where r(s) and φ(s) denote s-th sample of the phase history data and
the corresponding phase error, respectively. In terms of observation
model, the same relationship can be expressed as
Cs(φ(s))f = e
jφ(s)Csf (8)
Here, Cs represents the part of the model matrix C for the s-th data
sample.
3. SPARSITY-DRIVEN IMAGE RECONSTRUCTION
Regularization based image reconstruction techniques provide stable
and reasonable estimates of the field f by incorporation of the prior
knowledge about the field into the image formation process. These
techniques formulate image formation as an optimization problem.
The cost functional is composed of a least-squares data fidelity term,
as well as a side constraint related to the features of interest. In par-
ticular, this side constraint incorporates information about the struc-
ture of the scene (sparsity, smoothness etc.) into the optimization
problem. In many imaging problems, the field of interest admits a
sparse representation in some domain. In particular, in the context of
SAR imaging of man-made objects, the underlying scene, dominated
by strong metallic scatterers, is sparse, i.e. there are few nonzero
pixels. In such a case, a solution with great energy concentration is
needed. To provide it, a non-quadratic side constraint is appropriate.
There are a variety of non-quadratic choices to use as the side con-
straint. The general family of lp-norms is one of them. In spectral
analysis, lp-norm constraints, where p < 2, have been shown to re-
sult in higher resolution spectral estimates compared to the l2-norm
case. Moreover, smaller value of p implies less penalty on large pixel
values as compared to larger p [8]. Based on these observations, lp-
norm constraints with p < 2 are good choices to obtain sparse solu-
tions. Here we consider one of many specific cases. Image formation
is performed solving the following optimization problem.
f̂ = argmin
f
‖g − Cf‖22 + λ ‖f‖
p
p
(9)
The first terms enforces data fidelity, whereas the second term enfo-
ces sparsity of the field. The scalar parameter λ is known as the reg-
ularization parameter which determines the relative weight of these
two terms in the solution.
4. PROPOSED METHOD
We propose a sparsity-driven technique for joint SAR imaging and
phase error correction. This technique is capable of handling 1D as
well as 2D phase errors. We consider two cases of 2D phase errors
as separable and non-separable. What we mean by ‘separable’ is
that the 2D phase error is composed of a range varying and cross-
range varying 1D phase error functions. In non-separable case the
2D phase error cannot be separated into two 1D error functions. The
algorithm is an iterative algorithm, which cycles through steps of
image formation and phase error estimation and compensation. It
is based on the minimization of the following cost function, with
respect to φ and f using coordinate descent technique.
J(f, φ) = ‖g − C(φ)f‖22 + λ ‖f‖1 (10)
In the first step of every iteration the cost function J(f, φ) is mini-
mized with respect to f . This is the image formation step and same
for all type of phase errors.
f̂ (n+1) = argmin
f
J(f, φ(n)) = (11)
argmin
f
∥∥∥g − C(φ(n))f∥∥∥2
2
+ λ ‖f‖1
where n denotes the iteration number. Note that C(φ(n)) denotes
the model matrix corresponding to the phase error obtained in the
n-th iteration. Second step is the phase error estimation step where
a different procedure is implemented for different types of phase er-
rors.
4.1. 1D Phase Errors
If the phase error is a 1D cross-range varying phase error, given the
field estimate, the following cost function is minimized for every
aperture position [9]
∆̂φ
(n+1)
m = arg min
∆φm
J(fˆ (n+1),∆φm) = (12)
arg min
∆φm
∥∥∥gm − exp (j∆φm)Cm(φˆ(n)m )fˆ (n+1)∥∥∥2
2
for m = 1, 2, ....,M
where ∆̂φ
(n+1)
m denotes the incremental phase error estimate for the
m-th aperture position in the iteration (n + 1). In (12), gm and
Cm(φm) stand for the part belonging to the m-th aperture position
of the SAR data and the model matrix, respectively. The optimiza-
tion problem in (12) is solved in closed form for every aperture po-
sition. The solution of the problem in (12) results in the following
expression
∆̂φ
(n+1)
m = − arctan(
−I
R
) (13)
where
R = Re{fˆHCm(φˆ
(n)
m )
Hgm} I = Im{fˆ
HCm(φˆ
(n)
m )
Hgm} (14)
Using the incremental phase error estimate, the model matrix is up-
dated as in (15) and the algorithm turns back to the image formation
step of the next iteration.
Cm(φˆ
(n+1)
m ) = exp (j∆̂φ
(n+1)
m )Cm(φˆ
(n)
m ) (15)
4.2. 2D Separable Phase Errors
If the phase error is a 2D separable phase error then in the phase
error estimation step of every iteration, first, the phase error estimate
for cross-range is found as in (12). After updating the model matrix,
the incremental phase error estimate for the range direction is found
repeating the same procedure as in cross-range direction, this time
for every range position. Then the model matrix is updated using the
range dependent incremental phase error and the algorithm passes to
the next iteration.
4.3. 2D Non-separable Phase Errors
In a more general case in which we consider 2D non-separable phase
errors, phase error estimation is done for every sample of the phase
history data, since all sample points are perturbed with different and
potentially independent phase errors. Therefore, using the same
point of view as in the previous two cases, in the phase error esti-
mation step, the following cost function is minimized.
∆̂φ
(n+1)
s = argmin
∆φs
J(fˆ (n+1),∆φs) = (16)
argmin
∆φs
∥∥∥gs − exp (j∆φs)Cs(φˆ(n)s )fˆ (n+1)∥∥∥2
2
for s = 1, 2, ...., S
where ∆̂φ
(n+1)
s denotes the incremental phase error estimate for the
s-th element of the phase history data. Here gs and Cs(φs) stand
for the s-th element of the SAR data and the corresponding row of
the model matrix, respectively. This step is solved in closed form
similar to that in (13). The solution of the optimization problem in
(16) is as follows.
∆̂φ
(n+1)
s = − arctan(
−I
R
) (17)
where
R = Re{fˆHCs(φˆ
(n)
s )
Hgs} I = Im{fˆ
HCs(φˆ
(n)
s )
Hgs} (18)
If we let the number of cross-range positions be M and the number
of range positions be K, then we can say that in a 1D cross-range
phase error case, we solve the problem for M unknowns, in a 2D
separable phase error case for M +K unknowns, and in a 2D non-
separable phase error case for M ×K unknowns. Hence, correcting
for 2D non-separable phase errors is a much more difficult problem
than the others.
5. EXPERIMENTAL RESULTS
We present results on two public SAR data sets provided by the U.S.
Air Force Research Laboratory (AFRL): the ‘Slicy’ data, part of the
MSTAR dataset [11]; and the ‘Backhoe’ data [12]. On Slicy data
we have applied a 2D non-separable phase error which is uniformly
distributed in [−pi,+pi). In Figure 1(a) and (b) the conventional im-
age and the image formed by sparsity-driven image reconstruction
for the error-free case are presented, respectively. Figure 1(c) shows
the conventional image reconstructed from data with phase errors,
whereas Figure 1(d) shows the result of the proposed method. As
seen from the figures, the proposed method provides the advantages
of the sparsity-driven imaging while removing the defocus effect
of the phase error effectively. Another dataset on which we present
results is the Backhoe dataset. To deal with the wide-angle observa-
tions in the Backhoe dataset, we incorporate the subaperture-based
composite imaging approach of [13] into our framework. The Back-
hoe dataset is perturbed with a 2D separable phase error which
is composed of two 1D phase error functions. One of these error
functions is only range dependent where the other is only cross-
range dependent. These 1D errors are uniformly distributed in
[−3pi/4,+3pi/4]. Figure 2(a) and (b) show the conventional image
and the image reconstructed by sparsity-driven imaging, respec-
tively, when there is no phase error. The conventional image and the
result of the proposed method in the case of phase errors are shown
in Figure 2(c) and (d), respectively. These results demonstrate the
effectiveness of the proposed method.
6. CONCLUSION
In this study, we have proposed a sparsity-driven technique for joint
SAR imaging and phase error correction. The method can handle
1D phase errors as well as 2D separable and non-separable phase er-
rors. The method corrects the phase errors during the image forma-
tion process while it produces high resolution focused SAR images,
thanks to its sparsity enforcing nature. Since the current formulation
of the proposed method does not include any prior information of
the phase error, especially for large phase errors it is possible to end
up with focused but shifted images due to inherent ambiguities. To
deal with this issue, the method can be extended incorporating some
prior knowledge about the phase error or some region of support in-
formation about the scene.
(a) (b)
(c) (d)
Fig. 1. a) Conventionally reconstructed image from data without
phase errors b) Image reconstructed by sparsity-driven imaging from
data without phase errors c) Conventionally reconstructed image
from data corrupted by phase errors d) Image reconstructed by the
proposed method from data corrupted by phase errors.
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