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Abstract. For fixed integers r, ℓ ≥ 0, a graph G is called an (r, ℓ)-graph
if the vertex set V (G) can be partitioned into r independent sets and ℓ
cliques. This brings us to the following natural parameterized questions:
Vertex (r, ℓ)-Partization and Edge (r, ℓ)-Partization. An input to
these problems consist of a graph G and a positive integer k and the
objective is to decide whether there exists a set S ⊆ V (G) (S ⊆ E(G))
such that the deletion of S from G results in an (r, ℓ)-graph. These prob-
lems generalize well studied problems such asOdd Cycle Transversal,
Edge Odd Cycle Transversal, Split Vertex Deletion and Split
Edge Deletion. We do not hope to get parameterized algorithms for
either Vertex (r, ℓ)-Partization or Edge (r, ℓ)-Partization when ei-
ther of r or ℓ is at least 3 as the recognition problem itself is NP-complete.
This leaves the case of r, ℓ ∈ {1, 2}. We almost complete the parameter-
ized complexity dichotomy for these problems by obtaining the following
results:
1. We show thatVertex (r, ℓ)-Partization is fixed parameter tractable
(FPT) for r, ℓ ∈ {1, 2}. Then we design an O(√log n)-factor approx-
imation algorithms for these problems. These approximation algo-
rithms are then utilized to design polynomial sized randomized Tur-
ing kernels for these problems.
2. Edge (r, ℓ)-Partization is FPT when (r, ℓ) ∈ {(1, 2), (2, 1)}. How-
ever, the parameterized complexity of Edge (2, 2)-Partization re-
mains open.
For our approximation algorithms and thus for Turing kernels we use
an interesting finite forbidden induced graph characterization, for a class
of graphs known as (r, ℓ)-split graphs, properly containing the class of
(r, ℓ)-graphs. This approach to obtain approximation algorithms could
be of an independent interest.
1 Introduction
For fixed integers r, ℓ ≥ 0, a graph G is called an (r, ℓ)-graph if the vertex set
V (G) can be partitioned into r independent sets and ℓ cliques. Although the
problem has an abstract setting, some special cases are well known graph classes
and have been widely studied. For example, (2, 0)- and (1, 1)-graphs correspond
to bipartite graphs and split graphs respectively. A (3, 0)-graph is a 3-colourable
graph. Already, we get a hint of an interesting dichotomy for this graph class,
even with respect to recognition algorithms. Throughout the paper we will use
m and n to denote the number of edges and the number of vertices, respectively,
in the input graph G. It is well known that we can recognize (2, 0)- and (1, 1)-
graphs in O(m+n) time. In fact, one can show that recognizing whether a graph
G is an (r, ℓ)-graph, when r, ℓ ≤ 2, can be done in polynomial time [2,9]. On the
other hand, when either r ≥ 3 or ℓ ≥ 3, the recognition problem is as hard as
the celebrated 3-colouring problem, which is NP-complete [11]. These problems
are also studied when the input is restricted to be a chordal graph, in which case
we can get polynomial time recognition algorithms for every r and ℓ [10].
The topic of this paper is to design recognition algorithms for almost (r, ℓ)-
graphs in the realm of parameterized algorithms. In particular, we study the fol-
lowing natural parameterized questions on (r, ℓ)-graphs:Vertex (r, ℓ)-Partization
and Edge (r, ℓ)-Partization.
Vertex (r, ℓ)-Partization Parameter: k
Input: A Graph G and a positive integer k
Question: Is there a vertex subset S ⊆ V (G) of size at most k such that
G− S is an (r, ℓ)-graph?
Edge (r, ℓ)-Partization Parameter: k
Input: A Graph G and a positive integer k
Question: Is there an edge subset F ⊆ E(G) of size at most k such that
G− F is an (r, ℓ)-graph?
These problems generalize some of the most well studied problems in pa-
rameterized complexity, such as Vertex Cover, Odd Cycle Transversal
(OCT), Edge Odd Cycle Transversal (EOCT), Split Vertex Dele-
tion (SVD) and Split Edge Deletion (SED). Vertex Cover, in partic-
ular, has been extensively studied in the parameterized complexity, and the
current fastest algorithm runs in time 1.2738knO(1) and has a kernel with 2k
vertices [3]. The parameterized complexity of OCT was a well known open
problem for a long time. In 2003, in a breakthrough paper, Reed et al. [24]
showed that OCT is FPT by developing an algorithm for the problem running
in time O(3kmn). In fact, this was the first time that the iterative compression
technique was used. However, the algorithm for OCT had seen no further im-
provements in the last 9 years, though several reinterpretations of the algorithm
have been published [15,21]. Only recently, Lokshtanov et al. [20] obtained a
faster algorithm for the problem running in time 2.3146knO(1) using a branching
algorithm based on linear programming. Guo et al. [13] designed an algorithm
for EOCT running in time 2knO(1). There is another theme of research in pa-
rameterized complexity, where the objective is to minimize the dependence of
n at the cost of a slow growing function of k. A well known open problem, in
the area, is whether OCT admits a linear time parameterized algorithms. Only
recently, the first linear time FPT algorithms for OCT on general graphs were
obtained, both of which run in time O(4kkO(1)(m + n)) [23,16]. Kratsch and
Wahlstro¨m [18] obtained a randomized polynomial kernel for OCT and EOCT.
Ghosh et al. [12] studied SVD and SED and designed algorithms with running
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r, ℓ Problem Name FPT Kernel
(1, 0) Vertex Cover 1.2738k Poly
(0, 1) Vertex Cover on G 1.2738k Poly
(1, 1) SVD 1.2738k+o(k) Poly
(2, 0) OCT 2.3146k Randomized Poly
(0, 2) OCT on G 2.3146k Randomized Poly
(2, 1), (1, 2),
(2, 2)
Vertex (2, 1)-partization
Vertex (1, 2)-partization
Vertex (2, 2)-partization
3.3146k
Randomized
Turing Poly
Fig. 1. Summary of known and new results for the family of Vertex (r, ℓ)-
Partization problems. New results are highlighted in green (last row).
r, ℓ Problem Name FPT Kernel
(1, 0) Recognizable in polynomial time.
(0, 1) Recognizable in polynomial time.
(1, 1) SED 2O(
√
k log k) Poly
(2, 0) EOCT 2k Randomized Poly
(0, 2) Recognizable in polynomial time.
(2, 1) Edge (2, 1)-partization 2k+o(k) Open
(1, 2) Edge (1, 2)-partization FPT Open
(2, 2) Edge (2, 2)-partization Open
Fig. 2. Summary of known and new results for the family of Edge (r, ℓ)-Partization
problems. New results are highlighted in green.
time 2knO(1) and 2O(
√
k log k)nO(1). They also gave the best known polynomial
kernel for these problems. Later, Cygan and Pilipczuk [6] designed an algorithm
for SVD running in time 1.2738k+o(k)nO(1). Krithika and Narayanaswamy [19]
studied Vertex (r, ℓ)-Partization problems on perfect graphs, and among sev-
eral results they obtain (r+1)knO(1) algorithm for Vertex (r, 0)-Partization
on perfect graphs.
Our Results and Methods. We do not hope to get parameterized algorithms
for either Vertex (r, ℓ)-Partization or Edge (r, ℓ)-Partization when either
of r or ℓ is at least 3 as the recognition problem itself is NP-complete. This leaves
the case of r, ℓ ∈ {0, 1, 2}. We almost complete the parameterized complexity di-
chotomy for these problems by either obtaining new results or using the existing
results. We refer to Figures 1 and 2 for a summary of new and old results.
For both Vertex (r, ℓ)-Partization and Edge (r, ℓ)-Partization, the
only new cases for which we need to design new parameterized algorithms to
complete the dichotomy is when r, ℓ ∈ {1, 2}. Apart from the algorithmic results
indicated in the Figures 1 and 2, we also obtain the following results. When
r, ℓ ∈ {1, 2}, we obtain an O(√logn)-approximation for these special cases. Fi-
nally, we obtain randomized Turing kernels for Vertex (r, ℓ)-Partization us-
ing this approximation algorithms. In particular, we give a polynomial time
algorithm that produces polynomially many instances, nO(1) of Vertex (r, ℓ)-
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Partization of size kO(1) such that with very high probability (G, k) is a YES
instance of Vertex (r, ℓ)-Partization if and only of one of the polynomially
many instances of Vertex (r, ℓ)-Partization of size kO(1) is a YES instance.
The question of existence of polynomial kernels for these special cases as well
as for Edge (r, ℓ)-Partization is open. Even the parameterized complexity of
Edge (2, 2)-Partization remains open.
Our methods.Most of the FPT algorithms are based on the iterative compression
technique and use an algorithm for either OCT or EOCT as a subroutine. One
of the algorithms also uses methods developed in [22]. To arrive at the approxi-
mation algorithm, we needed to take a detour. We start by looking at a slightly
larger class of graphs called (r, ℓ)-split graphs. A graph G is an (r, ℓ)-split graph
if its vertex set can be partitioned into V1 and V2 such that the size of a largest
clique in G[V1] is bounded by r and the size of the largest independent set in
G[V2] is bounded by ℓ. Such a bipartition for the graph G is called as (r, ℓ)-split
partition. The notion of (r, ℓ)-split graphs was introduced in [14]. For any fixed
r and ℓ, there is a finite forbidden set Fr,ℓ for (r, ℓ)-split graphs [14]. That is, a
graphG is a (r, ℓ)-split graph if and only ifG does not contain any graphH ∈ Fr,ℓ
as an induced subgraph. The size of the largest forbidden graph is bounded by
f(r, ℓ), f being a function given in [14]. Since the class (r, ℓ)-graphs is a sub class
of (r, ℓ)-split graphs, each graph in Fr,ℓ will not appear as an induced subgraph in
any (r, ℓ)-graph. For our approximation algorithm we first make the given graph
(r, ℓ)-split graph by removing the induced subgraphs that are isomorphic to some
graph in Fr,ℓ. Once we have (r, ℓ)-split graph, we generate a (r, ℓ)-split partition
(V1, (V2) of G. Then we observe that for r, ℓ ∈ {1, 2} the problem reduces to find-
ing an approximate solution to Odd Cycle Transversal in G[V1] and G[V2].
Finally, we use the known O(√logn)-approximation algorithm for Odd Cycle
Transversal [1] to obtain a O(√logn)-approximation algorithm for our prob-
lems. The Turing kernel for Vertex (r, ℓ)-Partization, when r, ℓ ∈ {1, 2},
uses the approximation algorithm and depends on the randomized kernelization
algorithm for Odd Cycle Transversal [18].
2 Preliminaries
We use standard notations from graph theory([7]) throughout this paper. The
vertex set and edge set of a graph are denoted as V (G) and E(G) respectively.
The complement of the graphG, denoted byG, is such thatG = (V (G), E(C|V |)−
E(G)), where Cn denotes a clique on n vertices. The neighbourhood of a vertex
v is represented as NG(v), or, when the context of the graph is clear, simply as
N(v). An induced subgraph of G on the vertex set V ′ ⊆ V is written as G[V ′].
An induced subgraph of G on the edge set E′ ⊆ E is written as G[E′]. For a
vertex subset V ′ ⊆ V , G[V −V ′] is also denoted as G−V ′. Similarly, for an edge
set E′ ⊆ E, G− E′ denotes the subgraph G′ = (V,E \ E′).
The Ramsey number for a given pair of positive integers (a, b) is the min-
imum number such that any graph with the Ramsey number of vertices either
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has an induced independent set of size a or an induced clique of size b. The
Ramsey number for (a, b) is denoted by R(a, b).
We have already seen what (r, ℓ)-graphs are. Below, is a formal definition of
the graph class as well as some related definitions.
Definition 1. (r, ℓ)-graph A graph G is an (r, ℓ)-graph if its vertex set can be
partitioned into r independent sets and ℓ cliques. We call such a partition of
V (G) an (r, ℓ)-partition. An IC-partition, of an (r, ℓ)-graph G, is a partition
(V1, V2) of V (G) such that G[V1] can be partitioned into r independent sets and
G[V2] can be partitioned into ℓ cliques.
For fixed r, ℓ ≥ 0, the class of (r, ℓ)-graphs is closed under induced subgraphs.
The following observation is useful in the understanding of the algorithms
presented in the paper
Observation 1 Let P = (PI , PC) and P
′ = (P ′I , P
′
C) be two IC-partitions of an
(r, ℓ)-graph G. Then |PI ∩ P ′C | ≤ rℓ and |P ′I ∩ PC | ≤ rℓ.
Proof. Consider an independent set I ∈ PI and a clique C ∈ P ′C . At most 1
vertex of C can also be contained in I. There are at most r independent sets
in PI and so PI can contain at most r vertices from C. There are at most ℓ
cliques in P ′C each of which can have an intersection of at most r vertices with
PI . Hence, |PI ∩ P ′C | ≤ rℓ. Similarly, we can prove that |P ′I ∩ PC | ≤ rℓ. ⊓⊔
3 Vertex Deletion for (r, ℓ)-graphs
In this section we first show thatVertex (2, 2)-Partization is in FPT, using it-
erative compression. Then we explain how to reduceVertex (2, 1)-Partization
andVertex (1, 2)-Partization toVertex (2, 2)-Partization. Our algorithm
for Vertex (2, 2)-Partization combines the iterative compression technique
with a polynomial bound on the number of IC-partitions of a (2, 2)-graph. The
following Lemma tells about an algorithm to recognize whether a graph is a
(2, 2)-graph and also about an algorithm to compute all such IC-partitions. These
results were shown in several papers [2,9].
Lemma 1. Given a graph G on n vertices and m edges we can recognize whether
G is a (2, 2)-graph in O((n +m)2) time. Also, a (2, 2)-graph can have at most
n8 IC-partitions and all the IC-partitions can be enumerated in O(n8) time.
For a graph G, we say S ⊆ V (G) is a (2, 2)-vertex deletion set, if G − S
is a (2, 2)-graph. Now we describe the iterative compression technique and its
application to the Vertex (2, 2)-Partization problem.
Iterative Compression for Vertex (2, 2)-Partization. Let (G, k) be an
input instance of Vertex (2, 2)-Partization and let V (G) = {v1, . . . , vn}. We
define, for every 1 ≤ i ≤ |V (G)|, the vertex set Vi = {v1, . . . , vi}. Denote G[Vi]
as Gi. We iterate through the instances (Gi, k) starting from i = k + 5. Given
the ith instances and a known (2, 2)-vertex deletion set S′i of size at most k + 1,
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our objective is to obtain a (2, 2)-vertex deletion set Si of size at most k. The
formal definition of this compression problem is as follows.
Vertex (2, 2)-Partization Compression Parameter: k
Input: A graph G and a k+1 sized vertex subset S′ ⊆ V (G) such that G−S′
is a (2, 2)-graph
Output: A vertex subset S ⊆ V (G) of size at most k such that G − S is a
(2, 2)-graph?
We reduce the Vertex (2, 2)-Partization problem to n−k−4 instances of
the Vertex (2, 2)-Partization Compression problem in the following man-
ner. When i = k+5, the set Vk+1 is a (2, 2)-vertex deletion set of size at most k+1
for Gk+5. Let Ii = (Gi, S
′
i, k) be the i
th instance of Vertex (2, 2)-Partization
Compression. If Si−1 is a k-sized solution for Ii, then Si−1 ∪ {vi} is a (k + 1)-
sized (2, 2)-vertex deletion set for Gi. Hence, we start the iteration with the
instance Ik+5 = (Gk+5, Vk+1, k) and try to obtain a (2, 2)-vertex deletion set
of size at most k. If such a solution Sk+5 exists, we set S
′
k+5 = Sk+5 ∪ {vk+6}
and ask of a k-sized solution for the instance Ik+6, and so on. If, during any
iteration, the corresponding instance does not have a (2, 2)-vertex deletion set
of size at most k, it implies that the original instance (G, k) is a NO instance
for Vertex (2, 2)-Partization. If the input instance (G, k) is a YES instance,
then Sn is a k-sized (2, 2)-vertex deletion set for G, where n = |V (G)|. Since
there are at most n iterations, the total time taken by the algorithm to solve
Vertex (2, 2)-Partization is at most n times the time taken to solve Vertex
(2, 2)-Partization Compression. The above explained template for doing it-
erative compression will be used for approximation algorithms as well as for
parameterized algorithms for edge versions of these problems.
Next we show that Vertex (2, 2)-Partization Compression is in FPT.
the arguments above imply that Vertex (2, 2)-Partization is also in FPT.
Lemma 2. Vertex (2, 2)-Partization Compression can be solved determin-
istically in time 3.3146k|V (G)|O(1).
Proof. We design an algorithm for Vertex (2, 2)-Partization Compression.
Let (G,S′) be the instance of the problem and let (P ′I , P
′
C) be an IC-partition
of G − S′. Let S be an hypothetical solution of size k for the problem, which
the algorithm suppose to compute. Let (PI , PC) be an IC-partition of G − S.
The algorithm first guesses a partition (Y,N) of S′ such that Y = S′ ∩ S and
N = S′−S. After this guess, the objective is to compute a set Z of size at most
k′ = k − |Y | such that G − (Z ∪ Y ) is a (2, 2)-graph. Also note that since N is
not part of the solution S, G[N ] is a (2, 2)-graph. Consider the two IC-partitions
(PI − (S∪S′), PC − (S∪S′)) and (P ′I − (S∪S′), P ′C − (S∪S′)) of the (2, 2)-graph
G− (S ∪ S′). By Observation 1 we know that the cardinality of each of the set
(PI ∩ P ′C) − (S ∪ S′) and (PC ∩ P ′I) − (S ∪ S′) are bounded by 4. So now the
algorithm guesses the set VI = (PI ∩P ′C)−(S∪S′) and VC = (PC∩P ′I)−(S∪S′),
each of them having size at most 4. After the guess of VI and VC , any vertex in
P ′C−VI either belongs to PC or belongs to the hypothetical solution S. Similarly
any vertex in P ′I−VC either belongs to PI or belongs to the hypothetical solution
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S. By Lemma 1 we know that the number of IC-partitions of G[N ] is at most
O(k8) and these partitions can be enumerate in time O(k8) . The algorithm now
guesses an IC-partition (NI , NC) of G[N ] such that NI ⊆ PI and NC ⊆ PC . Now
consider the partition (A,B) = ((P ′I ∪NI ∪VI)−VC , (P ′C ∪NC ∪VC)−VI). Any
vertex v ∈ A either belongs to PI or belongs to the hypothetical solution S and
any any vertex v ∈ B either belongs to PC or belongs to the solution S. So the
objective is to find two sets U ⊆ A andW ⊆ B such that G[A−U ] is a bipartite
graph, G[B −W ] is the complement of a bipartite graph and |U | + |W | ≤ k′.
As a consequence, the algorithm guesses the sizes k1 of U and k2 of W . Then
the problem reduced to finding an odd cycle transversal(OCT) of size k1 for
G[A] and an OCT of size k2 for the complement of the graph G[B]. Hence,
our algorithm runs the current best algorithm for Odd Cycle Transversal,
presented in [20] for finding an OCT U of size k1 in G[A] and for finding an
OCT W of size k2 in the complement of G[B]. The running times of the Odd
Cycle Transversal algorithm on G[A] and on the complement of G[B] are
2.3146k1|V (G)|O(1) and 2.3146k2|V (G)|O(1) respectively. Finally, our algorithm
outputs Y ∪ U ∪W .
Running Time. Let n = |V (G)|. The algorithm guesses the set Y = S ∩ S′.
First we fix a set Y of size k− i and compute the running time of this particular
guess. The algorithm guess VC and VI each of size at most 4. The number of such
guesses is bounded by O(n8). Our algorithm also guess a partition (NI , NC) of
S′−Y . By Lemma 1 number of such guesses are bounded by k8. At the end, the
algorithm guesses k1 and k2 such that k1+k2 = k−|Y | = i. Then our algorithm
executes algorithm for Odd Cycle Transversal for two instances, running
in time 2.3146k1nO(1) and 2.3146k2nO(1) Thus the running time for a particular
guess Y is bounded by 2.3146inO(1). The number of guesses for Y of size i is
exactly
(
k+1
i
)
. Since
∑k+1
i=0
(
k+1
i
)
2.3146inO(1) = 3.3146knO(1), the total running
time is bounded by 3.3146knO(1). ⊓⊔
Lemma 2 and the discussions preceding it imply the following theorem.
Theorem 1. Vertex (2, 2)-Partization can be solved in time 3.3146k|V (G)|O(1).
Vertex (2, 1)-Partization: There is a simple reduction from the Vertex
(2, 1)-Partization problem to the Vertex (2, 2)-Partization problem. Sup-
pose we are given a graphG, where |V (G)| = n. We construct a graphG′ = G⊎Cˆ,
where Cˆ is a clique on n+ 3 new vertices. That is, G′ is the disjoint union of G
and Cˆ. The next lemma relates the graphs G and G′.
Lemma 3. For any integer t ≤ n, (G, t) is a YES instance of Vertex (2, 1)-
Partization if and only if (G′, t) is a YES instance of Vertex (2, 2)-Partization.
Proof. Suppose (G, t) is a YES instance of Vertex (2, 1)-Partization. Then
there is a subset S ⊆ V (G), of size at most t, the deletion of which results in a
(2, 1)-graph G∗. Let G∗ have a (2, 1)-partition I1∪I2∪C1. Then, I1∪I2∪C1∪ Cˆ
is a (2, 2)-partition for G′ − S. Hence, (G′, t) is a YES instance of Vertex
(2, 2)-Partization.
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Conversely, suppose (G′, t) is a YES instance of Vertex (2, 2)-Partization.
Let S ⊆ V (G′) be a (2, 2)-vertex deletion set of size at most t. The deletion of S
from G′ results in a (2, 2)-graph G˜. Let G˜ have a (2, 2)-partition I1∪I2∪C1∪C2.
Since t ≤ n, and since any independent set I of G′ can have at most 1 vertex
from Cˆ, |Cˆ− (S∪I1∪I2)| ≥ n− t+3. As Cˆ is disjoint from G, it is only possible
that either C1 ⊆ Cˆ and C2 ∩ Cˆ = ∅ or C2 ⊆ Cˆ and C1 ∩ Cˆ = ∅. Without loss
of generality, suppose C1 ⊆ Cˆ and C2 ∩ Cˆ = ∅. Then S′ = S − Cˆ is of size at
most t and G− S′ has a (2, 1)-partition (I1 − Cˆ)∪ (I2 − Cˆ)∪C2. Thus, (G, t) is
a YES instance of Vertex (2, 1)-Partization. ⊓⊔
Now if we are given an instance (G, k) ofVertex (2, 1)-Partization, Lemma 3
tells us that it is enough to solve Vertex (2, 2)-Partization on (G′, k). No-
tice that solving the Vertex (1, 2)-Partization problem on an input instance
(G, k) is equivalent to finding a Vertex (1, 2)-Partization on (G, k), where
G is the complement graph of G. Thus, we get the following as a corollary of
Theorem 1.
Corollary 1. Vertex (1, 2)-Partization and Vertex (2, 1)-Partization have
FPT algorithms that run in 3.3146knO(1) time.
4 Approximation algorithms for Vertex Deletion to
(r, ℓ)-graphs
In this section we give a polynomial time approximation algorithm for Ver-
tex (2, 2)-Partization. That is, we design an algorithm for Vertex (2, 2)-
Partization, which takes an instance (G, k), runs in polynomial time and
outputs either a solution of size O(k3/2) or concludes that (G, k) is a NO in-
stance. Since the reduction from Vertex (2, 1)-Partization to Vertex (2, 2)-
Partization, given in Lemma 3, is an approximation preserving reduction, we
can get a similar approximate algorithm for Vertex (2, 1)-Partization. Sim-
ilarly, since Vertex (1, 2)-Partization on a graph is equivalent to Vertex
(2, 1)-Partization in the complement graph, we can get an approximation al-
gorithm for Vertex (1, 2)-Partization. The approximation algorithm we dis-
cuss in this section, is useful for obtaining Turing kernels for Vertex (r, ℓ)-
Partization, when 1 ≤ r, ℓ ≤ 2. Finally, we design a factor O(√log n) approxi-
mation algorithms for these problems.
First we define superclass of (r, ℓ)-graphs, called (r, ℓ)-split graphs and then
design a polynomial time recognition algorithm for (r, ℓ)-split graphs, which is
used for approximation algorithm for Vertex (2, 2)-Partization. The notion
of (r, ℓ)-split graphs was introduced in [14].
Definition 2 ((r, ℓ)-split graph). A graph G is an (r, ℓ)-split graph if its vertex
set can be partitioned into V1 and V2 such that the size of a largest clique in G[V1]
is bounded by r and the size of a largest independent set in G[V2] is bounded by
ℓ. We call such a bipartition for the graph G an (r, ℓ)-split partition.
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Now we give a polynomial time algorithm which takes a graph G as input and
outputs an (r, ℓ)-split partition if G is an (r, ℓ)-split graph. We design such an
algorithm using iterative compression. Essentially we show that the following
problem, (r, ℓ)-split partition Compression, can be solved in polynomial
time.
(r, ℓ)-split partition Compression
Input: A graph G with V (G) = V ∪ {v} and an (r, ℓ)-split partition (A,B)
of G[V ]
Question: An (r, ℓ)-split partition of G, if G is an (r, ℓ)-split graph, and NO
otherwise
Like in the case of the FPT algorithm for Vertex (2, 2)-Partization given
in Section 3, we can show that by running the algorithm for (r, ℓ)-split parti-
tion Compression at most n− 2 times we can get an algorithm which outputs
an (r, ℓ)-split partition of a given (r, ℓ)-split graph. Our algorithm for (r, ℓ)-split
partition Compression uses the following simple lemma.
Lemma 4. Let G be an (r, ℓ)-split graph. Let (A,B) and (A′, B′) are two (r, ℓ)-
split partitions of G. Then |A ∩ B′| ≤ R(ℓ + 1, r + 1)− 1 and |A′ ∩ B| ≤ R(ℓ +
1, r + 1)− 1, where R(r + 1, ℓ+ 1), is the Ramsey number.
Proof. Suppose |A ∩B′| ≥ R(ℓ+ 1, r+ 1). By Ramsey’s theorem, we know that
G[A∩B′] either contain an independent set of size ℓ+1 or a clique of size r+1.
If G[A ∩ B′] contains an independent set of size ℓ + 1, then it contradicts our
assumption that (A′, B′) is an (r, ℓ)-split partition of G. If G[A ∩B′] contains a
clique of size r + 1, then it contradicts our assumption that (A,B) is an (r, ℓ)-
split partition of G. This implies that |A ∩B′| ≤ R(ℓ+ 1, r + 1)− 1. By similar
arguments we can show that |A′ ∩B| ≤ R(ℓ+ 1, r + 1)− 1. ⊓⊔
Using Lemma 4, we show that (r, ℓ)-split partition Compression can be
solved in polynomial time for any fixed constants r and ℓ.
Lemma 5. For any fixed constants r and ℓ, (r, ℓ)-split partition Compres-
sion can be solved in polynomial time.
Proof. Let (G, (A,B)) be the given instance of (r, ℓ)-split partition Com-
pression, where (A,B) is a (r, ℓ)-split partition of G[V ]. Let n = |V (G)|. Let
(A′, B′) be a hypothetical solution for the problem. Since G[V ] is a subgraph of
G, (A′ \ {v}, B′ \ {v}) is an (r, ℓ)-split partition of G[V ]. Thus, by Lemma 4, we
know that |A ∩ B′| ≤ R(ℓ + 1, r + 1) − 1 and |A′ ∩ B| ≤ R(ℓ + 1, r + 1) − 1.
So our algorithm guesses the sets U = A ∩ B′ and W = A′ ∩ B each of size at
most R(ℓ+1, r+1). The total number of possible choices for U and W is clearly
bounded by n2R(ℓ+1,r+1). For the correct guess U andW , A′ \{v} = (A∪W )\U
and B′ \ {v} = (B∪U)\W . Let X = (A∪W )\U and Y = (B ∪U)\W . So now
it is enough to check whether one of the (X ∪ {v}, Y ) or (X,Y ∪ {v}) is a valid
(r, ℓ)-split partition of the graph G and output the result. This can be tested in
time nr+ℓ time. Since there are n2R(ℓ+1,r+1) choices for the guess U and W , the
total running time is bounded by O(n2R(ℓ+1,r+1)+r+ℓ). This completes the proof
of the lemma. ⊓⊔
9
By applying Lemma 5, at most n− 2 times, we can get the following lemma.
Lemma 6. For any fixed constants r and ℓ, there is an algorithm which takes
a graph G as input, runs in polynomial time, and decides whether G is an (r, ℓ)-
split graph. Furthermore, if G is an (r, ℓ)-split graph then the algorithm outputs
an (r, ℓ)-split partition (V1, V2) of G
We know that any (r, ℓ)-graph is also an (r, ℓ)-split graph. The following
lemma gives a relation between an (r, ℓ)-split partition and IC-partition of a
(r, ℓ)-graph.
Lemma 7. Let G be an (r, ℓ)-graph. Let (A,B) be an IC-partition of G and
(A′, B′) be an (r, ℓ)-split partition of G. Then |A ∩B′| ≤ rℓ and |A′ ∩B| ≤ rℓ
Proof. Suppose |A ∩ B′| ≥ rℓ + 1. Since (A,B) is an IC-partition of an (r, ℓ)-
graph G, we know that A can be partitioned into r independent sets. Also, since
|A∩B′| ≥ rℓ+1, by pigeon hole principle, there is an independent set I in A such
that |I ∩B′| ≥ ℓ+1. This implies that the size of the largest independent set in
B′ is at least ℓ + 1, contradicting our assumption that (A′, B′) is an (r, ℓ)-split
partition of G. Hence we have shown that |A ∩ B′| ≤ rℓ. By similar arguments
we can show that |A′ ∩B| ≤ rℓ. ⊓⊔
Before giving an approximation algorithm for Vertex (r, ℓ)-Partization,
we need to mention about a polynomial time approximation algorithm for Odd
Cycle Transversal and finite forbidden characterization of (r, ℓ)-graphs. Us-
ing the FPT algorithm for OCT [18], and a O(√logn)-approximation algorithm
for OCT [1], one can prove the following proposition.
Proposition 1 ([18]). There is a polynomial time algorithm which takes a
graph G and an integer k as input and outputs either an OCT of G of size
at most O(k3/2) or concludes that there is no OCT of size k for G.
For any fixed r and ℓ, there is a finite forbidden set Fr,ℓ for (r, ℓ)-split graphs [14].
That is, a graph G is an (r, ℓ)-split graph if and only if G does not contain any
graph H ∈ Fr,ℓ as an induced subgraph. The size of the largest forbidden graph
is bounded by f(r, ℓ), f being a function given in [14]. Since f(2, 2) is a constant,
it is possible to compute the forbidden set Fr,ℓ in polynomial time: The forbidden
graphs are of size at most f(2, 2). Since the class (r, ℓ)-graphs is a sub class of
(r, ℓ)-split graphs, each graph in Fr,ℓ will not appear as an induced subgraph in
any (r, ℓ)-graph. Now we are ready to design a polynomial time approximation
algorithm for Vertex (2, 2)-Partization.
Theorem 2. There is an algorithm which takes a graph G and an integer k as
input, runs in polynomial time and outputs either a set S of size O(k3/2) such
that G−S is a (2, 2)-graph or concludes that (G, k) is a NO instance of Vertex
(2, 2)-Partization.
Proof. The algorithm first finds a maximal set T of vertex disjoint subgraphs of
G such that each subgraph in T is isomorphic to a graph in F2,2. If |T | > k, then
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clearly (G, k) is a NO instance of Vertex (2, 1)-Partization. So the algorithm
will output NO if |T | > k. Now consider the graph G′ = G− V (T ). Here, V (T )
denotes the set of vertices appearing in graphs in T . Since T is a maximal set
of vertex disjoint subgraphs in G which are isomorphic to a graphs in F2,2 we
have that G′ is a (2, 2)-split graph.
Now our algorithm will find a set S ⊆ V (G′) of size bounded by O(k3/2) such
that G′ − S is a (2, 2)-graph. Since G′ is a subgraph of G, if (G, k) is a YES
instance of Vertex (2, 1)-Partization, then (G′, k) is also a YES instance.
Let S∗ be an hypothetical solution of the instance (G′, k) of Vertex (2, 1)-
Partization and let (A,B) be an IC-partition of G′ − S∗. Now our algorithm
applies Lemma 6 on graph G′ and computes a (2, 2)-split partition (A′, B′) of G′
in polynomial time. By Lemma 7, we know that |A ∩B′| ≤ 4 and |A′ ∩ B| ≤ 4.
So the algorithm will guess the set U = A∩B′ and W = A′ ∩B. The number of
possible guesses for U and W is bounded by n8. For the correct guess U and W ,
we know that A = (A′∪U)\(W ∪S∗) and B = (B′∪W )\(U∪S∗). Now consider
the partition (V1, V2) of V (G
′), where V1 = (A′ ∪U) \W and V2 = (B′ ∪W ) \U .
So for the correct guess U andW , we know that each vertex in V1 either belongs
to A or belongs to S∗ and each vertex in V2 either belongs to B or belongs to S∗.
Now to compute a solution for (G′, k), it is enough to find an OCT S1 in G[V1]
and an OCT S2 in the complement graph of G
′[V2] such that |S1| + |S2| = k.
Our algorithm applies Proposition 1 on G′[V1] and on the complement graph of
G′[V2]. If these algorithms output an OCT S1 and an OCT S2 for graphs G′[V1]
and G′[V2], then S1 ∪ S2 is of size bounded by O(k3/2) and G′ − (S1 ∪ S2) is
a (2, 2)-graph. Since G′ = G − V (T ) and G′ − (S1 ∪ S2) is a (2, 2)-graph, we
have that G − (S1 ∪ S2 ∪ V (T )) is a (2, 2)-graph. So our algorithm will output
S1 ∪ S2 ∪ V (T ) as the required output. Since |V (T )| ≤ k · f(2, 2), we have that
|S1 ∪S2 ∪V (T )| = O(k3/2). If the algorithm mentioned in Proposition 1 returns
NO for all possible guesses of U and W , then our algorithm outputs NO. It is
easy to see that the number of steps in our algorithm is bounded by a polynomial
in |V (G)|. ⊓⊔
Using the arguments of Theorem 2, we can also design an approximation
algorithm for finding a minimum (2, 2)-vertex deletion set of a graph G. Let S
be an optimum (2, 2)-vertex deletion set and (A,B) be the corresponding IC-
partition of G′ = G− S. Let T be a maximal set of vertex disjoint subgraphs of
G, that are each isomorphic to a graph in F2,2. The number of subgraphs in T
is at most |S| and the number of vertices involved in these forbidden subgraphs
is at most f(2, 2)|S|. The remaining graph G′ is a (2, 2)-split graph and using
Lemma 6, we can find a (2, 2)-split partition (A′, B′) of G′. Let (Aˆ, Bˆ) be the
restriction of (A,B) to G′. As argued above, at most 4 vertices from A′ could be
part of Bˆ. Let this set of 4 vertices be called U . The rest either belong to Aˆ or
S. U ∪ (S ∩A′) is an OCT for A′, of size at most 2|S ∩A′|. The algorithm of [1]
returns an O(√logn)-approximate Odd Cycle Transversal solution S1 for
G[A′], which has to be of size at most 2|S ∩ A′| · O(√logn). There is a similar
property on the vertices of B′. Applying the algorithm of [1], on G′[B′], returns
an O(√logn)-approximate Odd Cycle Transversal solution S2, which has
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to be of size at most 2|S ∩B′| ·O(√logn). Thus V (T )∪S1 ∪S2 is a (2, 2)-vertex
deletion set of G, with size at most (f(2, 2) +O(√logn)|S|. This together with
Lemma 3 and discussion after that lead to the following theorem.
Theorem 3. Vertex (2, 1)-Partization, Vertex (1, 2)-Partization, and
Vertex (2, 2)-Partization admit polynomial time approximation algorithms
with factor O(√logn).
5 Turing Kernels for Vertex Deletion to (r, ℓ)-graphs
In this section, we give a randomized Turing kernel forVertex (2, 2)-Partization
(See introduction for the definition). The equivalence in Lemma 3 ensures that
there is a randomized Turing kernel for Vertex (2, 1)-Partization. Since,
Vertex (1, 2)-Partization on an instance (G, k) is equivalent to Vertex
(2, 1)-Partization on (G, k), a randomized Turing kernel for Vertex (1, 2)-
Partization follows.
We have seen in Section 3 that eventually the algorithm for Vertex (2, 2)-
Partization runs two instances of OCT. In this section we explain that we
can use the kernelization of OCT to get a Turing kernel for Vertex (2, 2)-
Partization. A randomized polynomial kernel for OCT was shown by Kratsch
and Wahlstro¨m [17], using the concept of representative family. They showed
that it is possible to find kO(1) “relevant” vertices from the input graph which
contains the optimum solution. This leads to a randomized kernel for OCT. In
fact, the following lemma follows from the work of Kratsch and Wahlstro¨m. We
sketch a proof in the appendix.
Lemma 8. Let G be a graph and X be an OCT of G. There is a randomized
polynomial time algorithm which computes a set Z ⊆ V (G)−X of size O(|X |3)
such that for any Y ⊆ X, a minimum sized OCT not containing X, of G − Y ,
is fully contained in Z.
Nowwe are ready to explain our Turing kernel forVertex (2, 2)-Partization
using Lemma 8. Given an instance (G, k) of Vertex (2, 2)-Partization, first
we construct |V (G)|O(1) many instances of a problem which is in NP and each
of them have size bounded by polynomial in k. Then, by using the Cook-Levin
theorem [4], we can reduce each of these intances to instances of Vertex (2, 2)-
Partization and thus arrive at a Turing kernelization forVertex (2, 2)-Partization.
We first run the polynomial time approximation algorithm described in Theo-
rem 2. If the approximation algorithm outputs NO, then the algorithm will
output a trivial NO instance of the problem. Otherwise let X be the solution
returned by the approximation algorithm on input (G, k). We know that the
cardinality of X is bounded by O(k3/2). Now we fix an IC-partition (PI , PC) of
G − X . Let S be a hypothetical solution of size at most k and (QI , QC) be an
IC-partition of G − S. It follows from Observation 1 that |PI ∩ QC | ≤ 4 and
|QI ∩ PC | ≤ 4. This observation leads to the following lemma.
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Lemma 9. (G, k) is a YES instance of Vertex (2, 2)-Partization if and
only if there exist VC ⊆ PI and VI ⊆ PC , each of cardinality at most 4 such
that X ′ = X ∪ VC ∪ VI can be partitioned into X ′I , X ′D, X ′C , with the following
properties:
1. There is a set ZI ⊆ PI \VC such that ZI∪X ′D∪X ′C is an OCT for G[PI∪X ′].
In other words, ZI is an OCT for G[PI ∪X ′I ].
2. There is a set ZC ⊆ PC\VI such that ZC∪X ′D∪X ′I is an OCT for G[PC∪X ′].
In other words, ZC is an OCT for G[PC ∪X ′C ].
3. |ZI ∪ ZC ∪X ′D| ≤ k.
Proof. Suppose (G, k) is a YES instance of Vertex (2, 2)-Partization. Then
there is a k-sized solution Z such that G − Z is a (2, 2)-graph. Let (QI , QC)
be an IC-partition of G − Z. Let VC = PI ∩ QC and VI = PC ∩ QI . It follows
from Observation 1 that that |VI | ≤ 4 and |VC | ≤ 4. Notice that any vertex in
PI \ VC either belongs to QI or to Z. Similarly, any vertex in PC \ VI either
belongs to QC or to Z. Let X
′ = X ∪ VI ∪ VC . Now we define X ′I = X ′ ∩ QI ,
X ′C = X
′ ∩ QC and X ′D = X ′ ∩ Z. Let ZI = Z ∩ PI and ZC = Z ∩ PC . Note
that ZI ∩ VC = ∅ and ZC ∩ VI = ∅. From the definition of X ′, VI and VC , it is
clear that VI ⊆ X ′I and VC ⊆ X ′C . Since VC ⊆ X ′I and VC ⊆ X ′C , we have that
(PI ∪X ′) \ (ZI ∪X ′D ∪X ′C) = QI . Also since, G[QI ] is a bipartite graph we have
that (ZI∪X ′D∪X ′C) is an OCT of G[PI ∪X ′]. By similar arguments we can show
that (ZC ∪ X ′D ∪X ′I) is an OCT of G[PC ∪X ′]. Since ZI ∪ ZC ∪X ′D = Z and
|Z| = k, the set ZI ∪ZC ∪X ′D satisfies condition 3 in the lemma. This completes
the proof of the forward direction.
Conversely, suppose there is a VC ⊆ PI and VI ⊆ PC , each of size at most
4 such that the X ′ = X ∪ VI ∪ VC has a 3-partition (X ′I ∪X ′D ∪X ′C) with the
properties mentioned in the lemma. That is, there is an OCT ZI for the graph
G[PI∪X ′I ] and an OCT ZC for the graphG[PC∪X ′C ] such that |ZI∪ZC∪X ′D| ≤ k.
Then we claim that Z = ZI∪ZC∪X ′D is a (2, 2)-vertex deletion set ofG. Consider
the sets QI = (PI ∪ X ′I) \ ZI and QC = (PC ∪ X ′C) \ ZC . By our assumption
G[QI ] and G[QC ] are bipartite graphs. Also note that QI ∪ QC ∪ Z = V (G).
Hence Z is a (2, 2)-vertex deletion set of G and (QI , QC) is an IC-partition of
G− Z. ⊓⊔
The Lemma 9 allows us to reduce an instance of Vertex (2, 2)-Partization to
polynomially many instances of a problem which is in NP. Consider the following
problem.
Twin Odd Cycle Transversal (TOCT) Parameter: k
Input: Two graphs G1 and G2, terminals X ⊆ V (G1), Y ⊆ V (G2), a bijec-
tion Φ between X and Y , and an integer k
Question: Is there a partition of X into three parts (X1, XD, X2) such that
there is an OCT Z1 ⊆ V (G1) \X for the graph G1 − (XD ∪ X2), an OCT
Z2 ⊆ V (G2)\Y for the graph G2− (Φ(XD)∪Φ(X1)) and |Z1∪XD ∪Z2| ≤ k.
Clearly the problem TOCT is in NP. Because of Lemma 9, for each VC ⊆ P1
and VI ⊆ PC of cardinality at most 4, we construct an instance of TOCT, of size
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bounded by a polynomial in k, using Lemma 8. After this, we fix a VI ⊆ PC and
a VC ⊆ PI , each of cardinality at most 4. Now let X ′ = X ∪ VI ∪ VC . Note that
X ′ is a (2, 2)-vertex deletion set of G and (PI \VC , PC \VI) is an IC-partition of
G−X ′. The following observation is derived from the fact that (PI \VC , PC \VI)
is an IC-partition of G−X ′ and VI ∪ VC ⊆ X ′.
Observation 2 The set X ′ is an OCT of G[PI ∪ X ′] and also an OCT of
G[PC ∪X ′].
For a particular choice of VC ⊆ PI and VI ⊆ PC of cardinality at most 4, we
construct an instance of TOCT as follows. Let X ′ = X ∪ VI ∪ CC , where X
is the approximate solution of size bounded by O(k3/2). Let (PI , PC) be an IC-
partition of G−X . Let G1 = G[PI ∪X ′] and G2 = G[PC∪X ′]. By Observation 2,
X ′ is an OCT in graphs G1 and G2. Now we apply Lemma 8 and get a set of
relevant vertices Z1 ⊆ V (G1)\X ′ of size bounded by O(k9/2). Next, we construct
a graph G∗1 as follows: delete all the vertices V (G1) \ (X ′ ∪ Z1) from G1. Add
two length (three length) path between two vertices in V (G∗1), if there is an
even length (odd length) path between the corresponding vertices in G1 using
only vertices from V (G) \ (X ′ ∪ Z1). Similarly, we construct a graph G∗2 from
G2. Now we output H = (G1, G2, X
′, X ′, k) as the reduced intance of TOCT,
with the bijection between X ′ and X ′ be the natural identify map. Since there
are O(n4) choices for selecting VC and VI , our algorithm will output instances
H1, H2, . . . Ht where t = O(n4) and the size of each Hi is bounded by O(k9).
Using Lemmata 8 and 9 we can prove that in fact the above Turing reduction
is correct.
Lemma 10. (G, k) is a YES instance of Vertex (2, 2)-Partization if and
only if there exists i such that Hi is a YES instance of TOCT.
Proof. Let (G, k) be a YES instance. Recall that X is an approximate solution
and (PI , PC) is an IC-partition of G−X . By Lemma 9, we know that there exists
VC ⊆ PI and VI ⊆ PC such that the set X ′ = X ∪ VI ∪ VC can be partitioned
into (X ′I ∪X ′D ∪X ′C) with the following properties.
– there is set ZI ⊆ PI \ VC such that ZI is an OCT of G[PI ∪X ′I ].
– there is set ZC ⊆ PC \ VI such that ZC is an OCT of G[PC ∪X ′C ].
– |ZI ∪ ZC ∪X ′D| ≤ k
In our reduction, we have constructed an instance Hi corresponding to the sets
VC and VI . That is, Hi is constructed from the graphsG1 = G[PI∪X ′] and G2 =
G[PC ∪X ′]. In the construction of Hi, we first constructed G∗1 from G1 and G∗2
from G2, by finding relevant vertices Z1 and Z2 in graph G1 and G2 respectively,
using Lemma 8. Finally we consider the graph Hi = (G
∗
1, G
∗
2, X
′, X ′, k). From
the construction of G∗1 and using Lemma 8, we know that G
∗
1 − (X ′D ∪X ′C) has
an OCT Z∗I of size at most |ZI |, because ZI is an OCT in G1 − (X ′D ∪ X ′C).
Similarly G∗2 − (X ′D ∪X ′I) has an OCT Z∗C of size at most |ZC |, because YC is
an OCT in G2 − (X ′D ∪X ′I). This implies that |Y ∗I ∪ Y ∗C ∪X ′D| ≤ k. Thus, Hi is
a YES instance of TOCT.
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In the converse direction, suppose there is an i such that the instance Hi is a
YES instance of TOCT. Note that Hi is constructed for a particular VC ⊆ PI
and VI ⊆ PC , each of cardinality at most 4. Let X ′ = X ∪ VC ∪ VI . That
is the instance Hi = (G
∗
1, G
∗
2, X
′, X ′, k) where G∗1 is constructed from G1 =
G[X ′ ∪ PI ] and G∗2 is constructed from G2 = G[PC ∪ X ′]. By our assumption
Hi is a YES instance of TOCT. This implies that there is a partition of X
′
into (X ′1, X
′
D, X
′
2), and that there exists an OCT Z
∗
I of G
∗
1 − (X ′D ∪ X ′2) and
an OCT Z∗C of G2 ∗ −(X ′D ∪X ′1) such that |Z∗I ∪ Z∗C ∪X ′D| ≤ k. By Lemma 8,
there exists an OCT ZI of G1 − (X ′D ∪ X ′2) of size at most |Z∗I | and an OCT
ZC of G2 − (X ′D ∪X ′1) of size at most |Z∗C |. Thus, |ZI ∪ ZC ∪X ′D| ≤ k and the
conditions in the Lemma 9 are met by the partition of X ′ in to (X ′1, X
′
D, X
′
2).
This implies that (G, k) is a YES instance of Vertex (2, 2)-Partization. ⊓⊔
The problem TOCT is in NP and Vertex (2, 1)-Partization is NP-complete.
Therefore, by Cook-Levin theorem each instance Hi of TOCT can be reduced
to an an instance of Vertex (2, 2)-Partization in polynomial time. Also note
that size of each instance Hi is bounded by O(k9). Thus we have the following
theorem.
Theorem 4. There is a randomized polynomial Turing kernel for Vertex (2, 2)-
Partization.
Since there is parameter preserving reduction from Vertex (2, 1)-Partization
and Vertex (1, 2)-Partization to Vertex (2, 2)-Partization, the following
corollary is derived from Theorem 4.
Corollary 2. There is a randomized polynomial Turing kernel for Vertex (2, 1)-
Partization and Vertex (1, 2)-Partization.
6 Edge deletion for (r, ℓ)-graphs
In this section we show thatEdge (2, 1)-Partization andEdge (1, 2)-Partization
are in FPT.
6.1 Edge (2, 1)-Partization
In this subsection we show that Edge (2, 1)-Partization is in FPT, using itera-
tive compression. For Edge (2, 1)-Partization, the corresponding compression
problem is defined as follows.
Edge (2, 1)-Partization Compression Parameter: k
Input: A graph G with V (G) = V ∪ {v}, an integer k and an edge set
S′ ⊆ E(G− {v}), of size at most k, such that G[V ]− S′ is a (2, 1)-graph
Output: A subset S ⊆ E of size at most k such that G−S is a (2, 1)-graph?
Like in the case of Vertex (2, 2)-Partization, we can show that Edge
(2, 1)-Partization can be solved, by running Edge (2, 1)-Partization Com-
pression at most |V (G)| times, for an input instance (G, k). The following
lemma is useful for our purpose.
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Lemma 11. Let G be a graph on n vertices, v ∈ V (G) and |E(G − {v})| ≤ k.
Then the number of cliques in G is bounded by 2O(
√
k)n and these cliques can be
enumerated in time 2O(
√
k)n.
Proof. First we bound the size of a maximum clique in G by O(√k). Let ℓ be the
size of a maximum clique in G−{v}. Since the number of edges in G−{v} is at
most k, we have that
(
ℓ
2
) ≤ k. This implies that ℓ is bounded above by √8k− 1.
Since the size of a largest clique in G is at most one more than the largest
clique in G − {v}, we have that the size of a maximum clique in G is bounded
by
√
8k. It is well known that a graph H on k edges is
√
2k-degenerate (that is
every subgraph of H has a vertex of degree at most
√
2k). This implies, that G is√
2k+1 degenerate. Now, we know from [8] that G has at most n3
√
2k+1 maximal
cliques in G and can be enumerated in time O(√kn3
√
2k). Since every clique in
G has size at most
√
8k, given a maximal clique C of G, we can generate all the
cliques contained in C (by enumerating all subsets of C) in time proportional
to 2O(
√
k). This implies that the number of cliques in G is upper bounded by
2O(
√
k)n and it can be enumerated in time 2O(
√
k)n. ⊓⊔
Next we show that Edge (2, 1)-Partization Compression is in FPT.
Lemma 12. Edge (2, 1)-Partization Compression can be solved in time
2k+o(k)|V (G)|O(1).
Proof. Let (G, k, S′) be the input instance and |V (G)| = n. If G− S′ is a (2, 1)-
graph, then we return S′. Otherwise we do the following. Let S be a hypothetical
solution for the problem and let (PI , PC) be an IC-partition of G−S, which the
algorithm suppose to compute. Let G′ = G[V ] − S′. Since G′ is a (2, 1)-graph,
the vertex set V can be partitioned to I1, I2 and C such that G
′[I1] and G′[I2]
are graphs with no edges, and G′[C] is a complete graph. Since G′ = G[V ]− S′
and I1 ⊆ V and I2 ⊆ V are independent sets in G′, we have E(G[I1]) ⊆ S′ and
E(G[I2]) ⊆ S′. Also, since |S′| ≤ k, we have |E(G[I1])| ≤ k and |E(G[I2])| ≤ k.
Now consider the partition of the vertex set of G, V ∪ {v}, into three parts
I1 ∪ {v}, I2 and C. Recall that (PI , PC) is an IC-partition of our hypothetical
solution S. Our algorithm guesses the sets of vertices A = (I1 ∪ {v}) ∩ PC and
B = I2 ∩ PC . Since the partition PC should be a clique, A∪B is a clique. Thus,
guessing the vertex sets A and B from I1 ∪ {v} and I2 respectively is equal to
guessing two cliques from G[I1 ∪ {v}] and G[I2] such that they together form
a clique in G. By Lemma 11, the number of cliques in G[I1 ∪ {v}] and G[I2] is
bounded by 2O(
√
k)n and these clique can be enumerated in time 2O(
√
k)n.
After guessing A and B, we know that in our hypothetical IC-partition
(PI , PC), A ∪ B ⊆ PC and (I1 ∪ I2 ∪ {v}) − (A ∪ B) ⊆ PI . Let C′ = {u ∈
C | A∪B ⊆ N(u)}. The following claim implies that we can set PC = A∪B∪C′.
Claim. If there is a subset S1 ⊆ E(G) and a partition (P ′I , P ′C) of V (G) such
that (i) G − S1 is a (2, 1)-graph, (ii) (P ′I , P ′C) is an IC-partition of G − S1,
(iii) (I1 ∪ I2 ∪ {v})− (A ∪B) ⊆ P ′I and (iv) A ∪B ⊆ P ′C , then there is a subset
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S2 ⊆ E(G) and a partition (P ′′I , P ′′C) of V (G) such that (i) |S2| ≤ |S1|, (ii) G−S2
is a (2, 1)-graph, (iii) (P ′′I , P
′′
C) is an IC-partition of G−S2, (iv) (I1∪I2∪{v})−
(A ∪B) ⊆ P ′′I and (v) A ∪B ∪C′ = P ′′C .
Proof. We have given a set S1 and an IC-partition (P
′
I , P
′
C) of G − S1 with
properties mentioned in the statement of the claim. Since (P ′I , P
′
C) is an IC-
partition ofG−S1, S1 is an edge OCT ofG[P ′I ]. Since (I1∪I2∪{v})−(A∪B) ⊆ P ′I ,
we have that P ′C − (A ∪ B) ⊆ C. Also since P ′C is a clique and A ∪ B ⊆ P ′C ,
we have that P ′C − (A ∪B) ⊆ C′. Now consider the partition (P ′′I , P ′′C) of V (G),
where P ′′C = A ∪ B ∪ C′ and P ′′I = V (G) − P ′′C . Note that P ′′C is a clique and
P ′′I ⊆ P ′I . This implies that the edge set S2 = S1 ∩ E(G[P ′′I ]) is an Edge Odd
Cycle Transversal set of G[P ′′I ]. Hence the set S2 and the partition (P
′′
I , P
′′
C)
are the required set and the partition, respectively, in the claim. ⊓⊔
Claim 6.1 implies that for the correct guess of A and B, we can set PC =
A∪B∪C′. This in turn implies that the problem is now reduced to delete as few
edges as possible to make the graph G−(A∪B∪C′) bipartite and this is nothing
but the Edge Odd Cycle Transversal problem on (G − (A ∪ B ∪ C′), k).
The problem Edge Odd Cycle Transversal can be solved in time 2knO(1),
where n is the number of vertices in the input graph [13]. Since there are 2O(
√
k)n2
choices for guessing A and B, the total running time of the algorithm is bounded
by 2k+o(k)nO(1). ⊓⊔
Thus by using Lemma 12, we can get the following theorem.
Theorem 5. Edge (2, 1)-Partization can be solved in time 2k+o(k)|V (G)|O(1).
6.2 Edge (1, 2)-Partization
In this subsection we show that Edge (1, 2)-Partization is in FPT. Again we
use the iterative compression technique to solve the problem. For our algorithm,
we need an algorithm for a version of Odd Cycle Transversal. Let G be an
hereditary graph class (hereditary means that if G ∈ G, then every induced sub-
graph of G is in G as well) and G is decidable. Then the problem G-Weighted
Bipartition is defined as follows.
G-Weighted Bipartition Parameter: k +W
Input: A graph G, w : V (G)→ N+ and integers k and W
Output: An OCT O of G, of size at most k such that w(O) ≤ W and
G[O] ∈ G
Marx et al. [22] showed that the unweighted version of the problem, named,
G-Bipartition can be solved in FPT time. The proof by Marx et al., constructs
an “equivalent graph” with treewidth bounded by a function of k. The problem is
then solved in the equivalent graph, using Courcelle’s theorem [5] by expressing
the problem as an MSO predicate. Since we can express whether the weight of a
subset of vertices is at most W using an MSO predicate of length bounded by a
function of W , the following theorem follows from the results of Marx et al. [22].
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Theorem 6. If G is hereditary and decidable, then G-Weighted Bipartition
is in FPT.
Now we are ready to define compression version of the problem Edge (1, 2)-
Partization and prove that it is in FPT, which in turn will imply that non-
compression version of the problem is in FPT.
Edge (1, 2)-Partization Compression Parameter: k
Input: A Graph G with V (G) = V ∪ {v}, an integer k and an edge set
S′ ⊆ E(G− v), of size at most k, such that G[V ]− S′ is a (1, 2)-graph
Output: A subset S ⊆ E of size at most k such that G−S is a (1, 2)-graph?
Lemma 13. Edge (1, 2)-Partization Compression is in FPT.
Proof. Let (G, k, S′) be the input instance and |V (G)| = n. If G− S′ is a (1, 2)-
graph, then we return S′ as the output. Otherwise we do the following. Let S
be a hypothetical solution for the problem and let (PI , PC) be an IC-partition
of G − S. Let G′ = G[V ] − S′. Since G′ is a (1, 2)-graph, the vertex set V can
be partitioned to I, C1 and C2 such that (i) G
′[I] is a graph with no edges,
and (ii) G′[C1] and G′[C2] are cliques. Since G′ = G[V ] − S′ and I ⊆ V is
independent sets in G′, we have that E(G[I]) ⊆ S′. Also since |S′| ≤ k, we have
that |E(G[I])| ≤ k. Now consider the partition of the vertex set of G, V (G),
into three parts I, C1 ∪ {v} and C2. Recall that (PI , PC) is an IC-partition
of our hypothetical solution S. Now our algorithm guesses the set of vertices
A = I ∩ PC . Since PC should be a complement of a bipartite graph, A should
also be a complement of a bipartite graph. Hence our algorithm guesses two
cliques K1 and K2 from G[I] and assumes that A = K1 ∪ K2 will be part of
PC . By Lemma 11, we have that the number of cliques in G[I] is bounded by
2O(
√
k)n and these cliques can be enumerated in time 2O(
√
k)n. After guessing
A, we know that in our hypothetical IC-partition (PI , PC), I − A ⊆ PI and
A ⊆ PC . Now consider the partition (P ′I , P ′C) of V (G), where P ′I = I − A and
P ′C = A ∪C1 ∪ C2 ∪ {v}.
Now to solve the problem it is enough to find out a subset U ⊆ C1∪C2 ∪{v}
such that U is an OCT of the complement graph of G[P ′C ] and |E(G[P ′I∪U ])| ≤ k.
This can be encoded as a G-Weighted Bipartition problem. Since U ⊆ C1 ∪
C2∪{v} and C1 and C2 are cliques, the cardinality of the set U will be bounded
by O(√k). The edges that contribute to E(G[P ′I ∪ U ]) are of three types–(i)
edges within G[P ′I ], (ii) edges in G[U ] and (iii) edges between U and P
′
I in G.
Let k1 = |E(G[P ′I ])|. To encode the edges between U and P ′I we introduce a
weight function w on P ′C . For each u ∈ P ′C , w(u) = |NG(u)∩ P ′I |. Since we have
fixed P ′I to be a subset of PI , we need to include the set of edges in E(G[P
′
I ])
(type (i)) in the solution of the problem. The rest of the edges in the solution
come from type (ii) or type (iii). Let k1 = |E(G[P ′I ])|, k2 = E(G[U ]) and k3
be the number edges between U and P ′I . So U is an OCT in the complement
of G[P ′C ], of weight at most k3 and number of edges in G[U ] is bounded by k2.
Now our algorithm guesses the number of edges of type (ii) to be k2 and type
(iii) to be k3. Let Gk2 be the class of graphs such that the number of edges in it
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is bounded by k2. The class Gk2 is hereditary. To solve our problem it is enough
to solve Gk2-Weighted Bipartition on the complement of the graph G[P
′
C ]
with weight function w. This completes the proof of the lemma. ⊓⊔
Thus by using Lemma 13, we can get the following theorem.
Theorem 7. Edge (1, 2)-Partization is in FPT.
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A Proof of Lemma 8
In this subsection we give an outline of proof of Lemma 8. The results in [24] show
that the Odd Cycle Transversal problem is equivalent to many instances of
minimum separator problem in an auxiliary graph of the input graph and this is
the main idea used to show Odd Cycle Transversal is in FPT. Let G be a
graph and X is an OCT of G. Note that G−X is a bipartite graph. Without loss
of generality we may assume that X is independent, otherwise we can subdivide
the edge with in X and still X be an OCT of G. Let S1 ⊎ S2 be a bipartition of
G−X . The auxiliary graph G′ of G is constructed in [24] is as follows. the vertex
set of G, V (G′) = V (G) \X ∪ {x1, x2|x ∈ X} and E(G−X) ⊆ E′. Additionally,
we add edges between x1 and neighbors of x in S2, and between x2 and neighbors
of x in S1. Given U ⊆ X , a valid partition of X ′(U) is pair (S, T ) which satisfies
the following properties.
1. S ⊎ T = X ′(U);
2. For every x ∈ U , |{x1, x2} ∩ S| = |{x1, x2} ∩ T | = 1;
3. For every x ∈ X \ U , |{x1, x2} ∩ S| = |{x1, x2} ∩ T | = 0.
Now the following lemma follows from the results of Reed et al. [24] (for more
details see Lemma 3.2 and Lemma 3.3 in [21])
Lemma 14. Let G be a graph and X is an OCT of G. Let G′ is the auxiliary
graph constructed from G. For any Y ⊆ X, O is an OCT of G−Y not containing
X if and only if there is a valid partition (S, T ) of X ′(X \ Y ) such that O is an
(S, T )-vertex cut in G′ −X ′(Y ).
The following cut covering lemma is proved in [17].
Lemma 15. Let G be a graph, and X ⊆ V (G) a set of terminals. We can
identify, in randomized polynomial time, a set Z of O(|X |3) vertices such that
for any S, T,R ⊆ X, a minimum (S, T )-vertex cut in G−R is contained in Z.
Now the proof of Lemma 8 follows directly from Lemma 14 and Lemma 15.
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