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We advance all optical spin noise spectroscopy (SNS) in semiconductors to detection bandwidths
of several hundred gigahertz by employing an ingenious scheme of pulse trains from ultrafast laser
oscillators as an optical probe. The ultrafast SNS technique avoids the need for optical pumping and
enables nearly perturbation free measurements of extremely short spin dephasing times. We employ
the technique to highly n-doped bulk GaAs where magnetic field dependent measurements show
unexpected large g-factor fluctuations. Calculations suggest that such large g-factor fluctuations do
not necessarily result from extrinsic sample variations but are intrinsically present in every doped
semiconductor due to the stochastic nature of the dopant distribution.
PACS numbers: 72.25.Rb, 72.70.+m, 78.47.db, 85.75.-d
Spin noise spectroscopy (SNS) has proven itself as a
well-developed experimental technique in semiconductor
spin quantum-optronics [1–3]. The low perturbing nature
of SNS makes the technique an ideal tool to study the
unaltered long coherence times of electron spins in semi-
conductors [4] and semiconductor nanostructures [2, 5].
However, short spin coherence times require a high de-
tection bandwidth and thus the temporal capabilities of
SNS are usually limited by the speed of the electro-optic
conversion and subsequent signal processing. A first suc-
cessful step to overcome the temporal limitation has been
made by employing a single ultrafast laser oscillator as
a stroboscopic optical sampling tool, which directly en-
abled spin noise measurements of frequencies up to sev-
eral GHz, but with a fixed bandwidth of roughly 0.1 GHz
[6]. In this letter we report the first experimental demon-
stration of spin noise spectroscopy with a full bandwidth
that is increased by several orders of magnitude to over
one hundred GHz which corresponds to spin dephasing
times in the picosecond regime. Thereby, the presented
SNS method is ideally suited for systems which intrin-
sically show a fast decay of spin coherence and are yet
susceptible to optical excitation, like hole spin systems
with a high degree of spin-orbit interaction [7], carrier
systems at very low temperatures (<100 mK), or Bose-
Einstein condensation of magnons [8].
In the following, we employ the technique of ultrafast
SNS to highly n-doped bulk GaAs and find in the metal-
lic regime large g-factor fluctuations. Calculations reveal
that large g-factor fluctuations are an intrinsic bulk prop-
erty of doped semiconductors. The effect results from the
stochastic distribution of donor atoms and the imperfect
local averaging of electrons due to their finite momen-
tum and spin dephasing times [9]. Ultrafast SNS asserts
itself as the perfect tool to measure such an effect since
it combines the necessary high temporal resolution, neg-
ligible disturbance of the system, and efficient averaging
over very large sample volumes compared to other optical
methods due to the below-bandgap detection.
The extended measurement principle of ultrafast SNS
is based upon the repeated measurement of the correlated
Faraday rotation signal θ(ti)θ(ti +∆t) of two ultrashort
laser probe pulses with a temporal delay of ∆t [10]. The
point in time ti is arbitrary for every pulse pair due to the
stochastic nature of the spin dynamics if the repetition
period between two pulse pairs is much larger than the
spin dephasing time. The average Faraday rotation signal
〈θ〉 (∆t) vanishes if the non-magnetic sample is in thermal
equilibrium. However, the variance σ2θ(∆t) is not zero
but is maximal for fully correlated Faraday rotation of
the two laser pulses (∆t = 0), decreases with increasing
∆t to a finite value due to spin dephasing, oscillates with
∆t in the presence of a transverse magnetic field B due to
Larmor precession of the electron spins, and approaches
zero for anti-correlation.
In this work the sampling pulses are delivered by two
synchronized, ultrafast, picosecond laser oscillators with
a common repetition rate of 80 MHz. The relative phase
between the two emitted pulse trains is adjustable, so
that pairs consisting of two laser pulses are formed with
a temporal delay ∆t which can be conveniently tuned
between a picosecond and a few nanoseconds. The cor-
related Faraday rotation signal of both pulses within a
pulse pair is measured by a balanced detector which is so
slow that it integrates over each pulse pair but is fast
enough to distinguish two succeeding pulse pairs. In
other words, the Faraday rotation signals θ(t) of the two
pulses of a pulse pair are added up for ∆t < 12.5 ns
but the fluctuation from pulse pair to pulse pair is fully
resolved. A rectification of the Faraday signal is imple-
mented by taking the square of θ(ti) + θ(ti +∆t) during
the data acquisition. The experimental setup is depicted
in Fig. 1. The two degenerate, linearly polarized laser
pulses are combined in a polarization maintaining, single
mode fiber to ensure a common beam profile in addition
to identical pulse length, power, and wavelength. The
blended laser light has an average power of 17 mW and
is focussed to a spot diameter of about 50 µm onto the
2sample surface. After traversing the sample, the spin in-
duced fluctuations of the linear polarization are analyzed
by a polarization bridge given by a 1/2 · λ waveplate for
power balancing, a Wollaston prism, and a low noise, dif-
ferential, optical photoreceiver with a 3 dB bandwidth of
150 MHz. The electrical output of the photoreceiver is
passed through a low pass filter with a cut-off frequency
of 70 MHz before being amplified in order to suppress any
residual voltage peaks arising from the limited common
noise rejection of the differential photoreceiver. Finally
the filtered signal is digitized by a 180 MSample/s digi-
tizer card and sent to a PC for further processing.
The measured signal is not only composed of pure
spin noise but also of residual background contributions,
which are mainly caused by optical shot noise. The spin
noise is extracted by using an electro optical modulator
(EOM) before the polarization bridge, which acts either
as 1/4 ·λ or as 0 ·λ retarder with a square wave modula-
tion of 4 kHz. For 0 · λ retardance, the EOM transmits
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FIG. 1. (Color online) a) Experimental Setup: The outputs
of two synchronized ps-laser oscillators are combined via a
single mode optical fiber and transmitted through the sample
(grey) which is mounted in a magneto-optical cryostat (not
shown). The rotation of the linear input polarization θ0 is
analyzed behind the sample with a polarization bridge and
a balanced photoreceiver. Here, θ(ti) and θ(ti + ∆t) denote
the stochastic rotation of the two individual laser pulses after
the sample. The amplified electrical signal is digitized and
seamlessly analyzed on a standard computer. b) Schematic
measurement sequence. Details are given in the text.
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FIG. 2. (Color online) Spin correlation of free electron spins
precessing in a transverse magnetic field of 6 T. The mea-
surement is taken at 20 K with a probe laser photon energy
detuned by ≈ 40 meV below the absorption edge (dots) and
the red line is a fit to the data according to Eq. 1.
the incoming polarization unchanged (spin noise is de-
tected), but for 1/4·λ retardance, every off-axes polariza-
tion component is transformed into elliptically polarized
light and divided into two equal parts at the polariza-
tion bridge (no spin noise is detected; background only).
This fast background acquisition strongly suppresses any
parasitic fluctuations and yields extremely reliable data
series. The measurement protocol is depicted in Fig. 1b:
A single measurement window is 100 ms long. The start
and end point are set in the presented measurement to
80 ps and 835 ps, respectively. The time delay is in-
creased in 96 steps with step length of 1 ms. The exact
time delay for each step has been verified with a cali-
brated streak camera system. During each step the EOM
switches eight times between 1/4 ·λ and 0 ·λ retardance.
The sample is Czochralski grown, bulk GaAs with a
nominal n-doping concentration of nd = 8.2 · 10
17 cm−3.
The doping concentration is about 40 times above the
metal-to-insulator transition which guarantees that all
valence electrons are in the metallic state. In lower doped
samples, localized and free electrons can exist simulta-
neously and strong g-factor variations are consequently
trivial. The sample thickness is 300µm and both front
and back surfaces are anti-reflection coated for optimized
transmission. The high doping concentration yields a
Fermi-level of EF = 47.7 meV above the conduction band
minimum. The dominating spin dephasing mechanism in
this regime is the Dyakonov-Perel [11] mechanism since
the resulting energy dependent spin-splitting of the con-
duction band is large. Accordingly, we expect a very
fast spin dephasing time on the order of some hundred
picoseconds [9].
Figure 2 shows the derivative of the measured (dots)
spin correlation ddtσ
2
θ as a function of the temporal pulse
delay ∆t. The derivative has been taken to suppress a
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FIG. 3. (Color online) Dependence of spin dephasing time
τs on the transverse magnetic field strength measured at a
sample temperature of 20 K. The inset shows the measured
change of the Larmor frequency ωL with magnetic field (black
dots) and a linear fit through the origin (red line) which yields
the electron Lande´ g-factor.
slow varying background slope with ∆t which originates
from the coupling of the two independent laser sources
by a lock-to-clock system [12]. Assuming a free induction
decay of the free precessing electrons, cos(ωLt
′)e−t
′/τs ,
the derivative of the autocorrelation is given by:
d
dt
σ2θ ∝ {ωLτs sin(ωLt) + 2 cos(ωLt)} e
−t/τs (1)
where ωL = h¯
−1g∗B is the Larmor precession frequency
with g∗ as effective electron g-factor and τs is the spin
dephasing, i.e., spin correlation time. The red line in
Fig. 2 is a fit with Eq. (1) which matches with very high
accuracy.
Figure 3 shows the extracted dependence of spin de-
phasing time on the applied transverse magnetic field
strength B. The spin dephasing time of τs ≈ 360 ps at
vanishing magnetic field corresponds well to the expected
spin dephasing time limited by the Dyakonov-Perel spin
dephasing mechanism for the nominal doping concentra-
tion of the investigated sample [9]. Surprisingly, the spin
dephasing time decreases with increasing magnetic field
due to a significant inhomogeneous spread of the electron
Lande´ g-factor. The red line in Fig. 3 is a fit given by
the inverse width wv of an approximated Voigt profile
according to:
τs = (pi wv)
−1
≈
(
c0γh +
√
c1γ2h + γ
2
i
)−1
(2)
where γh, γi are the homogenous and inhomogeneous
spin dephasing rates, respectively. The factor pi arises
from the width of the Fourier transformation of a mono-
exponential decay which we adopt as a valid approxima-
tion for the data analysis [13]; c0 and c1 are constants
[14]. The inhomogeneous spin dephasing rate γi is di-
rectly linked to the standard deviation of the g-factor
spread σg by γi = σgµBB/h¯. From the fit with Eq. (2) we
obtain a g-factor variation σg = 0.0032 which is surpris-
ingly large taking into account that all valence electrons
are well in the metallic state. We will explain the possi-
ble origin of this phenomena in the next paragraph. The
inset of Fig. 3 depicts the dependence of the Larmor pre-
cession frequency on B. The relative measurement error
of the Larmor frequency is smaller than 10−4 for B ≥ 2 T
while the absolute error is about ±1 % due to errors in
the absolute calibration of B and ∆t. Please note that
the demonstrated full bandwidth of about 120 GHz is
only limited by the highest magnetic field of 6 T. The
nearly perfect fit to a straight line yields the magni-
tude of the average free electron Lande´ g-factor which
is g∗ = −0.241. The negative sign is assigned from the
relation g∗ = −0.48 + β · EF . We determine the fac-
tor β which reflects the energy dependence of the Lande´
g-factor to β ≈ 5.1 eV−1 for this doping concentration
and attribute the deviation from the commonly known
factor of 6.3 eV−1 for slightly doped samples [15, 16] to
band gap renormalization arising from the high doping
concentration. The deviation of g∗ being a constant is
less than 10−3 T−1 which is at least a factor of 5 lower
than for low doped GaAs at low temperatures.
Next, we discuss the origin of σg. Most interestingly,
the measured g-factor variation in metallic bulk semi-
conductors can be attributed to an intrinsic contribution
which arises from the pure thermodynamic distribution
of dopant atoms in the material during growth. The
Fermi–level is inherently constant over the entire sam-
ple, but the stochastic fluctuations of the dopant con-
centration give rise to local space charge densities [17]
which in turn shift the band structure with respect to the
Fermi–level. In first approximation, an electron propa-
gates in this local inhomogeneity undisturbed over an
average distance r = vf · τp/2, where τp is the electron
momentum scattering time and vf =
√
2EF /m∗ is the
Fermi–velocity. At low temperatures ionized impurity
scattering is the main scattering mechanism for highly
doped bulk semiconductors. The momentum scattering
time can easily be extracted from the spin dephasing time
measured at zero magnetic field by the relation [18, 19]:
τ−1s =
32
105
γ3
−1α2
EF
3
h¯2Eg
· τp (3)
4with γ3 = 6 for ionized impurity scattering and α = 0.07
[20]; Eg is the energy gap. We determine from the mea-
sured τs ≈ 360 ps an average momentum scattering time
of 70 fs, which is very reasonable for this kind of sample
and scattering mechanism [19]. An electron samples an
average volume V = 4pi/3 r3 · τs/τp during τs on its dif-
fusive scattering path. For each electron the number of
donor atoms within this volume fluctuates with
√
V · nd.
The resulting change in the local doping density is di-
rectly linked to the g-factor variation via the energy de-
pendence of the g-factor as shown above. For the given
doping density in our sample we calculate an intrinsic
g-factor variation due to the local doping density fluctu-
ations of σg = 5 · 10
−4. The experimental value is only
a factor of six higher than this calculated value from our
stochastic approximation.
Certainly, other inhomogeneities may contribute to the
measured g-factor fluctuation and the theoretical descrip-
tion is only an order of magnitude estimation. Never-
theless, a statistical distribution of donor atoms is in-
evitably present in doped semiconductor samples and the
estimated effect on σg is large. The effect should be in
particular orders of magnitude larger than the familiar
variable g-factor mechanism due to electrons in different
quantum states [21]. We want to point out that our es-
timation fully links σg to the doping density since the
spin dephasing rate is related to the momentum scat-
tering rate by Eq. 3 and the momentum scattering rate
is in turn related to the doping density by the Brooks-
Herring formalism. The Fermi-level and Fermi-velocity
are by definition determined by nd and, therefore, the
intrinsic inhomogeneous g-factor fluctuation should scale
according to this approximation like σg ∝ n
2/3
d
. The
calculations also predict a larger σg for higher temper-
atures since the faster spin and momentum relaxation
times yield a smaller averaging volume. We measured
such an increase of σg by a factor of two for a temperature
increase from 20 K to 200 K. However, we also measured
a lateral g-factor fluctuation of about σlatg ≈ 0.0015 by
spatially changing the transmission spot on the sample
and our current measurement setup does not guarantee
a constant sampling spot if the temperature is increased.
Clearly, further measurements with improved spot stabil-
ity and doping dependent measurements on thick, high
quality, molecular beam epitaxy grown GaAs together
with sophisticated microscopic calculations are desirable
to test and quantify the effect.
In conclusion we successfully demonstrated ultrafast
spin noise spectroscopy and increased the state of the
art bandwidth by more than two orders of magnitude.
The bandwidth is in principle only limited by the pulse
width of the laser and should reach for femtosecond laser
pulses the THz regime [22]. Already the demonstrated
bandwidth of 120 GHz enables SNS measurements on
systems with picosecond spin dynamics. This applies for,
e.g., magnons in yttrium iron garnet, hole spin systems
at very low temperatures, as well as for many-electron
systems at room temperature. We applied ultrafast SNS
to highly n-doped bulk GaAs well above the metal-to-
insulator transition, which is the archetype material for
spintronic, and observed, despite being in the metallic
regime, a large g-factor variance. Calculations estimate
that such large g-factor variances are intrinsic to doped
semiconductors and result even in perfect samples from
the inevitable stochastic variation of the doping concen-
tration.
We acknowledge the financial support by the BMBF
joint research project QuaHL-Rep, the Deutsche
Forschungsgemeinschaft in the framework of the priority
program “SPP 1285—Semiconductor Spintronics,” and
the excellence cluster “QUEST—Center for Quantum
Engineering and Space-Time Research”.
∗ Berski@nano.uni-hannover.de
† The authors F. B. and H. K. contributed equally to this
work.
‡ jhuebner@nano.uni-hannover.de
§ oest@nano.uni-hannover.de
[1] G. M. Mu¨ller, M. Oestreich, M. Ro¨mer, and J. Hu¨bner,
Physica E 43, 569 (2010).
[2] R. Dahbashi, J. Hu¨bner, F. Berski, J. Wiegand, X. Marie,
K. Pierz, H. W. Schumacher, and M. Oestreich, Appl.
Phys. Lett 100, 031906 (2012).
[3] S. A. Crooker, L. Cheng, and D. L. Smith, Phys. Rev. B
79, 035208 (2009).
[4] M. Ro¨mer, H. Bernien, G. Mu¨ller, D. Schuh, J. Hu¨bner,
and M. Oestreich, Phys. Rev. B 81, 075216 (2010).
[5] G. Mu¨ller, M. Ro¨mer, D. Schuh, W. Wegscheider,
J. Hu¨bner, and M. Oestreich, Phys. Rev. Lett 101 (2008).
[6] G. M. Mu¨ller, M. Ro¨mer, J. Hu¨bner, and M. Oestreich,
Phys. Rev. B 81, 121202(R) (2010).
[7] M. Wu, J. Jiang, and M. Weng, Physics Reports 493, 61
(2010).
[8] S. O. Demokritov, V. E. Demidov, O. Dzyapko, G. A.
Melkov, A. A. Serga, B. Hillebrands, and A. N. Slavin,
Nature 443, 430 (2006).
[9] R. I. Dzhioev, K. V. Kavokin, V. L. Korenev, M. V.
Lazarev, B. Y. Meltser, M. N. Stepanova, B. P. Za-
kharchenya, D. Gammon, and D. S. Katzer, Phys. Rev.
B 66, 245204 (2002).
[10] S. Starosielec and D. Ha¨gele, Appl. Phys. Lett 93, 051116
(2008).
[11] M. I. Dyakonov and V. I. Perel, Sov. Phys. Solid State
13, 3023 (1972).
[12] A free running ultrafast rapid temporal delay scanning
scheme circumvents this background but raises other con-
straints which is discussed in detail in Ref. [23].
[13] M. Ro¨mer, J. Hu¨bner, and M. Oestreich, Rev. Sci. In-
strum 78, 103903 (2007).
[14] c0 = 0.5346, c1 = 0.2166 [24].
[15] M. A. Hopkins, R. J. Nicholas, P. Pfeffer, W. Zawadzki,
D. Gauthier, J. C. Portal, and M. A. DiForte-Poisson,
Semicond. Sci. Technol 2, 568 (1987).
5[16] J. Hu¨bner, S. Do¨hrmann, D. Ha¨gele, and M. Oestreich,
Phys. Rev. B 79 (2009).
[17] M. M. Glazov, M. A. Semina, and E. Y. Sherman, Phys.
Rev. B 81, 115332 (2010).
[18] G. E. Pikus and A. N. Titkov, in Optical orientation,
edited by F. Meier and B. P. Zakharchenya, p. 109
(North-Holland, Amsterdam, 1984).
[19] I. Zutic, J. Fabian, and S. Das Sarma, Review of Modern
Physics 76, 323 (2004).
[20] V. A. Marushchak, M. N. Stepanova, and A. N. Titkov,
Sov. Phys. Solid State pp. 2035–2038 (1983).
[21] F. X. Bronold, I. Martin, A. Saxena, and D. L. Smith,
Phys. Rev. B 66, 233206 (2002).
[22] Without loss of applicability, one ultrafast laser together
with a mechanical delay stage can be used instead of two
ultrafast lasers.
[23] J. Hu¨bner, J. G. Lonnemann, P. Zell, H. Kuhn, F. Berski,
and M. Oestreich, unpublished (2012).
[24] J. Olivero and R. Longbothum, Journal of Quantitative
Spectroscopy and Radiative Transfer 17, 233 (1977).
