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Homogeneity for reductive p-adic groups: an introduction
Stephen DeBacker
ABSTRACT. Wediscuss, in a fairly conversational manner, homogeneity results for reduc-
tive p-adic groups. We provide some motivation for why we expect such results to be true,
and we discuss why they are important. We also discuss most of the mathematics required
to prove homogeneity statements.
1. Introduction
The goal of these notes is to introduce the idea of homogeneity for reductive p-adic
groups. Except in trivial cases, we are not in any position to verify homogeneity state-
ments; rather, we shall try to motivate both why such results are important and why we
should believe that they are true. To this end, we will also discuss many of the impor-
tant mathematical ideas surrounding these statements. Finally, while I think that they are
mathematically accurate, these notes are intended as an introduction, not as a reference.
I thank Joseph Rabinoff for producing the computer graphics for Figure 8. I learned
nearly all that I know about harmonic analysis while under the excellent guidance of Bob
Kottwitz and Paul Sally, Jr.. Although they are not directly referenced here, my under-
standing of Bruhat-Tits theory has been deeply inﬂuenced by the beautiful papers of Allen
Moy and Gopal Prasad. Finally, I thank Jeff Adler for his excellent proofreading of these
notes.
2. An introduction to homogeneity
We begin with some motivations for considering homogeneity questions and try to
illustrate why their answers look the way that they do.
2.1. The case GL1. We begin with the completely trivial yet illuminating case of
G = k = GL1(k) where k is a p-adic ﬁeld.
We ﬁrst consider homogeneity statements on k and then turn our attention to its
Lie algebra k. Let C1
c (k) denote the space of compactly supported, locally constant
functions on k (similar notation applies to k).
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Suppose  2 c k, that is,  is a complex-valuedcontinuousmultiplicative character of
k. We may deﬁne a distribution : C1
c (k) ! C by setting
(f) =
Z
k
(x)  f(x)dx
for f 2 C1
c (k). Here dx denotes a (ﬁxed) Haar measure on k.
Let R denote the ring of integers of k and let } denote the prime ideal. Fix a uni-
formizer $ (that is, } = $ R). To avoid complications, we suppose  has depth (m 1)
with m > 1, that is, the restriction of  to the ﬁltration subgroup 1 + }m is trivial and the
restriction of  to the ﬁltration subgroup 1 + }(m 1) is nontrivial.
Note that if the support of f is contained in 1 + }m, then
(f) = 1(f)
where 1 denotes the distribution associated to the trivial character on k. Therefore, we
may write
resC1
c (1+}m)  = resC1
c (1+}m) 1:
This is a homogeneity1 statement: the distributions  and 1 agree on C1
c (1 + }m).
We now focus on the Lie algebra k of k. We let 0 denote the distribution on C1
c (k)
which sends f to f(0). Suppose T is a distribution on k, that is, a linear map from C1
c (k)
to C. Suppose m is an integer such that T belongs to J(}m), the space of distributions
on k having support in }m. If f belongs to Cc(k=}m), the space of compactly supported
functions on k which are translation invariant with respect to the lattice2 }m, then we can
write
f =
X
 X2k=}m
f(X)  [X + }m]
where [X + }m] denotes the characteristic function of the coset X + }m. For such a
function we have
T(f) = T
  X
 X2k=}m
f(X)  [X + }m]

= f(0)  T([}m])
= T([}m])  0(f):
That is, we have the homogeneity statement
resCc(k=}m) J(}m) = resCc(k=}m) C  0:
Since GL1(k) is abelian, we have not yet said anything nontrivial. The main idea you
shouldkeepinmindis that, byrestrictingtoa subspaceofalargerfunctionspace, we’dlike
to be able to express fairly arbitrary distributions in terms of well-understooddistributions:
1According to the Oxford English Dictionary [11], the word homogeneity means “identity of kind with
something else,” and according to Webster’s Dictionary [15] it means “the state of having identical distribution
functions or values.”
2A compact, open R-submodule of a p-adic vector space is called a lattice.HOMOGENEITY 3
STATEMENT 2.1.1.
res Function
space
n
Fairly arbitrary
distributions
o
= res Function
space
n
Well-understood
distributions
o
:
Moreover,we’dlike this statementto beoptimalin somesense. Forexample,the following
exercise shows that the homogeneity statements we made above are optimal.
EXERCISE 2.1.2. Suppose `  m < n. Show that
resCc(k=}`) J(}m) = resCc(k=}`) C  0
and
resCc(k=}n) J(}m) 6= resCc(k=}n) C  0:
Formulate and prove a similar statement for distributions on k.
2.2. Some history and an application. If we do not wish to make an optimal homo-
geneity statement, then the type of results we seek have been known for a long time — we
shall call these “prehomogeneity” results. However, it has become clear that a great many
of the interesting problems in representation theory and harmonic analysis require more
precision than these prehomogeneityresults provide.
Let G be a reductive p-adic group and let g be the Lie algebra of G. So, for example,
wecouldtakeG to beSLn(k) or Sp2n(k) andtheng wouldbe sln(k) orsp2n(k). IfS  g,
then we set
GS := fgs := Ad(g)sjg 2 G and s 2 Sg:
The ﬁrst result we discuss is a conjecture of Howe which was proved by Howe [8] for
the general linear group and by Harish-Chandra [7] in a general context.
THEOREM 2.2.1 (Howe’s conjecture for the Lie algebra). If L is a lattice in g and
!  g is compact, then
dimC
 
resCc(g=L) J(!)

< 1:
In the statement of Howe’s conjecture, the notation J(!) denotes the space of invari-
ant distributions3 supported on the closure of the set G!. So, for example, if X 2 !, then
the orbital integral X belongs to J(!). (Since GL1(k) is abelian, this agrees with our
earlier use of the notation J.) Note that since Howe’s conjecture is not equating two sets
of distributions, it is not really a homogeneity result — or even a prehomogeneity state-
ment. However, for ﬁxed ! and expanding L, the dimension of the left-hand side will
stabilize. Thus, for sufﬁciently large L, we might expect to ﬁnd a basis for the left hand
side consisting of well-understood distributions on g (see x2.3). In this section, we use the
above result to prove a useful harmonic analysis result (which will later be improvedusing
homogeneity results).
3A distribution T is said to be invariant provided that T(fg) = T(f) for all g 2 G and f 2 C1
c (g).
Here fg(X) = f(gX).4 STEPHEN DEBACKER
Suppose that h is a Cartan subalgebra of g. Let h0 = h \ gr.s.s. (Here gr.s.s denotes the
set of regular semisimple elements in g, that is, those elements of g whose centralizer in G
is a torus.) We consider the map h0  C1
c (g) ! C deﬁned by
(*) (H;f) 7! b H(f) := H( ^ f):
Here, we realize the Fourier transform as a map from C1
c (g) to itself by setting
^ f(X) =
Z
g
f(Y )  (B(Y;X))dY
where dY is a Haar measure on g, B is a nondegenerate, symmetric, invariant, bilinear
form on g, and  is a continuous additive character of k that is trivial on the lattice } and
nontrivial on the lattice R.
There are two ways to think about the map deﬁned by Equation (*):
(1) If we ﬁx H and vary f, then we are looking at a distribution on g. It is a result
of Harish-Chandra that this distribution is represented by a locally integrable
function on g which we also call b H. This means that for all f 2 C1
c (g) we
have
b H(f) =
Z
g
f(Y )  b H(Y )dY:
(2) If we ﬁx f and vary H, then we are looking at a locally constant function on h0.
We can combine these two ways of thinking about the map deﬁned in Equation (*) by
formulating a statement about the local constancy of the function b H. Namely,
THEOREM 2.2.2 ([7]). For all H 2 h0 and for all compact open !  g, there exists a
compact open !H  h0 such that
(1) H 2 !H and
(2) b H0(Y ) = b H(Y ) for all H0 2 !H and all Y 2 !.
To illustrate the usefulness of Howe’s conjecture, we present here Harish-Chandra’s
proof of this result. In the proof, Howe’s conjecture reduces a seemingly intractable prob-
lem to a simple linear algebra problem.
PROOF. Fix H 2 h0 and !  g compact and open. We begin by reformulating
statement (2) of the theorem:
b H0(Y ) = b H(Y ) for all H0 2 !H and all Y 2 !:
This statement is equivalent to the statement
b H0(f) = b H(f) for all H0 2 !H and all f 2 C1
c (!);
which, in turn, is equivalent to the statement
H0( ^ f) = H( ^ f) for all H0 2 !H and all f 2 C1
c (!):
By choosing a lattice L in g so that f 2 C1
c (!) implies that ^ f 2 Cc(g=L), we see that
this last formulation of the statement would be true if we knew that
H0(') = H(') for all H
0 2 !H and all ' 2 Cc(g=L):HOMOGENEITY 5
We will establish this last statement (which, in itself, is a type of prehomogeneity state-
ment).
Let !0
H be any compact open neighborhood of H in h0. Note that H0 belongs to
J(!0
H) for all H0 2 !0
H. From Howe’s conjecture for the Lie algebra, we have
dimC
 
resCc(g=L) J(!0
H)

< 1:
Hence,wecanchooseH1;H2;:::;Hm 2 !0
H suchthatforeveryH0 2 !0
H thedistribution
resCc(g=L) H0 belongs to the span of the linearly independent distributions
resCc(g=L) Hi:
Fix f1; f2; ::: ;fm 2 Cc(g=L) such that
Hi(fj) = ij:
So, for all H0 2 !0
H we have
H0(f) =
X
i
H0(fi)  Hi(f)
for all f 2 Cc(g=L).
Fix a neighborhood!H of H for which
(1) !H  !0
H and
(2) H0(fi) = H(fi) for all 1  i  m and for all H0 2 !H.
We then have that
H0(f) =
X
i
H0(fi)  Hi(f)
=
X
i
H(fi)  Hi(f)
= H(f)
for all f 2 Cc(g=L) and all H0 2 !H. 
2.3. The nilpotent cone in SL2(R). In this section we look at the SL2(R)-orbits in
sl2(R). We do this for two reasons: First, it gives us a way to visualize4 the problems we
are discussing. Second, it will help to clear up many of the common misunderstandings
the reader may harbor about how things work over non-algebraically closed ﬁelds.
As vector spaces, we have R3  = sl2(R) via the map
(x;y;z) 7! M(x;y;z) :=

x y+z
y z  x

:
The characteristic polynomial of M(x;y;z) is
t2  
 
(x2 + y2)   z2
;
and so we have three distinct types of elements dependingon the eigenvaluesof M(x;y;z)
(see Table 1).
4It is hard to draw pictures of p-adic vector spaces; to paraphrase Paul Sally, Jr.: “We all have our own
picture of the p-adics, but we dare not discuss it with others.”6 STEPHEN DEBACKER
Type of element (x2 + y2)   z2
nilpotent 0
split > 0
elliptic < 0
TABLE 1. Types of elements in sl2(R)
x
y
z
FIGURE 1. The nilpotent cone for SL2(R)
2.3.1. Nilpotent elements. In this case, we havez2 = x2+y2, and so N, the nilpotent
elements, is a cone in R3 (see Figure 1).
We let O(0) denote the set of nilpotent orbits. To decompose N into orbits, we notice
that the unit circle S1 embeds into SL2(R) under the map
 7! s() :=

cos() sin()
 sin() cos()

and
s()M(x;y;z) = M(x  cos(2) + y  sin(2);y  cos(2)   x  sin(2);z):
Consequently, the set of nilpotent elements in sl2(R) having a ﬁxed z value are all con-
jugate. From the Jacobson-Morozov theorem [3, x5.3], for all X 2 N we can produce aHOMOGENEITY 7
one-parameter subgroup
: GL1 ! SL2
such that
(t)X = t2X
for all t 2 R.
EXERCISE 2.3.1. Prove the above assertion.
Combining the action of S1 with the above consequence of Jacobson-Morozov, we
conclude that O(0) has at most three elements. In fact, there are exactly three nilpotent
orbits.
REMARK 2.3.2. It is important to note that, except for the trivial orbit, it is not true
that there is a single g 2 SL2(R) that acts by dilation on every element of a nilpotent orbit.
More precisely, we know that if O 2 O(0), then
(1) t2O = O for all t 2 R and
(2) for each X 2 O, there is a gX 2 SL2(R) such that gXX = t2X.
Consequently, if O denotes an invariant measure (it is unique up to a constant) on O and
f is a nice function on O, then
(1) for all t 2 R
O(ft2) = jtj
 dim(O) O(f)
where ft2(Y ) = f(t2Y ) for Y 2 sl2(R) and
(2) for all g 2 SL2(R),
O(f
g) = O(f):
2.3.2. Split and elliptic elements. We now consider the two remaining cases. In both
cases, the characteristic polynomial has distinct eigenvalues: real in the split case and
complex in the elliptic case. Fix  > 0.
We ﬁrst consider the split case. The set of M(x;y;z) for which 2 = z2   (x2 + y2)
form a single orbit all of whose elements are conjugate to
M(;0;0) =

 0
0  

:
The orbit is a one sheeted hyperboloidwhich is asymptotic to (and outside of) the nilpotent
cone.
For the elliptic case the elements M(x;y;z) for which  2 = z2   (x2 + y2) form
two orbits all of whose elements are conjugate to either
M(0;0;) =

0 
  0

or
M(0; ;0) =

0  
 0

:
Note that these two matrices are conjugate by an element of SL2(C). These orbits form a
two sheeted hyperboloidwhich is asymptotic to (and inside of) the nilpotent cone.8 STEPHEN DEBACKER
x
y
z
L
FIGURE 2. A “picture” of the lattice L
To complete our discussion of split and elliptic elements, we recall that a Cartan sub-
algebra (CSA) is a maximal subalgebra consisting of commuting semisimple elements. (If
you prefer, you may think of a CSA as the Lie algebra of a maximal R-torus of SL2.) For
sl2(R), the CSAs are one-dimensional, given by lines through the origin of the form
fM(a;b;c)j 2 Rg
with a2 + b2 6= c2: We therefore recover the “standard” split CSA
fM(;0;0)j 2 Rg = f

x 0
0  x

jx 2 Rg
and the “standard” elliptic CSA
fM(0;0;)j 2 Rg = f

0 z
 z 0

jz 2 Rg:
2.3.3. A return to homogeneity. We again considerStatement 2.1.1. From the preced-
ing discussion, it is clear (at least for sl2(R)) that every orbit is asymptotic to the nilpotent
cone. Thus, it is believable that the right-hand side of Statement 2.1.1 should, ideally,
consist of nilpotent orbital integrals.
Ifwepretendthatwecandrawpicturesofwhatthenilpotentconelookslikep-adically,
then we can even visualize Statement 2.1.1 . For simplicity, let us assume that we we are
interested in invariant distributions supported on the closure of SL2(k)L for the lattice L
“drawn” in Figure 2HOMOGENEITY 9
From our discussion above, we know that the closure of SL2(k)L is asymptotic to the
nilpotent cone, and we “see” that, in fact,
SL2(k)L  N + L:
(Compare this with Lemma 5.1.1.) Consequently, it is not much of a stretch to think that
our homogeneity statements should look like
resCc(g=L) J(L) = resCc(g=L) J(N)
where J(N) denotes the space of invariant distributions spanned by the nilpotent orbital
integrals.
3. An introduction to some aspects of Bruhat-Tits theory
We now have a guess as to what belongs on the right-hand side of Statement 2.1.1.
The purpose of this section is to introduce, via examples, enough Bruhat-Tits theory to
help us reﬁne our understanding of what to place on the left-hand side.
A good introduction to Bruhat-Tits theory may be found in Joe Rabinoff’s Harvard
senior thesis [12].
3.1. Apartments. Our immediate goal is to understand a bit of the mathematics be-
hind the “Coxeter paper” that Bill Casselman has posted on his web page5.
Recall that G is a p-adic group, that is, G is the group of k-rational points of a con-
nected reductive linear algebraic k-group G. For simplicity, we shall assume that G is a
semisimple, k-split group which is deﬁned over Z. Thus, the notations G(R) and g(R)
make sense. So, for example, G could be Sp2n, realized in the usual way.
Following earlier lecturers, we ﬁx a maximal k-split torus A in G which is deﬁned
over Z. We let A denote the group of k-rational points of A. So, for example, A could be
the set of diagonal matrices in Sp2n(k).
We let A = X(A) 
 R and call A the apartment6 attached to A. For the group
Sp2n(k), the apartment is isomorphic to Rn.
An apartment carries a natural polysimplicial decomposition; we now describe how
this arises. We let  = (G;A) denote the set of nontrivial eigencharacters for the
action of A on g. We assume that the valuation map : k ! Z is surjective, and we let
	 = 	(G;A;) denote the corresponding set of afﬁne roots, that is
	 = f + nj 2  , n 2 Zg:
Each   =  + n 2 	 deﬁnes an afﬁne function on A by
( + n)( 
 r) := r  h;i + n
where h ; i denotes the natural perfect pairing X(A)  X(A) ! Z. (Here, X(A)
denotes the group of characters of A.) Consequently, for each   2 	, we can deﬁne the
5Look under Frivolities at http://www.math.ubc.ca/people/faculty/cass/
6Generally speaking, one does not want to ﬁx (as we have) an origin.10 STEPHEN DEBACKER


FIGURE 3. The C2 root system
hyperplane H  := fx 2 Aj (x) = 0g  A. These hyperplanes give us the famil-
iar polysimplicial decomposition of A. We usually call a polysimplex occurring in this
decomposition a facet and the maximal facets are called alcoves.
Finally, just as the Weyl group W = NG(A)=A acts transitively on (spherical) cham-
bers, the extended afﬁne Weyl group ~ W = NG(A)=A(R) acts transitively on alcoves (but
not, in general, simply transitively — think about the image of

0 1
$ 0

in PGL2(k) and
how it acts on the standard apartment of PGL2(k)).
3.1.1. Sp4(k) in detail. For this subsection only, we let G = Sp4(k) realized as the
subgroup of the group of 4  4 matrices of nonzero determinant which preserve
 
0 0 0 1
0 0  1 0
0 1 0 0
 1 0 0 0
!
:
We take A to be the set of matrices fa(x;y)jx;y 2 kg where
a(x;y) :=
 
x 0 0 0
0 y 0 0
0 0 y
 1 0
0 0 0 x
 1
!
:
If we deﬁne ; 2 X(A) by (a(x;y)) = xy 1 and (a(x;y)) = y2, then
 = f;;( + );( + 2)g
and the root system has the familiar diagram given in Figure 3.
The Z-lattice of cocharacters X(A) is the Z-linear span of 1 and 2 where 1(t) =
a(t;1) and2(t) = a(1;t) fort 2 k. InFigure 4we havebeguna sketch ofthe simplicial
decomposition of A arising from the above data. The reader is encouraged to spend some
time thinking about how we arrived at Figure 4.HOMOGENEITY 11
H +0= H  +0
H
(
 
2

 

)
+
1
H (+)+0

2
1
H  +1
H 2
H 1 = H +1
H+0 = H +0
FIGURE 4. A sketch of an apartment for Sp4(k)
REMARK 3.1.1. For those familiar with coroots, we note that   = 1   2 while
  = 2.
3.2. Objects associated to facets. To each facet in A we can attach many types of
objects. Some of these live in G, others in g, and still others are properly thought of as
objects over f := R=}, the residue ﬁeld of k. In this section, we introduce these items.
For each  2  we have a root group, denoted U, in G and a root space, denoted g,
in g. In each case, these groups are isomorphic to k.
EXAMPLE 3.2.1. In the example of Sp4(k) introduced above, we have that U con-
sists of matrices of the form  
1 a 0 0
0 1 0 0
0 0 1  a
0 0 0 1
!
and g consists of 4  4 matrices of the form
 
0 a 0 0
0 0 0 0
0 0 0  a
0 0 0 0
!
:
The ﬁeld k carries a natural ﬁltration, indexed by Z, consisting of compact open sub-
groups:
k    } 2  } 1  R  }  }2    f0g:12 STEPHEN DEBACKER
x1 C 1 C0 x 1 o
FIGURE 5. A sketch of an apartment for SL2(k)
We’d like to use the set f +njn 2 Zg to index the correspondingnatural ﬁltration in U
(resp. g). To ﬁx this indexing, we make the following choices:
U+1 ( U+0 := G(R) \ U
and
g+1 ( g+0 := g(R) \ g:
We can now deﬁne some of the objects we are interested in. For x 2 A, we deﬁne Gx,
the parahoric subgroup attached to x, by
Gx := hA(R);U i 2	; (x)0:
That is, Gx is the groupgenerated by A(R) and the subgroups U  for   2 	 with  (x) 
0. Since a facet F in A is determinedbythe intersectionof hyperplanes,we haveGx = Gy
for x;y 2 F. Consequently, the notation GF makes sense. If o is the origin in A, then
Go = G(R).
EXAMPLE 3.2.2. WeconsiderthecaseofSL2(k)withArealizedasthesetofdiagonal
matrices. In Figure 5 we have sketched and labeled part of the corresponding apartment.
After ﬁxing an orientation, the parahoric subgroups associated to each facet are given7 in
the second column of Table 2.
F GF G
+
F GF=G
+
F
x 1

R }
} 1 R

1 +

} }2
R }

SL2(f)
C 1

R }
R R

1 +
} }
R }

GL1(f)
o SL2(R) 1 +
} }
} }

SL2(f)
C0

R R } R

1 +
} R
} }

GL1(f)
x1

R } 1
} R

1 +
} R
}2 }

SL2(f)
TABLE 2. Various groups associated to facets in SL2(k)
7For example, the notation

R }
} 1 R

means the group of matrices in SL2(k) having entries in the indi-
cated rings.HOMOGENEITY 13
SL3 GL2 SL3
GL2 GL2
GL
2
1
SL3
FIGURE 6. An alcove for SL3(k)
The parahoricGF always has a normalsubgroupG
+
F, called the pro-unipotentradical,
with the property that the quotient GF=G
+
F is the group of f-rational points of a connected
reductive f-group GF. To deﬁne G
+
F, we must ﬁrst consider the torus A. We set
A(R)+ := fa 2 A(R)j((a)   1) > 0 for all  2 X(A)g:
EXAMPLE 3.2.3. In SL2(k), A(R)+ consists of the matrices

1+} 0
0 1+}

:
and in Sp4(k), we have A(R)+ := fa(x;y)jx;y 2 1 + }g.
For x 2 A we deﬁne G+
x by
G+
x := hA(R)+;U i 2	; (x)>0:
As before, for a facet F in A, the notation G
+
F makes sense. The various subgroups
associated to each facet in A for SL2(k) are given in Table 2.
It is a general fact, which is clearly exhibited in the example of SL2(k), that if F1 and
F2 are two facets for which F1 belongs to the closure of F2, then
G
+
F1 < G
+
F2 < GF2 < GF1
and GF2=G
+
F1 is a parabolic subgroup of GF1(f) = GF1=G
+
F1 with unipotent radical iso-
morphictoG
+
F2=G
+
F1 andLevifactorisomorphictoGF2(f). Inparticular,if F2 is analcove,
then GF2=G
+
F1 may be identiﬁed with a Borel subgroup of GF1(f).
We end this section with a few examples.
EXAMPLE 3.2.4. In Figure 6 we label each of the facets in a ﬁxed alcove of an apart-
ment for SL3(k) with the name of the correspondingf-group.
EXAMPLE 3.2.5. In Figure 7 we label each of the facets in a ﬁxed alcove of an apart-
ment for Sp4(k) with the name of the corresponding f-group.
EXAMPLE 3.2.6. In Figure 8 there is a model, produced by Joseph Rabinoff, for an
alcove of Sp6(k). Each of the facets has been labeled with the name of the corresponding
f-group. This modelcan be quiteinstructive. For example,after assembling the model, one14 STEPHEN DEBACKER
Sp4
GL
2
1
Sp4
SL2 GL1 SL2 SL2
SL2 GL1
GL2
FIGURE 7. An alcove for Sp4(k)
sees that it can be realized as that part of a cube cut out by placing vertices at a vertex of
the cube, the midpoint of an adjacent edge, the center of an adjacent face, and the center of
the cube. The cube decomposes into forty-eightsuch solids, and the Weyl groupof Sp6(k)
acts simply transitively on them (take the origin of A as the center of the cube).
All of the abovecan be carriedout for the Lie algebra. In particular,for a facet F there
is a lattice g
+
F so that gF=g
+
F is LF(f) := Lie(GF)(f), the Lie algebra of GF(f).
4. Parameterizations via Bruhat-Tits theory: nilpotent orbits
The main idea of this section is to relate certain aspects of the structure theory of G to
the structure theory of the various ﬁnite groups of Lie type that arise naturally via Bruhat-
Tits theory. We shall treat the structure theory of ﬁnite groups of Lie type as a black
box. These results will play a key role in our understanding and use of the homogeneity
statements to come.
4.1. A parameterizationof nilpotentorbits: examples. None ofthe materialin this
section works unless p, the residual characteristic of k, is sufﬁciently large (as a function
of the root datum of G). We begin with an example.
EXAMPLE 4.1.1. When p 6= 2 the group SL2(k) has ﬁve nilpotent orbits. These are
represented by the elements of the set
n
0 
0 0

j 2 f0;1;";$ 1;$ 1"g
o
where " 2 R n (R)2. On the other hand, we have that the group SL2(f) has two
distinguished8 orbits
SL2(f)

0 1
0 0

and SL2(f)

0 "
0 0

where " 2 fn(f)2, and GL1(f) has one distinguishedorbit — the trivial orbit. When we
encodethis informationin our preferredchamber,we producea picture like Figure 9. Note
that in the diagramwe’veincludedthe factor$ 1 to emphasizethe obviousp-adiclift. For
8A nilpotent orbit which does not intersect a proper Levi subalgebra is called distinguished.HOMOGENEITY 15
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FIGURE 8. An alcove for Sp6(k)16 STEPHEN DEBACKER
GL1(f)  
0 0
0 0

SL2(f)  
0 1
0 0

SL2(f)  
0 $ 1
0 0

SL2(f)  
0 "
0 0

SL2(f)  
0 "$ 1
0 0

FIGURE 9. Distinguished nilpotent orbits associated to facets for SL2(k).
2
1
2
FIGURE 10. Enumeration of distinguished GF(f)-orbits for SL2(k)

f=(f)3
 1
1
1
 f=(f)3 

f=(f)3

1
FIGURE 11. Enumeration of distinguished GF(f)-orbits for SL3(k)
consistencywith later examples, in Figure 10 we enumeratethe distinguishedGF(f)-orbits
attached to each facet in an alcove for SL2(k). Note that there are ﬁve orbits enumerated
in Figure 10.
The example of SL2(k) indicates that there is a simple connection between O(0), the
set of nilpotent orbits for a p-adic group, and the nilpotent orbits for Lie groups of ﬁnite
type. We have the following result due to D. Barbasch and A. Moy [2].
FACT 4.1.2. If F is a facet and  O  LF(f) = gF=g
+
F is a nilpotent orbit, then there
exists a unique nilpotent orbit in g of minimal dimension which intersects the preimage of
 O nontrivially.
REMARK 4.1.3. The reader is urged to verify this fact for the group SL2(k).
EXAMPLE 4.1.4. Since the heuristics of SL2(k) worked so well, let us now turn our
attention to SL3(k) with p > 3. It is easy to see that O(0) has 2+3

f=(f)3
 elements.
On the other hand, in Figure 11 we have enumerated the number of distinguished GF(f)-
orbits in LF(f) for each facet in an alcove of SL3(k). When we proceed without thinking
(that is, we sum), we ﬁnd that our indexing set has 4 + 3 

f=(f)3
 elements — two too
many! However, whenever two line segments in the closure of an alcove are incident (seeHOMOGENEITY 17
FIGURE 12. Equivalent edges in an alcove for SL3(k)
Figure 6), the associated general linear groups are conjugate in SL3(f). That is, in some
real sense we are summing two too many things.
4.2. An equivalence relation on A. We now introduce an equivalence relation on
the set of facets of A that will account for the over counting encountered in the SL3(k)
example above.
DEFINITION 4.2.1. If F is a facet in A, then we let A(F) denote the smallest afﬁne
subspace of A containing F.
EXAMPLE 4.2.2. If F is a vertex, then A(F) is the vertex itself. At the opposite
extreme, if F is an alcove, then A(F) is A.
Recall that ~ W = NG(A)=A(R) acts transitively on the set of alcoves in A
DEFINITION 4.2.3. Suppose F1 and F2 are two facets in A. If there is a w 2 ~ W such
that
A(F1) = A(wF2);
then we write F1  F2.
One easily veriﬁes that the rule  deﬁnes an equivalence relation on the set of facets
in A. Moreover, since ~ W acts transitively on alcoves, a set of representatives for the
equivalenceclasses under  can always be foundamongthe facets occurringin the closure
of a ﬁxed alcove.
EXAMPLE 4.2.4. Here are some examples that the reader is encouraged to verify.
 Two vertices are equivalent if and only if they belong to the same ~ W-orbit.
 If C1 and C2 are two alcoves in A, then C1  C2.
 ForSL2(k) andSp4(k), theset offacets occurringin theclosureofaﬁxedalcove
forms a complete set of representatives for the relation .
 The only equivalent facets occurring in the closure of an alcove for Sp6(k) are
the two faces for which GF is GL2 GL1.
 The only equivalent facets occurring in the closure of an alcove for SL3(k) are
the three edges. That is, the facets with hatch marks in Figure 12.18 STEPHEN DEBACKER
F2
o
F1
FIGURE 13. Part of the apartment for SL3(k)
4.3. The key idea. We now present the key ingredient that makes everything work.
If F1 and F2 are two facets in A such that A(F1) = A(F2), then the natural map
GF1 \ GF2 ! GFi(f)
is surjective with kernel G
+
F1 \ G
+
F2. In fact, this leads to an f-isomorphism between GF1
and GF2 which we write as GF1
i = GF2 (or, for the Lie algebra, as LF1
i = LF2).
If you recall how the facets were created, then the above observation becomes less
surprising. We now present an example to reinforce the idea.
EXAMPLE 4.3.1. Consider the facets F1 and F2 in the standard apartment for SL3(k)
as in Figure 13. In Table 3, we list the parahoric subgroup, its pro-unipotent radical, and
F GF G
+
F GF
F1

R R R
R R R } } R

1 +
} } R
} } R
} } R

GL2
F2

R R } 2
R R } 2
}3 }3 R

1 +
} } } 2
} } } 2
}3 }3 }

GL2
TABLE 3. Various groups associated to some facets for SL3(k)
the f-group associated to each of these facets. The reader may verify that this example
works as advertised.
4.4. A parameterization of nilpotent orbits: the general case. We now present
some deﬁnitions which allow us to extend the examples presented in x4.1.HOMOGENEITY 19
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FIGURE 14. An enumeration of the distinguished GF(f)-orbits for Sp4(k).
DEFINITION 4.4.1. Let Id denote the set of pairs (F;  O) where F is a facet in A and
 O is a distinguished GF(f)-orbit in LF(f).
DEFINITION 4.4.2. Suppose (F1;  O1) and (F2;  O2) are two elements of Id. We write
(F1;  O1)  (F2;  O2) provided that there exists n 2 NG(A) such that
(1) A(F1) = A(nF2) and
(2)  O1
i = n  O2 in LF1(f)
i = LnF2(f).
We can now state the main result for this section.
THEOREM 4.4.3([6]). Supposepis sufﬁcientlylarge. Themapthatsends(F;  O) 2 Id
to the unique nilpotent G-orbit of minimal dimension which intersects the preimage of  O
nontrivially induces a bijective correspondence
I
d= ! O(0):
We remark that the theorem is false if p is not large enough. Consider, for example,
SL2(Q2).
We ﬁnish our discussion with some examples.
EXAMPLE 4.4.4. It is known that for Sp4(k) and p 6= 2 the cardinality of O(0) is
sixteen. We have already discussed the fact that none of the facets in the closure of a
ﬁxed alcove for Sp4(k) are equivalent under . In Figure 14 we enumerate the number of
distinguished GF(f)-orbits in LF(f) for each facet F in the closure of an alcove of Sp4(k).
As a warningto those who might wish to thinkfurtherabout these matters, we note that the
three distinguished orbits found at each of the Sp4 vertices arise in a somewhat surprising
way: Over the algebraic closure, there is one regular nilpotent orbit and one subregular
nilpotent orbit (which intersects the Lie algebra of the GL2-Levi of Sp4). Upon descent to
the ﬁeld f, the regular orbit breaks into two distinguished Sp4(f)-orbits and the subregular
orbit breaks into two Sp4(f)-orbits. One of these orbits intersects the f-rational points of
the Lie algebra of the GL2-Levi; the other is distinguished.20 STEPHEN DEBACKER
EXAMPLE 4.4.5. It is known that for Sp6(k) and p 6= 2 the cardinality of O(0) is
forty-ﬁve. We have already discussed the fact that exactly two of the facets in the closure
ofa ﬁxedalcoveforSp6(k) areequivalentunder. InTable4we enumeratethenumberof
G number of distinguished G(f) -orbits
Sp6 six
Sp4 SL2 six
Sp4 GL1 three
SL2 GL
2
1 two
SL2 GL1 SL2 four
SL2 GL2 two
GL2 GL1 one
GL3 one
GL
3
1 one
TABLE 4. An enumeration of distinguished G(f)-orbits
distinguished GF(f)-orbits in LF(f) for each facet F in the closure of an alcove of Sp6(k).
The subsequent counting exercise is left to the reader.
Finally, we note that there does not exist a complete description of the distinguished
orbits in the Lie algebra of a ﬁnite group of Lie type. But, although it seems that we have
reduced one problem about which we know very little to another problem about which we
also know very little, this reduction will be quite useful.
5. A precise homogeneity statement
Recall that our goal is to make Statement 2.1.1 into something reasonable and prov-
able. Inx2.3.3wediscussedthefactthatthe“G-orbit”ofeverycompactset wasasymptotic
to the nilpotent cone. This motivated the idea that perhaps J(N), the span of the nilpotent
orbital integrals, was a reasonable candidate for the right-hand side of Statement 2.1.1.
We are still searching for a candidate for the left-hand side; we begin with a very precise
asymptotic result.
5.1. An asymptotic result.
LEMMA 5.1.1 ([1]). For facets F1;F2 in A we have gF1  gF2 + N.
EXAMPLE 5.1.2. In Figure 15 we have described the lattices gF for the standard
apartment in SL2(k). We observe that if F2 lies to the left of F1, then gF1  gF2 + u
where u is the set of strictly upper triangular two-by-two matrices.
PROOF. Choose x 2 F1 and y 2 F2. Let ~ v = y   x. Let + denote the set of roots
that pair nonnegativelyagainst~ v and let   =  n +. We have
X
2 
g  NHOMOGENEITY 21
x1 C0

R } 1
} R

C 1
 
R R } R


R }
} 1
R
  
R R
R R


R }
} 1
R

x 1 o
FIGURE 15. Some lattices in sl2(k)
and
gF1 = Lie(A)(R) 
X
2; n2Z;(+n)(x)>0
g+n
= Lie(A)(R) 
X
2+;n2Z;(+n)(x)>0
g+n 
X
2 ;n2Z;(+n)(x)>0
g+n
 gF2 +
X
2 ;n2Z;(+n)(x)>0
g+n
 gF2 + N:
The second to last line is true because if  2 +, then
( + n)(y) = ( + n)(x +~ v) = ( + n)(x) + h~ v;i
 ( + n)(x):

To facilitate our discussion, we ﬁx an alcove C in A.
DEFINITION 5.1.3. We set
g0 :=
[
F  C
G(gF)
where the union is over the facets occurring in the closure of a ﬁxed alcove C.
The set g0 is usually referred to as the set of compact elements in g; for GLn(k) it is
exactly the set of elements in Mn(k) for which each eigenvalue has nonnegativevaluation.
COROLLARY 5.1.4. We have g0  gC + N.
PROOF. From Bruhat-Tits theory we can write
G = GC ~ WGC:
The result follows. 
5.2. A homogeneity statement. The above asymptotic results, along with our pre-
vious discussions should, I hope, make the following homogeneity statement both natural
and plausible.
THEOREM 5.2.1 ([14], [4]). Suppose p is sufﬁciently large.22 STEPHEN DEBACKER
(1)
resCc(g=gC) J(g0) = resCc(g=gC) J(N):
(2) For T 2 J(g0) we have
resCc(g=gC) T = 0
if and only if
resP
F  C C(gF=gC) T = 0:
Theﬁrstproofofthisresult,for“unramiﬁedclassical”groups,is duetoWaldspurger[14].
We shall not attempt to prove this theorem, which is a special case of a much more general
result. However, we do have enough tools on hand to sketch how statement (2) implies
statement (1): We have
resP
F  C C(gF=gC) T = 0
if and only if
resP
F  C C(g
+
C=g
+
F) b T = 0:
(Note, we are assuming in this statement that the form B introduced in x2.2 has certain
properties — for example, that it descends to a nondegenerate,symmetric, nondegenerate,
bilinear form on LF(f).) However, as discussed previously, g
+
C=g
+
F is the nilradical of a
Borel subgroup of GF(f). Thus
resP
F  C C(gF=gC) T = 0
if and only if
b T([(F;  O)]) = 0
for all (F;  O) 2 Id where [(F;  O)] denotes the characteristic function of the preimage of
 O. It is then not difﬁcult to see that this is equivalent to the statement
b T([(F;  O)]) = 0
where (F;  O) 2 Id runs over a set of representatives for Id=. But from Theorem 4.4.3,
this implies that the dimension of resCc(g=gC) J(g0) is less than or equal to the cardinality
of O(0). On the other hand, J(N)  J(g0) and from Harish-Chandra [7] we know that
the dimension of
resCc(g=gC) J(N)
is equal to the number of nilpotent orbits. So (1) follows from (2).
5.3. Some applications. We present here two quick applications that are related to
materialpresentedelsewhere in this workshop. The ﬁnal section of these notes is dedicated
to giving a more thorough (yet still incomplete) treatment of an application.
First, the above homogeneity statement gives us a sharpened version of the Harish-
Chandra–Howe local character expansion. Suppose, as usual, that p is large. Let (;V )
be an irreducible admissible representation of G. If there exists a facet F in A for whichHOMOGENEITY 23
V G
+
F 6= f0g (that is, (;V ) has depth zero), then there exist complex constants cO() for
which
(exp(X)) =
X
O2O(0)
cO()  b O(X)
for all regular semisimple X 2 g0+. Here g0+ denotes the set of topologically nilpotent
elements, or, more precisely,
g0+ :=
[
F  C
Gg
+
F:
For GLn(k) the set of topologically nilpotent elements is exactly the set of elements in
Mn(k) for which each eigenvalue has positive valuation. Note that we are also assuming
that exp: g0+ ! G0+ is bijective.
Second, againassuming that p is sufﬁciently large, we can derivea sharpenedShalika-
germ expansion. Namely, for all regular semisimple X 2 g0 we have
b X(Y ) =
X
O2O(0)
 O(X)  b O(Y )
for all regular semisimple Y 2 g0+.
6. An application: stable distributions supported on the nilpotent cone
In this section, we sketch a ﬁnal application of the homogeneity result stated above.
This section should be thought of as an introduction to the techniques found in Wald-
spurger’s tome [13].
6.1. Stability. For some purposes, the concept of stable invariance is more natural
than the concept of invariance; however, the deﬁnition of stable invariance is far less nat-
ural. In order to motivate the deﬁnition of stability, we begin by recalling a result of
Harish-Chandra.
We deﬁne Dann to be the space of functions that vanish on every regular semisimple
orbital integral. That is
DEFINITION 6.1.1.
D
ann = ff 2 C
1
c (g)jX(f) = 0 for all regular semisimple X 2 gg:
We then have
THEOREM 6.1.2 ([7]). Suppose T 2 C1
c (g), that is, T is a distribution on g (not
necessarily invariant). We have
T is invariant if and only if resDann T = 0:
In other words, regular semisimple orbital integrals are dense in the space of invariant
distributions. We remark that a key step in the proof is to show that resDann O = 0 for
each O 2 O(0).
Motivated by this result of Harish-Chandra, we can now deﬁne Jst(g), the space of
stably invariant distributions on g. We begin by introducing the idea of a stable orbital24 STEPHEN DEBACKER
integral. Suppose X 2 g is regular semisimple. There is a ﬁnite set fX` j1  `  ng of
regular semisimple elements in g so that G( k)X \ g can be written as a disjoint union
G( k)X \ g = GX1 t GX2 t  t GXn:
After suitably normalizing measures, we set
SX =
n X
`=1
X`
and we call SX a stable orbital integral.
The analogue of Dann becomes the space of functions that vanish on every stable or-
bital integral. That is,
DEFINITION 6.1.3.
D
stann := ff 2 C
1
c (g)jSX(f) = 0 for all regular semisimple X 2 gg:
We then deﬁne
DEFINITION 6.1.4.
Jst(g) := fT 2 C1
c (g) j resDstann T = 0g:
Note that since Dann  Dstann, every element of Jst(g) is an invariant distribution on
g.
EXAMPLE 6.1.5. Here are some examples of elements of Jst(g).
 For all regular semisimple X 2 g, the distribution SX is stable.
 The distribution f0g is stable.
 The distribution which sends f 2 C1
c (g) to
R
g f(X)dX is stable.
Herein lies the basic problem: beyond the examples listed above, we have essentially
no general understanding of Jst(g). A natural ﬁrst question to ask is: can we understand
Jst(N) := J(N) \ Jst(g)? For certain unramiﬁed classical groups, Waldspurger has
provided an afﬁrmative answer to this question.
6.2. A ﬁrst step towards understanding Jst(N). The followingresult, dueto Wald-
spurger [13], gives us a way to tackle the problem of describing Jst(N). The argument is
very similar to one that Harish-Chandra used to prove Theorem 6.1.2.
LEMMA 6.2.1 ([13]). Suppose T 2 J(g0). Let
D =
X
O2O(0)
cO(T)  O
(with cO(T) 2 C) denote the unique element in J(N) for which
resCc(g=gC) T = resCc(g=gC) D:
If T 2 Jst(g), then D 2 Jst(N).HOMOGENEITY 25
PROOF. Fix f 2 Dstann. We need to show that D(f) = 0.
We note that if t 2 k, then ft2 2 Dstann . Choose t 2 k r R such that ft2n 2
Cc(g=gC) for all n  1. For all n  1 we have
0 = T(ft2n) = D(ft2n)
=
X
O2O(0)
cO(T)  O(ft2n)
=
X
i=0
jtj
 in X
O2O(0);dim(O)=i
cO(T)  O(f):
Since the characters n 7! jtj
 in are linearly independent, each of the terms
X
O2O(0);dim(O)=i
cO(T)  O(f)
must be zero. Consequently D(f) = 0. 
Thus,onewaytoﬁndabasisforJst(N) istoﬁrstproduceabasisforresCc(g=gC) J(g0)
with the properties
 the elements of the basis are of the form resCc(g=gC) X with X 2 g0 regular
semisimple, and
 we can easily describe which combinations of the X are stable.
6.3. A dual basis. Fix a set of representatives f(Fi;  Oi) 2 Id j1  i  jO(0)jg for
Id=. Recall thatforT 2 J(g0) we haveresCc(g=gC) T = 0ifandonlyif b T([(Fi;  Oi)]) =
0 for 1  i  jO(0)j. Thus the Fourier transforms of the functions [(Fi;  Oi)] form a dual
basis for resCc(g=gC) J(g0). (Note that the Fourier transform of the function [(F;  O)] does
not belong to Cc(g=gC), but, rather, it belongs to
P
g2G Cc(g=ggC). However, since T is
an invariant distribution, this will not cause us any difﬁculties.) So, the idea is to produce
well-understoodfunctionsonLF(f) that separatedistinguishednilpotentorbitsand(might)
havesomethingto dowithregularsemisimpleorbitalintegrals. Thanksto workofDeligne,
Kazhdan, Lusztig, and others, such functions exist:
FACT 6.3.1 ([10]). There exist class functions on LF(f), called generalized Green
functions, such that
 the functions span the set of class functions supported on the nilpotent elements
in LF(f),
 the cuspidal9 generalized Green functions separate distinguished orbits, and
 the functions are well understood.
9A function is called cuspidal provided that summing against the nilradical of any proper parabolic yields
zero.26 STEPHEN DEBACKER
EXAMPLE 6.3.2. IfT  GF isanf-minisotropictorus10, thentheusualGreenfunction
Q
GF
T (  X) =
8
<
:
0  X is not nilpotent
R
GF
T (1)(exp(  X)) otherwise.
is acuspidalgeneralizedGreenfunction. Notethatexp makessense inthis contextbecause
 X is nilpotent, and we are assuming that p is not too small.
Note that not all cuspidal generalized Green functions occur as in this example; this is
already the case for SL2(f).
We deﬁne IG to be the set of pairs (F;G) where F is a facet in A and G is a cuspidal
generalized Green function on LF(f). As in the case of Id, the set IG carries a natural
equivalence relation, which we also denote by . Given the above discussion, it is not
hard to believe that the following lemma is valid.
LEMMA 6.3.3 ([13]). Suppose T 2 J(g0). We have
resCc(g=gC) T = 0 if and only if T(^ GF) = 0
for all (F;G) 2 IG=. Here ^ GF denotes the inﬂation of ^ G to a function on g.
6.4. A well-chosenbasisforresCc(g=gC) J(g0). As discussedbefore,wewanttoﬁnd
a basis for resCc(g=gC) J(g0) with several good properties. It would be even better if this
basis were dual to IG=. As evidencedby the size of [13], this is quite a difﬁcult problem.
However, it is not too difﬁcult to sketch how to carry out this program for the generalized
Green functions of the form Q
GF
T .
Fix an element of IG of the form (F;Q
GF
T ). Choose absolutely any XT 2 gF for
which the centralizer in GF of the image of XT in LF is T. Note that such an XT is nec-
essarily regular semisimple and XT 2 J(g0). Using results of Kazhdan [9], Waldspurger
proves
LEMMA 6.4.1 ([13]). For XT as above and (F 0;G0) 2 IG we have
XT(^ GF 0) =
8
<
:
0 (F 0;G0) 6 (F;Q
GF
T )
N otherwise.
where N is a nice nonzero number which is independent of the choice of XT.
As a consequence of this lemma, we have that resC1
c (g0+) ^ XT is independent of how
XT was chosen. This is a much stronger version of Lemma 2.2.2. To see why the elements
resC1
c (g0+) XT are particularly nice to deal with, we must return to Bruhat-Tits theory.
10An f-torus is called f-minisotropic in GF provided that its maximal f-split subtorus lies in the center of
GF.HOMOGENEITY 27
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FIGURE 16. An enumeration of classes of f-minisotropic tori for SL2
6.5. Parameterizing maximal unramiﬁed tori. A subgroup T  G is called an
unramiﬁed torus provided that it is the group of k-rational points of a torus which splits
over an unramiﬁed extension of k.
EXAMPLE 6.5.1. We begin by considering some examples.
 The group A is always a maximal unramiﬁed torus.
 If p 6= 2 and " 2 R r (R)2, then
f

a b
b" a

ja
2   b
2" = 1g
is a maximal unramiﬁed torus in SL2(k), but the torus
f

a b
b$ a

ja2   b2$ = 1g
is not.
Just as we parameterized the elements of O(0) in terms of similar objects over the
ﬁnite ﬁeld, we would like to do the same for conjugacy classes of maximal unramiﬁed
tori. This time, the objects over the ﬁnite ﬁeld will be conjugacy classes of maximal f-
minisotropic tori.
Suppose G is a connected f-split reductive group. From Carter [3] the G(f)-conjugacy
classes ofmaximalf-toriinG areparameterizedbytheconjugacyclasses intheWeyl group
of G. We sketch how this parameterization works: Let S be a maximal f-split torus in G
and let  denote a topological generator for Gal( f=f). If T is any f-torus, then there is a
g 2 G( f) such that T = gS. Since T and S are -stable, the element (g) 1g belongs to
the normalizer of S in G and so determines a conjugacy class in the Weyl group.
Themaximalf-minisotropictori inG areparameterizedbythe anisotropic11conjugacy
classes of the Weyl group. We shall use Carter’s notation for the conjugacy classes in the
Weyl group.
EXAMPLE 6.5.2. The group SL2 has two SL2(f)-conjugacyclasses of maximal f-tori.
One is f-minisotropicandcorrespondsto A1 (see Figure16), the nontrivialconjugacyclass
in the Weyl group, while the other is f-split and corresponds to the trivial conjugacy class
in the Weyl group. The group GL1 has a single GL1(f)-conjugacy class of maximal f-tori,
namely GL1(f) itself. In Figure 16 we enumerate the number of GF(f)-conjugacy classes
of f-minisotropictori for each facet F in an alcove for SL2(k). The sum of the enumerated
classes is three, and the number of SL2(k)-conjugacy classes of maximal unramiﬁed tori
is three. (Can you produce a representative for the third class?)
11A conjugacy class in a Weyl group is called anisotropic provided that it does not intersect a proper
parabolic subgroup of the Weyl group.28 STEPHEN DEBACKER
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FIGURE 17. An enumeration of classes of f-minisotropic tori for SL3
The map from tori over f to tori over k is not as easy to describe as in the nilpotent
case, but it has the advantage of working independent of the residual characteristic.
In general, we want to consider the set of pairs
Im := f(F; GF (f)T)g
where F is a facet in A and GF (f)T is short-hand for the set of f-tori which are GF(f)-
conjugate to the f-minisotropic torus T. As with the sets Id and IG, the set Im carries a
natural equivalence relation, which we again denote by .
THEOREM 6.5.3 ([5]). We have a natural bijective correspondence between Im= 
and the set of G-conjugacy classes of maximal unramiﬁed tori.
EXAMPLE 6.5.4. ThegroupSL3(k) hasﬁve conjugacyclasses ofmaximalunramiﬁed
tori. In Figure 17 we use Carter’s labeling for the conjugacy classes in the Weyl group to
enumerate the GF(f)-conjugacyclasses of f-minisotropictori for each facet F in an alcove
for SL3(k). (Recall that the line segments in the closure of the alcove are equivalent.)
EXAMPLE 6.5.5. The group Sp4(k) has nine conjugacy classes of maximal unram-
iﬁed tori. In Figure 18 we again list the anisotropic Weyl group conjugacy classes to
enumerate the GF(f)-conjugacyclasses of f-minisotropictori for each facet F in an alcove
for Sp4(k).
6.6. The ﬁnish. To complete these notes, we remark that it is now nearly trivial to
describe the number of distributions in Jst(N) arising from pairs of the form (F;Q
GF
T ).
In the preceding sections, we have discussed how to associate to the pair (F;Q
GF
T ) 2
IG a regular semisimple orbital integral XT. On the other hand, (F;Q
GF
T ) is naturally
associated to the pair (F;T) which is associated to a conjugacy class in the Weyl group of
GF. We can lift this conjugacy class to a ~ W-conjugacy class in the extended afﬁne Weyl
group ~ W and then quotient by A to arrive at a conjugacy class, call it wT, in W.
Suppose (F 0;Q
GF0
T0 ) is another element of IG with associated regular semisimple or-
bitalintegralXT0. From[5]theelementsXT andXT0 canbechosentobestablyconjugate
if and only if wT = wT0. Consequently, to each W-conjugacyclass in W we can associateHOMOGENEITY 29
A1  A1
C2;A1  A1
e
A1 ~
A 1
C2;A1  A1 A1
FIGURE 18. An enumeration of classes of f-minisotropic tori for Sp4
one distribution in Jst(N). Thus, the dimension of Jst(N) is at least equal to the number
of W-conjugacyclasses in W.
EXAMPLE 6.6.1. From the above discussion, we can conclude the following. For
SL2(k), the dimension of Jst(N) is at least two (in fact, it is two). For SL3(k), the dimen-
sion of Jst(N) is at least three (in fact, it is three). For Sp4(k), the dimension of Jst(N) is
at least ﬁve (in fact, it is six).
To describe the elements of Jst(N) is an entirely different and much more demanding
problem. Such a description will rely on all that we have discussed here and more.
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