algorithm is a stated procedure that symbolizes its possible result as stream of genes termed as Chromosomes. A set of creatures (Chromosomes) called inhabitants.
In each repetition of the algorithm, the population is altered. Genetic Algorithm's iterations are called as generations. Standard Genetic algorithm applies genetic operators such as selection, crossover and mutation. It generates solutions for successive generations. The algorithm is stopped by obtaining an optimum solution [13] . The operators of genetic algorithm are as follows: Selection: According to Darwin's evolution theory, the chromosomes with higher fitness ratings are selected from the population to be the parents to crossover that should survive and create new offspring.
Crossover: It leads to effective combination of schemata (sub solutions on different chromosomes). It implies by selecting an arbitrary location in the string and swapping the components either to the right or to the left of this position with some other string subdivided correspondingly to construct two neonatal offspring.
Mutation:
After a crossover is performed, mutation takes place. It is an arbitrary change in a position. It prevents the algorithm from immovable position. The procedure changes a 1 to a 0, or a 0 to a 1. This alteration is formed with a very low probability. First, genetic algorithm produces an initial population of individuals, and then evaluates the fitness of all individuals. The following process continues until the optimal solution met. First, it selects fittest individuals for reproduction. Secondly, it recombines between individuals. Then mutate the individuals and then evaluate the fitness of the modified individuals to generate a new population [6] .
Step 1: Choose the initial population of individuals
Step 2: Establish the fitness of every individual in that population.
Step 3: Redo on this generation until the end-point: (time limit, sufficient fitness achieved, etc. 
II. Related Works

Genetic Algorithm used in the Association Rules
Wakabi-Waiswa, P.P., et al., proposed [12] "Generalized Association Rule Mining Using Genetic Algorithms". In this paper, Association rule mining is designed for the Genetic Algorithms(GAM) at various levels of minsupport. It yields very fast results. It generalized a very large database of transactions, where each transaction contains a set of items, and a classification on the items, and then the associations between items at any level of the classification have been found. It improves the performance based on the large number of itemset and high level of minimum support.
Ghosh S, Biswas S, Sarkar D and Sarkar P.P, "Mining Frequent Itemsets Using Genetic Algorithm", proposed [6] the algorithm to find frequent itemsets using genetic algorithm. The association rule mining algorithm like apriori, partition, fp-tree, etc., generate the frequent itemsets. However, it takes too much time to compute the frequent itemsets. The main aim to introduce genetic algorithm is to reduce the computing time. Genetic algorithm performs global search to generate the frequent itemsets. The time complexity and memory usage is less when compared to the association rule mining algorithm because the genetic algorithm is constructed by the greedy approximation.
This paper compares and analyzes the genetic algorithm for finding the frequent itemsets at different measures of support level. The proposed Genetic algorithm GAM uses fitness function:
for selecting the samples in each stratum. This algorithm identifies the frequent itemsets repeatedly using the following steps. First, the sample data is selected from the datasets like contextPasquier99, Mushroom.dat and pumsb_star.dat. Second, Fitness is calculated for each individual by using the formula: Fitness(i) = i=1, j=1 Σ i=nt, j=ni .P(i,j)*Support(j) Thirdly, Roulette Wheel selection method is used to select the individuals from the parents to be involved in recombination. Fourthly, new individuals can be created by using the genetic operators such as crossover and mutation. Finally, some of the new individuals are replaced with their parents. Dou W, Hu J, Hirasawa K and Wu G, "Quick Response Data Mining Model Using Genetic Algorithm", [3] provided a base for this paper to find the maximal frequent itemsets using Genetic algorithm. In this paper, GAM algorithm is expanded to deal with generalized association rules.
III. Methodology
In this paper, the GAM is employed on huge data sets like contextPasquier99, Mushroom.dat, and Pumsb-Star.dat, to explore the recurrent itemsets. We first load the sample of records from the transaction database that fits into memory. The genetic learning starts as follows. An initial population is created consisting of randomly generated transactions. Each transaction can be represented by a string of bits. Our proposed genetic algorithm based method for finding frequent itemsets, repeatedly transforms the population by executing the following steps: (1) Fitness Evaluation: The fitness (i.e., an objective function) is calculated for each individual. 
Identifying Best Association Rules and their Optimization Using Genetic Algorithm
An itemset can be a single item (e.g. mineral water) or a set of items (e.g. sugar, milk, red tea). The two significant standards of association rules are support(S) and confidence(C) [6] . Support(S) of an association rule is the percentage of transactions in the database that contain the itemset X U Y. Confidence (C) of an association rule is the percentage/fraction of the count of executions that comprises X U Y to the total number of records that contain X. Confidence factor of X->Y can be defined as:
C(X →Y) = S(X U Y ) / S(X).
In this paper, the genetic algorithms focus on multi-objective problem [4] , [5] with emphasis on association rule mining algorithm. Genetic algorithm is restated methodology, suitable for huge and heterogeneous search space and optimal situations. The following points are considered for utilizing genetic algorithm: Encoding/decoding schemes of chromosomes, Population size, Fitness value, Selection, Crossover and Mutation.
IV. Algorithmic View
Existing Algorithm GAM:
The function of extracting association rules over the selected data is identified as essence of proficiency of locating the trends. Association rule mining furnishes a valuable procedure for detecting relationship in the group of items associated with the consumer dealings. In general, the association rule is indicated as X=>Y, where X is the antecedent and Y is the consequent. Association rule counts the appearance of Y with respect to the existence of X, determined by the support and confidence value.
Frequent itemset: Assume A to be the set of items, T as the transaction database and σ as the user specified minimum support. An itemset X in A (i.e., X is a subset of A) is denoted as a frequent itemset in T with reference to σ, if support(X) T >= σ.
Extracting association rules can be fragmented into two sub-problems as mentioned below: 1. Generating all itemsets that measures support higher than, or as same as the user specified minimal support.
That is, generating all large itemsets. 2. Generating all the rules that have minimum confidence. We can generate the association rule with more than one number of consequent items is generated by the following method: 1. Find the rule in which number of consequents =1. 2. For the given rules p(x → y) and p(x → z), the rule p(x → yz) is generated by the intersection of both the association rules and get a new rule p(x → yz) = p (xyz)/p(x).
Genetic Algorithm for feature subset selection:
The GA tool from MATLAB R2006b had been used for GA implementation. The roulette wheel is used for selection process. The crossover and mutation points are randomly generated. The applying of GA factors is highly significant. For GA parameters, if the magnitude of the population is very less, it is hard to get the best solution and for a high magnitude, the convergence time will be prolonged. Thus, the size is normally 40-60. If the crossover Pc is highly diminished, it is hard to hunt through and a Pc value is more, will abuse the individuals 2. Find fitness using the formula Fitness(i) = i=1, j=1 Σ i=nt, j=ni .P(i,j) * Support(j). 5. Select using Roulette Wheel selection. 6. Find frequent itemsets that satisfies the min support and min confidence. 7. Find Rules for the new population 8. Calculate the confidence of the rule by using the formula confidence = support / mean. 9. Store the rules that have min Support and minimum Confidence. 10. The fitness function for every rule x->y is acquired and the successive circumstances are probed. 11. If (fitness function > min confidence), Set B = B U {x ->y} 12. If the required propagation count is unachieved, then proceed to Step 3. 13. Stop.
The itemset that satisfies the minimum support is selected for initial transaction. Fitness is identified for each item set. Roulette Wheel selection method is adopted for selecting the sample data set. Frequent Itemset is generated, based on the minimum support. Association rules are framed for Itemsets with min confidence. Rules are stored that satisfies the minimum support and confidence.
V. Result Analysis
In this paper, it has been proposed that Genetic algorithm based solution provides the significant improvement in computational complexity. The results are analyzed and tabulated by providing several data sets like mushroom.dat, pumsb-star.dat, and contextPasquier.dat as input. The time taken and memory used at different support level is tabulated for the proposed GAM algorithm, when confidence level =50%.. It is understood from Table 1 .1 a), b) and c) that GAM occupies very less memory space and consumes very less time as the size of the support level increases. The Graphical output furnishes that GAM algorithm analyses the input data and generates Frequent Itemsets and Association rules by occupying less memory space and consumption of time is minimum when the support level increases. 
VI. Conclusion
In this paper, the GAM algorithm is analyzed at various support levels for different types of data sets. The output reveals that time complexity is less and memory space occupied is also less in Genetic Algorithm.
Further, in future, it has been proposed to find the frequent itemsets using the Improved FP Tree algorithm [1] from those high quality chromosomes. This algorithm will mine the frequent itemsets with the compressed tree structure. Moreover, it can be experimented to reduce the time by using floating point data in the GAM algorithm.
