Objective: Universal HIV screening programs are costly, labor intensive, and often fail to identify high-risk individuals. Automated risk assessment methods that leverage longitudinal electronic health records (EHRs) could catalyze targeted screening programs. Although social and behavioral determinants of health are typically captured in narrative documentation, previous analyses have considered only structured EHR fields. We examined whether natural language processing (NLP) would improve predictive models of HIV diagnosis.
BACKGROUND
Public health programs aimed at preventing the spread of HIV and other sexually transmitted infections (STIs) rely on the identification of individuals at elevated risk of infection and HIV+ persons unaware of their diagnoses. 1 HIV screening guidelines including those promulgated by the CDC and USPSTF recommend both universal screening and targeted screening of high-risk individuals as part of a comprehensive approach to infection identification. 2, 3 Current guidelines suggest that all patients receive at least 1 lifetime HIV test, whereas those who exhibit HIV risk factors and should be screened for HIV annually. Universal HIV screening programs are, however, unlikely by themselves to fully identify all individuals at risk of active HIV infection, as they may miss incident cases when screening intervals are extended or missed altogether. [4] [5] [6] [7] [8] [9] [10] Universal HIV screening programs are also costly and labor intensive, 2 attributes that make such initiatives difficult to effectively implement in resource-constrained settings. [11] [12] [13] [14] [15] Targeted HIV screening is recognized as an essential component of comprehensive population HIV screening programming given its cost-effectiveness and potential ability to identify incident HIV infections. Targeted screening programs rely on the ability to elucidate social and behavioral risk factors associated with an increased risk of the acquisition of HIV. Although clinical prediction rules exist, these are resource intensive to manually administer and are seldom used. [16] [17] [18] [19] Internetbased risk assessments exist as an alternative to clinical surveys but rarely generate significant participation. 20, 21 There exists an unmet need for innovative approaches to HIV testing that are cost-effective.
Although electronic health records (EHRs) have the potential to improve the effectiveness and efficiency of preventive care by automating risk assessment, limited research has explore its use in the context of assessing risk of HIV and other sexually transmitted diseases. 16, 17 At present, the most sophisticated method for identifying candidates for HIV screening executes simple logic on previous STI testing history and select diagnosis codes. 18 Krakower et al 19 recently proposed the use of machine learning to identify individuals at high risk of HIV using routinely collected clinical data. Their preliminary model relied on structured EHR fields including diagnosis codes and laboratory tests that capture a limited amount of information regarding HIV risk factors. Explicit details of social and behavioral determinants such as sexual orientation, and sexual activity are typically collected in a narrative or seminarrative format within the social history section of clinical notes. 20, 21 Natural language processing (NLP), a subdiscipline of computer science concerned with the use of computers to extract meaning from human language, is a well-established means of extracting information from clinical notes. 22 This suggests an opportunity to leverage NLP to extract critical HIV risk information from unstructured EHR data. Several NLP techniques have successfully leveraged clinical documentation in tasks such as the prediction of hospital readmission or chronic kidney disease progression. [22] [23] [24] [25] Our present study was motivated by the need to understand whether information found in clinical records can identify individuals at elevated risk of HIV infection. We compare the prognostic ability of several machine-learning approaches that feature NLP for HIV risk assessment. We trained predictive models using structured EHR data and content extracted from clinical notes including automatically identified clinical keywords predictive of future HIV infection and automatically identified topics inferred by a latent Dirichlet allocation (LDA), a probabilistic graphical model that discovers linguistic themes in clinical documentation.
METHODS AND MATERIALS

Data Set
We queried the Clinical Data Warehouse (CDW) at New York Presbyterian Hospital-Columbia University Medical Center, a large academic medical center in New York City, which has collected clinical data from about 5 million patients since 1995. The medical center includes 2 hospitals and a collection of outpatient clinics in the New York metropolitan area. Because the CDW began integrating data from the hospital's EHR system and multiple ancillary systems in mid 2006, we limited our data extraction from January 1, 2007, to December 31, 2015 .
Five hundred seventy-seven persons were diagnosed with HIV at the medical center during this timeframe. Two hundred seventy-eight of the aforementioned group had evidence of health care encounters before a confirmatory HIV diagnosis at CUMC. Ninety-seven patients from this group were excluded from the HIV+ cohort because their initial visits to CUMC came within 7 days of a concurrent HIV/AIDS diagnosis.
Propensity score matching was used to identify a sample of 543 HIV-uninfected individuals with similar health care utilization patterns compared with the sample of 181 HIVinfected individuals, resulting in a 3:1 ratio of cases to controls. Our matching algorithm considered the number of emergency department (ED), inpatient, ambulatory surgery, and outpatient visits as independent variables and used these data to assess the similarity of HIV-infected and HIVuninfected controls. The nonparametric "nearest-neighbor" algorithm included in the MatchIt package in R version 3.0.1 (The R Foundation for Statistical Computing, Vienna, Austria) was used for propensity score matching.
EHR Processing
We extracted all clinical data generated more than 5 days before confirmatory HIV diagnosis for individuals in the HIV-infected sample and all longitudinal data for uninfected controls. All encounters 5 days and fewer before a confirmatory HIV diagnosis were excluded to ensure that no information regarding positive HIV testing and diagnosis was made informative to models. An overview of the extraction of data from EHRs is outlined in Figure 1 . Because the machine-learning approach automatically selected variables predictive of HIV, there was no cost to including a large number of preliminary variables.
Demographics
We obtained age, sex, race/ethnicity, marital status, and insurance payer from patient records and analyzed these data retrospective to the patient's most recent health care encounter.
Visit History
Each patient's longitudinal visit history at New York Presbyterian was queried from the CDW. We considered the count of each patient's outpatient, inpatient, ambulatory surgery, and ED visits as independent variables.
Diagnoses
We extracted International Classification of DiseasesClinical Modification, ninth edition (ICD-9-CM) diagnoses codes from the CDW. ICD-9-CM codes were truncated to a whole number without rounding, as has been done in previous studies. 24 Each ICD variable represented the number of times each truncated code was documented in the patient's longitudinal record.
Laboratory Tests
Physicians with domain expertise identified several laboratory tests potentially suggestive of high-risk sexual activity including screening for HIV, serum hepatitis B surface antigen or antibody, hepatitis C antibody and syphilis by RPR/FTA positivity, and gonorrhea/chlamydia by nucleic acid amplification at any site. It should be noted that we considered the evidence of testing (not specific results) of each STI laboratory test as a discrete binary variable (eg, gonorrhea/chlamydia test performed). Knowledge about a test order has been found an informative variable in several predictive tasks. 26, 27 Clinical Notes
The notes included in this study were a collection of select physician, nursing, and social work note types within New York Presbyterian's EHR that were identified as potentially capturing indicators of HIV risk. Note types included in the study were admission notes, discharge summaries, outpatient primary care notes, and inpatient progress notes. We excluded many other inpatient notes and hand-offs (aka "sign-outs"). We preprocessed clinical documents to remove punctuation, numbers, English stop words, and section headers.
Natural Language Processing
We compared 2 NLP methods to extract variables from clinical notes that both empirically identify words and learn themes that are predictive of future HIV diagnosis.
Automated Keyword Identification
Individual words contained in clinical notes may be predictive of future HIV infection. We identified words with possible high information value by representing each word according to their respective term frequency-inverse document frequency weight. This is essential to the analysis of clinical documentation, as many words occur in a large proportion of clinical notes such as "allergies" or "symptoms". 24, 28 The vocabulary of our corpus consisted of approximately 100,000 unique words and we used univariate x 2 tests to identify a smaller subset of words indicative of high-risk behavior. We calculated Pearson x2 test statistic for each word and selected 300 with highest measure of association. From these, 37 clinical keywords related to established HIV risk factors were manually selected for inclusion in the predictive model.
Automated Topic Modeling
Topic modeling is a frequently used text mining method that can discover abstract "topics" within a collection of documents. A topic consists of a collection of words that frequently occur together. Topic modeling has proven to be useful technique for analyzing clinical notes and has demonstrated utility for predictive modeling. 23, [29] [30] [31] [32] We trained topic models using LDA, a robust and established method for unsupervised topic modeling. [33] [34] [35] LDA takes as input a corpus of notes and learns K clusters, where each cluster is represented as a distribution of words in the corpus. Given a new document, LDA can infer the presence or the absence of the previously learned K topics. Accordingly, each document processed using topic modeling is represented as a distribution over the K learned topics. Domain experts characterized a model with 250 topics as producing the most coherent topics. The genism library in Python version 2.7 was used to fit LDA models.
Variable Selection and Statistical Modeling
Because the inclusion of a large number of uninformative variables can limit the accuracy of machine-learning algorithms, we identified a subset of the most useful variables using mutual information criteria. 36 Mutual information quantifies the dependence of 2 random variables and can account for both linear and nonlinear associations. Preprocessing yielded 1,583 variables from structured EHR fields including demographics, diagnoses, and laboratory tests, 35 unigram variables, and 250 topics generated by LDA. For each model independently, we selected 150 variables by identifying the variables with the highest mutual information computed against instance labels (HIV+/HIV2). Subsequent to variable selection, we used random forest classifiers to generate models because they are easy to tune, robust to overfitting, and provide a measure of variable importance and therefore enable interpretation. 37, 38 Given the relatively small sample size, we used cross-validation to generate a robust estimate of the predictive models. We evaluated each model using precision, recall, and the F measure. In the context of HIV acquisition, precision (or positive predictive value) quantifies the proportion of individuals predicted to be HIV infected (by the algorithm) that were truly HIV infected. By contrast, recall (or sensitivity) quantifies the proportion of HIV-infected individuals among all predicted to be HIV infected (by the algorithm). The F measure is the weighted average of precision and recall and thus provides a high-level overview of model performance. We used a precision-recall plot to compare the 3 models, which is preferable to a receiver operating characteristic curve when evaluating classifiers trained on imbalanced data. 39 The algorithm was trained using the scikit-learn library in Python.
For the sake of interpretation, we also ranked the variables in each model according to their importance, as determined by mean decrease in node purity (measured using the Gini index) averaged across all trees. 40 We used sci-kit learn in Python version 2.7 to develop and evaluate all models.
RESULTS
The analysis included 181 HIV-infected individuals who received health services before a confirmatory HIV Western blot test and 543 matched uninfected controls (Table 1 ). All individuals in the cohort received care at Columbia University Medical Center between 2007 and 2015. Individuals in the uninfected sample were significantly older than those in the HIV-infected sample (P , 0.05). HIV-infected individuals had an average record length of 410 days (6629) and an average of 28.9 unique encounters, whereas uninfected individuals had an average record length of 982 days (61,007) and on average 37.8 unique encounters. HIV-infected individuals were associated with 4,808 notes (average 26.5 notes per MRN) and uninfected individuals were associated with 27,147 notes (average. 49.9 notes per MRN).
Clinical keywords identified using NLP and listed in Table 3 reflect established risk factors for HIV diagnosis including sexual orientation ("homosexual" and "msm"), high-risk sexual activities ("anal" and "unprotected"), and previous testing and/or diagnosis of STIs ("sti," "hiv," "testing," "tested," "cervical," and "meningitis"). In addition, the model also included a number of terms related to drug use (amphetamine, cocaine, and meth), housing instability ("homeless"), and psychological comorbidities ("psychiatrist," "psychology," and "psychiatrist"). Structured EHR data including demographics (sex), diagnoses (ICD: 079, 79, 296), and health care utilization history (# past visits) also had high variable importance.
We trained predictive models using a 25% prevalence sampling and model performance is displayed in Table 2 . We observed F measures of 0.59 for the baseline model, 0.69 for the baseline plus NLP topic modeling, and 0.74 for the baseline plus NLP clinical keyword model. The baseline + NLP clinical keyword model displayed the highest precision (0.81) and recall (0.67), whereas the baseline model exhibited the lowest precision and recall (0.68 and 0.53, respectively). A plot of precision and recall across predicted probabilities from the Random Forest algorithms is presented in Figure 2 . Each model was trained using 150 variables selected using mutual *Additional clinical keywords: amphetamine, anal, cocaine, condom, crack, crisis, enlarged, hepatitis, homeless, homosexual, ivd, lymphadenopathy, male, man, men, meningitis, mens, meth, neurosyphillis, psychiatrist, seronegative, sex, sexual, sti, strep, tb, tested, testing, transgender, viral, psychology, and psychiatrist. †Negative predictor. 
information criteria. The 11 strongest negative and positive predictors for each model (variables with the highest mean decrease in node impurity) are detailed in Table 3 , and we list 4 topics with high variable importance in Table 4 . However, it is important to note that the Random Forest models used all 150 variables to discriminate low-and high-risk individuals. Diagnosis codes and demographics were chosen as predictors in each model, although the baseline + NLP clinical keyword model relied most heavily on information extracted from clinical notes.
DISCUSSION
Our findings suggest that clinical notes exist as a valuable source of information on HIV risk factors including drug use and high-risk sexual activity. Extracting variables using NLP improved the performance of predictive models for HIV risk compared with a model using only structured EHR data. The clinical keyword model achieved the highest performance by identifying terms in clinical notes indicative of high-risk behavior. Established HIV risk factors including sexual orientation, high-risk sexuality activity, and history of STIs were included in the keyword model. Social determinants of health are increasingly recognized as predictors of HIV infection and were also included in the model through the inclusion of terms related to drug use, housing instability, and psychological comorbidities. 41, 42 However, structured EHR data also had high variable importance in the predictive models and therefore unstructured clinical text and structured EHR data exist as complementary sources of information for automated HIV risk assessment.
An NLP technique called topic modeling was used to discover themes in clinical text capable of broadly distinguishing low-and high-risk individuals. Two topics with high variable importance were negatively correlated with future HIV diagnosis (topic 94; older women and topic 136; cardiovascular disease) and likely represented clinical notes associated with older, acutely ill individuals who lacked established HIV risk factors. Clinical experts (J.Z., M.T.Y., and P.G.) failed to identify a strong interpretation of topics 136 and 28 (pneumonia and intensive care unit care) which may reflect the fact that the baseline + NLP topic model was optimized for prognostic ability rather than interpretation. In addition, previous studies have found topic modeling to provide varying levels of clinical interpretability when evaluated by physicians. 43, 44 The inferior interpretability and prognostic ability of the baseline + NLP topic model compared with the baseline + NLP keyword model suggests that future studies should focus on extracting individual HIV risk factors from clinical text rather linguistic topics. 45 Figure 2 demonstrates the precision-recall curve of the 3 models. Precision in this context is the percentage of cases identified by a predictive model as being high risk that are actually at risk of imminent HIV diagnosis. Recall is the percentage of individuals actually at risk of imminent HIV diagnosis that are identified as such by the predictive model. Balancing precision and recall is critical when considering how predictive analytics will be used in clinical practice or public health initiatives. For example, a universal HIV screening program in an ED would likely benefit from a model with relatively high recall given the low cost of screening and an emphasis on reducing missed opportunities for HIV diagnosis. By contrast, a predictive model with high precision would be desired for interventions that feature direct outreach to high-risk individuals by electronic means such as an alert through a personal health record or text messaging. Concerns about harming the patient-provider relationship and retaining patient engagement require targeted messaging that is precise and relevant to each patient. 46, 47 Other potential scenarios for targeted HIV prevention exist and require a careful balancing of whether to prioritize precision or recall.
This study has several limitations that should be considered. First, preliminary analyses found that K = 250 produced the most coherent topics as characterized by a domain expert. However, we identified 250 and 300 topics as displaying the highest relative F1 score, and thus, performance may not improve with an empirical method. 35 Second, unigram model did not account for lexical variants by using lemmatization or a biomedical lexicon similar to the commonly used Specialist Lexicon within the publicly available Unified Medical Language System. 48 Third, because notes often contain negative findings such as "the patient denies use of illicit drugs and alcohol," model performance may have been improved by performing word-sense disambiguation or considering negation. 25 Fourth, it is important to note that a considerable amount of information was lost because of the use of templated notes at Columbia University Medical Center. We encountered more than a 100 different note templates enumerated with various HTML strings such as "Current Drug Use." Our findings suggest that EHR vendors and health care providers may benefit from unstructured notes to support text mining initiatives. Fifth, we did not externally validate our HIV prediction model within another institution's EHR. The current lack of interoperability among EHR platforms challenges the portability of predictive models and additional studies are needed to determine whether the model is generalizable. Last, population health analyses are challenging to perform in the New York City metropolitan area due to the fact that patients often receive care from multiple health care providers who do not exchange clinical data. Future analyses would likely benefit from the use of data from public Health Information Exchanges similar to those in New York City. 49 
CONCLUSIONS
Ending the HIV epidemic will require identifying highrisk individuals for HIV testing and referral to comprehensive prevention services. Universal screening methods hold enormous value for identifying individuals infected with HIV but may become less cost-effective, as the prevalence of undiagnosed HIV infection decreases. In contrast to contemporary targeted HIV screening programs that are outside the scope of many medical practices, predictive analytics could automate HIV risk assessment and be integrated into EHRs through the use of alerts and reminders. We hypothesize that predictive analytics represent a novel approach to HIV prevention and may reduce missed opportunities for screening among individuals that exhibit HIV risk factors. Future studies should explore whether comprehensive data from Health Information Exchanges and more advanced NLP techniques can improve model performance and drive innovative HIV prevention interventions. 
