We present the 2SXPS (Swift-XRT Point Source) catalog, containing 206,335 point sources detected by the Swift X-ray Telescope (XRT) in the 0.3-10 keV energy range. This catalog represents a significant improvement over 1SXPS, with double the sky coverage (now 3,790 deg 2 ), and several significant developments in source detection and classification. In particular, we present for the first time techniques to model the effect of stray light -significantly reducing the number of spurious sources detected. These techniques will be very important for future, large effective area X-ray mission such as the forthcoming Athena X-ray observatory. We also present a new model of the XRT point spread function, and a method for correctly localising and characterising piled up sources. We provide light curves -in four energy bands, two hardness ratios and two binning timescales -for every source, and from these deduce that over 80,000 of the sources in 2SXPS are variable in at least one band or hardness ratio. The catalog data can be queried or downloaded via a bespoke web interface at https://www.swift.ac.uk/2SXPS, via HEASARC, or in Vizier (IX/58).
INTRODUCTION
Serendipitous source catalogs have, for many years, been a standard product of X-ray observatories giving great insights into the nature and range of X-ray emitting objects in the Universe. Typically they can be divided into two categories: large area but relatively shallow (such as the ROSAT All-sky Survey, RASS: Voges et al. 1999; Boller et al. 2016) , or small area but deep (e.g. the XMM-Newton catalogs, Watson et al. 2009; Rosen et al. 2016; Traulsen et al. 2019 , and the Chandra catalogs, Evans et al. 2010) . The output of the X-ray telescope (XRT; Burrows et al. 2005 ) on the Swift satellite (Gehrels et al. 2004 ) lies between these two extremes, and three point-source catalogs have been produced from XRT data. SwiftFT (Puccetti et al. 2011 ) focussed on the deepest (> 10 ks) datasets, and pae9@leicester.ac.uk 1SWXRT (D'Elia et al. 2013 ) analysed the individual observations; 1SXPS (Evans et al. 2014, hereafter 'paper I') contained analysis of both individual observations, and the combination of multiple, overlapping datasets. 1SXPS covered 1905 square degrees (nearly double that of the more recent 3XMM-DR8 catalog), with a median 0.3-10 keV source flux of 3.0×10 −14 erg cm −2 s −1 , compared to 2.2×10 −14 erg cm −2 s −1 (0.2-12 keV) in 3XMM-DR8. Although XRT has a lower effective area (100 cm 2 at 1.5 keV) and smaller field of view (radius 12.3 ′ ) than XMM, it also has a much lower background due to the orbital environment, which recovers much of the comparitive sensitivity. Additionally, Swift observes a much larger number of targets than is typical for a satellite, typically carrying out from tens to hundreds of distinct pointings every day.
As well as providing a survey of moderate width and depth, the Swift -XRT data provide insight into the variability of the X-ray sky, since 95% of its observations are of areas of the sky which it has observed multiple times.
Such information is critical in the current era of timedomain astronomy, particularly multi-messenger astronomy, to aid in the identification of X-ray counterparts to time-domain signals found at other wavelengths or using non-photon triggers. For example, the localisations of astrophysical neutrinos (?) or gravitational waves (Singer et al. 2014 ) are poor and many X-ray sources are found in follow-up observations (Evans et al. 2015 (Evans et al. , 2016a (Evans et al. , 2017 . In order to correctly identify the true counterpart from the unrelated sources, an understanding of the temporal properties of the serendipitous X-ray sky is crucial.
In this paper we present an updated Swift -XRT point source catalog: 2SXPS. This catalog contains 50% more temporal coverage than 1SXPS, but contains 80% more exposure (Table 1) , due to a change in which observations were selected for inclusion (Section 2).
As well as updating the data in the catalog, we have updated our source detection system, focusing particularly on reducing the number of spurious detections due to diffuse emission or stray light, as is discussed in some detail in Section 3.2.
After we had begun processing the data for 2SXPS, Traulsen et al. (2019) produced a catalog based on stacking multiple co-located XMM observations. As part of this work they demonstrated the use of an adaptive smoothing technique combined with source masking as a means of estimating the background, which they deemed more reliable in the presence of diffuse or structured emission than the approach previously followed by the 2/3XMM and upon which the 1SXPS background modelling was based. Because Swift is in a low-Earth orbit, observations are comprised of one or more 'snapshots' (i.e. continuous exposures in a single orbit) of no more than 2.7 ks in duration. Such snapshots are not perfectly aligned, meaning the background must be modelled for each snapshot individually. The shortness of the snapshots, combined with the smaller effective area of XRT compared to XMM -EPIC, and the different orbital environment of the two satellites results in a much lower background in the individual XRT snapshots than in XMM observations, and we found in paper I that directly applying the XMM background-mapping approach was not appropriate for Swift. Since the 2SXPS software and simulation work was in an advanced state when Traulsen et al. (2019) was published, we elected not to investigate applying their technique to XRT data for this work.
2. DATA SELECTION, FILTERING AND STACKED IMAGE CREATION. We selected all 1 observations taken between 2005 January 01 2 and 2018 August 01 with at least 100 s of cleaned Photon Counting (PC) mode exposure. For the anlaysis in this catlaog we used xrtdas 3 v3.4.0 within heasoft v6.22, and the most recent XRT calibration as of 2018 August 01. All event lists were reprocessed using xrtpipeline to give a self-consistent and up-to-date dataset.
The observations were filtered to remove times where the data were contaminated by scattered light from the daylight side of the Earth, and times when the on-board astrometry was unreliable (determined by recalculating the astrometric solution using images from the UV/Optical telescope). Details of this filtering were given in paper I. Observations with less than 100 s of PC mode data after such filtering were discarded from the catalog.
Each selected observation was split into snapshots; only snapshots of at least 50 s exposure time 4 (after the above filtering) and at least one X-ray event were included in the catalog. The pointing stability during the snapshot was also determined from the housekeeping data; if the pointing RA (α) or declination (δ) had a standard deviation (from its mean) of more than 25 ′′ , the snapshot was discarded. Any observation in which Note-1 The flux at which source detection is 50% complete at the median exposure time. The 2SXPS source detection system is more sensitive than 1SXPS, however the median exposure time in the catalog is also shorter which masks the true sensitivity gain. See Section 7 for more information. The negative sign here shows that the 2SXPS system has a lower flux level i.e. improved sensitivity. 2 Sources without a match within 3-σ in any of the catalogs detailed in Section 5 excluding the 2MASS, USNO-B1 and ALLWISE catalogs, as these have a high rate of spurious matches. 3 Sources variable with 3-σ confidence in at least one band or hardness ratio.
no snapshots passed these tests was excluded. This resulted in 127,519 observations in the catalog. As for 1SXPS, we also created 'stacked images' in which all of the observations of a given part of the sky were combined into a single dataset for source detection purposes. This allowed us to maximise the exposure time and hence sensitivity for each given point on the sky. In 1SXPS all images were limited to 1,000×1,000 pixels (≈ 40 ′ ×40 ′ ). Since then, Evans et al. (2015) developed tools to allow XRT images to be stacked and analysed by our source-detection tools on an arbitarilysized grid. For this catalog we set the maximum stacked image size to be 2,300×2,300 pixels (≈ 90 ′ ×90 ′ ) which corresponds roughly to a 3×3 grid of XRT pointings. This ensures that the processing time of a given field remains managable, and that the co-ordinate inaccuracy inherent in the tangent-plane projection co-ordinates used for XRT data analysis is negligible. We developed an algorithm to define stacked images such that the minimum number of images is produced necessary to ensure that, for each point of the sky observed by XRT, the maximum possible exposure is reached in at least one stacked image. This yielded 14,628 stacked images. Throughout this work a 'stacked image' is as just defined, while an 'observation' refers to the data organised under a single obsid (which may be comprised of multiple snapshots, usually obtained within a single UT day). The word 'dataset' is used generically to refer to either an observation or stacked image.
The main characteristics of the 2SXPS catalog are given in Table 1 , along with a comparison with 1SXPS. In Fig. 1 we show the coverage of 2SXPS. The solid line shows the sky coverage as a function of exposure time (corrected for overlaps). The histograms show the distribution of exposure time in the individual datasets.
3. SOURCE DETECTION The source detection system employed for 2SXPS was based on that described in paper I with a number of improvements. The algorithm for the detection phase is shown in Fig. 2 ; steps which are identical to their counterpart in 1SXPS have a blue background, whereas steps which were added or modified for 2SXPS have a yellow background. Here, we briefly summarise the overall algorithm before discussing the modifications in more detail; for an in-depth description of the overall approach see paper I, section 3. We used the same algorithm for both observations and stacked images, except where explicitly noted. Figure 2 . Diagrammatic outline of the source detection process; the overall approach is as in 1SXPS but important changes have been made in the boxes with yellow backgrounds; see text for details of these changes.
To prepare the data for source detection they were split into individual snapshots, for each of which an exposure map and our FITS images were created -one image per energy band in the catalog 5 . For stacked images, the per-snapshot images and exposure maps were shifted onto a common sky coordinate frame (Section 3.1). For each snapshot, the coordinates of the center of the XRT field of view, the window size and the spacecraft roll angle were recorded 6 , and any potential sources of stray light were identified and recorded (Section 3.2). The per-snapshot images and exposure maps were summed to create a single summed image per band and a single, summed exposure map. The source detection system was then called, once per energy band; it made use of all of the files just described.
Unlike 1SXPS, the detection runs in the four bands were not entirely independent: information about stray light and piled-up sources found in the total band (Sections 3.2 and 3.4) was passed to the other bands. However, no other information was shared between bands at this phase; this contrasts with the approach employed in the 2/3XMM catalogs (Watson et al. 2009; Rosen et al. 2016; Traulsen et al. 2019) , where all bands were analysed simultaneously. This is because XRT data must be split into snapshots to calculate the background map, which renders simultaneous fitting across all bands computationally impractical.
The source detection process was a multi-pass process with three distinct phases, shown in the three columns of Fig. 2 . It was based on a sliding-cell detection approach combined with PSF fitting. At the start of phase one (left-hand column), an initial sliding-cell detection pass was called for which the background was estimated from a box annulus around the sliding cell. This was used purely to enable the creation of an inital background map (Section 3.2). Thereafter the remainder of phase one and all of phase two followed the same basic repeated pattern: sliding-cell source detection, PSF fitting of the newly-detected source(s), reconstruction of the background map with all detected sources first masked out and then the PSF model of these added into the resultant map.
During the first phase, the signal-to-noise ratio (S/N) threshold for the sliding-cell detection, defined in equation (6) of paper I, was set to 10, and only a single source -that with the highest S/N -was PSF fitted in each iteration. This reduced the number of spurious sources otherwise found around bright sources. Once no S/N>10 sources could be found the second phase (middle column of Fig. 2 ) began: the S/N threshold was reduced to 1.5 and -because these sources are less likely to yield spurious sources in their wings -all sources detected in each iteration were PSF fitted. In both of these phases, likelihood tests were carried out on each PSFfitted source (Section 3.5), and sources which did not achieve a status of at least Poor were discarded.
Once no more sources were found in the cell-detect pass, the third phase (right-hand column of Fig. 2 ) was carried out. Here, the PSF fitting was repeated for all sources, using a background map containing the model PSFs of all sources (except that being fitted), allowing a more accurate measurement of each source's properties than was obtained in phases 1-2, where the source list was incomplete and hence the background map inaccurate.
Once this process had been carried out on all datasets, selected observations were manually inspected (Section 3.6), and stray light issues were corrected with source detection repeated if appropriate. Finally, the detections were combined into a unique source list (Section 3.7) and then various source products were created (Section 4).
Two statistics were used in various contexts throughout the fitting process: the C statistic (C, Cash 1979) as modified for use in xspec (Arnaud 1996) was the statistic minimised in fitting. A so-called 'likelihood' 7 , L, was also calculated at various stages to determine whether one fit was better than another.
C was defined as:
where M i is the model-predicted counts in pixel i, and D i is the actual number of counts in the pixel. The likelihood reflects the significance of an improvement in fit quality as a result of adding in extra free parameters. Since ∆C is distributed as ∆χ 2 , the probability of the improvement arising by chance can be calculated, and the likeliood determined thus:
where ∆C and ∆ν are the change in fit statistic and degrees of freedom between the two fits respectively and Γ is the incomplete gamma function.
Coordinate shifting for stacked images
For 1SXPS, only 4% of the sky had been observed by overlapping observations that, when stacked, produced an image larger than the 1000×1000 pixel size limit in the standard software tools. Due to new observing modes developed for Swift, and their use for observational programs such as the follow up of neutrino detections (Evans et al. 2015; Adrián-Martínez et al. 2016) , the S-CUBED survey of the Small Magellanic Cloud (Kennea et al. 2018) , the Swift Galactic Bulge Survey (Shaw et al. 2017 ) and follow-up of gravitational wave events (Evans et al. 2016b ), 42% of the stacked fields in this work were larger than this size limit. We therefore created new software to shift the XRT images and exposure maps onto an arbitrary co-ordinate grid. This software made use of the wcslib C library 8 ; for each pixel in the original image, wcslib was used to convert the (x, y) coordinate into (α, δ), and then again to re-convert this into (x, y) in the WCS frame of the stacked image. For the data images, the integer (x, y) positions of each event were converted into floating-point values and randomly 9 positioned within their original pixel. For the exposure maps, the four corners of the original pixel were translated as above to identify the pixel(s) in the stacked image over which the exposure in the original image should be distributed. This exposure was then shared among those pixels according to the fractional overlap. This method was based on the 'area' transform method of the swiftxform ftool.
While this approach allowed arbitrarily-sized stacked images to be created, there were limitations imposed by practical considerations, the chief of which was computational efficiency. The computer resources needed by our source-detection system scale approximately with the number of snapshots, with an additional factor related to overall image size. We therefore imposed a maximum image size of 2,300×2,300 pixels (≈ 90 ′ ×90 ′ ) which is sufficient to contain all observations within a standard Swift -XRT 7-point automated mosaic, as commonly used the follow up of neutrino triggers, or gammaray bursts detected by other satellites.
The data were split into stacked images based on their target IDs: a unique, 8-digit identifier assigned to each target. In principle, all co-pointed observations should have a common target ID, while all observations with a common target ID should be co-pointed. The former constraint was not always true, for operational reasons however this presented no difficulty as co-pointed target IDs were assigned to the same stacked image(s). The latter constraint has occasionally been inadvertantly violated, resulting in a small number of target IDs for which the different observations have disparate pointings. For these cases, the observations were split into co-pointed sets which were then assigned a new (unique) target ID for the purposes of stacked image creation.
In order to ensure that the maximum sky depth was reached for each sky location, target IDs could be assigned to multiple stacked images, and stacked images could overlap. To demonstrate, consider the case of 4 adjacent target IDs along the same line of declination, spaced evenly so as to slightly overlap each other; call these A, B, C, D. These would be split into two stacked images, one comprising A, B and C; the other, fields B, C and D. In this way all of the overlaps (AB, BC and CD) are in at least one stacked image. The sky areas in targets B and C and the overlap BC are in two stacked images, giving duplication of sources, but duplication of sources is an inherent part of the catalog since the observations making up targets A, B, C and D will all have also been analysed separately. The rationalisation of the source lists is described in Section 3.7. In total, 2SXPS contains 34,553 targets contributing to 14,545 stacked images; 7,260 of these target IDs contribute to more than one stacked image. A further 4,022 targets exist which correspond to a unique observation on the sky, and thus are in no stacked image.
Background modelling and stray light
During source detection, the background was repeatedly modelled and the resultant 'background map' was used by the sliding-cell detection and the PSF fitting. The basic approach to background modelling was identical to that in paper I, which was based on that used by the XMM (Watson et al. 2009; Rosen et al. 2016) and ROSAT (Voges et al. 1999; Boller et al. 2016 ) catalogs. Sources already detected were masked out, the data were coarsely rebinned and then this rebinned image was interpolated back to each pixel in the image 10 . For any sources which had been PSF fitted in a previous iteration, the PSF model was added to the background map, reducing the likelihood of spurious sources being detected around a bright source and enabling more accurate position determination of nearby sources. This background modelling was conducted for each snapshot separately, since the fields of view in each snapshot do not exactly coalign. The resultant maps were then summed to give a single background map for the dataset.
For 2SXPS we modified the approach from paper I in two ways. First, whereas in 1SXPS the background was rebinned into a 3×3 grid, in 2SXPS for observations longer than 2 ks (i.e. with a better-sampled back- Figure 3 . The effective area of the XRT as a function of off-axis angle, derived from ray-tracing simulations. The focussed field of view is 12.3 ′ in radius. The solid black curve shows the total effective area of the entire CCD. The broken red line shows the effective area over a CCD area equivalent to the half-energy-width of the PSF (18 ′′ diameter). The two curves are more disparate for sources outside the nominal field of view, because the X-rays for these are spread out over a much larger area of the CCD in large rings, whereas for on-axis sources the counts are focussed into the spot-like point spread function.
ground) a 5×5 grid was used, enabling locally-elevated backgrounds, for example due to diffuse emission, to be better modelled. Second, stray light was included in the background map. Stray light is an artifact of the Wolter-I optic design (Wolter 1952 ). X-rays within the telescope's nominal field of view undergo two grazing-incident reflections to focus them on the camera: off the parabolic and then hyperbolic mirror surfaces. X-rays from sources marginally outside of the field of view can also be scattered onto the camera via only a single reflection off the hyperbolic surface. Such X-rays fall in concentric rings on the detector (one ring per mirror shell), referred to as 'stray light'. This effect can be predicted and analytically modelled, as described in detail in Appendix A.
In paper I stray light was handled manually, by eyeballing images, identifying regions affected and flagging sources in those regions. For 2SXPS we developed a new technique to automatically include stray light in the background map, dramatically reducing the number of spurious detections. This consists of two main steps: first identifying sources capable of producing stray light and the datasets in which stray light may be expected; then fitting the stray light in the affected images and adding it to the background model.
Sources of stray light
The predicted effective area of the XRT as a function of off-axis angle, derived from ray tracing, is shown in Fig. 3 . This agrees with the in-flight measurements of ?. Any source ∼ 35-75 ′ off axis will produce stray light in the XRT, however for most sources this will be so weak and diffuse as to be irrelevant. In 1SXPS the median 0.3-10 keV background rate was 8.6×10 −7 ct s −1 pixel −1 , thus only sources bright enough to produce stray light at around this intensity need be considered. The half-energy-width (HEW) of the XRT PSF is 18 ′′ , the red dashed line in Fig. 3 corresponds to this, i.e. a region 45 pixels in area, in which the mean 1SXPS background level would be 3.9×10 −5 ct s −1 . The ratio of on-and off-axis effective areas in such a region width is ∼ 3×10 −5 , and by definition the true source count rate of an on-axis source is double the count rate measured in an HEW region. So a source with an on-axis count rate of 2.7 ct s −1 or higher can, when 35-75 ′ off axis, contribute photons to the XRT at a level similar to the normal background.
We compiled a list of all sources in 1SXPS with a count rate above this level. Using pimms and assuming a typical AGN spectrum (a power-law with Γ = 1.7, n H =3×10 20 cm −2 ) to convert this into expected brightnesses in XMM and ROSAT, we added to this list any source in the HEASARC X-ray Master catalog 11 above this flux. We also added all the contents of the INTE-GRAL reference catalog (Ebisawa et al. 2003) , queried via HEASARC on 2017 July 1: this catalog contains any sources ever recorded above ∼ 1 mCrab (≈ 1 ct s −1 in XRT) at 3keV. This list was then consolidated to remove duplicates and provided a reference list of possible stray-light sources. When the data were split into snapshots, any source in this list which lay 31 ′ -72.5 ′ away from the center of the XRT field of view was recorded as a possible source of stray light. Because the field of view can vary by several arc minutes between snapshots, this check was done for each snapshot independently.
Including stray light in the background maps
In principle, if we know the position of a source with respect to the XRT boresight and its intrinsic flux, the expected stray light from the source can be calculated analytically, as described in Appendix A, and then added to the background map. In practice this cannot be done for two reasons: first, only the 1SXPS and 2/3XMM sources have positions accurate enough for this to be done 'blind'; second, many of the sources are variable and their intensity at the time of the XRT observations is not known. Additionally, the analytical model is not perfect and sometimes the data were better modelled using a slightly incorrect source position. We therefore fitted the predicted stray light to the image.
We defined three free parameters per stray light source: θ, φ, N . The first two represent the source position (as position angle relative to the CCD DETX axis, and angular distance off-axis respectively), the third was its normalization. This fitting is a somewhat involved process due to three chief complications. First, unmasked point sources in the image can dominate the fit resulting in very poor reproduction of the stray light. Conversely, since stray light gives rise to spurious detections, masking out point sources can result in the stray light being entirely masked out and so unfittable. Second, the stray light contribution should be separated from the underlying background, otherwise the rebin/interpolate approach to creating the background map will overestimate the background in regions near to the stray light. Third, the pointing direction can vary by several arc minutes between snapshots, which is sufficient to significantly change the stray light pattern. Due to the inaccuracies in the model (Appendix A) it is not sufficient to identify the position and normalization of the stray-light-causing source in one snapshot and then simply adjust the parameters according to the pointing differences.
The algorithm developed to surmount these issues and provide a model of the stray light is described in Appendix A.1. It was optimised by running it on a series of 1SXPS datasets with and without stray light. Even so, a visual check was made of all possible stray-light fields, as described in Section 3.6.
PSF model and fitting
The PSF-fitting of new sources proceeded largely as in paper I: a circular region was identified, centered on the cell-detect position and with a radius depending on the source S/N, the source position (x, y) and normalization were identified as free parameters, and C (Equation 1) was minimised. Minimization was carried out using the MnMinimize class in the minuit2 C++ libraries 12 . The position uncertainty was found for each axis independently, by stepping the position in that axis and refitting (while keeping the test position frozen); where C increased by one from the best-fitting value gave the 1-σ confidence interval on the position in that axis. Very occasionally in 2SXPS, the position error could not be found in this way: MnMinimize failed to 12 http://project-mathlibs.web.cern.ch/project-mathlibs/sw/Minuit2/html/index.html return a valid fit while the source position was being stepped around. In this case the radial position error of the source was set to 11.301 ′′ √ N (90% confidence), where N is the number of counts in the PSF fit; this relationship giving the best-fit to the 2SXPS position errors determined succesfully by C stepping. There were also some cases where position errors were found, but were much smaller for the number of counts than was typical of the catalog. Such values may indicate that the C stepping encountered difficulties, but equally there are cases (e.g. crowded fields) where C can vary sharply with position. We did not alter these small values.
A few changes from the paper I approach need to be noted. First, sources with a S/N ≥60 from the celldetect phase were fitted over a region with a radius of 40 pixels (in paper I everything with S/N≥ 40 had a radius of 30 pixels). Second, if the position returned by the PSF fit had moved from the input position by more than 50% of this radius, the fit was repeated using a new region centered on the new position. A source could be refitted in this way no more than 5 times (to prevent infinite loops if a degenerate position solution was found). This was beneficial because, for very piled up sources where the PSF core has no counts in it (see Section 3.4), the true source position could lie outside of the initial PSF-fit region. A third change relates to the way pile up was handled, and will be discussed in the next section.
As well as these procedural changes, we considered the shape of the XRT PSF. Within the Swift software and calibration database (CALDB) the PSF is defined as the combination of a Gaussian and King function:
where N is a normalization, r the radius at which the PSF is evaluated, and σ, r c and β the parameters controlling the shape of the Gaussian and King components. Moretti et al. (2005) calibrated this in-flight and deemed that only the King-function component (the second part) was necessary, i.e. N = 0. While this proves a good description of most sources, we have found that for bright objects the outlying wings of the PSF appear to be underpredicted by this model, consistent with fig. 5 of Moretti et al. (2005) . This results in the background map around bright sources being too low and spurious sources being detected around bright objects. In paper I we handled this by defining a 'blind spot' around bright sources, in which detections were discarded as likely duplicates of the central object. This approach is less than ideal, as real objects do appear near bright ones. For this paper, we therefore attempted a recalibration of the PSF, in order to better model the wings. This work is described in Appendix B, and produced the PSF parameters shown in Table 2 . This PSF was used throughout this work, and will replace the existing PSF definition in a future caldb release. This dramatically reduced the number of spurious detections around bright sources. In paper I (Appendix A), we derived a function to model the 'spokes' in the PSF (the shadows of the mirror support structure): this is a function of PSF radius and azimuthal angle and the original PSF model is multiplied by this function. This function is not affected by the new PSF definition and was used as in paper I.
Pile up
Pile up is a phenomenon affecting photon-counting detectors such as the XRT. It occurs when multiple photons impact the same or adjacent CCD pixels within a single exposure frame, and on read-out the charge thus liberated is interpreted as arising from a single photon. Since this is a stochastic process some fraction of the events from any source will be affected by pile up, however this fraction only becomes significant at moderate source intensities: in XRT PC mode typically pile-up starts to become a factor for sources around 0.6 ct s −1 . Pile up is initially manifested by the core of the PSF being slightly suppressed compared to the wings, and the source spectrum being artificially hardened. A second factor is so-called grade migration: events are assigned a grade based on how many adjacent pixels are affected by the cloud of charge liberated by the incident X-ray. In the case of pile up, separate X-rays incident on adjacent pixels will be erroneously recorded as a single event covering both pixels. Once pile up becomes severe, this causes events to have invalid grades 13 and thus be re-13 That is, grades above 12 for PC mode, see https://www.swift.ac.uk/analysis/files/xrt swguide v1 2.pdf. jected, resulting in an apparent 'hole' in the core of the PSF; an example of such a source is shown in Fig. 4 . Evans et al. (2009) developed a series of discrete PSF profiles whereby a Gaussian component was subtracted from a King component, which approximately described the PSF at increasingly degrees of pile up. In paper I, each of these profiles in turn was applied to a source and the most appropriate profile was determined based on the fit statistic. Since we have redefined the PSF for this work (Section 3.3) these old profiles can no longer be used; and because the new PSF has both King and Gaussian components, the addition of a third element would also be incompatible with the existing CALDB and xrtdas software. However, pile up can be very accurately modelled simply by multiplying the PSF by an analytical multiplicative loss function. This function was original used by Popp et al. (2000) to describe the spectral energy redistribution of the XMM EPIC-pn camera but works well in our context. It depends only on radius r and is given by:
provided S < 1; otherwise A = B = 0 and the function has no effect. Thus, pile up can be modelled by the addition of the following four free parameters. S, which can be in the range [0, 1) determines the overall depth of the loss function, for S = 0 there is a hole in the center of the PSF, at S = 1 pile up has no effect. l, which was limited to [0.1-50] controls the overall scale of the loss function, and the transition from the core to the wings of the PSF. c, which we restricted to [0.1, 10] affects the steepness with which the loss-function changes in the PSF core, and is complemented by τ which could cover [0.1, 200] and controls the loss-function out in the PSF wings. With the exception of S we had no a priori expectations of what ranges the parameters should cover, and the above ranges were taken as those which (from CCD simulation work, Beardmore et al. in prep) could be deemed reasonable.
When performing a PSF fit to a source, the fit was originally carried out using the new PSF model (Equation 3) with no loss function. If the source had a S/N from the cell-detect pass of at least five, a second PSF fit was performed, this time with the loss function included, and hence four extra free parameters. As with the original fit, if this moved the position significantly, the fit was repeated with a new region centered on this position: see Section 3.3. The likelihood value relating to the new fit was calculated using Equation 2, where ∆C was the difference between the with/out loss-function fits, and ∆ν = 4 (the loss function parameters). If L > 10 the source was deemed to be piled up, and the results of the fit with a loss-function were taken as the source parameters. If a source is affected by pile up, the PSF shape will be affected in all energy bands (although not necessarily to the same degree as pile up causes soft events to migrate to the harder energy bands), regardless of the brightness in that band, which can cause problems for the algorithm as described above. Consider for example, a very piled-up, very absorbed source. There may be only a small number of events in the soft band, thus the source will have a low S/N and so not meet the criteria for the piled-up fit to be performed. But, those few counts will nonetheless show a hole in the center of the PSF and the non-piled-up fit will give an inaccurate position. In order to properly handle such events, a list of sources found to be piled up in the total band was supplied to the processing for the other energy bands. Any source found in those bands which lay within 20 pixels of a piled up source (50 pixels if S < 0.1) was assumed to be the piled up source, and thus the lossfunction fit was performed regardless of the S/N; the L threshold required for such sources to be recorded as piled up in the sub-bands was reduced to 2.5. Despite this, there were still cases where pile up was not properly identified in the sub-bands, and instead multiple faint, non-piled up sources were reported. These were identified and handled during the creation of the unique source list (Section 3.7).
For all sources for which the loss function was fitted, regardless of whether it was accepted as necessary, the best-fitting loss function parameters were included in the catalog, along with C with and without the loss function and a note of whether the preferred fit was that with or without pile up.
As can be seen from the above description, in our software the loss function was applied to the PSF, i.e. it affects only the events expected from the source. In reality, the situation is more complex since there will also be background events present, and pile up is related only to the event rate, not the event origin; that is, the background should also be suppressed by pile up; but the loss function definition does not account for this. In fact, this issue is generally irrelevant because the source is, by definition, extremely bright and the background negligible in comparison. The exception is for cases where S → 0, giving a hole in the center of the PSF as all events are migrated to unfeasible grades or energies. In reality, there will be no events in the CCD center because of pile up, however our PSF model will contain no source counts, but background events are still present. Since the hole is symmetrical, and the fit will be dominated by those regions where source counts are present, this problem can be discounted.
Likelihood tests and flags
In paper I, we determined whether a detection corresponded to a real source by means of a 'likelihood' value (hereafter L src ) as defined in Equation 2, where ∆C=C nosrc − C best : here C best is the fit statistic of the PSF fit, and C nosrc is the C-stat value obtained comparing the background map with the data over the source PSF fit region, i.e. the C-stat obtained if there were no source present. For non-piled-up sources, ∆ν is 3, for piled-up sources it is 7 (i.e. the number of free parameters in the PSF fit). Sources were assigned a quality flag based on L src (calibrated via simulations, see Section 7). The limitation of this statistic is that it can have a high value for reasons other than the presence of a point source: for example diffuse emission or imperfectly-modelled stray light (Section 3.2.1) may be 'better fitted' with a PSF-like distribution of counts than only with the underlying background, despite there being no point source present in reality. We therefore introduced an extra test for 2SXPS, to supplement L src . A model was fitted to reproduce a homogeneous elevation in count rate in the fit region. This model had a single free parameter: the normalization. The C-stat for this model (C flat ) was recorded and L flat calculated via Equation 2, comparing C flat with C best . Low values of L flat indicated that the PSF-like count distribution offered little improvement over a homoegeneous disitrbution, i.e. the 'detection' was unlikely to be a point source.
As in 1SXPS, we defined three possible source flags: Good, Reasonable and Poor 14 , and like 1SXPS, these were defined such that the spurious source contamination level was 0.3%, 1% and ≤10% in the Good, Good+Reasonable and full catalog samples respectively. However, this time when determining the source flag both L src and L flat were taken into account. The relationship between these likelihoods and source flag depends on the exposure time. In paper I we determined this relationship based on the exposure in the image, which, because vignetting in XRT is modest, was a viable approach. Due to the larger stacked images in 2SXPS this is no longer viable as exposure can vary dramatically across the image due to the varying number of overlapping observations. The exposure time used in flag determination in this work was thus the exposure time at the location of the source. Additionally, the dependence on exposure time is really a proxy for dependence on the background level. The L thresholds in paper I were determined using simulated total-band im- Table 3 . The threshold likelihood values for the different detection flags; both likelihoods must be above these for a source to be given the described flag.
Flag
Exposure
Note-1 E = exposure at the source position, scaled by the background in the given band relative to the total band.
ages, and thus were likely over-conservative for the soft, medium and hard bands, in which the background level is naturally lower. For this work we instead determined the mean background levels from 1SXPS in each of the energy bands as a factor of that in the total energy band. When calculating the exposure to use in determination of a source's flag, the actual mean exposure time at the source position was multiplied by this factor. The relationship between L values, exposure and assigned flag was calibrated via the simulations described in Section 7. As in paper I, we found that the threshold L values depended on exposure time, as shown in Table 3 . Sources flagged Good by their likelihood values were downgraded to Reasonable if they lay within 30 pixels (71 ′′ ) of fitted stray light emission, or if the mean background in the source region was above 10 −3 ct s −1 ; this latter case indicating that the detection was likely to have arisen in an area heavily affected by the PSF wings of a bright source. Such detections can be real sources, but the contamination rate in these cases will be higher than in the simulation used to calibrate flag settings; we demoted such sources to keep the Good sample as pure as possible.
Within the database table, the flags are stored as integer values: 0, 1, and 2, corresponding to Good, Reasonable and Poor respectively. These flags could be increased to indicate concerns regarding the source. The extra values are bit-wise flags, described in Table 4 . So, for example, a source with a flag value of 5 would mean that the source is Reasonable (based on it likelihood values) but corresponds to a position covered by a known extended source; thus it may be a point source within the extended emission, or it may be a spurious event arising due to the extended emission.
As well as the detection flag, three other flags were created for each source. 'StrayLightWarning' was 0 or 1, indicating whether the source had been flagged as being affected by stray light (defined above). 'NearBright-SourceWarning', indicates whether the mean background level at the source location was high and so the source may be spurious due to a nearby bright object (see above). A value of 0 indicates that this warning is not set, and 1 indicates that it is. A value of 2 can also be given for sources detected in stacked images. In these cases, if there is a variable source which was briefly bright and has been observed many times, the PSF wings in the stacked image will have a low overall count-rate, and the time-averaged PSF model may underestimate the PSF wings. So for any source detected in a stacked image, in which the background rate is high (i.e. above 10 −3 ct s −1 pix −1 as above) in any individual observation of the source's location, the 'NearBright-SourceWarning' is set to 2; the flag associated with that detection is also downgraded from Good to Reasonable if it was the former. Another flag, 'OpticalLoadingWarning', indicates whether the source was potentially affected by optical loading; that is, whether its position matched a known optical source bright enough to deposit sufficient energy onto the XRT to masquerade as X-rays 15 . If no such optical source was found, this flag was set to 0, otherwise its value indicates how many magnitudes brighter the optical source is than the magnitute at which optical loading is first expected to be a factor. Optical loading is discussed in more detail in paper I, section 3.4.
3.6. Visual screening and flagging of datasets 15 See https://www.swift.ac.uk/analysis/xrt/optical loading.php.
After source detection had been completed in all four energy bands, a dataset was flagged as needing manual examination if any of the following criteria were satisfied:
1. A possible source of stray light had been found (regardless of whether it was deemed necessary in the fitting).
2. The median distance between detections in any given band was < 80 ′′ .
3. The dataset corresponded to an observation in 1SXPS which had a non-zero flag after manual screening in that catalog.
4. The dataset was a stacked image, for which one of the component observations satisfied criteria 2 or 3 above.
The first criterion required us to verify that the stray light modelling was at least adequate in all cases. Criterion 2 was specified because a high density of observations either indicated a genuinely dense field (such as the core of M31), or the presence of an artifact that gave rise to multiple spurious detections such as diffuse emission or unmodelled stray light. Criterion 3 is selfexplanatory, and criterion 4 ensured that any stacked image containing a potentially contaminated observation was also checked. In total 13,825 datasets (out of 142,064) were identified in this way. For each of these two questions were addressed: whether there was any diffuse emission present in the image and whether stray light was handled adequately. In the former case, if diffuse emission was identified in the image we created circular or elliptical region(s) to cover the emission. All sources lying inside this region were flagged (bit 4 of their flag set, see Section 3.5 and Table 4 ). If this emission was astrophysical (i.e. not arising due to instrumental effects such or bright Earth contamination) then the region was also applied to all other observations sharing a target ID with the screened image, and to any stacked image the observation in question contributed.
For fields where stray light had been deemed unnecessary by the fit, we confirmed that it was indeed absent. For observations where stray light had been fitted, the stray light model was compared with the image to confirm that stray light was indeed present, the model gave a reasonably accurate reconstruction of the stray light and that any detection within the stray light was appropriately flagged. In the event that stray light was present but not fitted, or was fitted but badly, we manually generated stray light images for trial positions of the causal source until a reasonable reproduction of the Note-1 i.e. the field contained a source that was heavily piled up in one band, but not fitted as such in another band. See Section 3.7 for details.
observed stray light was obtained. The observation was then reanalysed, with the manually-determined position provided as the starting point for the stray light fit. The field was then reinspected to confirm that the stray light was now handled. Fields where stray light was present but had not been modelled because the causal source was not found in the catalog look up, were selected for screening as they met criterion 2 above, they were handled in the same way as sources where the stray light was badly fitted. In some cases even after refitting, the model fit was clearly imperfect (for example, the curvature of the rings was not quite right, or an extra ring was modelled which was not seen in the data); however, provided that the model had been able to suppress spurious detections, or at least ensure that such detections were flagged, it was accepted as 'good enough'. In a small number of cases (104) even after this iteration an acceptable reproduction of the stray light could not be obtained. For such fields bit two of the 'field flag' for the affected dataset was set, as described below. For observations where stray light had been modelled, but visual inspection showed that there was in fact no such contamination the observation was reanalysed with no stray light fitted. If this reanalysis resulted in a median inter-source distance of < 80 ′′ we reinspected the field to confirm whether our decision to remove the stray light model had been erroneous (in which case it was reinstated). If an observation had to be reanalysed as a result of the stray light screening, all stacked images to which that observation contributed were also reanalysed.
Once visual screening was complete, each dataset was assigned a flag, referred to as the 'field flag' in the catalog tables. This is a bitwise flag, and the different flags are defined in Table 5 .
Construction of the unique source list
The rationalization of detections into a unique list of sources was a two-step process: first the detections from the different bands within each dataset were combined into a single source list per observation. For this step, the astrometric uncertainty on the XRT pointing could be neglected since it was the same for each band. The second step was to combine the outputs of step one from each dataset into a unique list of sources; for this of course the uncertainty in the relative astrometry of the different observations had to be accounted for.
For step one, two detections in different bands were considered the same source if their positions agreed to within 3 σ or they were within 10 pixels (23.6 ′′ ) of each other. The latter clause arose because our simulations showed a large tail on the position reconstruction error. This differs notably from 1SXPS where the match radius was simply a function of source brightness. The reference position for the source was taken from the Good or Reasonable detection with the smallest position error or, if all detections were Poor, the detection with the highest S/N. In the event of a detection in one band matching multiple detections from other bands, it was assigned to that to which it was closest.
The exception to this was for piled up sources. As discussed in Section 3.4, it is possible for a heavily piledup source not to be identified as such in the sub-band images, giving rise to multiple spurious detections. To ameliorate this issue the detection-matching process was carried out for piled-up sources first. For each piled up detection, d i , in a given band, b, a counterpart was sought in each other energy band with a localisation within 5 pixels (11.8 ′′ ) and an S value within 0.5 of that of d i . If such a detection was found in band b it was associated with d i ; if not, then the pile up profile of source d i had not been fitted properly in band b, therefore all sources in that band within 100 pixels (236 ′′ ) of d i were assumed to be spurious detections of d i . Such detections had bit 3 of their flag set (Table 4) .
Once the unique list of sources per dataset had been determined (in step one), the absolute astrometry of the dataset was calculated by aligning these sources with the 2MASS catalog (see paper I, section 3.7 for technical details). If this process was successful, the corrected positions were reported, but they were only used if the uncertainty on the 2MASS-derived astrometric solution was smaller than that associated with the XRT star tracker astrometry (3.5 ′′ at 90% confidence).
For step 2, the unique source lists from each dataset were compared, and objects were considered the same source if their position -including astrometric uncer-tainty -agreed at the 5-σ 16 level. The final detection flag assigned to each source and band was the best flag from all the individual detections in that band; the overall detection flag and S/N for each source was the best obtained from all detections and bands. The stray light and optical loading warnings for each source were set to the worst values from the individual detections.
In a small number of cases multiple detections of the same source were erroneously recorded as different sources, as their positions in the different detections differed by more than 5-σ, suggesting either a high proper motion, or that the position errors have a larger tail than would be expected from pure Rayleigh statistics. The latter case will occur if, for example, the astrometric solution related to a field has degenerate solutions as can occur if (for example) the number of reference stars is low. We therefore identified any sources which were within 20 ′′ of each other and not identified in the same dataset, and marked them as potential aliases of each other. 1,735 sources were identified in this way. Not all of these are aliases: some will be spurious events around a bright source, and some genuinely nearby but distinct sources. However, these possible aliases are marked to allow users to investigate more closely if they desire.
SOURCE PRODUCTS
For each source we determined the count rate for each energy band and observation covering the source location, regardless of whether it was detected in that dataset. We measured these rates both averaged over the observation and for each individual snapshot. A circular region centered on the source position was used, with the radius set to that used when the source was PSF fitted, or 12 pixels (28.2 ′′ ) if the source was not detected in the dataset under consideration. The total counts in that region, C, was measured from the image, and the expected number of background counts B was taken from the final background map for the observation/snapshot. If the source had been detected in the observation in question, the PSF model for the source was first subtracted from the background map. If C − B > 100 or either C > 1000 or B > 1000 standard frequentist statistics were used to determine the number of source counts and its error; otherwise the Bayesian approach of Kraft et al. (1991) was used. As in paper I, we calculated the 1-σ confidence interval on all count rates. However, in addition for this work we calculated the 3-σ interval for all observations and bands in which the source had not been detected, and for all snapshots. If the 3-σ lower limit was 0, the source was flagged as undetected in this dataset, and the 3-σ upper limit was recorded as well as the 1-σ confidence interval. Note that a source which was not found by the source detection process in a given dataset can nonetheless be reported as detected in the same dataset by this 'retrospective' count rate calculation approach; this is because the source detection is a blind process, whereas retrospective count rate measurement is predicated on the knowledge that there is a source at that location, which makes it more sensitive (i.e. one does not need to allow for the large number of trial positions). When accessing the source light curves via the 2SXPS website, users can choose whether to define a datapoint as a 'detection' based on the blind search or the retrospective analysis, and whether to retrieve 3-σ upper limits or 1σ confidence intervals for non detections, giving greater control than was possible in 1SXPS. In addition to these time-resolved count rates, a single mean count rate per energy band was determined by summing C and B from all the individual observations. The peak rate in each band was also recorded, determined as the individual per-observation or per-snapshot rate with the highest 1-σ lower limit.
All count rates above were corrected for vignetting, pile up and bad columns or pixels on the CCD. This was done by summing the fitted PSF model (with pile up, if appropriate) multiplied by the exposure map over the circular extraction regions, then also integrating the theoretical PSF to a radius of 150 pixels 17 multiplied by the peak on-axis exposure time. The ratio of these gives the correction factor by which the count rate and error were multiplied. Note that, for large stacked images the fractional exposure towards the edges can be very small compared to the peak exposure time, giving very large corrections. When calculating the mean count rate the correction factor was calculated as i (C i F i )/ i C i , where C i is just C measured from dataset i, and F i is the correction factor in that observation.
As well as light curves, two hardness ratios were created for each source, for each snapshot and observation and an overall ratio. These ratios were defined as in paper I:
where S, M, H refer to the background-subtracted count-rates in the soft, medium and hard bands respectively (the bands were defined in Table 1 ). If both bands in the hardness ratio contained > 100 counts and had S/N> 2 then the ratios were calculated using the above equations, with the errors on H, S and M taken as {H, M, S} respectively and propagated through Equations 8 and 9. For fainter sources we used the Bayesian method of Park et al. (2006) , where we used the effective area option in their code to include the count rate correction factors in the calculation.
For a small number of datasets with short exposures, there were no events in one or more of the sub-bands, in which case the HRs could not be determined.
For each energy band and hardness ratio we also quantified source variability. This was done by creating per-snapshot and per-observation light curves from the count rate and hardness ratios calculated as above; the 1-σ confidence intervals were used for all bins. The Pearson's χ 2 (Pearson 1900) was then calculated as in paper I, where the model was that of constant flux at the mean level, and from this the probability that the source was constant was determined (see paper I, section 4.1 for details).
Note that, for all data products, we used only the PC mode data included in the catalog. Many of the sources have also been covered by WT mode observations. However, these contain only 1-D spatial information and so are only appropriate for bright sources: with the majority of 2SXPS sources being serendipitous, the WT data will be contaminated by the other sources in the field 18 .
As noted above, a very small fraction (< 0.8%) of the sources in the catalog are potential aliases of other sources; in these cases the light curve will contain a mixture of correct source count rates and erroneous measurements or upper limit (the latter in the case that the detections of the source were classed under its alias). The 2SXPS website (Section 6) allows the light curves of aliases to be combined in order to give the correct data.
Spectral information and flux conversions
Spectral and flux information was determined for every source. The approach is summarised briefly here, for full details see section 4.2 of paper I. These values were determined for two spectral models: an absorbed power-law, and an absorbed optically thin plasma model (APEC Smith et al. 2001) ; absorption was calculated using the tbabs model (Wilms et al. 2000) . Flux conversions and (where appropriate) spectral properties were derived using xspec. Up to three methods were used to determine the spectral details for each model.
The first method was applied to every source. We assumed standard emitting models: a power-law with photon index 1.7 and an APEC with a plasma temperature of 1 keV, and fixed the absorption column to the Galactic value along the line of sight to the source, from Willingale et al. (2013) . The second method was attempted for every source. For this we simulated spectra in xspec to produce a look-up table of the spectral parameters (i.e. absorption column and either powerlaw photon index or APEC temperature) as a function of (HR1,HR2). For each source whose time-averaged (HR1,HR2) values were consistent with those producible by such a spectrum, we interpolated on this grid to determine the spectral parameters (and uncertainties), and hence also the energy conversion factor 19 . The third method was only carried out for sources from which more than 50 net counts were detected, and which were detected (either in the blind searching or the restrospective count rate determination) in at least one singleobservation dataset. For these, a spectrum was constructed using the tools from Evans et al. (2009) , combining only those individual datasets in which the source was detected (again, via either definition) -this is to avoid diluting the S/N in the spectrum by including periods of background-only data. In this case the spectral models were fitted to the extracted spectra to give the best-fitting parameters. Fitting was carried out on the unbinned data, minimising the W statistic in xspec; a Churazov-weighted χ 2 (Churazov et al. 1996) was then calculated to give a goodness-of-fit indication 20 . The energy conversion factors (ECF) for the source (i.e. conversion from count-rate to flux) were then derived from these spectra, but the fluxes in the catalogue were found by multiplying the mean total-band count-rate by the ECF. That is, by limiting ourselves to datasets where the source was detected we have not biased the fluxes in the catalog.
The only deviation of this approach from the paper I method affected the second method (HR interpolation). In paper I we created a single set of look-up tables for each of the two spectral models. However, on 2007 August 30 the CCD substrate voltage was changed from 0V to 6V. This has a small effect on the spectral calibration of the instrument, so for this work we created separate look-up tables for the two substrate voltage settings. We chose which table to use based on whether the mean arrival time for photons from the source occured before or after the voltage change.
For the APEC spectral model, there is a small region of (HR1, HR2) space which would be occupied by sources with very high absorption columns (> 10 22 cm −2 ) and typically low (< 1 keV) plasma temperatures; for such sources the predicted counts to unabsorbed flux conversion is very high (due to a low predicted count rate, but high unabsorbed flux). There is a small number of sources, <1,000, in 2SXPS which thus contain unrealistically high unabsorbed flux values, based on the interpolated APEC spectrum; such values should be treated with caution, and are more likely to indicate that the true source spectrum is not an absorbed APEC. The observed fluxes for these objects are not unrealistic, since these have, like the count rate, been suppressed by the high absorption.
CROSS CORRELATION WITH OTHER CATALOGS
We cross-correlated the 2SXPS catalog with a range of other catalogs, using the same approach as paper I (section 4.3), i.e. identifying all sources in those catalogs with positions agreeing with the 2SXPS position at the 99.7% confidence level (using Rayleigh statistics, accouting for the uncertainty in the 2SXPS and external catalogs). Unlike paper I we chose not to correlate against the dynamic catalogs of SIMBAD and NED (links to perform such a search are provided on the 2SXPS website), but we added correlations with ALLWISE and 1SXPS. For the other catalogs we used updated versions if they existed: the list of catalogs and number of matches are given in Table 6 . As for 1SXPS, we estimated the rate of spurious correlations by randomly shifting the 2SXPS positions by 1-2 ′ and repeating the correlation: the number of matches found in this second pass is also shown in Table 6 .
CATALOG CHARACTERISTICS, ACCESS AND CONTENTS
2SXPS contains 206,335 unique sources, with a total of 1.1 million blind detections across all four energy bands 21 . The median 0.3-10 keV flux 22 is 4.7×10 −14 erg cm −2 s −1 . The observations in the catalog contain a total of 267 Ms, with a unique sky coverage of 3,790 deg 2 . 21 In the XMM catalogues the detection of the same source in multiple energy bands in the same dataset counts as a single detection. Using this terminology, 2SXPS contains 530,612 detections. 22 Assuming an absorbed power-law spectrum. This is nearly twice as much sky area as was covered by 1SXPS, 3.5 times the area covered by 3XMM-DR8, and 6.8 times that in CSC 2.0 23 . There are 82,324 variable sources in the catalog. Despite the lower effective area of XRT compared to the XMM instruments, the median source flux is only a factor of two higher than in 3XMM-DR8, likely due to the lower background level in XRT caused by its low-Earth orbit. The median source flux is actually higher than in 1SXPS, despite the fact that our improved source detection system is actually more sensitive (Section 7); this is because the combination of our different data selection criteria and the evolution of the science Swift carries out, results in a mean observation exposure time in 2SXPS of 2063 s, compared to 3007 s in 1SXPS.
The catalog can be queried or downloaded via a bespoke website at: https://www.swift.ac.uk/2SXPS. Four tables are available for download, containing the sources and their properties, individual detection details, details of the datasets in the catalog, and details of the external catalog cross-correlation. The contents of these tables are described in Appendix C, Tables 8-11 . The main table, detailing the unique sources, is also is available through Vizier, as catalog IX/58, and will be made available through HEASARC.
The source and datasets tables can be queried via the above website, either using a simple cone search or using detailed filtering on any/all of the table properties. Web pages exist for each source and dataset, giving access to all products. An upper limit service is also provided. Full documentation is on the website.
As for 1SXPS we have defined a set of filters defining a 'clean' sample, and additionally for 2SXPS an 'ultraclean' sample. Cone searches on the website can be restricted to these subsamples. Clean sources are those with a best detection flag of 0 or 1 (i.e. Good or Reasonable with no other warning bits set); OpticalLoad-ingWarning, StrayLightWarning and NearBrightSource-Warning all unset; and a field flag or 0 or 1 (see Table 5 ). Ultra-clean sources are are subset of the clean sources, with detection and field flags of 0. There are 146,768 clean sources and 132,287 ultra-clean sources in 2SXPS.
COMPLETENESS, CONTAMINATION AND ACCURACY
As for paper I, we used simulations to calibrate the likelihood thresholds and explore the performance of our source detection software. We used the background maps (minus source models) from 1SXPS as the in- put to the simulation; the background was modelled by randomly drawing the number of counts in each pixel from a Poisson distribution with a mean given by the background map. Sources were added to the image, with their fluxes drawn randomly from the log N − log S distribution of extragalactic sources from Mateos et al. (2008) . The number of sources per image was also drawn at random from this distribution, although we required a minimum of 10 sources per image to allow us to generate reasonable statistics without requiring a ridiculous number of simulations. We artificially spaced sources to be at least 50 pixels apart, to ensure that the association of detected sources with simulated sources was unambiguous; this may mean that the source completeness in crowded fields is slightly less than from our simulations. We simulated images with exposures approximately evenly distributed (logarithmically) between 150 s and 1 Ms; for each exposure time 24 we selected three seed datasets from 1SXPS, representing a typical, low and high background level. We then simulated images; the number of simulations performed depended on the exposure time since the shorter images contained fewer sources, but were also quicker to process, details are given in Table 7 . Our source detection system was applied to these simulation. Detected sources were either identified with one of the simulated sources (based on position and error), or marked as spurious. We then calibrated the relationship between L src , L flat , exposure time and detection flag, so as to maximise completeness while obtaining the false positive rates for the different flags as defined in Section 3.5; the resultant thresholds were given in Table 3 . Verification of the false positive rate can be seen in Fig. 5 . The completeness as a function of exposure time is shown in Fig. 6 . This represents Figure 5 . The false positive rate from the simulations as a function of exposure time. The solid lines are at the 0.3%, 1% and 10% levels, and green, blue and red points represent the Good, Good + Reasonable and complete catalog samples. For some exposure times the false positive rate was never as high as the fiducial value for that flag, so those contamination levels should be treated as conservative. Figure 6 . The completeness of the 2SXPS catalog as determined from the simulations. The dotted, solid and dashed lines represent the flux at which 10%, 50%, and 90% of the simulated sources were recovered, as a function of exposure time. The green, blue and red lines represent the Good, Good + Reasonable and complete catalog samples respectively. a significant increase in sensitivty over paper I: in a 10 ks observation, the flux at which 2SXPS is 50% complete is 3.5 times lower than in 1SXPS. Note that, while we simulated based on three input datasets for each exposure time, and the seed datasets did not have exactly identical exposures, for ease of viewing, we have grouped each set into a single point in these figures. The reliability of the count rate reconstruction (including effects of the Eddington bias; Eddington 1940), flux estimation using the HRs, and variability estimates uncatalogued X-ray sources may be found and it is important to know whether they are new transient events or old sources in an area of sky previously uncataloged to XRT-levels of sensitivity.
Due to the delay between an observation being carried out and the data being incorporated in a catalog release, rather than waiting some years and then producing 3SXPS, we are instead intending to produce a 'live' Swift -XRT Point Source catalog (LSXPS) which will be updated each time a new observation is completed. This will also be a powerful facility for searching for transients or outbursts of known events in real time. This project is in its nascent stages as the moment, however at present we expect that we will do periodic fixed catalog releases (3SXPS, 4SXPS) to provide a reusable and static reference, but these will likely simply be a time-frozen snapshot of LSXPS.
CATALOG USAGE
This catalog can be freely used, provided this paper is cited; we also ask users to include the following text in the acknowledgments of any paper using 2SXPS: This work made use of data supplied by the UK Swift Science Data Centre at the University of Leicester. ACKNOWLEDGMENTS PAE, KLP, JPO, and APB acknowledge UKSA support. This research has made use of the XRT Data Analysis Software (XRTDAS) developed under the responsibility of the ASI Space Science Data Center (ASDC), Italy. We made use of the GNU Scientific Libraries (https://www.gnu.org/software/gsl; Galassi et al. 2009 ); the Minuit2 package provided by CERN (http://project-mathlibs.web.cern.ch/project-mathlibs/sw/Minuit2 the nlopt fitting library (https://github.com/stevengj/nlopt) and xspec. This research has made use of data obtained from the Chandra Source Catalog, provided by the Chandra X-ray Center (CXC) as part of the Chandra Data Archive. This research has made use of data obtained from the 3XMM XMM-Newton serendipitous source catalogue compiled by the 10 institutes of the XMM-Newton Survey Science Centre selected by ESA. This publication makes use of data products from the Wide-field Infrared Survey Explorer, which is a joint project of the University of California, Los Angeles, and the Jet Propulsion Laboratory/California Institute of Technology, funded by the National Aeronautics and Space Administration.
APPENDIX

A. STRAY LIGHT MODELLING
Stray light is a result of the Wolter-I optical design of X-ray telescopes such as the Swift -XRT. X-rays originating outside of the nominal field of view undergo a single reflection off the second (hyperbolic) mirror surface, which scatters them onto the detector. The result is a concentric ring pattern on the detector as shown in Fig. 7 . Each ring represents reflections off a single mirror shell; the arc-shapes resulting because the X-rays have reflected off a range of azimuthal angles around the mirror, and the ring thickness arising from the extent along the mirror length which can scatter the X-rays onto the CCD. Willingale (2019) describe in detail how the shape of this pattern can be determined for a given off-axis source position and the geometry of the reflecting surface. Their model was originally produced for the Wide Field Imager instrument on the forthcoming Athena satellite, but is applicable to all nested Wolter-I telescopes, such as Swift -XRT, and XMM. To produce a model for stray light in XRT. we used the equations from Willingale et al. , with details of the XRT mirror from the JET-X design specification 25 , which inluded the dimensions, shape and thickness of the mirror shells, baffles and mirror support structure. We then used this model to predict the stray light pattern on the XRT detector in terms of three input parameters: the position angle of the causal source relative to the CCD x axis (θ), the off-axis angle of the source (i.e. the angle between the CCD boresight and the source, φ) and a flux normalization (N ). The brightness of the rings from was calculated using the X-ray reflectivity of the mirrors, which depends on both photon energy and grazing angle. Note that this model returned the number of counts expected in each CCD pixel as a decimal, i.e. it is not quantised; it therefore served as a model to which the real (quantised and Poisson-distributed) stray light detected could be compared. To perform this comparison, the model image was converted from the CCD detector frame to a sky-coordinate image, using the satellite pointing information in a manner analogous to that used to convert the original event lists into sky images.
An example of the stray light model, converted to sky coordinates, is shown in Fig. 7 , along with the actual 0.3-10 keV image. As can readily be seen, the broad features of the data are well reproduced by the model, however there are imperfections: the radius of curvature of the rings is not quite right, and the radial intensity profiles are flatter and wider than the real data. These arise because our model assumes the idealised mirror exactly as per the design, whereas the real mirror has imperfections. The incorrect curvature arises because our model assumes that the XRT mirror shells are perfectly circular in cross section, whereas in reality they are distorted slightly by their connection to the mirror support structure. The radial profile differs from reality because in the idealised model, each mirror shell is perfectly uniform in thickness, and the shells are exactly concentric (i.e. the inter-shell spacing is constant); in the real mirror there are deviations from this idealised scenario which alters radial profile of the rings. A side-effect of the latter problem is that, while the total number of counts in the stray light models was correct, the peak level in the center of the rings was underestimated and so the detection of spurious sources was not adequately reduced. We therefore increased the normalization of the stray light rings by 1.5 compared to that expected from the mirror model (this number reached by trial and improvement). This has the side effect of causing the background to be even more grossly overestimated at the edges of the rings, although in fact this helps to compensate for the curvature errors. Pragmatically, our goal was to suppress the detection of spurious sources resulting from stray light and to flag any detected sources which were likely to be either spurious or at least affected by stray light; the fact that this approach may tend to over-estimate the stray light is prefereable to the alternative.
A.1. Incorporating stray light into the background model
When analyzing a dataset containing stray light, the stray light model had to be fitted to the dataset for the reasons discussed in Section 3.2.2. This was a complex process, illustrated in Fig. 8 and described below.
Before any source detection or background modelling was carried out, the snapshots were organized into co-pointed groups. Any snapshot pointed within 80 pixels (3.1 ′ ) of an earlier snapshot was assigned to the same group as that earlier one 26 Within each group the snapshot with the longest exposure (and so expected to have the best-sampled Figure 7 . Examples of stray light and its model. Top: the data (left) and background map (right) from obsid 00591551000. This dataset contains only a single shapshot of data, so the individual rings are clear. Bottom: As the top but for stacked image 14459, which includes the observation from the top panel. A range of obsids are present in this stacked image, many of which suffer stray light contamination from the same source (1SXPS J181228.2-181236). Where obsids have multiple snapshots the effect of the different pointings can be seen as the stray light models overlap, and the shadows caused by the mirror support structure move. stray light) was identified; these will be referred to hereafter as 'key snapshots'. During the actual background map creation (below), the full fit and test of whether stray light was needed was carried out only for the key snapshots; for the other snapshots, only the normalization was fitted: the position was fixed. This was primarily for reasons of computational efficiency: the fitting process was CPU intensive and slow, thus by reducing the number of snapshots for which the full fit was needed, the overall runtime could be significantly reduced. Not all steps in the fitting process (Fig. 8) were carried out each time the background map was constructed, as indicated by the decision forking. Here we describe the essential algorithm, with the deviations from it explained afterwards. Note that this presupposes that (a) potential source(s) of stray light had been identified as describe above (Section 3.2.1); if not, none of the stray-light-specific steps described here were carried out. Some steps are indicated with lower-case Roman numerals below and in Fig. 8, for 
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Save list N as the SL sources in this snapshot.
No
Yes
No Yes Figure 8 . Flow-chart depicting the algorithm used for searching for stray light, and including a model of it in the background map. Blue boxes with heavy borders mark the reference points numbered (lower-case Roman numerals) in the text.
The construction of the background map, as in paper I, consisted of iterating over all snapshots, creating a map per snapshot, and then summing them. For datasets with possible stray light, the key snapshots were processed first.
(i) For each key snapshot, as well as masking out any sources already detected, the regions of the CCD covered by stray light, as modelled last time the background map was created, were also masked out. (ii) The 'basic map' (i.e. that created by the mask/rebin/interpolate approach) was then created. The C-stat was calculated (Equation 1) comparing this background map with the snapshot image data, this value was recorded as C ref .
(iii) The possible stray light sources were then considered independently. The first time the background map was created, the positions of the stray-light sources were converted from (α, δ) to (θ, φ), these being the parameters to be fitted and stored internally. θ, the position angle from the CCD x axis to the source was allowed to vary by ±5 • ; φ, the off-axis angular distance to the source was given a range ±10 ′ . The normalization was fitted in log space, and allowed to vary by ±3 dex from the initial estimated value (determined from the cataloged flux of the source). (iv) Initially a grid search was performed to determine the best starting point for a fit. The three parameters were stepped over their ranges in 5 steps, C calculated at each point, at the best parameters and C noted. A likelihood test (Equation 2) was carried out comparing this best C with C ref determined in step (ii) and unless L was at least 15, stray light was deemed not to be present from this source and it was ignored.
(v) For cases where L ≥ 15, a fit was performed, using the best parameters from the grid search as the starting point, but retaining the parameter limits from step (iii). Fitting was carried out using the nlopt library 27 and the nl sbplx algorithm, which is based on the 'subplex' algorithm of Rowan (1990) . L was calculated comparing C from the best fit with C ref , and if L ≥ 30 the stray light source was saved as a possible contributor to stray light in this snapshot.
(vi) Once steps (iii)-(v) had been performed for each possible stray light source, any which passed the likelihood test were sorted into decreasing order of fit quality (i.e. increasing order of C). These were again fitted as in step (v), except that this time the likelihood threshold was increased to 32. If a stray light source passed this threshold, it was deemed to be present in the data. The best-fitting model of the stray light was immediately added to the background map used to fit the next possible stray light source, and C ref was set to the C value found from the fit. Thus, once a stray light source had been identified a subsequent source could only also be added to a key snapshot if it was still deemed significant given the presence of the source(s) already identified. This was necessary because even a badly-fitting or unnecessary stray light model gave a significant improvement to C when the true source of the stray light is not included in the model.
(vii) For any sources of stray light which passed all of the above steps, the best fitting position parameters (θ, φ) were compared to the best-fitting values from the last time a background map was created. If the new position represented a shift in (α, δ) of 30 ′′ or more (or if this was the first background map, so no previously fitted stray light positions existed), it is likely that the stray light was incorrectly masked out during step (iii). So the entire process [steps (iii)-(vi)] was repeated, using these new positions as the starting point, and for masking. Note that all stray light sources that had been tested during steps (iii)-(vi) were included again in this pass, including those where L had been found to be below threshold; this is in case the improved masking changed the L values.
After the above process had been carried out for each key snapshot, and the resultant stray light sources and their parameters stored, the remaining snapshots were processed. For these, the stray light definitions were taken from the relevant key snapshot, masked out in the creation of the basic map, and then fitted using the same library as above [step (v)], but this time only the normalization was free to vary and only by ±2 dex. No likelihood tests were performed: all stray light sources accepted for the key snapshot were modelled in each snapshot within that group.
The above algorithm describes the overall approach followed each time a background map was created during the source detection process, however there were deviations from this approach. The list of possible stray-light sources used from step (iii) onwards was not constant. In the first background map, all possible stray light sources identified when the data were being prepared were considered; in subsequent maps, only sources which passed the likelihood tests in steps (iv)-(vi) were used in step (iii) of the next background map. During the very first background map creation, the thresholds used in steps (iv)-(vi) were all set to one initially; i.e. any possible stray light source that made even a marginal improvement to the background model was initially retained -this was because at this point no stray light had been masked in creation of the basic map, which could significantly reduce the L values returned. However, once step (vii) was reached even on the first background map, the L thresholds were restored to those described above.
During source detection, once all of the high S/N sources had been detected and the S/N threshold reduced (i.e. phase two, middle column of Fig. 2, had begun) the positions and number of stray light sources was fixed completely; hereafter the key snapshots were handled like the normal snapshots, i.e. only the normalization was able to be refitted.
The full stray-light fitting process described above was only carried out on the total (0.3-10 keV) band image, and only for individual observations. In the former case, this is the image with the most events and so in which the stray light could be best modelled. Since the other images are subsets of the total-band image, it is nonsensical to independently fit the stray light; instead the positions of the stray light sources (per snapshot) from the total image were supplied to the source detection code for the soft, medium and hard bands and all snapshots were treated as non-key snapshots, i.e. only the stray-light normalization was fitted, and no likelihood tests were carried out.
For stacked images it was not necessary to carry out the full stray light fitting, since the background mapping works on individual snapshots, regardless of what type of dataset is being analysed 28 Therefore, for stacked images only the stray light normalization was fitted, and only the stray light sources necessary for the component observations were used, with no likelihood tests performed.
A shortcoming of our approach is that it will not pick up stray light too faint to make a significant impact on an individual snapshot, but which is visible -and produces spurious detections -in the full image for the dataset. In reality, this situation is rare, and was caught during the visual screening phase (Section 3.6). The only alternative would be to simultaneously fit all snapshots, which is not practical.
B. PSF CALIBRATION
Calibrating the PSF wings (i.e. the regions more than ∼ 30 pixels from the source) is challenging, since these contain only a small fraction of the source flux. Bright sources cannot be used for this calibration as their PSF shape is distorted by pile up. Instead one must identify modest-brightness sources with long exposures. This is also problematic for Swift because it has a low-Earth orbit, therefore long exposures can only be achieved by comibining data from multiple spacecraft pointings. The star trackers on-board Swift give astrometric accuracy of 3.5 ′′ (90% confidence), compared to a pixel size of 2.357 ′′ , thus when combining the data one must account for the fact that the source position can move slightly between observations, which will both broaden the PSF and change its shape. So, we require sources bright enough for a sub-pixel localisation to be performed for each snapshot.
We therefore selected sources in the 1SXPS catalog with total-band count rates in the range 0.3-0.6 s −1 , a minimum of five separate observations in the catalog, and a Galactic absorption column below 3×10 21 cm −2 . The latter criterion was to reduce the risk of high foreground dust contamination which can broaden the PSF by scattering. For each source we identified the stacked image in 1SPXS it was in, and used the data from that to model the PSF. The data were split into snapshots, and we performed a source centroid on each snapshot individually, rejecting any snapshots where the 1-σ position error was above 0.5 pixels.
We simultaneously fitted the same model to all snapshots individually, where the source position for each snapshot was taken from the centroiding performed above as any form of shifting and adding the individual artificially broaden the PSF. We found that the fits tended to be prone to local minima and therefore fitted the PSF profile using the simulated annealing approach of Vanderbilt & Louie (1984) . The fitted model was that given in Equation 3. The fits to some of the sources gave parameters significantly discrepent from those obtained from the majority of sources, likely indicating either a failure to find the true minimum, or possibly some issue with the data (such as a dust-scattering halo, or contamination from an unresolved nearby source). We tried refitting with a slower 'cooling rate' for the simulated anneal, and if the result was still strongly discrepent, we excluded the source from the analysis. This left us with 25 sources with similar PSF fit results to each other.
For each parameter in the PSF, we combined the best-fit values and uncertainties from these fits to produce a probability distribution function which, due to the central limit theorem, we expect to be Gaussian in nature. We then modelled this with a Gaussian function, to produce the best-fitting parameters used for 2SXPS, which were given in Table 2 . Unlike the current CALDB parameters, we find that a Gaussian component is necessary; as can be seen in Fig. 9 , its inclusion improves the modelling of the PSF core, particularly at 8-15 pixels, which in turn allows the King component to broaden, better reproducing the wings. The PSF CALDB file allows for the PSF parameters to vary with energy, off-axis angle and the product of these properties. Such variation, especially with energy, is expected physically, and was measured in the ground calibration (?). All of the sources we analysed were close to on-axis, however we split the data into different energy bands and repeated the fitting process. Unfortunately, due to the lower number of counts per band the uncertainties on the parameters we derived were large. No evidence was seen for energy-dependence but with no strong constraints. We elected therefore to treat the PSF as being independent of energy for the purposes of our catalogue construction. Since most modest-brightness sources are the target of their observation and are therefore on-axis, we lack the data to properly calibrate the off-axis angle dependence, so this was also ignored.
C. CATALOG TABLES
There are four 2SXPS tables for download. The contents of these files are given in the following tables. The files are available in 3 formats: as a comma separated values (csv) file, a FITS file, and as an SQL dump (mysql/mariadb format).
The primary catalog product is the '2SXPS Sources' file which contains details of the unique sources, as described in Table 8 . '2SXPS Datasets' (Table 9 ) describes the individual datasets; '2SXPS Detections' (Table 10) gives details of all of the individual detections and '2SXPS xCorr' (Table 11 ) lists all the external catalog matches. 
NumDetObs
The number of observations in which this source is detected.
BestDetectionID
The ID of the detection from which the position and error were taken (cf the detections table).
NonBlindDet band0 [Bool]
Whether the count rate in the total band is inconsistent with 0 at the 3-σ level (0 for no, 1 for yes).
NonBlindDet band1 [Bool]
Whether the count rate in the soft band is inconsistent with 0 at the 3-σ level (0 for no, 1 for yes).
NonBlindDet band2 [Bool]
Whether the count rate in the medium band is inconsistent with 0 at the 3-σ level (0 for no, 1 for yes).
NonBlindDet band3 [Bool]
Whether the count rate in the hard band is inconsistent with 0 at the 3-σ level (0 for no, 1 for yes).
Flag details
DetFlag
The overall source detection flag
FieldFlag
The best field flag from all detections of this source
DetFlag band0
The overall detection flag the total band
DetFlag band1
The overall detection flag the soft band
DetFlag band2
The overall detection flag in the medium band
DetFlag band3
The overall detection flag in the hard band The aggregate HR2 hardness ratio of the source Yes Table 8 continued 
Counts band0
The total number of counts in the source region in the total band
Counts band1
The total number of counts in the source region in the soft band
Counts band2
The total number of counts in the source region in the medium band
Counts band3
The total number of counts in the source region in the hard band
BgCounts band0
The total number of background counts expected in the source region in the total band
BgCounts band1
The total number of background counts expected in the source region in the soft band
BgCounts band2
The total number of background counts expected in the source region in the medium band
BgCounts band3
The total number of background counts expected in the source region in the hard band
RateCF band0
The PSF correction factor in the total band
RateCF band1
The PSF correction factor in the soft band
RateCF band2
The PSF correction factor in the medium band
RateCF band3
The PSF correction factor in the hard band 
PvarPchiSnapshot band0
The probability that the source count rate in the total band does not vary between snapshots
PvarPchiSnapshot band1
The probability that the source count rate in the soft band does not vary between snapshots
PvarPchiSnapshot band2
The probability that the source count rate in the medium band does not vary between snapshots
PvarPchiSnapshot band3
The probability that the source count rate in the hard band does not vary between snapshots
PvarPchiSnapshot HR1
The probability that the source HR1 hardness ratio does not vary between snapshots
PvarPchiSnapshot HR2
The probability that the source HR2 hardness ratio does no t vary between snapshots
PvarPchiObsID band0
The probability that the source count rate in the total band Table 8 continued 
FittedPowCstat
The C-statistic from the power-law spectral fit to the custom-built spectrum. 
FittedPowDOF
The number of degrees of freedom in the power-law spectral fit to the custom-built spectrum.
FittedPowReducedChi2
The Churazov-weighted reduced χ 2 from the power-law spectral fit to the custom-built spectrum. 
FittedAPECDOF
The number of degrees of freedom in the APEC spectral fit to the custom-built spectrum.
FittedAPECReducedChi2
The Churazov-weighted reduced χ 2 from the APEC spectral fit to the custom-built spectrum.
HasSpec
Whether a custom-built spectrum was created for this source.
Cross-correlation information
NumExternalMatches
The number of external sources found to agree spatially with this one at the 3-σ level.
NumExternalMatches slim
The number of external sources found to agree spatially with this one at the 3-σ level, excluding 2MASS, USNO-B1 and ALLWISE matches.
MatchInROSHRI [Bool]
Whether the source has a match in ROSAT HRI
MatchIn2RXS
[Bool] Whether the source has a match in 2RXS
MatchIn3XMMDR8
[Bool] Whether the source has a match in 3XMM-DR8
MatchIn3XMM Stack [Bool]
Whether the source has a match in 3XMM-DR7s
MatchInXMMSL2
[Bool] Whether the source has a match in XMMSL2
MatchInSwiftFT [Bool] Whether the source has a match in SwiftFT
MatchIn1SWXRT
[Bool] Whether the source has a match in 1SWXRT
MatchInXRTGRB [Bool] Whether the source has a match in the XRT GRB afterglows.
MatchInSDSSQSO [Bool]
Whether the source has a match in SDSS QSO DR14
MatchIn2MASS
[Bool] Whether the source has a match in 2MASS
MatchInUSNOB1
[Bool] Whether the source has a match in USNO-B1 Table 8 continued Whether the source has a match in ALLWISE Note-Boolean columns (marked as '[Bool]' above) have a value of 0 for false and 1 for true. 1 This is 'no' unless stated. For a field with errors, there are two error fields, fieldname pos and fieldname neg. 2 MET = Swift Mission Elapsed Time = Seconds since 2001 Jan 01 00:00:00 (TT) 3 ECF = Energy Conversion Factor, i.e. the conversion from observed 0.3-10 keV counts to 0.3-10 keV flux; ECFs are provided to convert to observed and unabsorbed flux. 4 NearBrightSourceWarning can have a value of 2, as discussed in Section 3.5. 5 The peak rate was defined in Section 4. MedianDist band0 arcsec The median distance between sources detected in Table 9 continued Note-1 Values > 10 10 refer to stacked images. The identifier of this source within this obsid and band
Band
The energy band in which this detection occurred Table 10 continued Cstat flat C assuming a spatially uniform increase above the background
Lflat
The likelihood value that this detection is PSF like, not flat Table 10 continued 
FracPix
The fraction of pixels within the PSF fit region which are exposed.
Pileup S
The best-fitting S parameter of the pile up model.
Pileup l
The best-fitting l parameter of the pile up model.
Pileup c
The best-fitting c parameter of the pile up model.
Pileup tau
The best-fitting tau parameter of the pile up model. 
