We study the structure of invertible substitutions on three-letter alphabet. We show that there exists a finite set S of invertible substitutions such that any invertible substitution can be written as I w • σ 1 • σ 2 • · · · • σ k , where I w is the inner automorphism associated with w, and σ j ∈ S for 1 ≤ j ≤ k. As a consequence, M is the matrix of an invertible substitution if and only if it is a finite product of non-negative elementary matrices.
Introduction
The study of substitutions (endomorphisms of of the free monoid of finite type) plays an important role in finite automata, symbolic dynamics, and fractal geometry ( [1, 3, 7, 18, 21] ). It has various applications in quasicrystals, computational complexity, information theory (see for instance [2, 4, 6, 10] ). In addition, substitution is also a fundamental object studied in combinatorial group theory [9, 11, 12] .
For substitutions over two-letter alphabet plenty of results have been obtained [5, 13, 20, 24] . The notion of invertible substitution appears in [16] : these are the substitutions which extend as an automorphism of the corresponding free group. Since then, they have been studied by many authors (see for example [5, 8, 23] ).
The invertible substitutions over a two-letter alphabet form a monoid whose structure in known [22] : this monoid can be generated by a permutation and two so-called Fibonacci substitutions (see Theorem 2.1 below).
Preliminaries and notations
Let us first recall some basic definitions and notations in the theory of substitutions (see [1, 18, 12] for a general theory).
Let A = {a, b, c} (resp. A = {a, b, c, a −1 , b −1 , c −1 }), A * (resp. Γ A ) be the free monoid (resp. the free group) generated by A (the unit element is the empty word ε). The elements in A * will be called "positive words" or simply "words" and those of Γ A "signed" or "mixed" words. The inverse of a positive word will be said to be "negative".
Let w ∈ Γ A . If w = x 1 · · · x k with x i ∈ A (i = 1, 2, · · · , k) and x i x i+1 = ε (i = 1, · · · , k − 1), we say that x 1 · · · x k is in the reduced form and that the length of w is k. This length will be denoted by |w|.
Let w, w j (j = 1, · · · , k) ∈ Γ A . If w = w 1 w 2 · · · w k satisfies |w| = |w 1 | + · · · + |w k |, we say that w 1 w 2 · · · w k is a reduced expression of w. We then say that w 1 is a prefix of w and that w k is a suffix of w, and we then write w 1 ¡ w and w k £ w respectively.
As already defined, a substitution over A is a morphism σ of A * . Such a morphism extends in a natural way to an endomorphism of Γ A ; If this extension is an automorphism of Γ A , the substitution σ is said to be invertible. The set of substitutions (resp. invertible substitutions) is denoted by S(A * ) (resp. by IS(A * )). We often identify an endomorphism σ of Γ A with the triple (σ(a), σ(b), σ(c)) of (maybe mixed) words. We define the length of σ to be |σ| = |σ(a)| + |σ(b)| + |σ(c)|.
If U is a subset of a monoid, U stands for the sub-monoid (not the sub-group, even when dealing inside a group) generated by U. The use of the same notation for different groups and monoids will not generate any confusion.
We shall use the following basic invertible substitutions and automorphisms.
• Permutations P will denote the symmetric group on A. Notice that P = π 1 , π 2 , where π 1 = (b, a, c), π 2 = (c, b, a). Note that the identity I = (a, b, c) ∈ P.
• Fibonacci type:
and F = R L. The elements in F are called substitutions of Fibonacci type or simply Fibonacci substitutions.
• Simple substitutions
It is easy to check the following equalities.
Definition 2.1. The elements in S will be called simple substitutions.
• Involutions
It is well known (the cancellation theory of Nielsen, see for example [12] ) that
For the case A = {a, b}, the following decomposition is known. 
Notice that any invertible substitution can be written as the product of finitely many indecomposable substitutions.
• Inner automorphisms
We shall also use the following operation.
• Cyclic operators:
We observe that the above operator is in fact a k-cyclic operator.
The following operations on substitutions will be frequently used in this paper:
More generally, let σ ∈ S(A * ), z ∈ A * (or z −1 ∈ A * ) be such that σ ′ = I z • σ is still a substitution, we shall say that I z is a cyclic operator for σ.
• Substitution matrix:
Let w ∈ Γ A . |w| a (resp. |w| b , |w| c ) will denote the number (algebraic sum) of appearances of a (resp. b, c) in w (e.g. |a −1 ba| a = 0). Let σ ∈ S(A * ). The substitution matrix of σ is defined by:
The above definitions and equalities can be extended to the case where σ and τ are endomorphisms on Γ A .
Substitution matrix is a basic tool to study substitutions [18] , but it cannot characterize the non-commutative combinatorial properties of A * and S(A * ). Notice that the usual non-negative elementary matrices are exactly the substitution matrices of permutations or Fibonacci substitutions.
As have been pointed out in [26] , comparing the case of two letters with that of three letters, we have
is a finite product of non-negative elementary matrices.
In particular, any such matrix is the substitution matrix of some invertible substitution.
2) The above statement is no longer true for 3 × 3-matrices.
A simple counter example is [26] 
We can verify that det(M) = 1, that M can not be decomposed as a product of non-negative elementary matrices, and that it is not a substitution matrix of any invertible substitution . We mention that there are infinitely many such matrices.
It was an open problem whether the substitution matrix of an invertible substitution is a finite product of non-negative elementary matrices [1] . Our Theorem 3.2 will give an affirmative answer.
Main theorems
The following decomposition theorem characterizes the structure of IS(A * ): any invertible substitution is a simple one up to a cyclic operator. (2) Furthermore, we can take w (or w −1 ) to be a common suffix (or prefix) of σ(a), σ(b) and σ(c).
The following examples illustrate the decomposition after a cyclic operator: Example 3.1.
1. σ = (ab, acb, ac 2 ). It can be checked that σ is an indecomposable substitution. However we have, by a cyclic operation, In fact, let (w 1 , w 2 ) be an invertible substitution, w 1 , w 2 ∈ {a, b} * . Then it is obvious that (w 1 , w 2 , c) is an invertible substitution over {a, b, c}. Applying Theorem 3.1, and noticing that w in the theorem must be empty, Theorem 2.1 follows.
On the other hand, since
, Theorem 2.1 can be restated as the same as Theorem 3.1:
Any invertible substitution over {a, b}, having been transformed by some cyclic operator, can be expressed as a finite composition of the Fibonacci (ab, b) and the permutation (b, a).
Remark 3.2. It should be noticed that Theorem 3.1 can not be extended directly to the case of an alphabet of 4 letters or more.
It suffices to see the following simple example of substitution on {a, b, c, d}: σ = (ab, acb, acc, d). It is indecomposable, but no inner automorphism "I z " can be applied.
Applying the above theorem to the substitution matrices we shall get the following theorem which explains the Remark 2.2:
-matrix of non-negative integral coefficients. M is the substitution matrix of some invertible substitution if and only if it is a finite product of non-negative elementary matrices.

Proofs
The theorems will be proved by several lemmas.
We shall use the following notations. The symbol "+"(resp. "−") will represent various non-empty positive words (resp. non-empty negative words), which are the elements of a, b, c (resp. a −1 , b −1 , c −1 ). We also use the symbols like " + − + " to represent various types of mixed words. As an example, u = + − + means that u = u 1 u Recall that by Nielsen's cancellation method, a morphism σ = (w 1 , w 2 , w 3 ) on Γ A is invertible if and only if (w 1 , w 2 , w 3 ) can be carried by finitely many "elementary Nielsen transformations" into the identity, and each of these elementary Nielsen transformations satisfies some "cancellation" conditions (see [12] ). The following lemma is a simple version of Nielsen's cancellation procedure that we use in the proofs. For the details, we refer the reader to [12, 14, 15] .
and that σ k is the identity.
Notation:
We write the procedure in the above lemma as
We say that each arrow represents a "Nielsen's cancellation" and that σ is cancelled to σ k .
Definition 4.1. We say that a non-trivial substitution σ = (w 1 , w 2 , w 3 ) is mixed if it satisfies w i w −1
The following lemma is proved in [26] .
Lemma 4.2. Any mixed substitution is non-invertible.
Corollary 4.1. Let σ = (w 1 , w 2 , w 3 ) be an invertible substitution, suppose that for all i = j, w i is neither a prefix nor a suffix of w j . There exist π ∈ P, non-empty words u, v, x, y such that either σ • π = (ux, uv, yv) or σ • π = (uxv, uv, y).
Proof. By the above lemma, σ is not mixed. Then by the assumption of the lemma we have that, there exist i, j, k (i = j, j = k) such that w
Ignoring some permutation, we can only consider the following two possibilities:
We get w 2 = uv and w 1 = ux, w 3 = yv . Case 2: We must have w 2 = uv and w 1 = uf = gv . It's clear that |u| = |g| , otherwise u = g then w 1 = w 2 which contradicts the invertibility. Subcase 2.1: |g| > |u| , then by w 1 = uf = gv , we have g = ux and w 1 = uxv. Then σ = (uxv, uv, y) with y = w 3 . Subcase 2.2: |g| < |u| , then still by w 1 = uf = gv we have u = gx and v = xf , thus w 1 = uf , w 2 = uxf , σ = (uf, uxf, y).
Lemma 4.3. Let w, v ∈ Γ A and σ be a morphism on Γ A . We have
Proof. By direct verifications. Let us show the last equality:
. We shall use the following notations:
Lemma 4.4. Let u ∈ Γ A and x, y ∈ A * be non-empty. Suppose that
Then we have either u ∈ A * or u
Proof. First assume that h 1 (u) = +. We will show that u ∈ A * . Otherwise, we may write u = u 1 β −1 u 2 (the reduced expression) where u 1 ∈ A * , u 1 = ǫ, β ∈ A = {a, b, c} and u 2 ∈ Γ A . Then by (4.4), we have
Notice that the right hand of the above equation is a reduced expression, and
which, together with (4.5), implies
Since β −1 u 2 is a reduced expression and x ∈ A * , (4.6) implies that β −1 u 2 x = +. Returning to (4.5), we have that the left hand of (4.5) is a positive word, which contradicts the right hand.
For the case h 1 (u) = − , we can show similarly that u −1 ∈ A * . Proof. We have w −1 w i w = u i (i = 1, 2, 3). By the above lemma, we have w ∈ A * or w −1 ∈ A * . If w ∈ A * , we have w i w = wu i which implies Proof. We only show that u £ ux m implies u £ ux by induction on the length of u: If |u| ≤ |x|, the conclusion is obvious. Suppose now |u| > |x|. Since u £ ux m , we can write u = u ′ x for some u
by the hypothesis of induction we obtain u ′ £u ′ x, which implies u£ux.
The following lemmas study the "cancellation properties" between special words, where we shall use h 1 (w) and h ∞ (w) to indicate the first and the last character of w as defined in (4.3).
Lemma 4.6. Let u, v, x and y be non-empty words satisfying
is not a prefix of v (resp. x); (4.8) y (resp. u) is not a suffix of u (resp. y).
(4.9)
Let w 1 = ux, w 2 = uv, w 3 = yv and consider the following mixed word:
where
and |w| ≥ 2. (4.12)
(Notice that (4.10) is in general not a reduced expression, this means that there are possible cancellations between words).
Proof. First notice the following obvious facts: Let u 1 , u 2 ∈ Γ A * be two (mixed) words in reduced expression.
some cancellation occurs) if and only if
We only show h 1 (w) = h 1 (w
) is similar. We consider only the case ǫ = +1, the case ǫ = −1 is similar. When k ≤ 3, we can check the conclusion directly by enumerating all possible cases. Now we will show it for k ≥ 4 by induction.
We have to consider carefully several cases. Keep in mind that in the following argument, we shall use frequently the condition (4.7)-(4.9) and the facts mentioned at the beginning of the proof.
By the hypothesis of induction h 1 (w
In this case, either w i 3 = uv or w i 3 = yv, we always have h 1 (w
In this case, either w i 2 = ux or w i 2 = uv, we always have
The above lemma will be used to study substitutions of the form (ux, uv, yv). The following lemma is the version for (uxv, uv, y). 
In this case, w = ((uxv)(uv)
Then by Lemma 4.5 we know that w = +− which implies h 1 (w) = h 1 (u) = h 1 (w i 0 ). Subsubcase 1.1.2. k = 2m: w = ux m+1 v, the conclusion follows. Subcase 1.2. Let w i j = y, where j = min{m; w im = y} Subsubcase 1.2.1. j = 2m − 1:
Case 2. w i 0 = uv. We use a similar proof as the case 1.
For any subcases, it is checked that h 1 (w
Lemma 4.8. Under the notations and conditions of Lemma 4.6 (resp. Lemma 4.7)
, let σ = (w 1 , w 2 , w 3 ), then σ is not invertible.
Proof. Were σ invertible, we would have a Nielsen's cancellation procedure as follows
where w
We will show that:
can be written in the form (4.10).
Then the previous lemma implies that |w (k) i | ≥ 2 which is in contradiction with (4.13). Now let us prove the claim by induction. Suppose that w
3 are of the form (4.10). Then
where τ ∈ {π 1 , π 2 , φ l , φ r ι 1 }. We shall show that w
are still of the form (4.10).
If τ ∈ {π 1 , π 2 , ι 1 }, the conclusion is trivial. So we consider only the case τ = φ r . The case for τ = φ l can be treated similarly.
3 ), then by the cancellation condition, we must have |w
Without loss of generality we suppose that h ∞ (w
1 ) = −, that is (by the above lemma and the assumption of induction), w
. Then by the cancellation condition (4.15) we must have w
If λ 2 = µ 1 , the conclusion for w 
. In other words, w 1 , w 2 , w 3 must have a common non-empty prefix or suffix.
Proof. Since σ is indecomposable and invertible, σ satisfies the condition in Corollary 4.1. Hence we can suppose that Case 1. σ = (w 1 , w 2 , w 3 ) = (ux, uv, yv) Case 2. σ = (uxv, uv, y) Consider the case 1. If the conclusion of the proposition were not true, we would have that (ux, uv, yv) satisfies the condition of Lemma 4.6 and 4.8, which imply that σ is not invertible, a contradiction.
For the case 2, the proof is the same as the Case 1 except that we apply Lemma 4.7 in stead of Lemma 4.6. Lemma 4.9. Let z, u, v, x, y ∈ A * . Assume that u, v, x, y satisfy (4.7), (4.8) and (4.9) . Denote w 1 = ux, w 2 = uv, w 3 = yv,
We have
Proof. (1) is proved in Lemma 4.6. (3) is a consequence of (2) . (4) can be proved similarly (by using similar definitions of N k , or simply by the fact that (4) differs from (3) by an inner automorphism). Let us prove (2) by induction.
Suppose
With a simple observation of appearances of z and z −1 in the expressions above, by the cancellation condition, the conclusion can be proved by using analogous arguments as in the proof of Lemma 4.6. Lemma 4.10. Suppose that σ = (zu 1 , zu 2 , zu 3 ) ( resp. σ = (u 1 z, u 2 z, u 3 z)) is a non-simple indecomposable substitution where z is a non-empty word. Suppose that u 1 , u 2 , u 3 have no common prefix and no common suffix. Then there exist a nontrivial invertible substitution σ ′ , a permutation π ∈ P and a Fibonacci f ∈ F , such that
Proof. Let w i = zu i (i = 1, 2, 3). First, from the fact that σ is non-simple indecomposable we have w i is neither a prefix nor a suffix of w j (∀i, j, i = j). it is easy to see that it is equivalent to prove the following claim:
Claim: We can choose w in (1) such that |w| ≤ |σ| min .
Let us prove the claim by induction on k = |σ|. If k ≤ 4 the claim can be verified simply by enumerating all cases. Suppose that the claim is true for k ≤ n (more clearly, for any substitution σ ′ of length less that n) and that |σ| = n + 1. By the conclusion (1) of the theorem, there exists w ∈ A * or w −1 ∈ A * such that I w • σ is simple. To be specific, we can suppose that w −1 ∈ A * , σ = (w 1 , w 2 , w 3 ) and that |w 1 | = |σ| min . If |w| ≤ |σ| min , nothing need to prove. Suppose |w| > |σ| min = |w 1 |. It is easy to see that w 1 is a common prefix of w 1 , w 2 , w 3 . Let then w 2 = w 1 w It is trivial that |σ ′ | < |σ| = n + 1 and that |σ ′ | min ≤ |σ| min , hence by the hypothesis of induction we have the following fact:
There exists z ∈ A * (or z −1 ∈ A * ) such that |z| ≤ |σ ′ | min and that g := I z • σ ′ is simple. (4.25) Then it follows from (4.24) and (4.25) that
Since |z| ≤ |σ| min and g • f is (by definition) simple, the conclusion is proved. P
Proof of Theorem 3.2:
We check easily that if σ = I w • τ , then M σ = M τ . We have also M σ•τ = M σ M τ . The theorem is then a direct consequence of Theorem 3.1. P
