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Résumé – Le traitement de données en grande dimension requiert généralement une étape de réduction de dimension afin de travailler dans la
dimension intrinsèque des données. Lorsque les données sont bruitées, les méthodes de réduction de dimension non linéaires peuvent être induites
en erreur par l’apparition de courts-circuits dans le graphe de voisinage. La méthode proposée a pour but de supprimer ces courts-circuits à l’aide
d’un graphe parcimonieux qui approxime la structure des données, dont la construction est basée sur la densité estimée des données.
Abstract – Processing high dimensional datasets often makes use of a dimension reduction step. Indeed, high dimension data generally rely
on a low dimension underlying structure. When the data are noisy, dimension reduction may fail because of shortcuts appearing on the graph
catching the underlying structure. Our paper presents a method to suppress shortcuts in the underlying structure graph, based on a sparse graph
that approximates the data structure and that is built using a data probability density estimation.
1 Introduction
Les quantités d’information disponibles pour l’apprentis-
sage statistique, l’estimation de paramètres ou la visualisation
de données amènent souvent à travailler dans des espaces de
grande dimension. Néanmoins, les données appartiennent gé-
néralement à des variétés de faible dimension. Une étape préli-
minaire de réduction de dimension permet de synthétiser les
données pour améliorer l’efficacité des traitements. Lorsque
les données appartiennent à un sous-espace affine, il est pos-
sible d’utiliser des méthodes de réduction de dimension linéaire
comme l’analyse en composantes principales qui projette les
données sur le sous espace qui maximise leur variance. Nos tra-
vaux s’appliquent au cas plus général où la structure des don-
nées n’est pas forcément affine, où il est nécessaire d’utiliser
des méthodes de réduction de dimension non linéaires, aussi
connues sous le nom d’apprentissage de variété.
L’objectif de l’apprentissage de variété est d’exprimer les don-
nées dans un espace de plus faible dimension que l’espace d’ori-
gine en conservant leur géométrie. Il existe deux approches gé-
nérales. Celles qui reposent sur une cartographie des données
[7, 2], où une carte, dont la topologie est connue a priori, est
placée dans l’espace de grande dimension pour rendre compte
de la structure intrinsèque des données. La deuxième approche
est basée sur la conservation d’information locale, et elle ne
demande aucun a priori sur les données. L’information locale
peut être une similarité, comme pour les cartes de diffusion
[1], la structure locale d’espace vectoriel comme c’est le cas
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pour la méthode Locally Linear Embedding [5] ou Local Tan-
gent Space Alignment [10], ou encore les distances comme
pour Isomap [9]. L’information locale est représentée sous la
forme d’un graphe de voisinage qui connecte les points qui
sont proches dans l’espace de grande dimension. Lorsque les
données sont trop peu nombreuses ou bruitées, le graphe de
voisinage connecte des points qui sont distants sur la variété.
Ces liaisons courts-circuits introduisent un biais important lors
de la réduction de dimension.
L’objectif de nos travaux est de construire un graphe de voisi-
nage sans courts-circuits sur des données bruitées issues d’une
variété riemannienne de dimension intrinsèque plus faible que
celle de l’espace des données.
Plusieurs approches existent dans la littérature, dont les plus
simples reposent sur des statistiques locales comme les indices
de Jaccard [8]. Pour une arrête donnée, l’indice de Jaccard me-
sure la similarité des voisinages des sommets. Cukierski et Fo-
ran [3] proposent de détecter les courts-circuits à l’aide de la
mesure de centralité des arêtes. La centralité d’une arête est
le nombre de plus courts chemins qui la contiennent. Par dé-
finition, un court-circuit connecte des points éloignés pour la
distance géodésique –sur la variété–, la centralité des courts-
circuit a donc tendance à être supérieure à celle des arêtes légi-
times. Néanmoins, cette approche a un fort taux de fausses dé-
tections et est coûteuse en temps de calcul. Glasher et Martinez
[6] proposent de supprimer l’ensemble minimal d’arêtes per-
mettant de supprimer tous les cycles atomiques supérieurs à un
seuil donné. En effet, les graphes contenant des courts-circuits
possèdent des cycles larges. Cependant, cette approche n’est
pas adaptée aux variétés fermées qui contiennent des cycles na-
turels, et ne peut pas détecter les courts-circuits lorsqu’ils sont
trop dispersés pour engendrer des cycles larges.
L’approche proposée repose sur la construction d’un graphe
parcimonieux approximant la variété, qui rend compte de la
structure globale des données. Le graphe approximant est construit
à l’aide d’une estimation de la densité de probabilité des don-
nées dans l’espace.
La Section 2 présente la méthode et son cadre d’application, la
Section 3 propose une évaluation de la méthode et la Section 4
conclut l’article.
2 Méthode proposée
Soit l < m des entiers positifs. On note Rl l’espace des
paramètres et Rm l’espace des données. Les topologies sur
Rl et Rm sont les topologies usuelles munies des distances
euclidiennes dl et dm. Soit I ∈ Rl un compact connexe, et
f une fonction injective et continue de I dans Rm. On note
M = f(I) la variété image de I par f .
On note P le sous-ensemble de Rm, image de Θ ⊂ I , un
ensemble fini de cardinal np, par la fonction f :
P = f(Θ) , Θ = {θ1, ..., θnp} ⊂ I , np ∈ N∗
L’ensemble Π ∈ (Rm)np est une réalisation bruitée de P par
un bruit blanc additif Gaussien d’écart-type σ ≥ 0 :
Π = {πi = Pi + ηi}1≤i≤np
avec ηi ∼ N (0, σ2).
Connaissant Π, on cherche à construire un graphe connectant
deux éléments de Π lorsque leurs antécédents sont voisins dans
I .
On note G(α) = (Π, Aα,W ) ce graphe de voisinage, avec
α un paramètre de voisinage pouvant être le nombre de plus
proches voisins pour les k-plus proches voisins ou la taille du
voisinage pour les ε-voisinages.
On définit la mesure géodésique entre deux points, x et y de
Rm, comme extension de la distance géodésique par :
d̃M(x, y) = min
(
dM(x
∗
M, y
∗
M)+dm(x, x
∗
M)+dm(y, y
∗
M)
)
,
(1)
où x∗M ∈ argminxM∈M
(
dm(x, xM)
)
,
y∗M ∈ argminyM∈M
(
dm(y, yM)
)
et
dM :M2 → R+ est la distance géodésique surM. On appelle
courts-circuits les arêtes connectant des points éloignés pour
la distance géodésique. Nous définissons maintenant le Graphe
Parcimonieux Approximant la variété (GPA). Le GPA sera noté
GM = (SM, AM,WM). Lorsque le graphe de voisinage re-
pose sur les distances, comme pour les k-plus proches voisins,
la présence de bruit sur les données génère des courts-circuits.
Les données bruitées peuvent être modélisées comme une réa-
lisation d’une loi de probabilité dont la densité est donnée par la
convolution entre la densité de probabilité des points sur la va-
riété non bruitée et d’une gaussienne de moyenne nulle. La dé-
tection des courts-circuits est effectuée en trois étapes qui sont
le calcul des sommets du GPA, SM, la recherche des arêtes du
GPA, AM, et la détection des courts-circuits dans le graphe de
voisinages sur les données à l’aide du GPA. Ces trois étapes
sont représentées dans la figure 1.
FIGURE 1 – étapes de la détection des courts circuits illustrée
sur un ensemble de 1500 points bruités issus d’une spirale 2D.
2.1 Recherche des sommets du GPA
Les sommets du GPA ont pour objectif de représenter la va-
riété avec un nombre nm < np points de Rm. Le nombre de
points, nm contrôle le compromis biais-variance. L’ensemble
SM doit être distribué sur l’ensemble de la variété et chaque
point de SM doit être proche de la variété. L’estimation est
effectuée en deux temps. Un premier ensemble, M , de nm
points est obtenu à l’aide de l’algorithme des k-moyennes, puis
les sommets du GPA sont calculés en déplaçant les points de
M dans des zones de forte densité. Il est assuré, par les k-
moyennes, que les sommets sont répartis sur l’ensemble de
la variété, cependant, il n’est pas assuré que tous les sommets
sont dans des zones de forte densité. Les points dans les zones
de faible densité ont une forte probabilité d’être connectés à
des points éloignés pour la mesure géodésique. L’obtention des
si ∈ SM se fait par migration des points Mi dans les zones de
forte densité par la minimisation de la fonction de coût Ei :
Ei(x) = (1− λ1 − λ2)dm(Mi,x)
2
δ2
+λ1.
(
− DΠ(x)DΠ(Mi)
)
+ λ2
∑
j 6=i
δ2
dm(sj ,x)2
, (2)
où DΠ est la densité du nuage de point estimée par une mé-
thode à noyaux, λ1, λ2 sont des pondérations et δ est la distance
moyenne entre les projections voisines.
La fonction de coût est composée de trois termes qui sont :
— dm(Mi,x)
2
δ2 un terme d’attache à l’initialisation
— − DΠ(x)DΠ(Mi) une récompense pour les zones de forte den-
sité
—
∑
j 6=i
δ2
dm(sj ,x)2
une pénalisation pour les regroupements
La minimisation des fonctions de coût est effectuée par une
descente de gradient. Le calcul des arêtes est détaillé dans le
paragraphe suivant
2.2 Construction du graphe approximant
Les arêtes AM connectent seulement les sommets voisins
pour la mesure géodésique. Une arête qui traverse une zone de
faible densité a une probabilité plus forte de court-circuiter la
variété qu’une arête qui traverse une zone de forte densité. Les
arêtes sont donc pondérées par :
wi,j =
2DΠ
(
(si + sj)/2
)
DΠ(si) +DΠ(sj)
. (3)
où wi,j est une densité relative.
La construction du GPA repose sur trois contraintes qui sont :
— GM est un graphe connexe.
— Deux sommets sont connectés seulement s’ils sont proches
pour la distance euclidienne.
— Deux sommets sont connectés seulement si le poids de
leur arête commune est élevé.
Pour des niveaux de bruits élevés, le graphe des k-plus fortes
liaisons –pour les poids wi,j– contient des courts-circuits. Plu-
sieurs étapes sont donc nécessaires à la construction des arêtes.
La recherche des arêtes est présentée dans Algo 1 que nous dé-
taillons dans le paragraphe suivant.
Ligne 4 : La recherche des k-plus proches voisins pour la dis-
tance euclidienne assure la proximité des sommets connectés.
Ligne 10 : L’arbre couvrant de poids maximum assure queGM
est connexe.
Ligne 11 : L’utilisation d’un nombre de plus fortes liaisons,
k, suffisamment faible assure une probabilité de présence de
court-circuit faible, mais limite le nombre d’arêtes. Or le nombre
de sommets non connectés qui sont proches pour la mesure
géodésique augmente lorsque le nombre d’arêtes diminue.
Ligne 13-17 : Des arêtes sont ajoutées à GM à l’aide d’une
recherche des k plus fortes liaisons adaptatives dépendant des
distances sur le graphe obtenu Ligne 11. La grandeur r(i, j)
correspond au rang du point sj dans le voisinage du point si
classé par poids croissant.
2.3 Détection des courts-circuits
Le GPA forme une partition de l’espace donnée par le dia-
gramme de Voronoi de ses sommets SM. Cette partition est
munie d’une distance entre cellules. Soit deux cellules repré-
sentées par deux sommets de SM, leur distance est égale au
Algorithm 1 Construction des arêtes du GPA
1: Entrées : Paramètres :
2: Π, SM nv, k ;
3:
4: A0 = unweighted nv nearest neighbor graph(SM) ;
5: W0 = null ;
6: for ai,j ∈ A0 do
7: wi,j =
2DΠ
(
(si+sj)/2
)
DΠ(si)+DΠ(sj)
;
8: W0 ← wi,j ;
9: end for
10: AM = maximum spanning tree(W0) ;
11: AM = AM∪ k highest weight graph(W0) ;
12: DG = graph distance matrix(AM) ;
13: for ai,j ∈ A0 do
14: if
(
DG i,j <
(
nv − r(i, j)
)
/2
)
∨
(
DG j,i <
(
nv −
r(j, i)
)
/2
)
then
15: AM = AM ∪ {si, sj} ;
16: end if
17: end for
return AM
nombre d’arêtes de AM dans le plus court chemin entre leurs
sommets respectifs.
étant donné un graphe de voisinage, G(α) = (Π, Aα,W ),
sur les données, une arête de Aα est détectée comme étant un
court-circuit si les cellules contenant ses extrémités sont sépa-
rées d’une distance supérieur à un seuil fixé. Le choix du seuil
dépend du nombre de sommets de SM. Pour nm = 400, le
seuil optimal empirique est de 4 arêtes.
3 Évaluation
La détection des courts-circuits est évaluée sur la qualité de
l’estimation des distances géodésiques à partir du graphe G(α)
débruité.
Les données utilisées sont des ensembles de 5000 points issus
de 6 variétés non-linéaires synthétiques de dimension 3. L’éva-
luation est répétée 100 fois pour 4 niveaux de bruits différents
avec pour chaque expérience un échantillonnage et une réalisa-
tion de bruit aléatoire. Des exemples non bruités sont donnés
dans la Figure 2.
Les distances géodésiques sont estimées par l’algorithme de
Dijkstra [4] et sont évaluées par la mesure d’erreur ci-dessous.
err= 1np
√√√√√∑np
i=1
∑np
j=1
(
DG(i,j)−E(DG)√
V (DG)
−DG0(i,j)−E(DG0)√
V (DG0)
)2
,
(4)
avec DG, la matrice des distances géodésiques du graphe
évalué, DG0 la matrice des distances géodésiques obtenues par
le graphe des plus proches voisins sur les données non bruitées,
E(.), la moyenne et V (.) la variance.
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FIGURE 2 – 6 variétés synthétiques.
Les erreurs d’estimation des distances géodésiques moyennes
obtenues pour les graphes de 25 plus proches voisins débruités
avec notre méthode (GPA), à l’aide de la centralité des arêtes
(EBC), avec les indices de Jaccard et sans débruitage (kPPV)
sont comparées dans la Figure 3. Pour les variétés SwissRoll,
Tennis et Spring, les erreurs les plus faibles sont obtenues pour
les graphes débruités avec la méthode GPA. Les erreurs ob-
tenues sur les trois autres variétés sont plus faibles pour les
débruitages par GPA et EBC, qui détectent tous les deux les
courts-circuits les plus importants – qui permettent de rendre
compte de la topologie de la variété après réduction de dimen-
sion –. Le seuil utilisé pour notre méthode a été choisis pour
avoir un taux de détection nulle sur les variétés non bruitées, il
permet de détecter seulement les courts-circuits qui connectent
des points éloignés pour la distance géodésique, ce qui induit
une légère sous-estimations des distances géodésiques pour les
variétés qui possèdent des faibles rayons de courbures comme
Squashed circle, S et Omega. Néanmoins, le taux de fausses
détection est inférieur pour notre méthode, avec en moyenne,
20 à 100 fois moins d’arêtes supprimées que pour EBC.
Les opérations sur le graphe parcimonieux sont moins coû-
teuses que sur le graphe de voisinage des données et ne dé-
pendent ni du nombre de courts-circuits, ni de la géométrie
de la variété. En moyenne, un rapport 10 a été observé entre
les temps de calculs obtenus pour le débruitage par EBC et le
notre.
4 Conclusion
La méthode proposée permet de mettre en évidence la struc-
ture intrinsèque des données afin de détecter et supprimer les
courts-circuits dans les graphes de voisinage. La géométrie de
la variété est représentée par un Graphe Parcimonieux Approxi-
mant (GPA) construit dans les zones de forte densité. L’utili-
sation de ce graphe permet de supprimer un nombre minimal
d’arêtes qui ne respectent pas les distances géodésiques sur la
variété. Nos expériences montrent que le débruitage de graphe
par GPA rend les algorithmes de réduction de dimension basés
sur les graphes plus robustes au bruit pour des temps de cal-
FIGURE 3 – Erreurs d’estimation des distances géodésiques
pour des graphes débruités avec différentes methodes.
cul raisonnables par rapport à ceux des méthodes existantes.
Les travaux à venir concerneront l’utilisation d’a priori topo-
logique pour améliorer la construction du GPA dans le but de
l’utiliser dans le cadre de la cryo-microscopie électronique où
les niveaux de bruit sont trop élevés pour que la méthode pro-
posée soit directement applicable.
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