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Let G be a finite group, and let rc denote the regular representation of 
G, wiewed as a real representation. In [Kl], we computed the second 
Stiefel- Whitney class wz(rc) of r,; the result is that this class is 0 when the 
Sylow 2-subgroups of G are not metacyclic, and it is easy to describe 
otherwise. In [GKT], Stiefel-Whitney classes of real representations of G 
were studied in general, with a special mention for those of rG [GKT, 
Sect. 33. 
The aim of this paper is to push further the investigation of the wi(rc). 
These classes are invariant under automorphisms of G and, by Quillen’s 
theorem [Q2, Cor. 2.41, H*(G, Z/2) is finite over the subalgebra they 
generate; they are therefore interesting objects to study. With their help one 
can introduce a new numerical invariant of G, 
v(G):=min{n>OJw,.-l(r,)#O} 
(if G has even order; otherwise, v(G) = 0). It is the study of this invariant 
which is the central theme of this paper. It turns out that v(G) has several 
nice properties: 
- It depends only on the Sylow 2-subgroups of G; 
-it is increasing on subgroups (but not on quotients); 
-it compares with more classical invariants of G: namely, one has 
r(G) < v(G) < I(G), where r(G) is the 2-rank of G (maximal rank of elemen- 
tary abelian subgroups of G) and I(G) is its 2-length (the exponent of 2 in 
the decomposition of IGI into prime factors). I conjecture that the left 
inequality can be sharpened to v(G) < v(G), where sr(G) is the sectional 
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2-rank of G (maximal rank of elementary abelian subquotients of G); so 
far, I am able to prove this only for certain classes of groups, or when 
sr( G) 6 4 (Th. 7). 
Actually one can obtain more information on the Stiefel-Whitney classes 
of rG. Using a theorem of Quillen, it is easy to determine those that are not 
nilpotent; furthermore, the other classes atisfy wi(rG)* = 0 (Th. 5; the proof 
of the latter result is somewhat nicer than the result itself). 
Here is a description of the contents of this paper, which can roughly be 
divided into four parts. The first part (Sections l-3) is devoted to the study 
of a filtration (J’“‘(X)),,, on the real K-theory ring KO(X) of a space X 
(Def. 1.1): this sequence Lf ideals is stable by pull-backs and direct image 
maps for finite coverings (Prop. 1.1). The main conjecture concerning it is 
that it is multiplicative (Conjecture 1); I reduce this to conjectures on 
certain ideals in the cohomology of BO(M) (Conjectures 2 and 2 bis) and 
prove special cases of them here (Th. 1). The J’“‘(X) are then used to 
associate an invariant v(x) to a class x E KO(X) (Def. 3.2); when X= BG 
for a finite group G and x is associated to the regular representation I~, we 
get the invariant v(G). The second part (Section 4) is a detailed study of 
v(G), as well as the wi(G) in general; there I get the results mentioned 
earlier in this introduction. In the third part (Sections 5-8) I compute v(G) 
for various classes of 2-groups, e.g., abelian (Cor. 1 to Th. 6), extraspecial 
(Prop. 6.1), and I study the conjecture mentioned above for a lower bound 
to v(G). In the case of metacyclic 2-groups, the computation of v(G) has 
already been performed ([Kl], [GKT, Th. 51). Finally, the last part 
(Section 9) is a digression on the concept of a v-regular group (a group 
such that v(G) = I(G)). 
Most of these results were obtained during the conception of [GKT]; 
after some reflexion, it was decided not to include them there, so as not to 
unbalance that paper. This explains some overlap between this paper and 
[GKT, Sect. 31. The idea was to present some of the results in [GKT], 
and to make a systematic exposition here. 
The outcome of this paper is that v(G) is in fact a rather weak invariant 
of G (see Prop. 4.4 and Section 9). This may be less so with (integral) 
Chern classes of ro and invariants analogous to v(G), defined with their 
help. On the other hand, one can expect that similarly defined invariants 
v(G/H) for subgroups H of G give more non-trivial information on the 
2-local structure of G. I hope to come back to this in a future paper. 
Notations and conventions. “Space” means “topological space having 
the homotopy type of CW-complex.” For a space X, we write KO(X) for 
the “representable” real K-theory ring of X, i.e., KO(X) = [A’, Zx BO] 
(and occasionnally K(X) = [X, Z x BU]). For a finite group G, we write 
RO(G) (R(G)) for the ring of real (complex) representations of G, and we 
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denote by BG some classifying space of G. There is a natural map 
M(G) --+ KO(BG) (and similarly R(G) -+ K(BG)), which we use to define 
the Stiefel-Whitney (Chern) classes of a real (complex) representation of G. 
1. THE IDEALS J’“)(X) 
DEFINITION 1.1. Let X be a space, and n > 0. We define J(“)(X) = 
{x E KO(X) ) rk(x) E 0 (mod 2”) and wj(x) = 0 for 0 < i < 2”- ’ }. 
PROPOSITION 1.1. (a) For all n b 1, J’“‘(X) is an ideal of KO(X); one 
has J”‘(X) J’“‘(X) c .P+ “(A-). 
(b) Let f: Y + X be a continuous map. Then : 
(i) f*/“‘(X) c J’“‘( Y); 
(ii) iff is a finite covering, f*J’“‘( Y) E J’“‘(X). 
(c) Ifx~.l’“‘(X), then for 2”-‘<i<2”, wi(x)=O ifi is not of the 
form 2” - 2p. 
Pro& It is easy to see that the J’“’ are stable by addition. By the 
splitting principle, to show (a) it is therefore enough 
and L’ are two line bundles on X, then 
[L] . J’“‘(X) c J’“‘(X)* 7 
(CL]+ [L’]).J’“‘(x)~J’“+“(x). 
to prove that: if L 
Let x E KO(X), with rk(x) = r. The splitting principle, applied to x, gives 
the formula 
w([L] .x)= 1 (1 +w,(L))‘~‘.wJx). 
i>O 
(1) 
If x E J’“‘(X), this implies that wi( CL] .x) = 0 for 0 < i < 2”- ’ and 
~~~-~([L].x)=w~~-l(x); hence [L]~xEJ(“‘(X) and wi(([L]+[L’]).x) 
= 0 for 0 < i < 2”-’ (if L’ is another line bundle). But there is the following 
lemma, an easy consequence of the Wu formulas: 
LEMMA 1.1. For yeKO(X), the smallest i>O such that wi(x)#O is a 
power of 2, say 2h; furthermore, for 0 < i < 2h, W2h + i(x) = SqiwZh (x). 
Therefore, w,(([L]+ [L’]).x)=O for O<i,<2”-’ implies that 
wi(([L]+[L’]).x)=O for O<i<2”; hence ([L]+[L’]).xEJ’““‘(X). 
Finally, (b)(i) is obvious, while (b)(ii) is just the statement of [K2, 
Prop. 1.3.41. 
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To prove (c), we use the Wu formulas in full force. For simplicity, write 
wi for wi(x). The Wu formulas then read (for i-c j) 
For i < 2”- ‘, this gives 
Sq’w, = 
j-l 
( ) i 
wi+ j’ 
If moreover, j < 2”- ‘, one has therefore (‘7 ‘) wi+ j = 0. In other words 
(setting i+j=k): 
LEMMA 1.2. For 2”-‘<k<2”-1 and k-2”-‘<i<k/2, one has 
(“-i-l) w,=o. 
LEMMA 1.3. Zf k is odd, one has (“-:-I)- 1 (mod 2) for 
i=k-2”-‘+ 1. 
Proof. For i=k-2”-‘+ 1, one has 
(k-;-l)=(kT;:;ie,). 
This is the coefficient of xi in the development of (1 + x)*“-I-*. Write, in 
J’zCxl9 
(1 +x)2”-‘-*= (1+x)*“-‘/(l+x)*=(1+x*“-‘)/(1+x*) 
= (1 +x2”-’ )(1+x2+x4+ *..). 
As i is even and ~2”~ ‘, the coefficient of xi in this expression is 1. 
Q.E.D. 
LEMMA 1.4. For all integers m, n > 0, one has (;y) = (‘f) (mod 2) and 
( ‘“*,“) E (y) (mod 2). 
Proof Write (l+~)*~=(l+x~)~ and (l+~)*“+~=(l+x)(l+x~)~ 
(in F2[x]), and develop. 
End of proof of Proposition 1.1. (c). Set k = 2”k0, where p 2 0 and k0 is 
odd. By Lemma 1.3, we may assume p > 0. We have 
2”-‘-“<k .&“-@-2-P. 10 3 hence 2”-‘-“<ko<2”-“- 1. 
If k. = 2”-” - 1, then k= 2” - 2’; therefore, we may assume 
ko<2”-p- 1. 
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Set i, = k, - 2” ~ ’ + 1 (compare Lemma 1.3) and i = 25,. If we also set 
k = 2k’, i = 2i’, we have (Lemma 1.4) 
By induction on p, we get 
(km:‘je(kom~el) (mod2). 
Applying Lemma 1.3 with n-p instead of n, we get 
(ko-2-1)~l (mod2). 
Therefore, Lemma 1.2 implies that wk = 0. Q.E.D. 
COROLLARY. For all n, m B 0, one has J”‘(X)m J’“‘(X) E J’“+“‘(X). 
2. A CONJECTURE 
The aim of this section is to discuss the following 
CONJECTURE 1. For all n, m 2 0, one has J(“)(X) J(“)(X) G .I(” +n)( A’). 
I do not know at present how to prove this conjecture. However, we 
shall prove: 
THEOREM 1. The conjecture is true for m < 3 (and any n). 
Actually, we shall reduce Conjecture 1 to two conjectures on certain 
ideals in the cohomology of BO(M) (Conjectures 2 and 2 bis), each of 
which implies Conjecture 1; these conjectures can be proven in special cases 
(Th. 3), and this will give a proof of Th. 1. 
For m = 0, Th. 1 is trivial and for m = 1 it is just Prop. 1.1(a). For m = 2, 
I give three different proofs of Th. 1: one is completely computational, and 
makes use of Prop. 1.1(c); the second reduces it to the corollary to 
Prop. 1.1 and is what could be called “a piece of luck”; finally, the last 
proof will be via Conjectures 2 and 2 bis mentioned above. For m = 3, I 
give only one proof, via Conjecture 2 or 2 bis, using Quillen’s computation 
of the cohomology of spinor groups in [Ql]. 
First proof of Theorem 1 for m = 2. By Lemma 1.1, it is enough to 
prove that w,.(x. y) =0 if (x, ~)EJ(“)(X) x J’*)(X) (this is because we 
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already know by Prop. 1.1(a) that J’“)(X) J’*‘(X) E J’“+‘)(X)). First, apply 
formula (1) for x~J’“‘(x). We have rk(x) = 2’9 for some rE Z. Using 
Prop. 1.1 (c), this gives in degree 2” (for an arbitrary L) 
wzn([L] .x)=r’~,(L)~“+ ~,(L)~“-‘~w,.-~(x)+ ... 
+ wJL)2” * Wy-*/i(X) + ... + w,.(x). 
(Note that (1 + w,(L))*“= 1 + w,(L)“, and that (1 + w~(L))~““= 
1 + r’wl(L)‘” + terms of higher degree.) 
On the other hand, we also have (cf. proof of Prop. 1.1(a)) 
w,([L].x)=O for O<i<2”-‘; kt+I([L] .x)= wp,(x). 
Therefore, we get by induction on s the formula (for L,, . . . . L, line 
bundles) 
= i$l W2n(CLil ex) + (l) w2”ml(x)2. 
From this and the splitting principle, one gets the formula (for an 
arbitrary y E KO(X)) 
w,.(x . y) = SW2n(X) + ; w2”-l(x)2 
0 
n-1 
+ 1 ~~“--~(x). wl(y)*“+ r’wl(y)*“. 
p=O 
(2) 
When y E J”‘(X), this formula does reduce to w,,(x . y) = 0. Q.E.D. 
(The use of the splitting principle here may require some explanation. It 
is enough to establish formula (2) when X is a product Y x Z, x “comes 
from Y” and y “comes from Z”: indeed, the general case reduces to that 
one because the product on KO(X) factors as 
KO(X)@ KO(X) --t KO(Xx X) -5 KO(X), 
where A : X 4 Xx X is the diagonal embedding. In the product case, one 
applies the splitting principle separately to the factor Z: the Kiinneth 
formula makes it work for Y x Z.) 
Second proof of Theorem 1 (for m = 2). One uses the following lemma: 
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LEMMA 2.1. Zf x E JC2’(X) is a linear combination of classes of line 
bundles, then x E J”‘(X)‘. 
Indeed, set x= [L,] + ... + [L,] - CL’,] - ... - [L,:]. We may rewrite 
this as x=x;=, ([&-1)-C;=, (CL;]-1)+4k, with kEZ. Now we 
have 
By this process we get x z x’ (mod J”‘(X)*), where x’ has r - 1 positive 
summands (rather than Y). Iterating we get down to r = 1, and similarly to 
s= 1 (so far we have not used the fact that XE J(‘)(X)). Then, up to some 
element in J(1)(X)2, we have 
x = [L] - CL’]. 
(Note that 4k E J”‘(X)2.) But since x E JC2’(X), wi(x) = 0; this means that 
[L] = CL’], i.e., x=0. 
With this fact, Th. 1 is now a consequence of the corollary to Prop. 1.1 
(applied with m = 2) and the splitting principle, used just as in the first 
proof. 
One would like to prove Conjecture 1 by using some kind of splitting 
principle, so as to reduce it to the case of the corollary to Prop. 1.1. This 
can be achieved, but so far only to a certain extent. For any space X, let 
E E KO(Xx BZ/2) denote the class of z*L, where rc is the projection 
Xx BZ/2 + X and L is the canonical line bundle over 8212 g RP”. 
LEMMA 2.2. Let XEKO(X). Zf (E-l)x~ J(“)(Xx BZ/2) (resp. (E+ l)x~ 
J’“‘(Xx BZ/2)), then x E J (n-1)(X)+2”-1Zlx (resp. XEJ’“-l’(X)). 
Proof I will do only the first proof, because the second is similar. For 
n = 1, the lemma is trivial. For n > 1, we have by induction on 
n =x E J’“-2’(X) + 2”-2Z1,. Apply formula (2) and get 
w2”((E-1).x)=~~2 
( 
r-2 2~ “-2+2” E2’ 
> 
. WZ”-2-2r(X), 
p=o 
where r = rk(x) and I write B for We. The hypothesis says that 
w2”((s-- 1)x)=0. On the other hand, H*(Xx BZ/2,2/2)=H*(X,Z/2)@ 
F,[E] (Ki.inneth formula). Therefore, we get that 
( r-2”-2+2P 2p > W2”-2L2r(X) = 0 for all p E [0, n - 23. 
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For p=n-2, we get 
221 
(mod 2); 
writing r = 2n-2r0 and using Lemma 1.4, this shows that r=O (mod 2+*). 
For p=n-3, we get 
w*“&(x) = 0. 
Using Lemma 1.4 again, we get 
(r~H~~3)~(2ro~1)cl (mod2), 
and therefore w2”-j(x) = 0. With Lemma 1.1, this proves Lemma 2.2. 
PROPOSITION 2.1. Zf X = BE, where BE is an elementary abelian 2-group, 
then one has J’“‘(X) = J”)(X)” for all n 2 1. 
Proof By Prop. 1.1 (a), we have J”)( X)n G J’“‘(X). To prove the other 
inclusion, I argue by induction on n and the rank r of E (the case r = 0 is 
trivial). By Atiyah’s theorem [A], and using the continuity of Stiefel- 
Whitney classes for the topology on KG(X), it is enough to prove that 
J’“‘(E) G J”‘(E)” where J’“‘(E) = J’“)(X) n RO( E) 
Write E= Fx $2. Then RO(E) = RO(F)@Z[E];(E~ - l), where E is the 
l-dimensional representation “projection on the second factor followed by 
Z/2 CJ R *.” Let xeJ’“‘(G); write x=~~+~~(E- l), with x~,x,ERO(H) 
and * is lifting from F to E (viewing F as a quotient of E). Restricting to 
RO(F) (viewing F as a subgroup of E), we see that ResFx = x0 E J’“‘(F). By 
induction on r, J’“‘(F) = J”‘(F)“, so we get ~,EJ(‘)(E)“, and we must 
prove that (E - 1) I, E J(‘)(E)“. But this results from Lemma 2.2 and induc- 
tion on II. Q.E.D. 
Let me now reduce Conjecture 1 to, it is hoped, simpler conjectures. Let 
(n, m) E N x N and assume Conjecture 1 has been proven for (n, m - 1). By 
Lemma 1.1, to prove it for (n, m) it suffices to prove that for all spaces X, 
Y and all (x, y) E J(“)(X) x J’“‘( Y), w~“++z(x. y) = 0 in H2”Cm-2(X~ Y) 
(I skip coefficients Z/2 in cohomology groups). 
DEFINITION 2.1. For a space Z, call a (graded) ideal of H*(Z) a 
Steenrod ideal if it is stable by Steenrod squares. 
Consider BO(M) as the classifying space of real vector bundles of rank 
M and BO as the classifying space of stable bundles of rank 0. For m 2 1, 
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we let J’“’ be the Steenrod ideal of H*(BO) generated by the W; for 
O<i<2”--‘, and Jc’ the image of J’“’ under the projection H*(BO) -+ 
H*(BO(M)). Observe that, if M-0 (mod 2”), an element .xEKO(X) of 
rank M is in J’“‘(X) if and only if Ker x* zJc’, where x* denotes the 
homomorphism H*(BO(M))-+H*(X) induced by x. In a ring R, we 
denote by fi the radical of an ideal I. 
Let 4: BO(M) x BO + BO be the map induced by “tensor product of 
bundles”. Then we shall prove: 
THEOREM 2. Assume that M = 0 (mod 2m). Then, for all n b 1, 
4*J(m+n) sfl@H*(BO)+H*(BO(M))@J’“‘. 
The proof is divided into several steps. If p: G -+ O(M) is an orthogonal 
representation, we denote by 0 the composition BG x BO * BO(M) x 
BO --% BO. 
(1) Let p : Z/2 + O(2) be the representation mapping the generator of 
Z/2 to (A _y). The following lemma is essentially a reformulation of 
Prop. 1.1(a). 
LEMMA 2.3. For all n> 1, one has P*J(“+‘)EH*(B(Z/~))@ J”“. 1 
(2) Let m 3 1, p’: (Z/2)m + 0(2m) the m-fold external tensor product of 
p with itself. By iteration, we get: 
LEMMA 2.4. For all n 2 1, one has ~‘*J(m+n)s H*(B(Z/2)m)@ J’“‘. 1 
(3) Assume that MS 0 (mod 2”). Let E be an elementary abelian 
2-group, and let 8: E -+ O(M) be an orthogonal representation such that 
the class of 8 in RO(E) lies in J(“)(E). By Prop. 2.1, the class of 13 is a linear 
combination of classes of representations of type (2) (composed with some 
projections). Therefore, we get: 
LEMMA 2.5. For all na 1, one has e*J(m+n),H*(BE)OJ(“). 1 
(4) Let II/: (Z/2)“” --f O(M) be the embedding as diagonal matrices. 
Consider the Steenrod ideal Jg)H*( B(Z/2)“) generated by J(Mm) in 
H*(B(Z/2)“) via Btj *. Since the ring homomorphism B$ * is finite, every 
prime ideal of H*( BO(M)) containing 5111’ is the contraction of some 
prime ideal of H*(B(Z/2)“) containing J’“‘H*(B(Z/2)“). By a theorem of 
Serre [S, Prop. 11, the variety of J~)IYZ*(B(Z/~)~) is a union of linear 
subspaces of A;, rational over F2, hence corresponding to embeddings 
(Z/2)‘4 (Z/2Y. Hence the minimal prime ideals of H*(BO(M)) 
containing J (Mm’ correspond to elements of degree M of J@“(B(Z/2)‘) for 
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various r < M. If p is such a prime ideal, then by step (2) we have 
#*J(m+n’c p @ H*(BO) + H*(M)(M)) @ J’“‘. Since there are only finitely 
many p’s, this gives b*J(m+n) gn, ~)~H*(Bo)+H*(Bo(M))oJ(“), 
which is the theorem since m = (1 KJ ,Jc, @. Q.E.D. 
N.B. The last two sequences are justified by some elementary facts of 
linear algebra (exactness of tensor product for vector spaces over a field): 
this is left to the reader. 
CONJECTURE 2. For ME 0 (mod 2’7, J(Mm) is a radical ideal. 
PROPOSITION 2.2. Zf Conjecture 2 holds for some m, then Conjecture 1 
holds for that m and any n. 
Indeed, Conjecture 2 implies via Theorem 2 that for any space X, if 
(x, y) E J’“‘(X) x J’“)(X) and rk y = 0 then xy E J@+“)(X). This implies 
Conjecture 1 without restriction on y by replacing y by y-rk y and 
observing that rk y E J”‘( Y)“. 
THEOREM 3. Conjecture 2 is true for m d 3. 
Proof For m = 1, the conjecture is trivial. For m = 2, J($’ is the 
(ordinary) ideal generated by wi, so again the conjecture is trivially true. 
For m= 3, by Quillen [Ql, Th. 6.51, J(Mm) coincides with the kernel of 
H*(BO(M)) + H*(B Spin(M)). By [Ql, Th. 6.61, H*(B Spin(M)) embeds 
into a product of cohomology rings of almost extraspecial 2-groups (cf. 
Section 6); further, for ME 0 or f 1 (mod 8), the table on page 210 and 
considerations in Section 5 of [Ql ] show that these 2-groups are all 
elementary abelian. Therefore, for these values of M, the product contains 
no nilpotent elements and J(Mm) is radical. 
While I do not know how to prove Conjecture 2 in general, it is hopeful 
to observe that it is at least stably true. In fact: 
THEOREM 4 (Stong). For all m B 1, J’“’ is a prime ideal in H*(BO). 
Proof. J’“’ coincides with the ideal in [St, p. 528, Th. (a)] for 
p = m - 2. This ideal is generated by some classes eie H’(BO), such that 
(0 i, . . . . 0,, . ..) forms a basis of H*(BO) as a polynomial algebra. The 
theorem is now obvious. 
It is worth noting that, in view of Theorems 2 and 4, Conjecture 1 would 
also reduce to 
CONJECTURE 2 BIS. For all m > 1, there exists a constant e(m) such that 
for all MB 1, me J(MM). 
481/144/l-15 
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Indeed, again let 4 be the map BO x BO -+ BO induced by “tensor 
product of vector bundles”, where all factors BO are viewed as classifying 
vector bundles of rank 0. Taking M divisible by larger and larger powers 
of 2, one checks that the unstable homomorphisms d*: H*(BO) -+ 
H*(BO)@H*(BO(M)) stabilise to q5*: H*(BO)+H*(BO)@H*(BO). 
Validity of Conjecture 2 bis would then imply via Theorem 2 that 
(4 J * (m+n))r(m)~ J(“)@H*(BO) + H*(BO)@ J’“‘. Using Theorem 4, this 
would imply 4 * J(“‘+ ‘) G J(“‘@H*(BO) + H*(BO)@ J(‘), as desired. 
THEOREM 3 BIS. Conjecture 2 bis is true for m < 3. 
Proof: For m = 1 or 2, Conjecture 2 bis is once again trivial (and 
e(m) = 1). For m = 3, it is also true by [Ql, Th. 6.61; indeed in general the 
extraspecial 2-groups appearing on the right-hand side of [Ql, Th. 6.63 are 
products of an elementary abelian factor with a group isomorphic to Z/2, 
Z/4 or the quaternion group of order 8 (cf. [Ql, Sect. 53). So one may 
choose e(3) =4. (In fact, it can be checked by hand that J$ is prime up 
to M = 9, and radical but not prime for M = 10 and 11.) 
QUESTION. Let B0(1Vf)(2”-~) be the classifying space for real vector 
bundles E of rank M such that wi( E) = 0 for 0 < i < 2”- ’ (cf: [NG] ). Is it 
true that Jz)= Ker(H*(BO(M)) --* H*(BO(M)(2”-‘)))? 
(This is obviously true for m = 1, 2, and by [Ql ] it is also true for 
m=3.) 
3. VARIANTS 
(a) The Ideals J”“‘(X); the Invariants v(x) and v’(x) 
For technical reasons, it is relevant to introduce this chain of ideals, 
DEFINITION 3.1. For a space X and n > 0, we define J’(“)(X) = 
(xEKO(X)~~~XEJ(~+“)(X) for N&O}. 
It is readily checked that the following definition gives the same sets. 
DEFINITION 3.1 BIS. J’(“)(X)= { x E KO(X) 1 rk(x) E 0 (mod 2”) and 
wi(x) is nilpotent for O<i<2”-‘}. 
It is clear that J”“)(X) 2 J’“)(X). One has the following analogue of 
Prop. 1.1 (but observe the stronger statement (c)): 
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PROPOSITION 3.1. (a) For all n> 1, J’(“)(X) is an ideal ofKO(X). 
(b) Let f: Y + X be a continuous map. Then: 
(i) f*J’(“‘(X) E J”“‘( Y); 
(ii) iff is a finite covering, f*J”“‘( Y) E J”“‘(X). 
(c) One has J”“‘(X) J”“‘(X) E J’(mfn)(X). 
Proof: Statements (a) and (b) are direct consequences of the corre- 
sponding statements in Prop. 1.1. As for (c), observe that x E KO(X) of 
rank M is in J”“) (X) iff x*J’,m’Gfi or, which amounts to the same, iff 
x* fl E ,/%. Now (c) derives from Th. 2, by the same argument as that 
in the proof of Prop. 2.2. 
DEFINITION 3.2. For x E KO(X), we set v(x) = max{n 1 x E J(“)(X)} E 
NW (co} and v’(~)=max{nIx~J”“‘(X)}~Nu {GO}. 
The following proposition is a reformulation of former results. 
PROPOSITION 3.2. The invariants v and v’ have the following properties: 
(a) v’(x) 2 v(x). 
(b) v(x + Y) > inf(v(x), v(y)), v’(x + y) 3 inf(v’(x), v’(y)). 
(cl v’(x . y) 3 v’(x) + v’(y), and v(x . y) 2 v(x) + v(y) if Conjecture 1 
holds. 
(d) Zf f: Y+ X is a continuous map (resp. a finite covering), then 
v( f *x) > v(x) (resp. v( f, y) > v(y)), and similarly for v’. 
The invariant v is more interesting than v’, because it is unstable rather 
than stable. On the other hand, v’ is easier to compute than v (at least in 
principle). The next sections will illustrate this remark. 
(b) The Ideals Z’“‘(X) 
This subsection is used in Section 5. For x E K(X), write Ei(x) for the 
reduction modulo 2 of c,(x), the ith Chern class of x. 
DEFINITION 3.3. Let X be a space, and n B 0. We define Z’“‘(X) = 
{xEK(X)(rk(x)=O (mod2”) and c~(x)=O for O<i<2”-‘1. 
For XE K(X), let us denote by [x] its image in KO(X) by restriction of 
scalars from C to R. Then w~~([x])=c~(x) and wzi+ 1([x]) =0 [MS, 
Chap. 14, Prob. B]. Therefore Definition 3.3 is equivalent to the following 
DEFINITION 3.3 BIS. Z’“‘(X)= {XEK(X)I [x] d’“+“(x)}. 
The following proposition is proved just as Prop. 1.1. 
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PROPOSITION 3.3. (a) For all n 3 1, Z’“‘(X) is an ideal of K(X); one has 
Z”‘(X) z(yX) s I’“+ “(X). 
(b) Let f: Y -+ X he a continuous mup. Then: 
(i) f*Z'"'(X)E Z'"'(Y); 
(ii) iff is a finite covering, f,Z’“‘( Y) s Z’“‘(X). 
4. THE CASE OF A FINITE GROUP. FUNDAMENTAL PROPERTIES OF w(ro) 
For a finite group G and an orthogonal representation p of G, define 
v(p) and v’(p) as in the last section. 
LEMMA 4.1. Let p be an orthogonal representation of G. Then, v’(p) = 
min, v(p( E), where E runs over the elementary abelian subgroups of G. 
Proof: This is a consequence of Quillen’s theorem [Q2, Th. 7.11. 
If H is a subgroup of G, define v(G/H) and v’(G/H) as v(ro,n), where 
ro,n is the permutation representation of G over G/H. If H = { 1 }, we just 
write v(G) and v’(G). See Prop. 4.3 below for the exact value of v’(G). The 
next proposition gives some general properties of those invariants. 
PROPOSITION 4.1. (a) Zf HEKEG, v(G/H)>v(K/H) and v’(G/H)a 
v’(K/H). In particular if H= {l}, v(G) > v(K) and v’(G) 3 v’(K). 
(b) Let S be a Sylow 2-subgroup of G. Then v(G) = v(S) and 
v’(G) = v’(S). 
(c) v(G) = 0 o G has odd order. 
(d) v(G) < 1 o the Sylow 2-subgroups of G are cyclic. 
(e) v(G) < 2 o the Sylow 2-subgroups of G are metacyclic, but not 
dihedral, semidihedral, or generalized quaternion. 
Proof: Part (a) is a consequence of Prop. 3.2(d). To prove (b), we need 
to see that v(G) 6 v(S) and v’(G) d v’(S). This is a consequence of the 
formula (ro)lS=(G:S)rs and the easy fact that, for an odd integer m 
and a representation p, p E Jcn) o mp E J’“‘. 
Part (c) is a trivial consequence of (b). Part (d) is well known: recall its 
proof briefly. The class w,(ra) corresponds to the signature of the permuta- 
tion of G acting onto itself by translation. An easy calculation (cf. 
Bourbaki, “Algebre,” Chap. I, 1970 ed., Ex. 29 of Sect. 6) shows that this 
signature is non-trivial if and only if S is cyclic. 
Finally (d) is a consequence of [Kl], together with the remark that the 
exceptional metacyclic groups of lot. cit. are just the dihedral, semidihedral, 
and generalized quaternion groups (cf. [GKT, Lemma 71. 
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Note that v is not increasing on quotient groups in general: for example, 
write O4 as a quotient of the metacyclic group G- defined in [GKT, 
Sect.21, with Z=m=n=2. Then, by [Kl], v(G-)=2 while v(Dq)=3. 
The Stiefel-Whitney classes of ro,n, for H an arbitrary subgroup of G, 
are important to study, because they are the coefficients that arise in the 
Fulton-MacPherson formula in general (see [FMP]). However, they seem 
much more difficult to study than when H = { 1 }. For example, it is not 
easy to find an analogue of Prop. 4.1(d) for v’(G/H) when H is not normal 
in G. The only obvious thing is that N,(H)/H must have cyclic Sylow 
2-subgroups (a consequence of Prop. 4.1(a), (d)), but of course this seems 
far from sufficient. It would be interesting to solve that problem, starting 
with the case when G is a 2-group. 
PROPOSITION 4.2. Let G be a finite group. Then v(G x Z/2) = v(G) + 1. 
Proof As usual, let E be the non-trivial character of Z/2. Then ro x z,2 = 
r,@ (1 + E) (notation as in the proof of Lemma 2.2). By Prop. 1.1(a) we 
know that v(G x Z/2) > v(G) + 1 and the opposite inequality is given by 
Lemma 2.2. 
COROLLARY. Zf G is elementary abelian of rank r, then v(G) = r. 
PROPOSITION 4.3. Let G be a finite group. Then v’(G) = I, where 2’ is the 
largest power of 2 dividing the order of G (1 is the “Zlength” of G). 
Proof By Lemma 4.1, v’(G) =min,v((r,)lE), where E runs over the 
elementary abelian subgroups of G. Let E be such a subgroup. Then 
(rG)IE= (G:E) rE; if IEl = 2’, then v(E) = r by the corollary to Prop. 4.2. 
Since H*(E, Z/2) contains no nilpotent elements, we get that 
v((G:E)rE)=r+v2((G:E))=v2(jG\). Q.E.D. 
(Note that the value of v((rc)lk-) is independent of the choice of E.) 
We shall refine Prop. 4.3 somewhat: 
PROPOSITION 4.4. For any j?nite group G, v(2ro) = I+ 1. 
To prove Prop. 4.4, we first need two far-reaching lemmas. 
LEMMA 4.2. Let H s G with (G: H) = 2. Let a E H*( H, Z/2) be a 
cohomology class, invariant under the action of G by outer automorphisms. 
Then Car’ a2 = 0. H 
Proof Let o be the involution induced on H*(H, Z/2) by the action of 
G. By assumption, 
a2 = a. aa = Res$ J”:(a), 
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where M is the multiplicative transfer (double coset rule). Setting 
b = &“~(a), we have Corg a2 = Cor$ Resg b = 2b = 0. 
LEMMA 4.3. Let G be a finite group and H a normal subgroup of G. Let 
p be an orthogonal representation of H. Let v = v(2p) - 1, and assume that 
w(p) is invariant under the action of G. Then v(2 Indg p) 2 v(2p) + l(G/H). 
If (G: H) = 2, it is sufficient that w2,,-1(p) be invariant under the action of G. 
(In this section, Lemma 4.3 is used only in the case (G: H) = 2.) 
Proof: By restricting to the inverse image in G of a Sylow 2-subgroup 
of G/H, we may assume that G is a 2-group. We argue by induction on 
I(G/H). Let H, 2 H such that (H,:H) = 2. Let a= wzy+l(p). Then, a*= 
w,,(2p). By [K2, Prop. 1.3.41, w,,(2 Indz p) = Cor,H’ a’. By Lemma 4.2, 
this gives w,“(2 Indz p) = 0, hence v(2 Ind2 p) > v(2p) + 1. If H, = G, we 
are finished. Otherwise, write the Evens-Kahn formula for Stiefel-Whitney 
classes ([K2, Th. 1.4.21 or [Ko] ), 
w(Ind zp)=M(w(p))+ 1 ((1 +E)‘-‘- l)N(wi(p)), 
O<i<r 
with E= w,(r,,,, ) and r = rk p. We may assume that HI/H is central in 
G/H, hence that Hi is normal in G and that E is invariant under the action 
of G. The Evens-Kahn formula and functoriality of the multiplicative 
transfer then show that w(Indz p) is invariant under the action of G, hence 
we may apply the induction hypothesis. 
Proof of Proposition 4.4. We argue by induction on IGI. If G is not a 
2-group, then by induction the proposition is true for a Sylow 2-subgroup 
S of G. As in Prop. 4.1(a), one sees easily that v(2ro) = v(2r,). Assume that 
G is a 2-group, and pick a subgroup H of index 2 in G. By induction, 
v(2rn) = 1. Since rn is invariant by automorphisms of H, so are its 
Stiefel-Whitney classes, hence v(2ro) > I+ 1 by Lemma 4.3. But on the 
other hand v(2ro) < v’(2r,) = v’(r,) + 1 = I+ 1 (Prop. 4.3). Q.E.D. 
Remark. We could have formulated Lemmas 4.2 and 4.3 for a Galois 
covering of spaces in general. The main hypothesis would be invariance 
under the Galois group of the covering. 
The next theorem is the main result of this section. 
THEOREM 5. Let G be a finite group; let r(G) be the 2-rank of G (i.e., the 
rank of a maximal elementary abelian 2-subgroup of G) and I(G) the 2-length 
of G. Then 
r(G) < v(G) <I(G). 
THE TOTAL STIEFEL-WHITNEY CLASS 229 
More precisely, the non-nilpotent Stiefel-Whitney classes of ro are exactly 
the w2,~z,(ro) for l-r <u<l (where 1= l(G), r=r(G)). These classes are 
algebraically independent over Fz and generate a subalgebra over which 
H*(G, Z/2) is finite. For i < 2’- ‘, wi(ro) = 0. For other values of i, wi(ro) 
is nilpotent, and tf i#2’-2” for O<u<l-r, then wi(r,)2=0. The class 
w2r-I is a nonzero divisor in H*(G, 2/2)/(nilradical). 
Proof. The inequality r(G)< v(G) follows from Prop. 4.1(a) and the 
corollary to Prop. 4.2; the inequality v(G) < I(G) follows from Prop. 4.3 and 
the fact that v(G) < v’(G). By Prop. 4.4, v(2r,)= 1+ 1, which implies by 
Prop. 1.1(c) that wi(ro)2 = 0 unless i is of the form 2’-2” for 0 <p Q 1. 
Pick up an elementary-abelian 2-subgroup E of G, of rank s< r. Then 
(rG)IE= (G:E) rE as usual; by Quillen’s computation in [Ql, Prop. 5.41, 
the nonzero Stiefel-Whitney classes of rG have degrees 2” - 2p for 0 < p d s. 
Since H*(E, Z/2) contains no nilpotents, we have w2/_2a(rC)IE#0 iff 
l-s < fl< 1; in particular, by Quillen’s theorem, ~~/-~,,(ro) is nilpotent if 
and only if Obu<l-r. On the other hand, taking s= r, the classes 
w2/- 2r(ro)I E are algebraically independent for 1 - r 6 p < 1 because they 
form a regular sequence (again see [Ql, Prop. 5.4]), so a fortiori the 
classes ~~/-~Jro) themselves are. By [Q2, Cor. 2.41, since rc is faithful, 
H*(G, Z/2) is finite over its subalgebra generated by the wi(rG). The last 
claim is proven once again by restriction to elementary-abelian subgroups 
of G. 
QUESTION. It is true that for any G, the w~/-~,(Y~) (l-r <u<l)form a 
regular sequence in H*(G) (at least modulo nilpotents)? 
In general, the computation of v’(G/H), and a fortiori of v(G/H) (for H 
an arbitrary subgroup of G) depends strongly on the “geometry” of the 
embedding of H into G. Here is at least an estimate for this number. 
PROPOSITION 4.5. Let H be a subgroup of G. 
(a) Zf H is normal in G, then v’(G/H) = 1( G/H). 
(b) In general, one has 1( No( H)/H) < v’( G/H) < 1( G/H). 
Proof Part (a) is proven just as Prop. 4.3, by noting that if E is an 
elementary abelian subgroup of G, then (r,,,)l E = (G : EH) rEIEn n. 
Part (b) is a trivial consequence of the definition of v (on the right) and 
Prop. 4.1(a) (on the left). 
Note that part (a) of Prop. 4.5 implies that when H is normal in G, 
v’(G/H) has the same meaning whether we view G/H as a group or as a 
G-set. This is not so for v(G/H) in general and some care must be exercised 
in this case. 
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5. ABELIAN ~-GROUPS 
At this stage, it is convenient to introduce a notation: 
Notation. We write p zp’ for two representations of a group G if 
rk(p) = rk(p’) and w(p) = w(p’) ( or, equivalently, if p - p’ E J’“‘(G) = 
n n>o J’“‘(G)). 
Observe that this equivalence relation is compatible with sums, products, 
change of groups (pull-back), and induction. The last one expresses the fact 
that the ideal J’“’ is inductive. 
In this section, we compute v(G) when G is an abelian 2-group and aiso 
give a simple expression of r(G) module J(“)(G) when G has no cyclic 
factor of order 2. First, let me introduce a new (class of) representation(s) 
for an arbitrary 2-group G: 
For p E R(G) we write, as in Section 3b, [p] for the real representation 
defined by p by restriction of scalars. Let X(G) be the group of unitary 
characters of G, and let (x~)~~, be a basis of X(G) (a set of independent 
generators). Finally, let a, = JJ,e, (1 + x,): it is a complex representation of 
degree 2d (where d= d(G) is the rank of X(G)), depending on the choice of 
the basis (x~)~~[. Obviously, we also have ao = &, , xJ, where, for Jc Z, 
xJ = l7icJ xi. Therefore, Cacl= CJrl CxJJ 
PROPOSITION 5.1. The class of ao module Z(“)(G)= nnaO Z@)(G)) is 
independent of the choice of (Xi)it,. This class is invariant under 
automorphisms of G, and a, E Zcd’(G). Zf H is another group, a, x n = 
a, @ aH for the obvious choice of a basis of X(G x H) and 2[a, x n] z 
[ao] Q [a”]. If E is elementary-abelian, aE= rE (viewed as a complex 
representation) and [as] = 2r, (viewed as a real representation) for any 
choice of a basis of X(E). 
Proof: Observe that, for x E X(G), C(x) only depends on x modulo 
squares. When J runs through all subsets of Z, the classes of xJ modulo 
squares run through all elements of X(G)/X(G)* exactly once. This proves 
the first claim, and the second follows. The third claim is an immediate 
consequence of Prop. 3.3(a). The last two claims are obvious, except 
perhaps the identity 2[a GxHl x Cacl 0 [aHI. But Cacl 0 CaHl = 
Ca,Q(Ca~lQC)l~~aoQ(2a,)l=2[aoQa,l=2Cao.~l, as it is 
readily checked that [an] @ Ca 2a, (here the symbol x is taken in the 
sense of “congruent modulo Z’“‘(G)“). 
THEOREM 6. Let G = C, x . . ’ x C,, where all Ci are cyclic of order 2 4. 
Let E, be the nontrivial quadratic character of Ci. Then: 
(i) Ifr=l, r,z&,-1+2’-*[a,], 
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(ii) Ifr=2, roz (El - l)(E* - 1) + 2’p3[a,], 
(iii) If r>3, r G z 2~p’-1[aG], 
where I = l(G) is the length of G. 
One has v(G)=r ifr62 and v(G)=1 ifr>3. 
Conjecture 1 gives the estimate v(G x H) > v(G) + v(H) for two groups 
G, H, but this example shows that equality does not hold in general, 
Proof: Let li = Z(C,); write rc, = 1 +si+pi. We may write pi=C [xl, 
where x runs through all characters of Ci of order 24. If such a x is faith- 
ful, then w(x) = 1 + vi, where q, is the generator of H*(C,); otherwise 
w(x) = 1. Since there are 2’,-* faithful characters of Ci, we get that rc, z 
si- 1 + 21’-2[a,,]; this gives part (i) of the lemma. 
For parts (ii) and (iii), simply write Izi for 2’J-2[a,Z]. By assumption, 
Ef = 0 in H*(G, Z/2), where as usual I write wl(si) = .Ei. Using formula (1) 
and observing that dim & is even and that li has only even-dimensional 
nonzero Stiefel-Whitney classes, we get that .sJj z Jj for all i # j. This gives 
the formula 
rG~((El-1)‘~.(&,-1)+21-2’[~~,]~~’[~~,] 
~(E1-1)...(&,-l)+2~-‘-‘[ac] by Prop. 5.1. 
For r = 2, this is part (ii) of Th. 6. 
Finally, assume that r > 3; we must show that (si - 1). . (E, - 1) z 0. It 
is enough to do it when r = 3. For this, I use the following general emma, 
which completes Prop. 4.2 and may be useful in other situations: 
PROPOSITION 5.2. Let H be a finite group, and let C be a cyclic group of 
order 2’24. Let E be the nontrivial quadratic character and x a faithful 
character of C. Also write 1 for 2’- ‘[a,-] (so that rc x E - 1 + I by Th. 6(i)). 
Let p be a (virtual) representation of H. Then, v(p @ A) > v(p) + I, while 
v(p @I (E - 1)) is the largest integer k such that w2k-l_ l(p) # 0 (or 00 if no 
such integer exists). 
Proof. Observe that [a,] E J”‘(C), by Def. 3.3 bis. From Th. 1 we get 
that v(p @ [ac]) > v(p) + 2; the first claim follows immediately. As for the 
second, write as usual wi(s) = E. Then, taking into account the fact that 
E2 = 0, we get from formula (1) 
Therefore 
W(P@(&-1))=1+ E. 1 
i>l 
w2i- l(P))/MP). 
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From Lemma 1.1, the smallest integer such that wi(p @ (E - 1)) #O is a 
power of 2. By the Kiinneth formula, 5.x # 0 for all x E H*(H, Z/2) - {O}; 
whence the second claim. 
COROLLARY 1. v(Hx C)= v(H)+ 1 iffSqzxm'~ ' ,~-1(r,)#0, where v = 
v(H). Otherwise, v(Hx C) >, v(H) + 2. Zf rII has no nonzero odd-dimensional 
Stiefel-Whitney classes, e.g., if rH z 2p for some p E RO(H), then 
v(HxC)>v(H)+l. 
This follows from Prop. 5.2 and Lemma 1.1. 
COROLLARY 2. Let A be an abelian 2-group. If H is such that rH has 
no nonzero odd-dimensional Stiefel- Whitney classes, then v(H x A) 2 
v(H) + l(A). 
ProojI We may reduce to the case where A is cyclic. If IAl = 2, this 
follows from Prop. 4.2 and if J A 1 2 4 it follows from Cor. 1. 
We apply Prop. 5.2 with H= C, x Cz, C= C3, and p = (si - 1)(s2 - 1). 
We must compute w(p) = w(E,E~) w(E,))’ w(sJ’. Since by hypothesis 
Ef=E:=O, we get 
W(&I&J W(&Jl W(E*)-1 = (1 +E, +EZ)(l.+Ei)-’ (1 +&-I 
=(l +Ei+E;)(l +E,)(l +EJ 
- - = 1 +E:+EIE:!+E:+~:F*+E,E:= 1 +&i&z. 
So, p has no nonzero odd-dimensional Stiefel-Whitney classes; by 
Prop. 5.2 we conclude that .s3p x p. Q.E.D. 
Let us prove the last statement of Th. 6. By Prop. 5.1, a, E Z”)(G), hence 
by Def. 3.3, [a,] E J “+“(G). Therefore, ~(2’~‘-‘a,) > 1. When r = 1, we 
have w,((si -l))= E, #O, hence v(G) = 1. When r =2, we just computed 
that - - w((si - l)(s* - 1)) = 1 + s1s2. Since E, E2 # 0, this gives v(G) = 2. 
Finally, when r 3 3, (iii) implies that v(G) > I; then Th. 5 implies that 
v(G) = 1. Q.E.D. 
Remark. It is easy to check that even when r < 2, ~‘([a~]) = r + 1, 
hence that v(2’-‘-‘a,) = I. 
COROLLARY 1. Let G be an abelian 2-group. Then 
if G has at most two cyclic factors of order 2 4; 
otherwise. 
Proof: This is obvious in view of Prop. 4.2. 
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COROLLARY 2. Let G be a 2-group having an abelian subgroup H of 
index 2. If H has at least three cyclic factors of order 24, then v(G) = Z(G). 
Proof. Under the hypothesis of the corollary, by Th. 6 and Prop. 5.1 we 
have r H = 2p, where p is invariant (modulo J’“)(H)) by all automorphisms 
of H. Then we can apply Cor. 1, Lemma 4.3, and Th. 5. 
6. EXTRASPECIAL ~-GROUPS 
Recall that a p-group is called extraspecial if its centre coincides with its 
commutator subgroup and has order p. 
We consider a slightly more general kind of 2-groups. Let us agree to call 
a 2-group G almost extraspecial if it is a central extension of an elementary- 
abelian group V by Z/2. Then G is characterized by the quadratic form 
Q : V --, Fz induced by squaring. The cohomology of almost extraspecial 
2-groups has been completely determined by Quillen in [Ql 1. 
PROPOSITION 6.1. Let G be an almost extraspecial 2-group. Then 
v(G) = f(G), except if G is isomorphic to Z/4 x E, where E is elementary- 
abelian. In the latter case, v(G) = Z(G) - 1. 
Proof: Using Prop. 4.2, we may assume that G has no direct factor 
isomorphic to Z/2 (this will simplify our life a little). This means that Q is 
non-singular, i.e. (in the notations of [Ql]), that V, = (0). From Quillen 
[Ql, Th. 5.103, we deduce that v(G)=min,v((r,)J(,l,-), where W runs 
over maximal Q-isotropic subspaces of V, W’ is the orthogonal of W for 
the bilinear form associated to Q and -denotes inverse image in G. As 
usual, write (r,)lcwl,- = (G: (W’)“) rCwlj-. As in [Ql, p. 2061, write 
(W”)” = Wx L, where 
2 = 
! 
Z/2 in the “real case” 
Z/4 in the “complex case” 
Q (the quaternion group of order 8) in the “quaternion case” 
Then rCwlj- = r,@ rr. Using Lemma 2.2 (cf. the proof of Prop. 4.2), 
we get by induction on 1(W) the equality v((r,)lCwl,-) =I( W)+ v(2’rr), 
where 2h= (G: (W’)-). In the real case, v(2”rr) = h + 1, hence 
v((rG)((Wlj-)=l(G). In the complex case, we assume that G is not 
isomorphic to Z/4, and therefore that h > 1. Now rL = rL + x (notations of 
[Ql]), hence w(rr) = w(rJ . w(x). But in H*(E, Z/2), we have w(rL)* = 1, 
hence v(2hrL) = h + 2: indeed, w(x) = 1 + w*(x), and w*(x) is the generator 
of H2(& Z/2), hence is not nilpotent; we again get v((rc)l(,+,l,-)=I(G). 
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Finally, in the quaternion case, we still have YE= rL + x; but this time 
w(rL) = 1 in H*(E, Z/2), because wz(rL) = xf + x,x2 + xi (notations of 
[Ql]) and this is precisely the defining relation of the quaternion group ,? 
(and of course, w3(rL) = Sqlwz(rL) =0 too). On the other hand, w(x) = 
1 + w&), and wq(x) is the (non-nilpotent) generator of H4(L”, Z/2), so 
v(2%e)=h+ 3 and once more we get v((rG)J(WII-)=I(G). Finally, 
Prop. 6.1 in the exceptional case is a consequence of Cor. 1 to Th. 6. 
7. ANOTHER CONJECTURE 
In this section, we discuss the following 
CONJECTURE 3. v(G) > d(G), where d(G) = dim, H’(S, Z/2) is the mini- 
mal number of generators of a Syiow 2-subgroup of G. 
In view of Prop. 4.1(a), this conjecture is equivalent to the following, 
apparently stronger and relining Th. 5: 
CONJECTURE 3 BIS. v(G) b sr(G), where sr(G) is the sectional rank of G, 
i.e., the rank of a maximal abelian 2-elementary subquotient of G. 
Conjectures 3 and 3 bis are true when G is an abelian 2-group by Cor. 1 
to Th. 6 and for extraspecial 2-groups by Prop. 6.1. Actually, more is true 
in this direction: 
PROPOSITION 7.1. Conjecture 3 bis is true when G is a central extension 
of an elementary abelian 2-group by another. 
Proof Call such a group an almost special 2-group. So an almost 
special 2-group G is a central extension 
l-+W+G-rV+l. 
where V and Ware F,-vector spaces. Since a subgroup of an almost special 
2-group is an almost special 2-group, it is enough in view of Prop. 4.1(a) 
to show that v(G) > dim, V. The following lemma reduces us to the case 
where dim W = 1: 
LEMMA 7.1. rc = CH rciH + (2 - I WI) rGIw, where H runs through all 
hyperplanes of W. 
Proof: Induce from W to G the trivial formula r w = CH rWIH + 
(2-IW)1. 
Proposition 7.1 is now a consequence of Prop. 6.1. Q.E.D. 
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Remark. Proposition 6.1 gives a trifle more than what we expect in the 
case of almost extraspecial 2-groups: 1(G) instead of I(G) - 1 (except in the 
exceptional case). 
Using Prop. 7.1, we can now prove: 
THEOREM 7. Conjecture 3 bis holds when v(G) d 4. 
Proof Let s = sr(G). There is a 2-subgroup H of G such that d(H) = s 
and d(K) <s for all KS H. By Th. A (appendix), H is almost special, so 
v(H) B s by Prop. 7.1. Therefore, v(G) 2s by Prop. 4.1(a). 
8. OTHER GROUPS 
Blackburn has determined all 2-groups which are not metacyclic but in 
which every proper subgroup is metacyclic: up to isomorphism there are 
four such groups [Kl, I, Prop. 11. It seems worth computing v(G) for 
those groups. 
PROPOSITION 8.1. Let G be any of the four groups listed in [Kl, I, 
Prop. 11. Then v(G) = Z(G). 
Proof. In case (i) of [Kl, I, Prop. 11, G is isomorphic to (Z/2)3; the 
claim then follows from the corollary to Prop. 4.2. In case (ii), G is 
isomorphic to Q4 x Z/2, so the claim follows from Prop. 4.2 and the fact 
that v(Q4) = 3 [GKT]. In case (iii), G is extraspecial nonabelian (easy to 
check), so the claim follows from Prop. 6.1. 
Finally, let us deal with the most difficult-case (iv). This group has an 
abelian subgroup H of index 2, isomorphic to Z/4 x Z/4 (H = (x2, x3) in 
the notations of [Kl, I]). Although we are not in a position to apply 
Cor. 2 to Th. 6, we shall see that essentially the same argument works here. 
Let (E,, s2, s3) be the basis of X(G), dual to the basis of G/G’= 
Gab = G/Z given by the images of x1, x2, and x3 (notations of [Kl, I]). 
Then (E*, s3) restricts to a basis of 2X(H), still denoted by (E*, Ed). By 
Th. 6, we have rH z (s2- 1)(s3 - 1) +4[aH]. By the argument used to 
prove Cor. 2 to Th. 6, we have v(Indz 4[aH]) = 5. On the other hand, we 
have by Frobenius reciprocity 
IndC, (E* - l)(~~ - 1) x (s2 - 1)(s3 - 1) .Indz 1 
=(&,+l)(&~-l)(E~-l)=e (say). 
We shall prove that 19 ~0, which will finish the proof. Observe that 
OEJ(~)(G) and that the Stiefel-Whitney classes of 8 are sums of cup- 
products of elements of degree 1. Therefore, it is enough to prove: 
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LEMMA 8.1. H’(G, Z/2)4=O. 
(This statement means that the product of any four elements in 
H’(G, Z/2) is zero.) 
Proof: Set lj= w,(c,). We must show that any monomial of degree 4 in 
il,, A2 and j& is zero. Observe that G is an almost special 2-group (in the 
sense of my definition above); with the notations of [Kl, I], its centre Z 
is generated by xi and xi and coincides with its Frattini subgroup. Write 
K, K’, and K” respectively for G/(x:>, G/(x:), and G/(x:x:). Then, K, 
K’, and K” are central extensions of the 3-dimensional vector space G/Z by 
F2, the extensions being respectively given by the three quadratic forms in 
(49 22, A), 
Q=A;+&A,+A;; 
Q’=~;+~;+AJ,+~,&; 
Q”=~lA2+A;+~~. 
(This fact is easily checked on the presentation of G given in [Kl, I].) 
In H*(G, Z/2), we have therefore the relations given by Q and Q” (note 
that obviously Q + Q’ + Q” = 0), 
a;+a,a,+a:=o; (A) 
A:=41,+A:. (B) 
Applying Sql, we get further relations: 
a;& = a&; CC) 
A:A*=1,$. CD) 
Multiplying (A) by 2, and using (C), we get 1: =O; similarly we get 
ni =O. Multiplying (B) by 2, and using (D), (C), we get AlLi = 
1:12+1,A:, hence L,L:=O, hence (by (C) again) L:j23=0. Therefore, all 
monomials of degree 3 in 1, and A3 are 0. 
Multiplying (D) by 1, and A,, we get J.:# = L1i:& = 0. Multiplying (B) 
by A:, we get 1zL: = 0. So all monomials of degree 4 divisible at most by 
1: are 0. 
It remains to see that monomials divisible by 1: or nz are zero. To see 
this, multiply (B) by ;1,; use (D), then (A), and get 
a;=a,a;+a.:a,= (a;+a:)a2=a,a*a3. (El 
This implies that all monomials divisible by ni are zero, except perhaps 
2:. To get the last one, multiply (E) by 1, and use (D) to get 
a; = a&a3 = a;a*a, = 0. Q.E.D. 
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Note that among the seven subgroups of index 2 in G, six are isomorphic 
to G(2, 2, 2, - 1) (notation of [Kl, II]) and one is isomorphic to (Z/4)*. 
So every subgroup H of index 2 in G has v(H) = 2: this gives an example 
of a group where v “jumps”; i.e., v(G) > v(H) + 2 for all proper subgroups 
H of G. This remark also gives the following corollary to (the proof of) 
Prop. 8.1: 
COROLLARY 1. Let G be the fourth group listed in [Kl, Prop. 11. Then, 
for any group G’ containing G as a subgroup of index 2, we have v(G’) = 
l(G’) (=6). 
Proof. With the notations used in the proof of Prop. 8.1, we have 
actually shown that r G z 4 Indz [a”]. Since H is the only abelian subgroup 
of index 2 in G and [aH] is fixed (modulo J’“‘(H)) by all automorphisms 
of H, Indz[a,] is fixed (modulo J’“‘(G)) by all automorphisms of G. We 
are now in a position to apply Lemma 4.3 (and Th. 5). 
COROLLARY 2. Let G be a 2-group such that v(G) = 3 but v(H) < 2 for 
all proper subgroups H. Then G is isomorphic to (Z/2)3, Q4 or D4. 
ProoJ: By [Kl, I], all proper subgroups of G are metacyclic. If G is not 
metacyclic, it is isomorphic by Blackburn’s theorem to one of the four 
groups listed in [Kl, I, Prop. 11. By Prop. 8.1 above, the only one of these 
for which v(G) = 3 is (Z/2)3. If G is metacyclic, then G is isomorphic by 
[Kl, II] and [GKT, Lemma lo] to D2m, Dim, or Qzm, and m+ 1=3 by 
[GKT, Th. 5.21, hence G g Q4 or D4. Conversely, these groups do have 
the property in the corollary. 
Unfortunately, this corollary does not seem to lead in an obvious way to 
the determination of 2-groups G with v(G) < 3. By the corollary to 
Prop. 7.1, such a group must have sr(G) < 3. 
9. V-REGULAR GROUPS 
Computations made in the former sections motivate the following 
definition: 
DEFINITION 9.1. Let G be a finite group. We say that G is v-regular if 
v(G) = l(G). 
Of course, a group is v-regular iff its Sylow 2-subgroups are. The 
following are examples of v-regular 2-groups: 
1. Elementary-abelian 2-groups (corollary to Prop. 4.2); 
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2. Abelian 2-groups with at least three cyclic factors of order 34 
(Cor. 1 to Th. 6); 
3. Nonabelian extraspecial 2-groups (Prop. 6.1); 
4. Quaternion, dihedral, and semidihedral %-groups. This follows 
from the computations in [GKT, Th. 51. 
5. Blackburn’s groups (Prop. 8.1). 
Further, we have: 
6. If G is any group and E is elementary-2-abelian, then G 
v-regular o G x E v-regular (Prop. 4.2). If A is an abelian 2-group and G 
is a v-regular group such tat rG has no nonzero odd-dimensional 
Stiefel-Whitney classes, then G x A is v-regular (Cor. 2 to Prop. 5.2). 
7. If Conjecture 1 holds, then G and H v-regular * G x H v-regular 
(Th. 5). 
8. There is a “tropism” to the effect that HE G and H v-regular * G 
v-regular: see Cor. 2 to Th. 6, Cor. 2 to Prop. 8.1, and also Prop. 4.4 (of 
course this statement as such is false in general, as, for example, shown by 
Th. 6). This is linked to the fact that one “often” has rc z 2p, with p 
invariant (modulo J’“‘(G)) by all automorphisms of G. It is not clear 
whether one can make this remark more effective, for example, by finding 
a stronger property which would be saved by passing from a subgroup to 
the whole group. Here is at least a first step in this direction: 
DEFINITION 9.2. A finite group G is slick if rG E 2p, with p invariant 
(modulo J’“‘(G)) by all automorphisms of G. 
For example, an abelian 2-group with at least two cyclic factors of order 
34 is slick. 
PROPOSITION 9.1. Let H be a characteristic subgroup of the finite 
group G. 
(a) If H is slick, then G is slick. 
(b) Zf H is slick and v-regular, then so is G. 
Proof The first claim is obvious and the second one is a consequence 
of Lemma 4.3. 
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APPENDICE: GROUPES d-MAXIMAUX 
Soit p un nombre premier; pour tout p-groupe G, notons d(G) = 
dim, G/@(G) (ou @(G) est le sous-groupe de Frattini de G), nombre mini- 
mal de generateurs de G. On dit que G est d-maximal si d(H) < d(G) pour 
tout H< G. Le but de cette note est de demontrer le theoreme suivant: 
THEORBME A. (a) Si p > 2, tout p-groupe d-maximal est de classe (de 
nilpotence) 6 2. 
(b) Si p = 2, la conclusion reste vraie au moins si d(G) d 4. 
Ce theoreme est l’analogue dun resultat de Thompson, ou la quantite 
d(G) est remplade par [G/G’] [Th, lemme]; on notera que dans ce cas, 
contrairement a ce qui se passe ici, il nest pas ntcessaire de distinguer 
suivant la parite de p. Thompson m’a indiqut que la partie (a) de 
l’enonce peut s’obtenir en adaptant la methode de [Th], mais pas a priori 
la partie (b). 
Pour d(G) < 2, (b) est bien connu: les seuls 2-groupes dont tout sous- 
groupe propre est cyclique sont Cz x Cz et le groupe quaternionien, qui 
481/144/l-I6 
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sont bien nilpotents de classe 2. Pour d(G) = 3, (b) resulte d’un theoreme 
de Blackburn [B, Th. 3.21. Plus precisement, Blackburn determine les 
p-groupes non metacycliques dont tout sous-groupe propre est metacycli- 
que. Pour p = 2, tous les groupes trouvts verilient d(G) = 3; cela implique 
que tout 2-groupe de rang sectionnel 62 est metacyclique, et done que les 
2-groupes trouves par Blackburn comcident avec les 2-groupes 
d-maximaux veriliant d(G) = 3. Tous ces groupes sont de classe 6 2. Le cas 
d(G) = 4 est apparemment nouveau. 
11 est Cvidemment interessant de se demander si (b) reste vrai saris 
restriction sur d(G); il semble que la methode utilisee ci-dessous soit trop 
ad hoc pour permettre de repondre a cette question. Un autre probleme 
inttressant est de determiner explicitement les p-groupes d-maximaux, ce 
que ne fait pas le theoreme ci-dessus. Disons qu’un p-groupe G est de type 
(a, b) si d(G) = a et d( [G, G]) = 6. Si G est d-maximal, on a evidemment 
a > b; si de plus p > 2, on doit avoir a > b + 1. On peut montrer que, si 
p > 2, il y a a isomorphisme pres un groupe d-maximal de type (3, l), 3 de 
type (4, 1) et p + 7 de type (4, 2). Par ailleurs, si p = 2, il y a un groupe 
d-maximal de type (2, l), 2 de type (3, l), un de type (3,2), 4 de type 
(4, l), 18 de type (4, 2) et 25 de type (4, 3). Ces resultats, ainsi que la liste 
des groupes en question et leurs groupes d’automorphismes exttrieurs, 
paraitront dans un travail en commun avec Yvan Patentreger, actuellement 
en preparation. Pour a 6 3, ils peuvent se retrouver au moyen de [B]; pour 
a = 4 et p impair ils peuvent s’obtenir de man&e “directe” mais pour a = 4 
et p = 2 ils ont Cte obtenus a I’aide d’un ordinateur. 
Soit G un p-groupe. 
1. Cas gPnPra1 
LEMME Al. Si G est d-maximal, G/N est d-maximal pour tout 
N 6 Q(G), N distinguk dans G. 
En effet, on a d( G/N) = d(G), et d(H) < d(H, ), oi H < G/N et H, est 
l’image reciproque de H dans G. 
Notons C,(G) la suite centrale descendante de G (C,(G) = G, Ci+ ,(G) = 
[G, C,(G)]) et Ai(G)=Ai le quotient Cj(G)/Ci+,(G): c’est un SOUS- 
quotient abtlian de G. 
LEMME A2. Si G est d-maximal, les A,(G) sont d’exposant p. 
D’apres le lemme Al, A,(G) est d-maximal, done d’exposant p. Par 
definition des C,(G), le commutateur induit des homomorphismes surjectifs 
A,(G) 0 Ai- i(G) + A,(G). Par recurrence sur i, on en deduit que A,(G) est 
d’exposant p. 
THE TOTAL STIEFEL-WHITNEY CLASS 241 
LEMME A3. L’application “commutateur” et l’klhation h la puissance p 
induisent des accouplements [ , 1: Ai x Aj -+ Ai+ j et des applications 
A,-% Ai+l, vkrifiant: 
(a) [ , ] est alter&e et vdr$e l’identitt de Jacobi; 
(b) si x, ye Ai, 
i 
xp+ yp si p>2 024 i> 1 
(x+ yY= x2+ y2+ [x, y] si p=2 et i= 1; 
(c) si x, yeAix Aj, 
cxpT y’ = { :; :.:I+ [x, [x, y]] 
si p>2 ou i> 1 
si p=2 et i= 1. 
L’existence des Ai + Ai+ , rtsulte du lemme A2; (a) est classique; (b) et 
(c) sont du calcul. 
LEMME A4. (a) G est d-maximal si et seulement si Z/p x G est d-maxi- 
mal. 
(b) Si cl(G) < 2, les sous-groupes abkliens Pkmentaires facteurs directs 
de G correspondent bijectivement aux sous-espaces vectoriels V de A, 
ukrzj?ant [V, A,] = VP = 0. 
Ddmonstration. (a) Soit H < Z/p x G et soit H, la projection de H sur 
G. Si H g Z/p x 1, H--f HI est un isomorphisme, done d(H) = d(H,), Si 
HBZ/pxl, on a H=Z/pxH, oti H,=Hn(lxG). Alors H,GH-+H, 
est un isomorphisme, done d(H) = d(H,) + 1. 
Si G est d-maximal et H < Z/p x G, on a soit H > ZJp x 1 et H, < G, soit 
H2 Z/px 1. Dans le premier cas, d(H,)<d(G) done d(H)=d(H,)+ 1 < 
d(G) + 1 = d(Z/p x G). Dans le deuxieme cas, d(H) = d( H,) < d(G) < 
d(Z/p x G). Done Z/p x G est d-maximal. 
Si Z/p x G est d-maximal, soient H, < G et H l’image reciproque de H, 
dans ZJp x G. Alors H B ZJp x 1 et H < Z/p x G, done d(H) < d(G) + 1 et 
d(H,) = d(H) - 1 < d(G), done G est d-maximal. 
(b) Soit E un sous-groupe abelien eltmentaire facteur direct de G, et 
soit V sa projection sur AI. 11 est clair que [ V, A 1] = VP = 0. Inversement, 
si cl(G) < 2, soit un tel I/< A,, et soit (e,, . . . . e,) une F,-base de V. Soient 
g,, . . . . g, des relbvements des e, dans G. Alors on a [g,, G] = gp = 1, done 
E= (gl, . . . . g,) est un sous-groupe abelien iltmentaire, central dans G. Si 
W est un supplementaire de V dans A i , l’image reciproque de W dans G 
est un supplementaire de E. C.Q.F.D. 
242 BRLJNOKAHN 
LEMME A5 Supposons cl(G) < 2. Alors G est d-maximal si et seulemenf 
si la condition suivante est v&$it!e :
Soit V<A,. Alors dim V- dim @(V) < dim A, - dim A,, ozi @(V) := 
[V, V]+ VP. 
Soit H < G. Alors d(HC,(G)) = d(H), car (HC,(G))’ = H’ (puisque 
Cz (G) est central). Done G est d-maximal si et seulement si d(H) < d(G) 
pour tout H< G contenant C,(G). Ces H correspondent bijectivement aux 
sous-espaces vectoriels V de A,. De plus, pour cette correspondance, @(H) 
nest autre que Q(V). On a done: 
d(H) = l(fV@(H)) = 4fVXG)) + 4C,(W@(H)) 
=dim V+dim AI-dim Q(V) 
et done 
d(H)<d(G)odim V-dim@(V)<dimA,-dimA,. 
PROPOSITION Al. Supposons cl(G) = 3 et dim A, = 1. Notons NI = 
{xEA,I[x,A,]=~} et N,={xEA,I[.x,A,]=O}. Alors: 
(a) [N,,N,]cN,nAi, oli A~:={xEA~(x~=O}; 
(b) sip>2 ou si A,+A, est nulle, Nf’cN*, 
Dans le cas (b), G n’est pas d-maximal. 
Ddmonstration. (a) Soient n, n’ E N, et x E A,. D’apres l’identitt de 
Jacobi, [x, [n, n’]] = [ [ n, x, n’]] - [n’, [x, n]] = 0. D’apres le lemme 
A3(c), [n, n’lp= [n, nfP] si p>2 et [n, n’]*= [n, n12] + [n’, [n, n’]] si 
p = 2. Dans les deux cas, on trouve bien [n, n’lP = 0. 
(b) Si p > 2, [x, n”] = [x, n]” = [xp, n] = 0. Si p = 2 et A2 + A3 est 
nulle, ona [x,n*]=[n, [x,n]]+[x,n12=0. 
Danslecas(b),ona@(N,)<N,.Soit V=N,.CommeA,xA,+A,est 
#O, VSA,. On a: 
dim V-dim@(V)adimN,-dimN,. 
Par definition, dim AI/N, = dim AZ/N, ( = rang de l’accouplement). 
Done dim N, -dim N2 = dim A, -dim A,; done G/A, n’est pas d-maxi- 
mal, et done G n’est pas d-maximal (lemme Al). C.Q.F.D. 
COROLLAIRE. Le thkortime st vrai lorsque p > 2. 
En effet, si cl(G) 2 3, G possede un quotient (a noyau contenu dans A3) 
qui v&tie l’hypothtse de la prop. Al. Ce quotient n’est pas d-maximal, 
done G nest pas d-maximal (lemme Al ). 
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2. Le cas p = 2 
On va s’interesser de plus prb aux groupes considtres dans la prop. Al, 
et plus prtcisement aux systemes (A 1, AZ, A,) qui s’en dtduisent. On peut 
identifier A3 h F2, et supposer (d’apres la prop. Al(b)) que l’itlevation au 
carre A2 + F2 est #O. On peut faire (et on fait) les reductions suivantes: 
(1) N2 n A: = 0. En effet, N2 n A: peut se relever dans G en un sous- 
groupe central C ne rencontrant pas A3. Alors G/C est toujours de classe 
3 et virifie N2 n A; = 0. De plus, G/C non d-maximal o G non maximal. 
On a done Nz=O ou dim N2= 1 et Az=Nz@A:. 
(2) SixeA,, [x,A,]=x*=Oox=O.Eneffet, untelxdetermineun 
facteur direct Z/2 de G, que l’on peut tliminer (lemme A4). 
On pose A, =A,/N~. 
LEMME A6. Soit n E N1. Alors 4,,(x, y) = [x, [n, y]] d&nit une forme 
bilineaire symetrique sur A, x A,. L’application n c, n* est un 
homomorphisme d  N, dans A*, et I#, est alter&e ssi n* E N2ssi[n, A,] c A:. 
On a Ker ~5, = {x 1 [n, x] E N,}. 
Demonstration. La symttrie resulte de l’identite de Jacobi, et la linearitt 
de n H n* resulte du lemme A3(b), de la prop. Al(a) et de l’hypothbe (1). 
On a tin(x, x) = [x, [n, x]] = [x, n*] = [x, n]*, done 4, est alternee 
ssi[A,,n*]=O ssi[A,,n]*=O. Soit XEA~. On a xEKer$,oVy 
C-T Cn,yll=O-VY CY, Cn,x11=0-=Cn,xlEN2. 
COROLLAIRE. St’ 4, est alternee, Ker &, = {x 1 [n, x] = 0); 
dim{nEN,I~,=O}<l. 
Demonstration. Supposons d,, alternee, et soit x tel que [n, x] E N2. On 
a [x, n]‘= [x, n*] = 0, done [x, n] =0 puisque N, n Ai = 0. Si 4, ~0, 
4n est alternee, done [A,, n] = 0 et n* E N, d’apres le lemme A6. Vu 
l’hypothbe (2), l’espace de ces n est de dimension < 1. 
Notation. On note NY = {n E N, ) I$, est alter&e}. 
LEMME Al. Supposons N2 = 0, et soit e, E A, tel que et = AZ (un tel e, 
est uniquement determine module N,). Alors: 
(a) Pour toutfEA,, [eo, f]=f2. 
(b) ez=O. 
(c) Pour tout n E N1, [eo, n] = n*; e, se trouve dans le noyau de toute 
4, alternee. 
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Dhonstration. (a) Les applications A, -+ Fz donnies parf H [e,, f] 
et ft-+ f * sont deux formes lineaires ayant le m&me noyau; done elles 
coincident. 
(b) Soit YEA,. On a [Y,e~l=[y,e,l”+Ce,,Cy,e,ll=O en 
appliquant (a) a f = [ y, e,]. Done ei = 0. 
(c) L’element e,+n v&tie la m&me hypothese que e,. Done 
(e. + IZ)~ = 0, d’ou [e,, n] = n*. La deuxieme affirmation en resulte via le 
lemme A6. 
LEMME A8. Soit r = dim A,. On a 
dimA,< 
(r2 + r)/2 si N, #O, 
(r2 + r)/2 + 1 si N2 = 0. 
DPmonstration. A, est en dualite avec, done a m$me dimension que 
AZ/N:!. L’application n H n2 est un homomorphisme de N, dans A,, et 
NY = {n E N, ] n2 E N,} d’apres le lemme A6; par consequent, dim N,/N y < 
dim A2/N2. Considerons I’application n H 4n de NY dans l’espace des for- 
mes bilintaires alternees sur A,. Si N2 # 0, elle a un noyau de dimension 
6 1 (car. au lemme A6), done dim NY < (r.- l)(r - 2)/2 + 1. Si N1 = 0, elle 
envoie injectivement NY dans l’espace des formes bilineaires alter&es sur 
K,/(e,) (ibid. et lemme A7), done dim NY < (r - l)(r - 2)/2. 
Dans le premier cas, on trouve dim A, < 2(r - 1) + (r - l)(r - 2)/2 + 1 = 
(r2 + r)/2, dans le deuxieme cas, on trouve dim Al < 2r + (r - 1 )(r - 2)/2 = 
(r2 + r)/2 + 1. C.Q.F.D. 
Passons a la demonstration du theoreme dans le cas p = 2. On se donne 
un groupe G comme ci-dessus, d’oti un systeme (A,, A,, . ..). On pose 
toujours r = dim A*. Si dim A, Q r, G nest pas d-maximal pour une raison 
triviale: on peut done supposer (et on suppose) dim A, > r. 
(A) Le cas r=l. On doit avoir N,=O et dimA,=2. Si xeAl--Nl, 
on a x2 = 0 d’apres le lemme A6(b). Done V= (x) montre que G nest pas 
d-maximal. 
(B) Le cas r = 2. Si N2 #O, on a dim A, < 3 (lemme A8), done 
dim A, = 3. D’aprb la demonstration du lemme A8, on a dim Nr = 2, 
dim N,/Ny< 1 et dim NT< 1, done dim N,/Ny= 1 et dim NY= 1; de plus, 
le generateur n de NY veritie b,, = 0, done [n, A,] = 0 (car. au lemme A6). 
Mais alors, A2 nest pas engendre par [A,, A,], ce qui contredit sa defmi- 
tion. Done N, = 0. 
On a done NY = 0 (dbm. du lemme A8) et dim Al = 3 ou 4. Si 
dim A I = 3, on s’en tire comme dans le cas r = 1. Supposons dim A, = 4; 
alors l’tlevation au carre N, -+ A, est un isomorphisme. Soit e. 
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comme dans le iemmeA7, et soit e,tzAr- (N,, eo>: alors (e,,,er) est 
une base de A,. Soit (fO, fr) la base duale de A2 ([ei, fj] =di,): 
on a done fi=l, fi=O. Si (y,n)~ArxNr, on a [y,[n,y]]= 
[n’, y], i.e., [y, [n, y] + n2] =O. En particuiier, [n, e,] + n2 = qS(n) fo, 
[n, e,+ e,] + n2 = qY(n)(fo+ fr), ou 4 et 4’ sont deux formes lincaires, 
&oil: 
n2 = En, 61 = 0) f. + d’(nKfo + fi). 
Comme n H n2 est bijective, les formes lineaires 4 et 4’ forment une base 
de N;. On a: 
[e,, 41 =O, done e: = ufo; 
[eo+el, (eo+eI)21=0, done (e. + e,)’ = b(f, +f,). 
Soient n,,n,EN,, et Z,=e,+n,, P,=e,+n,. On a ai=0 (lemmeA7), 
et: 
Comme 4 et 4’ forment une base de N:, on peut trouver no et nl tels que 
Z: = (t,+ PI)’ =O. On a done aussi [go, Z,] =O, et V= (PO, PI) montre 
que G n’est pas d-maximal. 
(C) Le cas r=3. Si N,#O, on a dimA,= ou 5; si NZ=O, on a 
dim Al = 4, 5 ou 6. Pour finir la demonstration du theoreme, il suffit de 
traiter le cas dim AI = 4, et il suffit de trouver dans A, un x # 0 tel que 
x2 = 0; cela montre que, si Nz #O, on peut supposer dim NY < 1 et n2 # 0 
pour n E NY - (0) (lemme A6). 
(1) Si N2 = 0, on gagne par l’astuce habituelle que ei = 0. 
(2) Si N, # 0, on a dim 2, = 2 et dim N, = 2. Soient (e,, ez) une base 
de 2, (relevee a A,), (fi, f2) la base duale de A! (identifie a A,/N,) et f. 
le gcncrateur de N,: done (fO, fi, fi) est une base de A,. On distingue 
trois cas: 
(a) NY = 0. Alors le lemme A6 implique que (N,)‘= At; il existe 
done n,, n2 E N, tels que nf = fi. On calcule: 
CCei, njl, ekl = Ce;, njl’ = [ei, fil = 6, (k j= 1, 21, 
et 
CCei, njl, ekl = C[Jek, nil, e,l, 
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Gel, 41 =cfi, Ce2, %I =fo+cf, +f*. 
On a (e, + An, + ~n,)~ = e: + IbfO + [kz, + ~(a, + l)] fi. Comme 
e:Ee: = (f,, fi), si a, =0 on peut modifier e, de facon a annuler e:. On 
peut done supposer a2 = 1. En faisant le m&me calcul avec e2, on voit qu’on 
peut aussi supposer a, = 1, et de plus qu’on peut modifier e, et e2 de facon 
a se ramener au cas et, e:E (fO), done au cas e:=e: =fO. On calcule 
alors: 
Ce,, +I*= Ce,, 41+ Ce2, [e,, e211= Ce,, 41+ Ce,, Ce,, e211 
= Ce2, Eel, eJl= Ccl, CeI, 41 
done Ce,, e21 = 4fo + h + .f2), et 
On peut supposer que I = 1. Mais alors 
(e,+e2+nl)2=(el+e2)2+[el+e2,n,]+n~ 
=h+h +f2+h+f2+h =a 
(b) dim NY = 1; pour I’tlkment non nul n de N’j’, on a 4, # 0: alors 
#n est non dtgentree sur 2,. Par hypothbe et par le lemme A6, n2 = f,. 
D’apres le lemme A6, [n, A, ] c Ai. On a: 
CCei, nl, eil = 0 (i= 1,2), 
CCel, nl, e21 = C[Te2, nl, e,l= 1 (sinon on aurait #n = 0), 
done: 
Eel, nl =f2; 
Ce2, nl =fi. 
D’autre part, comme en (a) e:Ee: = (fO, f*). On a (er +n)* = 
e: +fi + fO; quitte a modifier e,, on peut done supposer que e: E (fe), 
done que e: = f,. De meme, on peut supposer que e: = fO. 
Le m&me caicul qu’en (a) donne alors (e, + e2)* = n(fe + fi + f2), et on 
peut supposer 1= 1. Calculons alors (eI + e2 + n)*: 
(el + e2 + n)’ = (e, + e2)* + [e, + e2, n] + n: 
=fo+~~+f*+f*+fl+h=~. 
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(c) dim NY = 1; pour l’Cl2ment non nul n, de NY, on a 4% = 0. On 
a toujours ni=fO. Soit n, ENS -NY: on peut choisir n1 tel que FZ: EAT; 
sans perte de g&Cralitt, on peut supposer que n: = 41, Le m&me calcul 
qu’en a) donne alors: 
CelT n,l =fo+fi +d2, Ce,, n,l =afi. 
On en dkduit: 
(el + An0 + w,)* = 4 + If0 + id1 + Ah + fl + af2) 
=4+(A+P)fo+wf2. 
Comme e: E (f f ) ,,, 2 , on peut l’annuler en modifiant e,, sauf si a = 0. 
Mais alors: 
(e2 + no + ,~n~)~ = ez + Afo + pfl. 
Comme 4 E (fo, fl >, on peut l’annuler en modifiant e2 ; C.Q.F.D. 
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