In modern high-throughput applications, it is important to identify pairwise associations between variables, and desirable to use methods that are powerful and sensitive to a variety of association relationships. We describe RankCover, a new non-parametric association test for association between two variables that measures the concentration of paired ranked points. Here 'concentration' is quantified using a disk-covering statistic that is similar to those employed in spatial data analysis. Analysis of simulated datasets demonstrates that the method is robust and often powerful in comparison to competing general association tests. We illustrate RankCover in the analysis of several real datasets.
Introduction
The need for statistical methods to identify general pairwise association is increasingly recognized, as evidenced by recent attention to methods such as distance correlation (dCor) relationships, pairs of points that are close on the x-axis can be quite distant on the y-axis B. Scatter plot on the rank scale C. Disks laid on the scatter plot on rank scale using Euclidian distance D. Disks laid on the scatter plot on rank scale using Manhattan distance.
Using this definition, a reasonable statistic for fixed δ iŝ
where I(.) is the indicator function.
The choice of disk size δ is an important consideration which has not been fully addressed in the spatial statistics literature. Diggle (1983) suggested computing the entire empirical curveF (δ) to develop a new summary statistic to compare against the null curve.
However, this approach makes the procedure prohibitively computationally expensive, and we propose (See Supplementary Article for details) using a fixed δ = √ n for Euclidean distance (Section 2.3), with slight modification under Manhattan distance. In addition, we modify the statistic to account for edge effects of the grid, using an (n + δ ) × (n + δ )
grid extending beyond the range of the scatterplot. Here δ is the smallest integer greater than or equal to δ. Finally, our modified test statistic is
where the range of {i, j} reflects the outer boundaries of a larger region to account for edge effects. The null distribution of T depends entirely on n, so tables based on simulated null distibutions can be precomputed for various sample sizes (See Supplementary Article).
Choice of parameters and distance metric
For the distance metric d, we consider here both Euclidian and Manhattan distances, for which later simulations show similar performance (See Supplementary Article). However, the Manhattan distance has advantages in approximating tail areas (See Supplementary Article). Therefore we recommend its use and here present results using Manhattan distance.
Results
We applied the RankCover method using the Manhattan metric to simulated and real datasets, following setups similar to , investigating dCor, HHG, and MIC as competing approaches. The simulation results indicate that RankCover and dCor have some complementary characteristics, and so we additionally propose a hybrid statistic using results from RankCover and dCor. The hybrid method uses the minimum p-value from RankCover and rank-based dCor as a new statistic. In addition to simulated data, we illustrate all the approaches on several real datasets.
Simulation results
Following the simulation procedure used in , we have simulated pairs of variables with several canonical dependency relationships ( Figure 3 ) and with varying noise levels. In each scenario, the X values were simulated iid from a uniform distribution, while the noise distribution was Gaussian. However, the overall results were similar for other distributional forms (See Supplementary Article). Figure 4 shows the power for the methods for various relationships, with varying noise levels, for sample size n = 50. Here the "noise level" is a scale quantity appropriate to each relationship form, following (See Supplementary Article).
It is evident that RankCover performs better than MIC in all the situations we have considered. It is found to be more powerful than dCor and HHG in several cases while these methods are found to be more powerful in other cases. Even when dCor or HHG is more powerful, RankCover still has reasonable power to identify the association. Numerous illustrations provided in the supplementary article indicate that these observations hold true for varying sample sizes, levels of noise, and functional forms for the originating X and noise distributions.
A careful look into the results indicate that dCor is more powerful than RankCover when the type of association is monotone. When the relationship is non-monotone, dCor is typically not as powerful. We attribute this behavior to the fact that dCor is less sensitive to non-monotone relationships for the reasons described earlier. We have also shown that with monotone relationships the Spearman's rank correlation is as powerful as dCor (See Supplementary Article). Therefore, one might simply use Spearman's rank correlation if there is prior knowledge that the relationship is monotone. On the other hand, RankCover is more sensitive to local clustering of points rather than trends. Thus, it is powerful against even non-monotone relationships like cubic, circular or the "X" relationship.
These observations motivate the use of a hybrid method utilizing both RankCover and dCor, as the two methods appear powerful in different situations. Formally, a new statistic is defined s hybrid = min(p dCor , p RankCover ), where p RankCover is the p-value obtained by using RankCover, and p dCor is that using dCor on (rank(x), rank(y)). The p-value for the hybrid method is p hybrid = P (S hybrid ≤ s hybrid ). As with RankCover, the p-value can be obtained by using pre-computed simulations. The hybrid method, as expected, is always less powerful than the most powerful statistic for each scenario, but seems to be robust against all forms of association investigated.
The HHG method also appears to be relatively robust. However, the ability of RankCover and the hybrid method to detect periodic relationships and non-functional relationships makes it very useful against such alternatives. The fact that RankCover is especially powerful against periodic relationships will be reinforced by the results in Section 3.2.3 and Section 3.2.4.
We summarize by emphasizing that RankCover and the hybrid method are powerful and robust in comparison to competing methods, and that these simulations cover a large range of relationships and noise levels. The broad conclusions are also not very sensitive to the marginal distributions of X and the error distributions (See Supplementary Article).
Real data

Example 1: Eckerle4 data
We show data from a study of circular interference transmittance (Eckerle, 1979) from the NIST Statistical Reference Datasets for non-linear regression. The data were analyzed by Székely and Rizzo (2009) to illustrate dCor, and contain 35 observations on the predictor variable wavelength and the response variable transmittance. Figure 5 shows the scatter plot of the predictor and the response along with the fitted curve (NIST StRD for non-linear regression) based on the model
where β 1 , β 2 > 0, β 3 ∈ R and is random Gaussian noise. From the plot, it is evident that there is a very strong non-linear relationship between the two variables. For dCor, p = 0.02072, while MIC and HHG have p-values < 10 −5 . The RankCover method and the hybrid method are also highly significant, with p < 10 −5 .
Example 2: Aircraft data
We have explored the Saviotti aircraft data (Saviotti, 1996) which was also analyzed by Székely and Rizzo (2009) . We consider the wing span (m) vs. speed (km/h) (n = 230, Bowman and Azzalini (1997)). Figure 6 shows the scatter plot of the two variables, alongside non-parametric density estimate contours (log scale). It is clear from the plot that there is a non-linear relationship ( Pearson's product moment correlation is a modest 0.0168, p-value= 0.8001), although the relationship is complicated and apparently not monotone. All of the methods described here were significant at α = 0.05. The p-values for dCor, MIC, and HHG were 0.00013, 0.00004, and < 10 −5 , respectively. For RankCover the test was also significant with a p = 0.0008, and for the hybrid method p = 0.0002.
Example 3: ENSO data
The ENSO data ( also taken from the NIST Statistical Reference Datasets for non-linear regression) consists of monthly average atmospheric pressure differences between Easter Island and Darwin, Australia (Kahaner, Moler, Nash, and Forsythe, 1989) , with 168 observations. There are 168 observations.The data form a time series, and has different cyclical components which were modeled (NIST StRD for non-linear regression) by the proposed
where β 1 , β 2 , ..., β 9 ∈ R and is random Gaussian noise. 
Example 4: Yeast data
In this example, we analyze a yeast cell cycle gene expression dataset with 6223 genes Spellman et al. (1998) . The experiment was designed to identify genes with activity varying throughout the cell cycle (Spellman, Sherlock, Zhang, Iyer, Anders, Eisen, Brown, Botstein, and Futcher, 1998) , and thus transcript levels would be expected to oscillate. This data has been analyzed by many researchers, including , who used it to verifying the ability of MIC to detect oscillating patterns. We have run dCor, MIC, HHG, RankCover and the hybrid methods of test on the data and used the Benjamini-Hochberg method to control the false discovery rate.
We have listed the genes identified by different methods after controlling the false discovery rate (FDR) at the 5% level and compared them with the list of genes identified by Spellman, Sherlock, Zhang, Iyer, Anders, Eisen, Brown, Botstein, and Futcher (1998) . Of all the genes identified by Spellman et al. (1998) , RankCover found 16% to be significant, while dCor, MIC and HHG found only 6%, 2% and 8% respectively. The hybrid method could identify 12% of those genes. Instead controlling the FDR at 25%, the figures for HHG, dCor, MIC, RankCover and the hybrid method become 39%, 23%, 18%, 57% and 47% respectively. These figures differ slightly from those reported in , due to the difference in the procedure of handling the missing data (See Supplementary
Article for details).
For these data, RankCover is clearly successful at identifying oscillating patterns expected for the experiment. This is also clear from Figure 
Summary
Our RankCover testing procedure serves as a simple and powerful method to test for general association between a pair of variables. The method is applicable to the problem of testing general association irrespective of the marginal distributions of the (continuous) variables.
Use of the rank scale also allows a pre-computed null distribution for the statistic, avoiding the need for actual permutation. This, along with the introduction of the idea of using a single disk size makes the procedure computationally feasible. The testing procedure has been shown to be powerful in simulated datasets even with a small sample size. A variety of real datasets, ranging from studies of cell cycle effects in gene expression to studies involving circular interference transmittance show that the approach provides useful and interpretable results.
Although dCor is theoretically motivated by consideration of characteristic functions, in practice it suffers for non-monotone relationships. Our RankCover procedure is generally powerful and robust, and is more powerful than MIC, dCor and HHG for a number of scenarios. RankCover may be especially useful to detect oscillating relationships, keeping in mind that such relationships need not be periodic and the amplitudes may vary. A hybrid of RankCover and dCor is proposed, which is shown to be highly robust against many forms of associations.
With the rapid rise of large datasets in today's scientific community, RankCover provides a useful tool to detect general association. The approach is both sensitive and relatively powerful, even with small samples, against various and general forms of association.
Supplementary Article for
A procedure to detect general association based on con-
centration of ranks
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S1. Details of the testing procedure
Let (x k , y k ) denote the ranks of the kth sample pair, k = 1, 2, ..., n. We define
The RankCover method measures the concentration of ranks using the test statistic
where δ is the disc radius (for Manhattan distance, δ is half the diagonal of each square).
t denotes the smallest integer greater than or equal to t.
Rank ( An (n + 2 δ ) × (n + 2 δ ) grid is considered which is an outward extension of the n × n grid {1, 2, ..., n} × {1, 2, ..., n} ( Figure S1 ).
In order to do the test, one can pre-compute the threshold based on a large number of simulations. The use of ranks enables such pre-computation as the distribution of our test statistic under null doesn't depend on the distributions of x and y. In Section S10, we have presented a table of such pre-computed thresholds for some sample sizes.
S2. Choice of the disk size
The choice of the disc size δ is an important consideration. We have proposed the use of a single optimum choice of δ as opposed to the whole δ versus F (δ) curve used by Diggle.
The argument for choosing δ opt = √ n for Euclidean distance and δ = π 2 √ n is somewhat heuristic, but based on empirical observations for several sample sizes. To understand the idea, we examine the expectation and standard deviation of T (δ)
under null for varying δ. These curves calculated based on 1000 simulations under null are shown in Figure S2 for Euclidean distance and Figure S3 for Manhattan distance. There is a clear change of curvature in the expectation in the vicinity of δ = √ n, and also we note that the standard deviation exhibits a local maximum and minimum in the vicinity. We reason that the local minimum of the standard deviation represents a good choice for δ. We also note that the point where the expectation curve changes the curvature is approximately the same point as the local minimum of the standard deviation. However, there is no closed form expression for this point of local minimum. From simulations under different sample sizes, we have established that such local minima occur near δ = √ n for Euclidian distance, and propose it as our choice of δ opt . Also, it is clear from these simulations that if the distance metric is symmetric (eg Euclidian, Manhattan etc), the shape of these curves depend on δ only through the area of the disk, and so we use δ opt = π 2 n for the Manhattan distance. Figure S4 shows an illustrative power comparison of our approach using a single optimum value of δ and the approach using the whole δ versus F (δ) curve. The second approach uses the area under curve as the test statistic. We have demonstrated the power comparisons for three different types of relationships: linear, quadratic and circular. It is clear from Figure S4 that the use of a single δ doesn't reduce power substantially, but greatly reduces computation time. 
S3. A single δ opt vs. the entire curve
S4. Details of the analysis of simulated data
This section explains the details of the analysis of simulated data in Section 3.1. We have used Manhattan distance throughout all the analyses due to the ease of tail area computation (Section S10). RankCover procedure with Manhattan distance appears to
give similar results to that with Euclidean distance (See Section S5).
The sample size is 50 (for other sample sizes see Section S7) and we used 1000 simulations under the null for RankCover and MIC. For dCor and HHG, 1000 permutations are used.
The power curves are obtained based on 500 simulations. The independent variable x is simulated as U (0, 1). The dependent variable y is calculated using the equation
where ν is the noise scale parameter and increases from 0.1 to 1 as in Figure 4 . The error distribution was chosen to be normal. However, as in , the variance of the error distribution was considered differently for different forms of relationship. Section S8 shows how the results are similar with other distributions also. The details of the forms of the function f (.) and the error distributions are as below.
• Linear: f (x) = x , error distribution is N (0, 1)
, where r is a Bernoulli(1/2) variable
where r 1 is a U (0.5 − x, 0.5 + x) variable and r 2 is a U (x − 0.5, 1.5 − x) variable 
S5. Choice of distance metric
We have explored two distance metrics: Euclidean distance and Manhattan distance. The performance of RankCover does not vary much based on the choice of the distance metric. Figure S5 shows the power analysis on simulated data using Euclidean distance. The results are not much different from those obtained using Manhattan distance (Figure 4 ).
However, we recommend Manhattan distance since it has the advantage of more easily approximating the tail area (Section S10). 
S6. Comparison of dCor with Spearman's rank correlation
The only cases where RankCover is dominated by some other method are all monotone relationships (linear, X 1/4 , Two curves) and in all those cases dCor appears to be the best choice. However, we have shown ( Figure S6 ) that even Spearman's rank correlation is equally powerful in those cases. Therefore, if we have prior knowledge that the relationship is monotone, then we do not gain anything by using the fancier methods anyway, and could use Spearman's rank correlation instead. We note that Spearman's rank correlation does not have much "generality" in the sense that it is not powerful against non-monotone alternatives. However, dCor has also been shown to have similar limitations. Figure S7 and Figure S8 show simulation results based on sample sizes 25 and 100 re- 
S7. Simulation results for some other sample sizes
S8. Simulation results for different marginal distributions of x and y
We have carried out the simulation analysis for different marginal distributions of x and different error distributions. Three distributions of different shapes are used for the marginal distribution of X: uniform, truncated normal (a normal distribution with mean 1/2 and variance 1/12 truncated between 0 and 1)and a U-shaped beta (beta(1/2, 1/2)). The choices for the error distributions are normal, U(0,1) and beta(1/2, 1/2) with appropriate shift of origin and scale so that the mean and variance of the error distributions are 0 and 1 respectively.
The results of these nine cases show that RankCover has reasonable power in all these cases. It has very high power in some cases ( Figure S9 ) and the power is not as high but still competitive in some other cases ( Figure S10 ). Table S1 shows a summary of all the cases. The mean power over all the noise levels are shown for each case. Since the power curves rarely cross each other, the mean power (which is approximately proportional to area under the power curve) appears to be a good indicator of performance. 
S9.2. Example 2: Aircraft data
100,000 simulations were used for RankCover and MIC. 100,000 permutations were used for dCor and HHG. Source of data: sm Package in R (Bowman and Azzalini, 2013) .
S9.3. Example 3: ENSO data
100,000 simulations were used for RankCover and MIC. 100,000 permutations were used for dCor and HHG. The estimates of β 1 , β 2 , ..., β 9 obtained from NIST website are used for plotting the fitted curve in Figure 7 . Source of data: NIST StRD for non-linear regression.
S9.4. Example 4: Yeast data
100,000 simulations were used for RankCover and MIC. 100,000 permutations were used for dCor and HHG. The data was pre-processed before analysis as follows. The data contained several missing observations. Since the sample size is small (24), we removed all the genes that had more than 3 missing observations. All other missing observations were imputed using KNN imputation (Troyanskaya, Cantor 
S10. Tables of pre-computed thresholds
The use of ranks in our procedure enables us to build tables of pre-computed thresholds for the test. Such pre-computed thresholds for RankCover method with Manhattan distance are given in Table S2 and those for the hybrid method are given in Table S3 . 100000
simulations were used to calculate the thresholds in each case. For the Manhattan metric, the rejection thresholds follow a sawtooth pattern ( Figure S11 ), with jump points occurring at the values of n where [δ] changes. Simulations were performed for n = 20, ..., 100. For large values of n, to reduce computation, tables were generated by (1) performing direct simulation for the values of n at, and just prior to, the jump points, followed by (2) linear interpolation for remaining values of n. 
