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Abstract
The Cauchy problem for the Boltzmann equation with soft potential, in the framework of
small perturbation of an equilibrium state, has been studied in many spaces. The method of
strongly continuous semigroup has been applied by Caflisch [2] and Ukai-Asano [12] for the
case of soft potential, where they obtained the L∞ solution without requiring any velocity
deviation. By generalizing the estimate on linearized collision operator L to the case of very
soft potential, we obtain a similar global existence result for γ ∈ [0, d). For soft potential, the
spectrum structure of the linearized Boltzmann operator couldn’t give spectral gap, so we use
the method of integration by parts and consider a weighted velocity space in order to obtain
algebraic decay in time.
Keywords: Boltzmann equation, linearized collision operator, global existence, soft po-
tential, strongly continuous semigroup.
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1 Introduction
Consider the Cauchy problem of the Boltzmann equation in d-dimension:
ft + ξ · ∇xf = Q(f, f), f |t=0 = f0. (1)
Here f = f(x, ξ, t) is the distribution function of particle at position x ∈ Rd with velocity ξ ∈ Rd
at time t ≥ 0, Q(f, g) is the bilinear collision operator defined by
Q(f, g) :=
∫
Rd
∫
Sd−1
(f ′∗g
′ + f ′g′∗ − f∗g − fg∗)q(ξ − ξ∗, θ) dωdξ∗ (2)
where
f ′∗ = f(x, ξ
′
∗, t), f
′ = f(x, ξ′, t), f∗ = f(x, ξ∗, t), f = f(x, ξ, t),
and similarly for g, and
ξ′ = ξ − ((ξ − ξ∗) · ω)ω, ξ′∗ = ξ∗ + ((ξ − ξ∗) · ω)ω, (3)
where ω ∈ Sd−1. Here (ξ, ξ∗) are the velocities of two gas particles before collision and (ξ′, ξ′∗) are
the velocities after collision, while θ ∈ [0, pi] is the angle between the first variable of q and ω. For
example, if q = q(ξ − ξ∗, θ), then
cos θ =
(ξ − ξ∗) · ω
|ξ − ξ∗| , (4)
The function q is the collision kernel determined by the interaction potential model between
two colliding particles. In this paper, we will only consider the Grad’s angular cut-off assumption.
That is,
q(ξ − ξ∗, θ) = |ξ − ξ∗|−γb(cos θ), (5)
with |b(cos θ)| ≤ q0| cos θ|, for some q0 > 0 and also q is almost everywhere positive. We usually call
it hard potential if γ ∈ [−1, 0) and soft potential if γ ∈ (0, 1) and very soft potential if γ ∈ (0, d).
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We are looking for a solution f near the equilibrium, that is the global MaxwellianM. Suppose
the solution has the form
f =M+M
1
2 g. (6)
By a translation and scaling of the velocity variable ξ, without loss of generality, we will take
M =
1
(2pi)d/2
exp(−|ξ|
2
2
). (7)
Substitute (6) into (1), and notice a global Maxwellian is collision invariant, we have
gt + ξ · ∇xg = Lg + Γ(g, g), (8)
where Γ(g, h) :=M−1/2Q(M1/2g,M1/2h) and L is a linear operator defined by
Lg :=M−1/2
(
Q(M1/2g,M) +Q(M,M1/2g)
)
.
Notation We introduce a weighted normed space for finding the solution as follows. Define
H l(Rdx) to be the standard Sobolev space and
‖f‖Lpβ : = ‖(1 + |ξ|)
βf‖Lp ,
Lpβ(R
d) : = {f : Rd → C | ‖f‖Lpβ <∞}.
Also we denote some multi-variable space.
Lpβ(H
l) : = Lpβ(R
d
ξ ; (H
l(Rdx))),
L∞α (L
p
β(H
l)) : = L∞α (Rt;L
p
β(R
d
ξ ; (H
l(Rdx)))).
In addition, for any linear operator T acting on normed space X , we denote its resolvent set,
spectrum and point spectrum respectively by
ρ(T ) : = {λ ∈ C : λI − T is bijective and (λI − T )−1 is continuous on X},
σ(T ) : = C \ ρ(T ),
σp(T ) : = {λ ∈ σ(T ) : λ is an eigenvalue of T }.
Also we define the a half space in C by
C+ := {λ ∈ C : Reλ > 0}.
Let X to be a metric space and Y to be a normed space and define C(X ;Y ) and BC(X ;Y ) as the
following.
C(X ;Y ) = {f : X → Y | f is continuous from X to Y },
BC(X ;Y ) = {f ∈ C(X ;Y ) | sup
x∈X
‖f‖Y <∞}.
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The goal of present paper is to find a solution to the Cauchy problem of equation (8) by applying
semigroup theory to operator
B = −ξ · ∇x + L,
where we regard B as an operator acting on Lpβ(H
l). The properties of L has been well studied
by Caflisch in [1] and by Ukai-Asano in [12]. The linearized collision operator has expression
L = −ν +K, where ν is a function satisfying ν(ξ) ∼ (1 + |ξ|)γ and K is an integral operator with
kernel k. About the global existence of Cauchy problem for Boltzmann equation (8), some previous
good result are established in different situation. Caflisch [2] gives a solution with exponential time
decay in the case of γ ∈ (0, 1) on torus Tx when the initial data has exponential velocity decay.
Ukai-Asano [12] proves the existence in space L∞α (L
∞
β (H
l)), the same as this paper, when γ ∈ (0, 1)
and gives algebraic time decay. Guo [8] and Strain-Guo [11] find global solution on torus Tx for
very soft potential γ ∈ (0, 3), but requiring higher order of derivatives in velocity of initial data.
They also find the exponential time decay when the initial data has exponential velocity decay.
In the present paper, we will establish the global existence to the Cauchy problem of equation
(8) in space L∞α (L
∞
β (H
l)) without any velocity derivation, and finally we can give a algebraic time
decay.
Firstly, we generalize the estimate of K, defined in 2.1, given by Caflisch [1] and Ukai-Asano [12]
from γ ∈ [0, 1) to γ ∈ [0, d). They are:
‖Kf‖Lpβ+γ+2 ≤ Cγ,d,q,p‖f‖Lpβ ,
‖Kf‖Lqθβ+γ+1 ≤ Cγ,d,q,p,θ‖f‖Lpθβ ,
where 1qθ =
θ
∞ +
1−θ
1 ,
1
pθ
= θd
d−2+
d
γ
+ 1−θ1 .We found that these estimates are still valid for γ ∈ [0, d),
by using a slightly different technique. With the good properties ofK, we can establish the estimate
on semigroup etB. To do this, we will define P : L2 → KerL to be the orthogonal projection from
L2 to the kernel of L and
B̂(y) : = −2piiy · ξ + L,
B̂0(y) : = −2piiy · ξ + L− P
as two linear unbounded operators acting on L2β(R
d
ξ). In order to obtain the estimate of semigroup
etB̂(y), we need to analyze the behavior of the resolvent (λI − B̂(y))−1 of B̂(y). When |y| is large,
the resolvent of B̂(y) has a good property obtained in [12]. While (λI − B̂(y))−1 has a singular
behavior near |y| = 0. Using resolvent identity, we have
(λI − B̂(y))−1
= (λI − B̂0(y))−1 + (λI − B̂0(y))−1P (I − P (λI − B̂0(y))−1P )−1P (λI − B̂0(y))−1.
So the singularity near y = 0 comes from the operator (I − P (λI − B̂0(y))−1P )−1 acting on KerL.
In this paper, we will follow Ukai-Asano’s idea in [12] but use a different approach to obtain the
eigenvalues of P (λI − B̂0(y))−1P and its asymptotic behavior. The method in this paper is similar
to [9]. Wirte r = |y|. We will find in section 4 that the singular points of (I−P (λI− B̂0(y))−1P )−1
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near y = 0 are λj(r) = σj(r) + iτj(r) ∈ C∞(B(0, r2)) for some small r2 and their asymptotic
behavior near r = 0 are
σj(r) = −σ(2)j r2 +O(r3),
τj(r) = τ
(1)
j r +O(r
3),
as r → 0, where τ (1)j ∈ R, σ(2)j < 0. They have the same asymptotic behaviors as the eigenvalues of
(λI−B̂(y))−1 given in [4,14]. So it turns out that the singular behavior of (I−P (λI−B̂0(y))−1P )−1
is exactly the same as (λI − B̂(y))−1 near y = 0.
With the well-studied properties on operator (λI − B̂(y))−1, one can get the estimate on semi-
group etB̂(y) by using the inversion formula of semigroup. For the soft potential, there’s no spectral
gap to get a good decay on time t as in the hard potential case. However, we can use the method
of integration by parts to construct a algebraic decay on time t with a stronger assumption on
initial data f0. So we will use the weighted normed space L
2
β on velocity to find our solution.
Combining the inverse Fourier transform formula as well as the Duhamel formula, we can get a
good boundedness on semigroup etB.
Once we have the estimate on semigroup etB, we can obtain our global existence result.
Theorem 1.1. Assume the cross-section q satisfies the angular cut-off assumption (5). Assume
d ≥ 3, γ ∈ [0, d), l > d2 , β > d2 , p ∈ [1, 2) such that d4 ( 2p − 1) > 1/2. Let α ∈ [ 12 ,min(d4 ( 2p − 1), 1)).
There exists constants A0 < 1, A1 such that if the initial data f0 ∈ L∞β+αγ(H l) ∩ L2αγ(Lp) satisfies
‖f0‖L∞β+αγ(Hl) + ‖f0‖L2αγ(Lp) ≤ A0. (9)
Let X = {f ∈ L∞α (L∞β (H l)) : ‖f‖L∞α (L∞β (Hl)) ≤ A1}. Then the Cauchy problem to Boltzmann
equation {
ft + ξ · ∇xf = Lf + Γ(f, f),
f |t=0 = f0.
(10)
posseses a unique solution f = f(t) ∈ X ∩BC0([0,∞);L∞β (H l)) ∩BC1([0,∞);L∞β−1(H l−1)) and
‖f‖L∞α (L∞β (Hl)) + ‖∂tf‖L∞α (L∞β−1(Hl−1)) ≤ Cν,γ,α,β,d
(
‖f0‖L∞β+αγ(Hl) + ‖f0‖L2αγ(Lp)
)
. (11)
The uniqueness is taken in the sense that f ∈ X.
Finally, we present the main strategy of analysis in this paper. In section 2, we prove the
estimate on K when γ ∈ [0, d). Section 3 presents some boundedness and invertibility result on
resolvents of B̂(y), B̂0(y). In section 4, we will analyze the singular behavior of (λI − B̂(y))−1
near y = 0. Section 4 and 5 give the main estimate on our semigroup etB̂(y) and etB as well
as the global existence result. In appendix, we list some basic theorem on semigroup theory and
linearized collision operator L. Also we extend two useful results on the Hilbert-Schmidt operator
and interpolation theory in order to make our arguments valid.
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2 Properties of the Linearized Collision Operator
In this section, we should firstly list some properties of the linearized collision operator L and derive
the new estimate on operator K. Suppose the collision kernel satisfies the Grad’s angular cut-off
assumption:
q(ξ − ξ∗, θ) = |ξ − ξ∗|−γb(cos θ), (12)
where |b(cos θ)| ≤ q0| cos θ|, for some constant q0 > 0.
Denote Pξ∗−ξ to be the hyperplane in R
d which is orthogonal to the vector ξ∗− ξ and contains
the origin. Denote
a =
ξ + ξ∗
2
−
(
ξ + ξ∗
2
· ξ∗ − ξ|ξ∗ − ξ|
)
ξ∗ − ξ
|ξ∗ − ξ| ,
b =
(
ξ + ξ∗
2
· ξ∗ − ξ|ξ∗ − ξ|
)
ξ∗ − ξ
|ξ∗ − ξ| ,
where the vector a is the projection of
ξ + ξ∗
2
onto the hyperplane Pξ∗−ξ, while b is its projection
onto the direction ξ∗ − ξ.
The following theorem shows the basic properties of linearized collision operator L. Here I will
only give proof of estimate (14), (15) and (16), since the other estimate has been well studied in [1]
and I will put them in appendix for the sake of completeness.
Theorem 2.1. (Properties of L). Assume γ ∈ [0, d), The linear operator L has expression
Lf = Kf − νf.
(1). Here ν(ξ) is a real positive function defined by
ν(ξ) =
∫
Rd
∫
Sd−1
M
1/2
∗ q(ξ − ξ∗, θ) dωdξ∗.
For γ ∈ [0, d), there exist constants ν0, ν1 > 0 depending on γ, q, d such that
ν0(1 + |ξ|)−γ ≤ ν(ξ) ≤ ν1(1 + |ξ|)−γ .
(2). The operator K is linear continuous operator on L2β(R
d) defined by
Kf(ξ) =
∫
Rd
k(ξ, ξ∗)f(ξ∗) dξ∗.
The kernel k can be divided as k(ξ, ξ∗) = k1(ξ, ξ∗) + k2(ξ, ξ∗), with
k1(ξ, ξ∗) =
1
|ξ∗ − ξ|d−1
∫
Pξ∗−ξ
(2pi)−d/2e−
|x|2
2 q(x − a+ ξ∗ − ξ, θ) dx exp
(
−|b|
2
2
− |ξ∗ − ξ|
2
8
)
,
k2(ξ, ξ∗) = −
∫
Sd−1
M1/2(ξ∗)M1/2(ξ)q(ξ∗ − ξ, θ) dω.
6
Here k1, k2 are symmetric functions. For 0 < ε < 1, they satisfy:
|k1(ξ, ξ∗)| ≤ Cγ,ε,d,q 1|ξ∗ − ξ|d−2(1 + |ξ|+ |ξ∗|)γ+1 exp
(
− (1− ε)
( |b|2
2
+
|ξ∗ − ξ|2
8
))
, (13)
|k2(ξ, ξ∗)| ≤ Cγ,ε,d,q 1|ξ∗ − ξ|γ(1 + |ξ|+ |ξ∗|)γ+1 exp
(
−(1− ε) |ξ∗|
2 + |ξ|2
4
)
. (14)
Consequently, for p ∈ [1,min{ dd−2 , dγ }), β ∈ R, we have
|k(ξ, ξ∗)| ≤ Cγ,ε,d,q
(
1
|ξ∗ − ξ|d−2 +
1
|ξ∗ − ξ|γ
) exp(−(1− ε)( |b|22 + |ξ∗−ξ|28 ))
(1 + |ξ|+ |ξ∗|)γ+1 , (15)∫
Rd
(1 + |ξ∗|)β |k(ξ, ξ∗)|p dξ∗ ≤ Cγ,ε,d,q 1
(1 + |ξ|)−β+p(γ+1)+1 . (16)
Proof. 1. The expression of K can be found in appendix. For any ε ∈ (0, 1),
|k2(ξ, ξ∗)| =
∣∣∣∣∫
Sd−1
M1/2(ξ∗)M1/2(ξ)q(ξ∗ − ξ, θ) dω
∣∣∣∣
= (2pi)−d/2 exp(−|ξ∗|
2 + |ξ|2
4
)|ξ∗ − ξ|−γ
∫
Sd−1
b(cos θ) dω
= Cd,q0,ε exp(−(1 − ε)
|ξ∗|2 + |ξ|2
4
)|ξ∗ − ξ|−γ(1 + |ξ|+ |ξ∗|)−γ−1
× sup
ξ,ξ∗∈Rd
exp(−ε(|ξ∗|
2 + |ξ|2)
4
)(1 + |ξ|+ |ξ∗|)γ+1
= Cd,γ,q0,ε exp
(
−(1− ε) |ξ∗|
2 + |ξ|2
4
)
|ξ∗ − ξ|−γ(1 + |ξ|+ |ξ∗|)−γ−1.
This proves (14).
2. Once we get the estimate (13) and (14), by using a trivial inequality that
|ξ∗|2 + |ξ|2
4
− |ξ∗ − ξ|
2
8
=
|ξ∗ + ξ|2
8
≥ |b|
2
2
,
we have
|k(ξ, ξ∗)| ≤ Cγ,ε,d,q
(
1
|ξ∗ − ξ|d−2 +
1
|ξ∗ − ξ|γ
) exp(−(1− ε)( |b|22 + |ξ∗−ξ|28 ))
(1 + |ξ|+ |ξ∗|)γ+1 .
Therefore, by (114) in lemma 7.13, for p ∈ [1,min{ dd−2 , dγ }),∫
Rd
(1 + |ξ∗|)β |k(ξ, ξ∗)|p dξ∗ ≤ Cγ,ε,d,q
∫
Rd
(
1
|ξ∗ − ξ|p(d−2) +
1
|ξ∗ − ξ|pγ
)
(1 + |ξ∗|)β
(1 + |ξ|+ |ξ∗|)p(γ+1)
× exp (− p(1− ε)( |b|2
2
+
|ξ∗ − ξ|2
8
))
dξ∗
≤ Cγ,ε,d,q 1
(1 + |ξ|)−β+p(γ+1)+1 .
This completes the proof.
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Remark 2.2. Similar estimates are valid for γ ∈ [−1, 0], which is the case of hard potential. The
only difference is that for hard potential, the term 1|ξ−ξ∗|γ in (14) is not singular any more.
Theorem 2.3. (Properties of K). Let d ≥ 3 be the dimension, γ ∈ [0, d), β ∈ R. Then the
followings are valid.
(1). For p ∈ [1,∞],
‖Kf‖Lpβ+γ+2 ≤ Cγ,d,q,p‖f‖Lpβ . (17)
(2). The linear operator K : L2α → L2β+γ+2 is compact for α > β.
(3). Let p > max( dd−γ ,
d
2 ). Then
‖Kf‖L∞
β+γ+2−1/p ≤ Cγ,d,q‖f‖Lpβ . (18)
(4). Pick p0 > max(
d
d−γ ,
d
2 ). For θ ∈ (0, 1), K is a linear bounded operator from Lpθ to Lqθ
with estimate
‖Kf‖Lqθ
β+γ+1
≤ Cγ,d,q,p,θ‖f‖Lpθ
β
, (19)
where
1
qθ
=
θ
∞ +
1− θ
1
,
1
pθ
=
θ
p0
+
1− θ
1
. (20)
Consequently, if f lies in the space Lpβ(H
l) or Lpθβ (H
l), then we have the following estimate respec-
tively.
‖Kf‖L∞
β+γ+2−1/p(H
l) ≤ Cγ,d,q‖f‖Lpβ(Hl),
‖Kf‖Lqθβ+γ+1(Hl) ≤ Cγ,d,q,p0,θ‖f‖Lpθβ (Hl).
Remark 2.4. All the estimates are true on
∫
Rd
|k(ξ, ξ∗)|f(ξ∗) dξ∗ instead of
∫
Rd
k(ξ, ξ∗)f(ξ∗) dξ∗
as well. This property is useful in some special situation.
Proof. 1. Let r ∈ R to be arbitrary, β ∈ R, p ∈ [1,∞). Applying Ho¨lder’s inequality, (16) and
noticing 1/p+ 1/p′ = 1, we have
|Kf(ξ)| ≤
∫
Rd
|k(ξ, ξ∗)|(1 + |ξ∗|)−r(1 + |ξ∗|)r|f(ξ∗)| dξ∗
≤
(∫
Rd
|k(ξ, ξ∗)|(1 + |ξ∗|)−rp′ dξ∗
)1/p′ (∫
Rd
|k(ξ, ξ∗)|(1 + |ξ∗|)rp|f(ξ∗)|p dξ∗
)1/p
=
Cγ,d,q,r,p
(1 + |ξ|)r+(γ+2)(p−1)/p
(∫
Rd
|k(ξ, ξ∗)|(1 + |ξ∗|)rp|f(ξ∗)|p dξ∗
)1/p
.
Thus using (16) again,
‖Kf‖p
Lpβ(R
d)
≤ Cγ,d,q,r,p
∫
Rd
(∫
Rd
(1 + |ξ|)pβ−pr−(γ+2)(p−1)|k(ξ, ξ∗)| dξ
)
(1 + |ξ∗|)rp|f(ξ∗)|p dξ∗
8
≤ Cγ,d,q,r,p‖f‖pLpβ−γ−2.
If p =∞, then
‖Kf‖L∞β ≤ sup
ξ∈Rd
(1 + |ξ|)β
∫
Rd
(1 + |ξ∗|)γ+2−β |k(ξ, ξ∗)| dξ∗ ‖f‖L∞β−γ−2 ≤ Cd,γ,q,p‖f‖L∞β−γ−2.
2. Now we prove that K : L2α → L2β is compact for α > β − γ − 2. Similar to the estimates in
step 1, for R > 1/2 > ε, r ≥ 0, we have
|K(χ|ξ− · |≤εχ|·|≥Rf)(ξ)| ≤
Cγ,d,q,r,p
(1 + |ξ|)r+(γ+2)(p−1)/p
(∫
|ξ∗|≥R
|ξ−ξ∗|≤ε
|k(ξ, ξ∗)|(1 + |ξ∗|)rp|f(ξ∗)|p dξ∗
) 1
p
.
We claim that K is the limit of compact operators K(χ|ξ− · |≤εχ|·|≥R) under the operator norm
‖ · ‖Lpα→Lpβ . The term χ|ξ− · |≤ε is used to eliminate the singularity of k(ξ, ξ∗) near ξ = ξ∗. Pick
r ∈ R and notice that |ξ− ξ∗| ≤ ε < 1/2 implies 12 (1+ |ξ∗|) ≤ (1+ |ξ|) ≤ 32 (1+ |ξ∗|). Thus by (15),
‖K(χ|ξ−· |≥εχ|·|≤Rf)(ξ)−K(χ|·|≤Rf)(ξ)‖pLpβ
≤ Cγ,d,q,r,p
∫
|ξ∗|≤R
( ∫
Rd
(1 + |ξ|)pβ−pr−(γ+2)(p−1)|k(ξ, ξ∗)|χ|ξ−ξ∗|≤ε dξ
)
(1 + |ξ∗|)rp|f(ξ∗)|p dξ∗
≤ Cγ,d,q,r,p,β
∫
|ξ∗|≤R
(∫
|ξ−ξ∗|≤ε
( 1
|ξ − ξ∗|γ +
1
|ξ − ξ∗|d−2
)
dξ
)
(1 + |ξ∗|)pβ−(γ+2)p+1|f(ξ∗)|p dξ∗
≤ Cγ,d,q,r,p,β
∫
|ξ|≤ε
(
1
|ξ|γ +
1
|ξ|d−2
)
dξmin{1, (1 +R)pβ−(γ+2)p+1−pα}‖f‖p
Lpα
→ 0,
as ε→ 0, for any fixed R > 1/2. On the other hand,
‖K(χ|·|≤Rf)(ξ)−Kf(ξ)‖pLpβ
≤ Cγ,d,q,r,p
∫
Rd
(∫
Rd
(1 + |ξ|)pβ−pr−(γ+2)(p−1)|k(ξ, ξ∗)| dξ
)
(1 + |ξ∗|)rp|f(ξ∗)|pχ|ξ∗|≥R dξ∗
≤ Cγ,d,q,r,p
∫
Rd
(1 + |ξ∗|)pβ−(γ+2)p|f(ξ∗)|pχ|ξ∗|≥R dξ∗
= Cγ,d,q,r,p(1 +R)
pβ−(γ+2)p−pα‖f‖p
Lpα
,
provided β − (γ + 2)− α ≤ 0. Thus
‖K(χ|·|≥Rf)(ξ)‖Lpβ ≤ Cγ,d,q,r,p(1 +R)
β−(γ+2)−α‖f‖Lpα → 0,
if β − (γ + 2) − α < 0. This proves that K can be approximated by K(χ|ξ− · |≤εχ|·|≥R) under the
operator norm ‖ · ‖Lpα→Lpβ .
Let p = 2, it remians to show thatKχ|ξ− · |≥εχ|·|≤R is compact in L(L2α, L
2
β) when β−(γ+2)−α <
0. By 7.9 in appendix, it suffices to prove that Kχ|ξ−· |≥εχ|·|≤R is a Hilbert-Schimidt operator.
That is to show that k(ξ, ξ∗)χ|ξ−ξ∗|≥εχ|ξ∗|≤R ∈ L2(Rd ×Rd, (1 + |ξ∗|)2α dξ∗ ⊗ (1 + |ξ|)2β dξ).∫
Rd
∫
Rd
|k(ξ, ξ∗)|2χ|ξ−ξ∗|≥εχ|ξ∗|≤R(1 + |ξ|)2β dξ(1 + |ξ∗|)2α dξ∗
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≤ Cγ,ε,d,q
∫
|ξ∗|≤R
∫
|ξ−ξ∗|≥ε
(
1
|ξ − ξ∗|γ +
1
|ξ − ξ∗|d−2
)2
(1 + |ξ|)2β(1 + |ξ∗|)2α
(1 + |ξ|+ |ξ∗|)2γ+2
× exp (−2(1− ε) (|b|2/2 + |ξ∗ − ξ|2/8)) dξ dξ∗
≤ Cγ,ε,d,q
(
1
εγ
+
1
εd−2
)2 ∫
|ξ∗|≤R
(1 + |ξ∗|)2α+2β−2γ−3 dξ∗
<∞.
This shows that Kχ|ξ− · |≥εχ|·|≤R : L2α → L2β+γ+2 is compact for α > β, and then K : L2α → L2β+γ+2
is compact.
3. For f ∈ Lpβ, β ∈ R, p ∈ (1,∞),
|Kf(ξ)| ≤
∫
Rd
|k(ξ, ξ∗)| |f(ξ∗)| dξ∗
≤
(∫
Rd
|k(ξ, ξ∗)|p′(1 + |ξ∗|)−p′β) dξ∗
)1/p′ (∫
Rd
(1 + |ξ∗|)pβ |f(ξ∗)|p dξ∗
)1/p
≤ Cγ,ε,d,q,p 1
(1 + |ξ|)(β+γ+1)+1/p′ ‖f‖Lpβ ,
provided p′γ < d and (d− 2)p′ < d, that is p > dd−γ and p > d2 . Thus for p ∈ (max( dd−γ , d2 ),∞), we
have
‖Kf‖L∞
β+γ+1+1/p′
≤ Cγ,d,q,p‖f‖Lpβ . (21)
4. To prove (4), we only need a weaker result then (21). That is for p ∈ (max( dd−γ , d2 ),∞),
β ∈ R,
‖Kf‖L∞
β+γ+1
≤ Cγ,d,q,p‖f‖Lpβ .
Also step 1 gives that for β ∈ R, ‖Kf‖L1β+γ+1 ≤ Cγ,d,q‖f‖L1β . Pick p0 > max( dd−γ , d2 ), p1 = 1.
Applying Riesz-Thorin interpolation theorem to p0 and p1, we obtain that for θ ∈ (0, 1), K is a
linear bounded operator from Lpθ to Lqθ with
‖Kf‖Lqθβ+γ+1 ≤ Cγ,d,q,p,θ‖f‖Lpθβ ,
where 1qθ =
θ
∞ +
1−θ
1 ,
1
pθ
= θp0 +
1−θ
1 . For the last assertion, it suffices to notice that if f ∈ LPθβ (H l),
‖Kf‖Hl ≤
∫
Rd
|k(ξ, ξ∗)| ‖f(·, ξ∗)‖Hl dξ∗.
This completes the theorem.
The following theorem is well studied in many literature such as [3,13] and I will put the proof
in appendix.
Theorem 2.5. (Properties of L). Assume γ ∈ [0, d). Then L : L2(Rd) → L2(Rd) is a linear
unbounded operator satisfying the following properties.
(a). L is a self-adjoint non-positive linear operator on L2(Rd).
(b). KerL = Span{M1/2, ξ1M1/2, . . . , ξdM1/2, |ξ|2M1/2}.
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By orthogonal decomposition, we can decomposite L2(Rd) by
L2(Rd) = KerL⊕ (KerL)⊥.
Denote ϕ0 = M
1/2, ϕi = ξiM
1/2 (i = 1, . . . , d), ϕd+1 = |ξ|2M1/2. Then we can define projection
P from L2(Rd) onto KerL by
Pf :=
d+1∑
i=0
(f, ϕi)ϕi.
3 Estimate on the Linearized Boltzmann Operator
In this section, we will compute some basic estimate on operator B̂(y), B̂0(y), Â(y) as well as their
resolvents. In order to make the subsequent arguments rigorous, we need to verify the existence of
the resolvent in some specific space.
Suppose γ ∈ [0, d), β ∈ R. Define
B̂(y) : = −2piiy · ξ + L,
B̂0(y) : = −2piiy · ξ + L− P,
Â(y) : = −2piiy · ξ − ν,
with domain depending on β:
Dβ := {f ∈ L2β(Rd) : y · ξf ∈ L2β(Rd)}.
Also we define
K0 = K − P.
Remark 3.1. It’s important to notice that the resolvent set and spectrum of these operators depend
on the space, i.e β.
The following theorem gives some spectrum structures of operators B̂(y) and B̂0(y).
Theorem 3.2. Assume γ ∈ [0, d), β ∈ R, y ∈ Rd. Then the following statements are valid.
(1). (B̂(y), D0) generates a contraction semigroup on L
2(Rdξ). Consequently,
ρ(B̂(y)) ⊃ {Reλ > 0}. (22)
(2). (B̂(y), Dβ) generates a strongly continuous semigroup on L
2
β with
‖etB̂(y)‖L(L2β) ≤ e
t‖K‖
L(L2
β
) . (23)
(3). There are two cases about σp(B̂(y)) ∩ {Reλ = 0}, where B̂(y) is considered acting on L2.
σp(B̂(y)) ∩ {Reλ = 0} =
{
∅, if y 6= 0,
{0}, if y = 0.
(4). On L2, for y ∈ Rd,
σp(B̂(y)− P ) ⊂ {Reλ < 0}.
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Proof. 1. Since L is self-adjoint non-positive, we know B̂(y) is dissipative on D0. We claim that
(2piiy · ξ+L,Dβ) is the adjoint of B̂(y) by using definition 7.1. It suffices to show that D(B̂(y)∗) =
D0. For any u, v ∈ D0, we have
〈B̂(y)u, v〉L2 = 〈−2piiy · ξu+ Lu, v〉L2 = 〈u, 2piiy · ξv + Lv〉L2 ,
since L is self-adjoint. Thus u 7→ 〈B̂(y)u, v〉L2 is continuous and hence v ∈ D(B̂(y)∗). On the other
hand, for any u ∈ D0, v ∈ D(B̂(y)∗), we have
〈B̂(y)u, v〉L2 =
∫
Rd
u (2piiv · ξu + νv) dξ +
∫
Rd
Kuv dξ.
Also, K is linear continuous on L2, thus u 7→ ∫
Rd
u (2piiv · ξv + νv) dξ is linear continuous on D0,
hence has a unique bounded extension on L2. By Riesz representation, 2piiv · ξv + νv ∈ L2 and so
v ∈ D0. In a conclusion, D(B̂(y)∗) = D0.
Now we have (B̂(y)∗)∗ = B̂(y), so B̂(y) is closed. Also B̂(y)∗ is dissipative on D0. Thus by
theorem 7.6, B̂(y) generates a contraction semigroup on L2.
2. For β ∈ R, the semigroup generated by Â(y) on L2β is defined by
etÂ(y)u := e(−2piiy·ξ−ν)tu,
for any u ∈ L2β and so ‖etÂ(y)‖L(L2β) ≤ 1. Indeed, ‖(etÂ(y)u − u)/t − Â(y)u‖L2β → 0, by Lebesgue
dominated convergence theorem.
Applying theorem 7.7, B̂(y) = Â(y) +K generates a semigroup on L2β and
‖etB̂(y)‖L(L2β) ≤ e
t‖K‖
L(L2
β
) .
3. Consider L2 to be the whole space. Let λ ∈ σp(B̂(y)), then Reλ ≤ 0 by (22). Suppose
Reλ = 0 and let f 6= 0, f ∈ L2 be an eigenfunction of B̂(y) corresponding to λ, then
B̂(y)f = −2piiy · ξf + Lf = λf,
Re(B̂(y)f, f)L2 = (Lf, f)L2 = 0.
Then f ∈ KerL, Lf = 0. If y = 0, then λ = 0. If y 6= 0, then 2piiy · ξf = Imλf , which contradicts
to f 6= 0. Thus such λ doesn’t exist when y 6= 0.
4. Let λ ∈ σp(B̂(y)−P ) and f 6= 0 to be a eigenfunction of B̂(y)−P corresponding to λ in L2,
then
(B̂(y)− P )f = −2piiy · ξf + Lf − Pf = λf,
Re((B̂(y)− P )f, f)L2 = (Lf, f)L2 − ‖Pf‖2L2 = Reλ‖f‖L2.
Since L is non-positive, we have Reλ ≤ 0. If Reλ = 0, then (Lf, f)L2 = ‖Pf‖L2 = 0, and
f ∈ KerL ∩ (KerL)⊥, and thus f = 0. This is a contradiction and we complete the proof.
The following theorem gives the boundedness estimate on resolvent of Â(y).
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Theorem 3.3. Assume γ ∈ [0, d), Reλ ≥ 0, p ∈ (1,∞). Fix R > 0, y ∈ Rd and y1 > 0. Then the
followings are valid.
(1). λ ∈ ρ(Â(y)) and (λI − Â(y))−1 : Lpβ+γ → Lpβ is linear continuous with
‖(λI − Â(y))−1u‖Lpβ+γ→Lpβ ≤
1
ν0
, (24)
‖(λI − Â(y))−1χ|ξ|≥Ru‖Lpβ ≤ Cν‖u‖Lpβ+γ(|ξ|≥R). (25)
(2). If |y| ≤ y1, |λ| ≥ 4piy1R, then
‖(λI − Â(y))−1χ|ξ|≤Ru‖Lpβ ≤ C‖u‖Lpβ
1
|λ| . (26)
Consequently,
‖(λI − Â(y))−1u‖Lpβ ≤ Cν‖u‖Lpβ+γ(|ξ|≥R) + C‖u‖Lpβ
1
|λ| , (27)
‖(λI − Â(y))−1Ku‖Lpβ ≤ Cν‖u‖Lpβ−1(1 +R)−1 + C‖u‖Lpβ−γ−2
1
|λ| . (28)
(3). If |y| ≥ y1, then
‖(λI − Â(y))−1χ|ξ|≤Ru‖Lpβ ≤ Cν‖u‖Lpβ+γ(|ξ|≤R, |Imλ+2piy·ξ|≤ |y|√y1 ) + Cν‖u‖L
p
β+γ(|ξ|≤R)
1
y
p
4
1
. (29)
Consequently,
‖(λI − Â(y))−1Ku‖L2β ≤ Cν,d,q‖u‖L2β−2(|ξ|≥R) + Cν,d,q,γ‖u‖L2β−1
(R δ(d−1)2(2+δ)
y
δ
4(2+δ)
1
+
R
dδ
2(2+δ)
y
p
4
1
)
, (30)
where δ = 2p0−2 ∈ (0, 1) and p0 := dd−γ + d2 .
Proof. 1. For Reλ ≥ 0, p ∈ (1,∞), we have for u ∈ Lpβ+γ,
(λI − Â(y))−1 = 1
λ+ ν(ξ) + 2piiy · ξ ,
‖(λI − Â(y))−1u‖p
Lpβ
≤
∫
Rd
|(1 + |ξ|)βu(ξ)|p
|ν(ξ)|p dξ ≤
1
νp0
‖u‖p
Lpβ+γ
.
Thus λ ∈ ρ(Â(y)) and (λI − Â(y))−1 : L2β+γ → L2β is linear continuous. For R > 0, similarly, we
have
‖(λI − Â(y))−1χ|ξ|≥Ru‖Lpβ ≤ Cν‖u‖Lpβ+γ(|ξ|≥R).
2. Fix y1 > 0. If |y| ≤ y1, |ξ| ≤ R, then |2piy · ξ| ≤ 2piy1R. Thus for |λ| ≥ 4piy1R,
‖(λI − Â(y))−1χ|ξ|≤Ru‖Lp
β
≤ ‖u‖Lp
β
sup
|ξ|≤R
1
|λ+ ν(ξ) + 2piiy · ξ|
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≤
√
2‖u‖Lpβ sup|ξ|≤R
1
Reλ+ |Imλ| − 2piiy1R
≤ C‖u‖Lpβ
1
|λ| .
Thus for α > β + γ, using (25), we have
‖(λI − Â(y))−1u‖Lpβ ≤ Cν‖u‖Lpβ+γ(|ξ|≥R) + C‖u‖Lpβ
1
|λ|
≤ Cν‖u‖Lpα(1 +R)β+γ−α + C‖u‖Lpβ
1
|λ| .
Pick α = β + γ + 1, then
‖(λI − Â(y))−1Ku‖Lpβ ≤ Cν‖Ku‖Lpβ+γ+1(1 +R)
−1 + C‖Ku‖Lpβ
1
|λ|
≤ Cν‖u‖Lpβ−1(1 +R)
−1 + C‖u‖Lpβ−γ−2
1
|λ| .
3. If |y| ≥ y1, we will use another method. For R > 0,
‖(λI − Â(y))−1χ|ξ|≤Ru‖pLpβ ≤ Cν
∫
Rd
(1 + |ξ|)pβ+pγ |u(ξ)|p
( |ν(ξ)|2
|Reλ+ ν|2 + |Imλ+ 2piy · ξ|2
)p/2
dξ.
We divide this integral into two parts:∫
|ξ|≤R
|Imλ+2piy·ξ|≤ |y|√y1
+
∫
|ξ|≤R
|Imλ+2piy·ξ|> |y|√y1
.
Notice if ξ ∈ {ξ : |Imλ + 2piy · ξ| ≤ |y|√y1 }, we have
|ν(ξ)|2
|Reλ+ν|2+|Imλ+2piy·ξ|2 ≤ 1, and if ξ ∈ {ξ :
|Imλ + 2piy · ξ| > |y|√y1 }, |y| ≥ y1, we have
|ν(ξ)|2
|Reλ+ν|2+|Imλ+2piy·ξ|2 ≤
ν1
√
y1
|y| ≤ Cν√y1 . Therefore if
|y| ≥ y1,
‖(λI − Â(y))−1χ|ξ|≤Ru‖Lpβ ≤ Cν‖u‖Lpβ+γ(|ξ|≤R, |Imλ+2piy·ξ|≤ |y|√y1 ) + Cν,p‖u‖L
p
β+γ(|ξ|≤R)
1
y
p
4
1
. (31)
4. Suppose |y| ≥ y1. To prove the last assertion, we need to use the properties of K from 2.3.
Pick p0 =
d
d−γ +
d
2 , θ =
p0
2(p0−1) and let δ =
1
1−θ − 2 > 0. Then pθ = 2, qθ = 2 + δ satisfy (20) and
‖Kf‖L2+δβ+γ+1 ≤ Cγ,d,q,p,θ‖f‖L2β , (32)
Pick p = 2 in (31), then using the fact
∣∣∣{|ξ| ≤ R, |Imλ+ 2piy · ξ| ≤ |y|√y1 }∣∣∣ ≤ CdRd−1√y1 and Ho¨lder’s
inequality, we have
‖(λI − Â(y))−1χ|ξ|≤Ru‖L2β
≤ Cν‖u‖L2+δβ+γ
( ∫
|ξ|≤R
|Imλ+2piy·ξ|≤ |y|√y1
dξ
) δ
2(2+δ) + Cν‖u‖L2+δβ+γ(|ξ|≤R)
( ∫
|ξ|≤R
dξ
) δ
2(2+δ)
1
y
p
4
1
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= Cν,d,γ‖u‖L2+δβ+γ
(
R
δ(d−1)
2(2+δ) y
− δ
4(2+δ)
1 +R
dδ
2(2+δ) y
− p4
1
)
.
Thus
‖(λI − Â(y))−1χ|ξ|≤RKu‖L2
β
≤ Cν,d,q,γ‖u‖L2
β−1
(
R
δ(d−1)
2(2+δ) y
− δ
4(2+δ)
1 +R
dδ
2(2+δ) y
−p4
1
)
.
With (25), we can get (3).
The following theorem gives the existence of inverse (I − (λI − Â(y))−1K)−1 and (I − (λI −
Â(y))−1K0)−1 on L2β.
Theorem 3.4. Fixed β ∈ R, we consider L2β to be the whole space.
(1). For y ∈ Rd, Reλ ≥ 0, if y 6= 0 or λ 6= 0, then
1 ∈ ρ((λI − Â(y))−1K). (33)
(2). For y ∈ Rd, Reλ ≥ 0, we have
1 ∈ ρ((λI − Â(y))−1K0). (34)
Proof. 1. If not, we suppose 1 ∈ σ((λI − Â(y))−1K). Since (λI − Â(y))−1 : L2β+γ → L2β is linear
continuous andK : L2β → L2β+γ+1 is compact, we know (λI−Â(y))−1K : L2β+γ → L2β+γ is compact,
for β ∈ R. Thus by Fredholm alternative, on L2β+γ , we have
1 ∈ σp((λI − Â(y))−1K).
Thus for some 0 6= u ∈ L2β+γ,
u = (λI − Â(y))−1Ku, (35)
and hence u ∈ L2β+γ+2. By using (35) inductively, we have u ∈ ∩β∈RL2β ⊂ D0 and
(λI − B̂(y))u = 0. (36)
Thus λ is an eigenvalue of B̂(y) and Reλ = 0 by theorem 3.2 (1). But (y, λ) 6= 0, so equation (36)
contradicts to theorem 3.2 (3).
2. The proof of the second assertion is similar, but using the theorem 3.2 (4).
The following lemma is used for proving the uniformly boundedness of (λI − B̂(y))−1 and
(λI − B̂0(y))−1. Here we consider variable (λ, y) ∈ C+ ×Rd.
Lemma 3.5. Assume γ ∈ [0, d).
(1). For Re ≥ 0, α > β + γ, we have
(λI − Â(y))−1 ∈ C (C+ ×Rd;L(L2α, L2β)) ,
(λI − Â(y))−1K ∈ C (C+ ×Rd;L(L2α, L2β+γ+2)) (37)
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(2). For r > 0,
(I − (λI − Â(y))−1K)−1 ∈ BC(C+ × (Rd \Br);L(L2β)) ∩BC((C+ \Br)×Rd;L(L2β)),
where Br ∈ Rd is the closed ball in Rd with center 0 and radius r.
(3).
(I − (λI − Â(y))−1K0)−1 ∈ BC
(
C+ ×Rd;L(L2β)
)
.
Proof. 1. Let α > β + γ. For (λ1, y1), (λ2, y2) ∈ C+ ×Rd, we have
(λ1I − Â(y1))−1 − (λ2I − Â(y2))−1 = 1
λ1 + ν(ξ) + 2piiy1 · ξ −
1
λ2 + ν(ξ) + 2piiy2 · ξ
On one hand, by using (24) in 3.3, we have∥∥∥[(λ1I − Â(y1))−1 − (λ2I − Â(y2))−1]χ|ξ|≥R∥∥∥
L(L2β+γ ,L
2
β)
≤ Cν . (38)
On the other hand,∣∣∣∣ 1λ1 + ν(ξ) + 2piiy1 · ξ − 1λ2 + ν(ξ) + 2piiy2 · ξ
∣∣∣∣ ≤ Cν(1 + |ξ|)2γ(|λ2 − λ1|+ 2pi|y2 − y1| |ξ|).
Thus∥∥∥[(λ1I − Â(y1))−1 − (λ2I − Â(y2))−1]χ|ξ|≤R∥∥∥
L(L2β,L
2
β)
≤ Cν(1 +R)2γ(|λ2 − λ1|+R|y2 − y1|).
(39)
Combining equation (38) and (39), we have for α > β + γ,
‖(λ1I−Â(y1))−1 − (λ2I − Â(y2))−1‖L(L2α,L2β)
≤ Cν(1 +R)β+γ−α + Cν(1 +R)2γ(|λ2 − λ1|+R|y2 − y1|).
Thus
‖(λ1I − Â(y1))−1 − (λ2I − Â(y2))−1‖L(L2α,L2β) → 0,
as |(λ1, y1)− (λ2, y2)| → 0 and (λ1, y1), (λ2, y2) ∈ C+ ×Rd. Therefore,
(λI − Â(y))−1 ∈ C (C+ ×Rd;L(L2α, L2β)) ,
(λI − Â(y))−1K ∈ C (C+ ×Rd;L(L2α, L2β+γ+2)) . (40)
2. Pick α = β + γ + 2 in (40), then we have, for any β ∈ R,
(λI − Â(y))−1K ∈ C(C+ ×Rd;L(L2β)). (41)
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Also theorem 3.4 shows that (I−(λI−Â(y))−1K)−1 exists on L2β for (λ, y) 6= (0, 0). Firstly we prove
the resolvent (ηI − T )−1 is continuously depending on T . For any bounded linear operators T1, T2
defined on the same Banach space, if η ∈ ρ(T1) ∩ ρ(T2), then whenever ‖T1 − T2‖ ≤ 12‖(ηI−T1)−1‖ ,
(ηI − T1)−1 − (ηI − T2)−1 = (ηI − T1)−1(T1 − T2)(ηI − T2)−1
=
∞∑
n=1
(
(ηI − T2)−1(T1 − T2)
)n
(ηI − T2)−1,
‖(ηI − T1)−1 − (ηI − T2)−1‖ ≤ 1
2
‖T1 − T2‖‖(ηI − T2)−1‖2.
And so the resolvent (ηI−T )−1 of T is continuous with respect to T . Now (I− (λI− Â(y))−1K)−1
exists on L2β for (λ, y) 6= (0, 0), thus using (41), we have
(I − (λI − Â(y))−1K)−1 ∈ C(C+×(Rd \ {0});L(L2β)) ∩ C((C+ \ {0})×Rd;L(L2β)).
Similarly, (I − (λI − Â(y))−1K0)−1 exists on L2β for (λ, y) ∈ C+ ×Rd and
(I − (λI − Â(y))−1K0)−1 ∈ C(C+ ×Rd;L(L2β, L2β)).
These prove the continuity.
3. Fix y1 > 0, R > 0, we shall use theorem 3.3 to prove the boundedness. If |y| ≤ y1, Reλ > 0
with |λ| ≥ 4piy1R, then
‖(λI − Â(y))−1K‖L2β→L2β ≤ Cν,d[(1 +R)
−1 +
1
|λ| ]. (42)
If |y| ≥ y1,
‖(λI − Â(y))−1K‖L2β→L2β ≤ Cν,d,q,γ
(
(1 +R)−1 +R
δ(d−1)
2(2+δ) y
− δ
4(2+δ)
1 +R
dδ
2(2+δ) y
− p4
1
)
. (43)
Write C0 = max(Cν,d, Cν,d,q,γ). Firstly we pick a sufficiently large R1 = R1(ν, d, q, γ) s.t.
C0(1 +R1)
−1 < 1/4.
Then with this R1, we pick y1 = y1(R1) so large that
C0
(
R
δ(d−1)
2(2+δ) y
− δ
4(2+δ)
1 +R
dδ
2(2+δ) y
−p4
1
)
< 1/4.
Let r1 = max(4piy1R1, 1 +R1) and
B0(r, r1, y1) := {(λ, y) : Reλ ≥ 0, |λ| ≤ r1, |y| ≤ y1, |y| ≥ r},
B1(r, r1, y1) := {(λ, y) : Reλ ≥ 0, |y| ≥ r} \B0(r, r1, y1).
Since (I − (λI − Â(y))−1K)−1 ∈ C(C+ ×Rd \ {0};L(L2β, L2β)), and B0(r, r1, y1) is a compact set,
we have
sup
(λ,y)∈B0(r,r1,y1)
‖(I − (λI − Â(y))−1K)−1‖L(L2β) <∞. (44)
For (λ, y) ∈ B1(r, r1, y1), we have |λ| > r1 or |y| > y1. If |y| > y1, then by (43), we have
‖(λI − Â(y))−1K‖L(L2β) ≤ 1/2.
If |y| ≤ y1, then |λ| > r1 and then by (42),
‖(λI − Â(y))−1K‖L(L2β) ≤ 1/2.
Thus for (λ, y) ∈ B1(r, r1, y1), we have (I − (λI − Â(y))−1K)−1 exists on L2β and
‖(I − (λI − Â(y))−1K)−1‖L(L2β) ≤ 2. (45)
Combining (44) and (45), we have for r > 0.
(I − (λI − Â(y))−1K)−1 ∈ BC(C+ × (Rd \Br);L(L2β)).
4. By digging out a ball near λ = 0 instead of y = 0, we can get the second boundedness for
(I − (λI − Â(y))−1K)−1.
5. The proof of the last assertion is similar to step 3, but in this case we don’t need to dig out
the ball Br, since B̂(y)− P has no zero eigenvalue at y = 0.
Noticing
(λI − B̂(y))−1 = (I − (λI − Â(y))−1K)−1(λI − Â(y))−1,
λI − B̂0(y) = (λI − Â(y))(I − (λI − Â(y))−1K0).
we have the following corollary.
Corollary 3.6. For any r > 0, we have
(λI − B̂(y))−1 ∈ BC(C+×(Rd \Br);L(L2β+γ , L2β) ∩BC((C+ \Br)×Rd;L(L2β+γ, L2β))
Consequently,(
sup
Reλ≥0,y∈Rd,|y|≥r
+ sup
Reλ≥0,|λ|≥r,y∈Rd
)
‖(λI − B̂(y))−1‖L(L2β+γ,L2β) <∞.
Also,
sup
Reλ≥0,y∈Rd
‖(λI − B̂0(y))−1‖L2β+γ→L2β <∞. (46)
Furthermore, we need the following invertibilities.
Lemma 3.7. Let Reλ ≥ 0, y ∈ Rd \ {0}, β ∈ R.
(1). The inverse (I − (λI − B̂0(y))−1P )−1 exists on L2β.
(2). The inverse (I − P (λI − B̂0(y))−1P )−1 exists on KerL ⊂ L2β.
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Proof. 1. If not, we suppose 1 ∈ σ((λI − B̂0(y))−1P ). Since (λI − B̂0(y))−1 : L2β+γ → L2β is linear
continuous and P : L2β → L2β+γ is compact, we have (λI − B̂0(y))−1P : L2β+γ → L2β+γ is compact,
for β ∈ R. Thus by Fredholm alternative, on L2β+γ, we have 1 ∈ σp((λI − B̂0(y))−1P ). Thus for
some 0 6= u ∈ L2β+γ ,
u = (λI − B̂0(y))−1Pu,
and hence u ∈ ∩β∈RL2β with
(λI − B̂(y))u = 0. (47)
Thus λ is an eigenvalue of B̂(y) and Reλ = 0 by theorem 3.2 (1). But y 6= 0, so equation (47)
contradicts to theorem 3.2 (3).
2. The proof existence of (I − P (λI − B̂0(y))−1P )−1 is similar to step 1.
4 Eigenvalue Structure near y = 0
In this section, we will give the proof of the existence of eigenvalues to operator P (λI − B̂0(y))−1P
as well as the asymptotic behavior of the singular points of (I − P (λI − B̂0(y))−1P )−1 as y → 0.
These theorems are necessary for the estimate on semigroup etB̂(y) due to inversion formula of
semigroup and (49) below.
Using resolvent identities:
(λI − B̂(y))−1 = (λI − B̂0(y))−1(I − P (λI − B̂0(y))−1)−1
= (λI − B̂0(y))−1 − (λI − B̂(y))−1P (λI − B̂0(y))−1,
we have
(λI − B̂(y))−1 = (λI − B̂0(y))−1 − (λI − B̂0(y))−1(I − P (λI − B̂0(y))−1)−1P (λI − B̂0(y))−1.
(48)
Then applying lemma 4.1 below with A = (λI − B̂0(y))−1, we have
(λI − B̂(y))−1
= (λI − B̂0(y))−1 + (λI − B̂0(y))−1P (I − P (λI − B̂0(y))−1P )−1P (λI − B̂0(y))−1. (49)
Here ‖P‖L2β→L2β+γ <∞. Thus
sup
Reλ≥0,y∈Rd
‖(λI − B̂0(y))−1P‖L(L2
β
,L2
β
) <∞,
sup
Reλ≥0,y∈Rd
‖P (λI − B̂0(y))−1‖L(L2β,L2β) <∞.
Then (λI − B̂0(y))−1P and P (λI − B̂0(y))−1 are bounded on L2β, so the singularity of resolvent
(λI − B̂(y))−1 near y = 0 comes from (I − P (λI − B̂0(y))−1P )−1 : KerL → KerL. So in the
following subsections we will study the behavior of this operator.
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Lemma 4.1. Let A be a linear continuous operator from L2β+γ to L
2
β, for any β ∈ R. If the inverse
in the following statement exists, then they are valid.
(1). For f ∈ L2β, we have (I − PA)−1Pf ∈ KerL. Consequently,
(I − PA)−1Pf = P (I − PA)−1Pf. (50)
(2). On L2β, for any β ∈ R, we have
(I − PA)−1P = (I − PAP )−1P. (51)
Proof. 1. For f ∈ L2β, then Pf ∈ ∩β∈RL2β . Let g = (I − PA)−1Pf . Then
(I − PA)g = Pf,
g = PAg + Pf ∈ KerL.
2. Let f ∈ L2β, then by (50),
Pf = (I − PA)(I − PA)−1Pf = (I − PAP )(I − PA)−1Pf,
(I − PAP )−1Pf = (I − PA)−1Pf.
Lemma 4.2. For Reλ ≥ 0, β ∈ R, for f ∈ L2β,
P (λI − L+ P )−1f = (λI − L+ P )−1Pf = Pf
λ+ 1
. (52)
Proof. Let f ∈ L2β and g := (λI − L + P )−1f , then (λI − L + P )g = f , and Pg = Pfλ+1 . For the
second equality, it suffices to show that (λI − L + P )−1Pf ∈ KerL. Let h := (λI − L + P )−1Pf ,
then (λI − L+ P )h = Pf . Taking inner product with P⊥h, we have
λ‖P⊥h‖2L2 + (−Lh, P⊥h) = 0
But L is a non-positive operator, thus (−Lh, h) = 0 and h ∈ KerL.
4.1 Eigenvalue Structure of D
Formally by the second resolvent identity, on KerL, we have
(λI − B̂0(y))−1 = (λI − L+ P )−1 + (λI − B̂0(y))−1(−2piiy · ξ)(λI − L+ P )−1.
It is valid only on KerL, so here we check this identity carefully. Indeed for f ∈ KerL, we have
(λI − B̂0(y))f = (λI + 2piiy · ξ − L+ P )f = (λ+ 1 + 2piiy · ξ)f,
f = (λI − B̂0(y))−1(λ+ 1 + 2piiy · ξ)f,
(λI − B̂0(y))−1f = 1
λ+ 1
(
I − (λI − B̂0(y))−1(2piiy · ξ)
)
f,
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and then by using lemma 4.2, we complete the checking.
Write y = rω, with ω ∈ Sd−1, r = |y| and write λ = σ + iτ . Define
D(σ, τ, r, ω) = P ((σ + iτ + 2piirω · ξ)I − L+ P )−1(ω · ξ)P. (53)
Then on L2β, we have
P (λI − B̂0(y))−1P = 1
λ+ 1
(
P − 2piirD(σ, τ, r, ω)). (54)
Here we can assume r ∈ R instead of r > 0.
Remark 4.3. When considering operator D(σ, τ, r, ω), we can assume r ∈ R, but when we go back
to (I − P (λI − B̂0(y))−1P )−1, we should assume y 6= 0.
Define an orthonormal basis {ψj}d+1j=0 of KerL in L2(Rd) as following,
ψ0 =M
1/2,
ψj = ξjM
1/2, if j = 1, . . . , d
ψd+1 =
1√
2d
(|ξ|2 − d)M1/2.
(55)
Fix ω ∈ Sd−1. Define rotation R ∈ O(d) on Rd s.t. Rω = e1, where e1 = (1, 0, . . . , 0). Now we
investigate the eigenvalues of
D(σ, τ, r, ω) = P ((σ + iτ + 2piirω · ξ)I − L+ P )−1(ω · ξ)P,
where σ ≥ 0, τ ∈ R, r ∈ R, ω ∈ Sd−1. Notice D maps KerL into KerL, so under the orthonormal
basis {RTψj}, we can obtain its matrix representation.
Definition 4.4. For j, k = 0, . . . , d+ 1, define
Djk(σ, τ, r) := (D(σ, τ, r, e1)ψj , ψk)L2 .
Lemma 4.5. For σ ≥ 0, τ ∈ R, r ∈ R, ω ∈ Sd−1, j, k = 0, . . . , d+ 1, we have
(D(σ, τ, r, ω)RTψj , R
Tψk)L2 = (D(σ, τ, r, e1)ψj , ψk)L2 , (56)
and
(D(σ, τ, r, e1)ψj , ψk)L2 ∈ C∞(R+ ×R×R;C). (57)
With this lemma, we have
D(σ, τ, r, ω)(RTψ0, . . . , R
Tψd+1) = (R
Tψ0, . . . , R
Tψd+1)(Dkj)
d+1
j,k=0,
and (Dkj)
d+1
j,k=0 is the matrix representation of D(σ, τ, r, ω) under basis {RTψj}.
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Proof. 1. For any rotation R ∈ O(d) acting on velocity variable, we know that R commutes with
P , I, L, thus for σ ≥ 0,
RD(σ, τ, r, ω) = RP ((σ + iτ + 2piirω · ξ)I − L+ P )−1(ω · ξ)P
= P ((σ + iτ + 2piirω ·Rξ)I − L+ P )−1(ω ·Rξ)PR
= D(σ, τ, r, RTω)R.
Then (56) follows from RTω = e1.
2. Recall thoerem 3.6 that ((σ + iτ + 2piirξ1)I − L + P )−1 is a linear bounded operator form
L2β+γ to L
2
β and is continuous with respect to σ ≥ 0, τ ∈ R, and r ∈ R. By the second resolvent
identity, for any σ1, σ2 ≥ 0,
Djk(σ1, τ, r) −Djk(σ2, τ, r)
=
([
((σ1 + iτ + 2piirξ1)I − L+ P )−1 − ((σ2 + iτ + 2piirξ1)I − L+ P )−1
]
ξ1ψj , ψk
)
=
(
((σ2 + iτ + 2piirξ1)I − L+ P )−1(σ2 − σ1)((σ1 + iτ + 2piirξ1)I − L+ P )−1ξ1ψj , ψk
)
,
and so whenever σ > 0,
∂σDjk(σ, τ, r) = −(((σ + iτ + 2piirξ1)I − L+ P )−2ξ1ψj , ψk)L2 .
Inductively,
∂nσDjk(σ, τ, r) = (−1)nn!(((σ + iτ + 2piirξ1)I − L+ P )−n−1ξ1ψj , ψk)L2 ,
Similarly,
∂nτDjk(σ, τ, r) = (−i)nn!(((σ + iτ + 2piirξ1)I − L+ P )−n−1ξ1ψj , ψk)L2 . (58)
For the derivative with resect to r, we need to be more careful. For r1, r2 ∈ R,
Djk(σ, τ, r1)−Djk(σ, τ, r2)
=
(
((σ + iτ + 2piir2ξ1)I − L+ P )−12pii(r2 − r1)ξ1((σ + iτ + 2piir1ξ1)I − L+ P )−1ξ1ψj , ψk
)
.
Use the uniformly boundedness of ((σ + iτ + 2piir2ξ1)I − L + P )−1 from L2β+γ to L2β and notice
ψj ∈ ∩β∈RL2β, we have
∂rDjk(σ, τ, r) = −2pii
(
(((σ + iτ + 2piirξ1)I − L+ P )−1ξ1)2ψj , ψk
)
. (59)
Inductively,
∂nrDjk(σ, τ, r) = (−2pii)nn!
(
(((σ + iτ + 2piirξ1)I − L+ P )−1ξ1)n+1ψj , ψk
)
.
All these derivatives are right-continuous at σ = 0 and so Djk(σ, τ, r) ∈ C∞(R+ ×R×R).
Here we need a C∞ extention theorem from [10].
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Theorem 4.6. (Seeley). Suppose f(x, σ) ∈ C∞(Rd × {σ ≥ 0}). Let φ ∈ C∞(Rd) such that φ = 1
on 0 ≤ |t| ≤ 1 and 0 if |t| ≥ 2. There exists {ak}, {bk} such that (i). bk < 0; (ii).
∑ |ak||bk|n <∞,
for n = 0, 1, . . . ; (iii).
∑
ak(bk)
n = 1, for n = 0, 1, . . . ; (iv). bk → −∞. Define for σ < 0,
f(x, σ) :=
∞∑
k=0
akφ(bk · σ)f(x, bkσ).
Then f(x, σ) ∈ C∞(Rd ×R).
Applying this C∞ extention theorem, we can extend Djk to all σ ∈ R such that
Djk(σ, τ, r) ∈ C∞(R×R×R),
and for σ < 0,
Djk(σ, τ, r) =
∞∑
k=0
akφ(bk · σ)Djk(bkσ, τ, r).
4.1.1 The Eigenvalue Equation.
For σ ≥ 0,
D(σ, τ, r, e1) = P ((σ + iτ + 2piirξ1)I − L+ P )−1(ξ1)P. (60)
Thus for j = 2, . . . , d, the reflection rj : ξ → (ξ1, . . . ,−ξj , . . . , ξd) commutes with D(σ, τ, r, e1). Also
for j = 2, . . . , d, ψj is odd with respect to ξj , and for k 6= j, ψk is even with respect to ξj . Thus
Djk(σ, τ, r) = 0, if 2 ≤ j ≤ d, 0 ≤ k ≤ d+ 1, k 6= j
or if 2 ≤ k ≤ d, 0 ≤ j ≤ d+ 1, k 6= j.
So the eigenvalues equation of operator D(σ, τ, r, ω) under basis {RTψj}d+1j=0 is
ηI(d+2)×(d+2) = (Djk)
d+1
j,k=0.
That is
ηI(d+2)×(d+2) −

D00 D01 0 . . . 0 D0,d+1
D10 D11 0 . . . 0 D1,d+1
0 0 D22 . . . 0 0
...
...
...
. . .
...
0 0 0 . . . Ddd 0
Dd+1,0 Dd+1,1 0 . . . 0 Dd+1,d+1

= 0, (61)
where the matrix (Djk)j,k=0,...,d+1 is smooth in (σ, τ, r) ∈ R3.
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4.1.2 The Eigenvalues of D.
Firstly, we can easily get (d− 1) eigenvalues. That is, for j = 2, . . . , d,
ηj(σ, τ, r) = Djj(σ, τ, r) ∈ C∞(R×R×R). (62)
Also, one can pick the eigenvector corresponding to ηj(σ, τ, r) to be the unit vector ej ∈ Rd+2.
The remaining part is
ηI3×3 −
 D00 D01 D0,d+1D10 D11 D1,d+1
Dd+1,0 Dd+1,1 Dd+1,d+1
 = 0. (63)
We want to find its eigenvalues and the corresponding eigenvectors. Here we shall use the method
in [6].
Theorem 4.7. There exists r1 > 0 such that the eigenvalues ηj(σ, τ, r) and the corresponding right
eigenvectors zj(σ, τ, r) of (Djk)j,k=0,1,d+1 exist and are smooth in B(0, r1) ⊂ R3. Futhermore, for
j = 0, 1, d+ 1,
ηj(0, 0, 0) = η0,j ,
where
η0,0 =
√
α21 + α
2
2, η0,1 = 0, η0,d+1 = −
√
α21 + α
2
2.
Proof. 1. Denote matrix F (σ, τ, r) := (Djk)j,k=0,1,d+1 and define
f(σ, τ, r, z, η) := ((F − ηI)z, |z|2) ∈ C∞(R7), (64)
with z ∈ R3, η ∈ R, We intend to use implicit function theorem near f(σ, τ, r, z, η) = (0, 1) ∈ R4.
2. If σ = τ = r = 0, we have
(Djk)j,k=0,1,d+1
∣∣∣
r=τ=σ=0
=
 0 α1 0α1 0 α2
0 α2 0
 ,
where α1 = (ξ
2
1M
1/2,M1/2)L2 , α2 = (ξ
2
1M
1/2, ψd+1)L2 . Thus we can obtain three distinct real
eigenvalues of F (0, 0, 0) and their corresponding eigenvectors:
η0,0 =
√
α21 + α
2
2, z0,0 = (−α2, 0, α1)T /
√
α21 + α
2
2,
η0,1 = 0, z0,1 = (α1,−
√
α21 + α
2
2, α2)/
√
2α21 + 2α
2
2,
η0,d+1 = −
√
α21 + α
2
2, z0,d+1 = (α1,
√
α21 + α
2
2, α2)/
√
2α21 + 2α
2
2.
Then for j = 0, 1, d+ 1,
f(0, 0, 0, z0,j, η0,j) = (0, 1).
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3. In order to use implicit function theorem, we need to verify that
det∇z,ηf(0, 0, 0, z0,j, η0,j) 6= 0.
Here
∇z,ηf(σ, τ, r, z, η) =
(
F − ηI −z
2zT 0
)
4×4
.
Let Fε = F (0, 0, 0, z0,j, η0,j)− η0,jI − εI. Then Fεz0,j = −εz0,j and so(
Fε −z0,j
2zT0,j 0
)
×
(
I3×3 − z0,jε
0 1
)
=
(
Fε 0
2zT0,j − 2ε
)
.
Taking the determinant, we have∣∣∣∣ Fε −z0,j2zT0,j 0
∣∣∣∣ = det(F (0, 0, 0, z0,j, η0,j)− η0,jI − εI)(−2ε )
= 2
∏
k=0,1,d+1,k 6=j
(η0,k − η0,j − ε).
Letting ε→ 0, we have
det∇z,ηf(0, 0, 0, z0,j, η0,j) = 2Πk=0,1,d+1,k 6=j(η0,k − η0,j) 6= 0.
Then we can apply the implicit function theorem to get the smooth eigenvalues and eigenvectors
near (σ, τ, r) = (0, 0, 0).
Therefore, for j = 0, 1, d + 1, we can get the eigenvalues ηj(σ, τ, r) ∈ C∞(B(0, r1);R) and
eigenvectors zj(σ, τ, r) ∈ C∞(B(0, r1);Rd+2) to (Djk)d+1j,k=0, while the eigenvectors is still denoted
by zj by keeping the 0
th, 1th, (d+1)th component the same and supplementing the 2th to dth to be
0.
4.1.3 Asymptotic Behavior of the Eigenvalues to D.
Here we will investigate the derivatives of ηj with respect to τ and r at (σ, τ, r) = (0, 0, 0).
For j = 2, . . . , d, we know
ηj(σ, τ, r) = Djj(σ, τ, r).
Thus from (58), (59) and recall lemma 4.2, we have
ηj(0, 0, 0) = Djj(0, 0, 0) = (ξ1ψj , ψj)L2 = 0,
∂τηj(0, 0, 0) = −i((−L+ P )−2ξ1ψj , ψj)L2
= −i(ξ1ξjM1/2, ξjM1/2)L2 = 0,
∂rηj(0, 0, 0) = −2pii((−L+ P )−1ξ1(−L+ P )−1ξ1ψj , ψj)L2
= −2pii((−L+ P )−1ξ1ψj , ξ1ψj)L2 .
For the inner product ((−L+ P )−1ξ1ψj , ξ1ψj)L2 , we shall use the following lemma to deal with it.
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Lemma 4.8. Let f ∈ ∩β∈RL2β, then (−L+ P )−1P⊥f ∈ (KerL)⊥ and so
((−L+ P )−1f, f)L2 = (Pf, Pf)L2 + (−L−1P⊥f, P⊥f)L2 , (65)
where (−L−1P⊥f, P⊥f)L2 > 0 whenever P⊥f 6= 0.
Proof. Let g = (−L+P )−1P⊥f , then (−L+P )g = P⊥f . Taking inner product with any ψ ∈ KerL,
we have (g, ψ) = 0. Thus g ∈ (KerL)⊥ and so −Lg = P⊥f , g = −L−1P⊥f . Thus
((−L+ P )−1f, f)L2 = ((−L+ P )−1Pf, f)L2 + ((−L+ P )−1P⊥f, f)L2
= (Pf, Pf)L2 + (−L−1P⊥f, P⊥f)L2.
Also if P⊥f 6= 0, then (−L−1P⊥f, P⊥f)L2 = (h,−Lh)L2 > 0, where h = L−1P⊥f .
With this lemma and noticing P (ξ1ψj) = 0, we have
∂rηj(0, 0, 0) = 2pii(L
−1ξ1ξjM1/2, ξ1ξjM1/2)L2 .
For j = 0, 1, d+1, in order to obtain the asymptotic behavior of ηj , we shall use the determinant.
That is to let
f(σ, τ, r, η) := det(ηI3×3 − (Djk)j,k=0,1,d+1).
Then f(σ, τ, r, ηj(σ, τ, r)) = 0, for (σ, τ, r) ∈ B(0, r1), since ηj is the eigenvalue of (Djk)j,k=0,1,d+1.
Taking the derivatives with respect to τ, r, for |(σ, τ, r)| < r1, we have
∂τf + ∂ηf · ∂τηj = 0, (66)
∂rf + ∂ηf · ∂rηj = 0. (67)
Since f(σ, τ, r) = det(ηI−(Djk)j,k=0,1,d+1), we shall use the Jacobi’s formula to calculate the deriva-
tive to the determinant of a matrix. Recall that α1 = (ξ
2
1M
1/2,M1/2)L2 , α2 = (ξ
2
1M
1/2, ψd+1)L2
and applying (58), we have
∂τf = tr(adj(ηI − (Djk)j,k=0,1,d+1)(−∂τDjk)j,k=0,1,d+1)
∂τf(0, 0, 0, η0,j) = tr
(
adj
 η0,j −α1 0−α1 η0,j −α2
0 −α2 η0,j
×
 0 iα1 0iα1 0 iα2
0 iα2 0
)
= 2i(α21 + α
2
2)η0,j . (68)
If we define α3 = ((−L + P )−1ξ1ψ1, ξ1ψ1)L2 , α4 = ((−L + P )−1ξ1ψd+1, ξ1ψd+1)L2 , then similar to
(68) and applying (59), we have
∂rf(0, 0, 0, η0,j) = tr
(η20,j − α22 α1η0,j α1α2α1η0,j η20,j α2η0,j
α1α2 α2η0,j η
2
0,j − α21
×
2piiα1 0 2piiα20 2piiα3 0
2piiα2 0 2piiα4
)
= 2pii
(
α1η
2
0,j + α3η
2
0,j + α4η
2
0,j + α1α
2
2 − α21α4
)
. (69)
Also one can easily get
∂ηf(0, 0, 0, η0,j) = 3η
2
0,j − α21 − α22. (70)
Thus from (66), (67) and use (68), (69), (70), we can summarize:
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Theorem 4.9. For cases j = 2, . . . , d, we have
ηj(0, 0, 0) = ∂τηj(0, 0, 0) = 0,
∂rηj(0, 0, 0) = 2pii(L
−1ξ1ξjM1/2, ξ1ξjM1/2)L2 ,
where (L−1ξ1ξjM1/2, ξ1ξjM1/2)L2 < 0. For cases j = 0, 1, d+ 1, we have
η0,0 =
√
α21 + α
2
2, η0,1 = 0, η0,d+1 = −
√
α21 + α
2
2,
and
∂τηj(0, 0, 0) =
{
0, if j = 1,
− iη0,j , if j = 0, d+ 1,
∂rηj(0, 0, 0) =

2pii
(
α1α
2
2 − α21α4
)
α21 + α
2
2
, if j = 1,
−pii((α1 + α3 + α4)(α21 + α22) + α1α22 − α21α4)
α21 + α
2
2
, if j = 0, d+ 1.
4.1.4 The Eigenvalue Projection of D.
In the last section, we obtained d+2 smooth eigenvalues ηj(σ, τ, r) and d+2 smooth right eigenvec-
tors zj(σ, τ, r) ∈ Rd+2 to (Djk)d+1j,k=0, when (σ, τ, r) ∈ B(0, r1). Notice that the dimension of KerL
is d + 2 and (Djk)j,k=0,...,d+1 is the matrix representation of D(σ, τ, r, ω) under the basis {RTψj}
of KerL:
D(σ, τ, r, ω)(RTψ0, . . . , R
Tψd+1) = (R
Tψ0, . . . , R
Tψd+1)(Djk)
d+1
j,k=0.
So we know that {ηj(σ, τ, r)}j=0,...,d+1 are the eigenvalues of D(σ, τ, r, ω) and the eigenspace of
D(σ, τ, r, ω) is exactly KerL. Thus D(σ, τ, r, ω) has eigenvectors:
φj(σ, τ, r) =
d+1∑
k=0
z
(k)
j (σ, τ, r)R
Tψk ∈ C∞(B(0, r1);L2),
where (z
(0)
j , . . . , z
(d+1)
j ) = zj . Define the smooth eigen-projections of D(σ, τ, r, ω) on L
2 by
Pj(σ, τ, r, ω)f : = (f, φj)L2φj ∈ C∞(B(0, r1);L(L2β)),
for any f ∈ L2β, β ∈ R. Then
∑d+1
j=0 Pj(σ, τ, r, ω) = P .
4.2 Eigenvalue Structure of P (λI − B̂0(y))−1P .
Recall (54) that
P (λI − B̂0(y))−1P = 1
λ+ 1
(
P − 2piirD(σ, τ, r, ω)).
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We regard P (λI − B̂0(y))−1P as an operator on KerL, then we know its jth(j = 0, . . . , d + 1)
eigenvalue is
µj(σ, τ, r) :=
1
λ+ 1
(1 − 2piir ηj(σ, τ, r)) ∈ C∞(B(0, r1)). (71)
Theorem 4.10. There exists 0 < r2 ≤ r1 and σj(r), τj(r) ∈ C∞([−r2, r2]), s.t. for r ≤ r2,
µj(σj(r), τj(r), r) = 1. (72)
Moreover,
σj(r) = σ
(2)
j r
2 +O(r3), (73)
τj(r) = τ
(1)
j r +O(r
3), (74)
as r → 0, where σ(2)j < 0, τ (1)j ∈ R with explicit expression
τ
(1)
j =

0, if j = 1, . . . , d,
− 2pi
√
1 + 2/d, if j = 0,
2pi
√
1 + 2/d, if j = d+ 1,
σ
(2)
j =

8pi2(L−1ξ1ψj , ξ1ψj)L2 , if j = 2, . . . , d,
8pi2
1 + 2/d
(L−1P⊥(ξ1ψd+1), P⊥(ξ1ψd+1))L2 , if j = 1,
4pi2(L−1P⊥(ξ1ψ1), P⊥(ξ1ψ1))L2
+
8pi2
d+ 2
(L−1P⊥(ξ1ψd+1), P⊥(ξ1ψd+1))L2 , if j = 0, d+ 1.
Proof. 1. Define f = (Reµj , Imµj) : B(0, r1) ⊂ R3 → R2 to be a smooth function. Notice
µj(0, 0, 0) = 1, ∂σµj(0, 0, 0) = −1, ∂τµj(0, 0, 0) = −i. (75)
Thus f(0, 0, 0) = (1, 0), det∇σ,τf(0, 0, 0) = 1. By implicit function theorem, there exists r2 ∈ (0, r1]
and functions σj(r), τj(r) ∈ C∞(|r| ≤ r2) such that for |r| ≤ r2,
σ(0) = τ(0) = 0, µj(σj(r), τj(r), r) = 1.
2. For |r| ≤ r2, by (71),
1 = µj(σj(r), τj(r), r) =
1
σj(r) + iτj(r) + 1
(1− 2piirηj(σj(r), τj(r), r)),
σj(r) + iτj(r) = −2piirηj(σj(r), τj(r), r). (76)
Using (76) and applying the behavior of ηj from 4.9, we have
σ′j(0) + iτ
′
j(0) = −2piiηj(0, 0, 0) =

0, if j = 1, . . . , d,
− 2pii
√
α21 + α
2
2, if j = 0,
2pii
√
α21 + α
2
2, if j = d+ 1.
28
So σ′j(0) = 0 and τ
′
j(0) = −2piηj(0, 0, 0), then
σ′′j (0) + iτ
′′
j (0) = −4pii
(
∂σηj · σ′j + ∂τηj · τ ′j + ∂rηj
)|σ=τ=r=0
= 8pi2i ∂τ · ηj(0, 0, 0)ηj(0, 0, 0)− 4pii∂rηj(0, 0, 0).
If j = 2, . . . , d, then
σ′′j (0) + iτ
′′
j (0) = 8pi
2(L−1ξ1ξjM1/2, ξ1ξjM1/2)L2 < 0.
If j = 0, 1, d+ 1, then
σ′′j (0) + iτ
′′
j (0)
=

8pi2α1
(
α22 − α1α4
)
α21 + α
2
2
, if j = 1,
4pi2
(
2(α21 + α
2
2)−
(
(α1 + α3 + α4)(α
2
1 + α
2
2) + α1α
2
2 − α21α4
)
α21 + α
2
2
)
, if j = 0, d+ 1.
(77)
Using Gamma function, we can calculate that
α1 = (ξ1M
1/2, ξ1M
1/2)L2 = 1, α2 = (ξ1M
1/2, ξ1ψd+1)L2 =
√
2
d
,
Also by lemma 4.8, we have
α3 = ((−L+ P )−1ξ1ψ1, ξ1ψ1)L2 = ‖P (ξ1ψ1)‖2L2 + (−L−1P⊥(ξ1ψ1), P⊥(ξ1ψ1))L2 ,
α4 = ((−L+ P )−1ξ1ψd+1, ξ1ψd+1)L2 = ‖P (ξ1ψd+1)‖2L2 + (−L−1P⊥(ξ1ψd+1), P⊥(ξ1ψd+1))L2 ,
and here
‖P (ξ1ψ1)‖2L2 =
d+1∑
j=0
|(ξ21M1/2, ψj)L2 |2 = |(ξ21M1/2,M1/2)L2 |2 + |(ξ21M1/2, ψd+1)L2 |2 = 1 +
2
d
,
‖P (ξ1ψd+1)‖2L2 =
d+1∑
j=0
|(ξ1ψd+1, ψj)L2 |2 = |(ξ1ψd+1, ξ1M1/2)L2 |2 =
2
d
.
Substitute these values into (77) and we will get the explicit expression of τ ′′j (0) and σ
′′
j (0).
Denote
H(σ, τ, r, ω) =
1
λ+ 1
(
P − 2piirD(σ, τ, r, ω)). (78)
As an operator defined on finite dimensional space KerL, for |r| ≤ r2, we have
I −H(σ, τ, r, ω) =
d+1∑
j=0
(
1− µj(σ, τ, r)
)
Pj(σ, τ, r, ω).
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Then we claim that on KerL,
(
I −H(σ, τ, r, ω))−1 = d+1∑
j=0
(
1− µj(σ, τ, r)
)−1
Pj(σ, τ, r, ω),
here the inverse is taken in KerL. Indeed, on kerL,
(
I −H(σ, τ, r, ω)) d+1∑
j=0
(
1− µj(σ, τ, r)
)−1
Pj(σ, τ, r, ω)
=
d+1∑
j=0
(
1− µj(σ, τ, r)
)
Pj(σ, τ, r, ω)×
d+1∑
k=0
(
1− µk(σ, τ, y)
)−1
Pk(σ, τ, y)
=
d+1∑
j=0
Pj(σ, τ, r, ω) = P.
Therefore for Reλ ≥ 0, y ∈ Rd \ {0},
(λI − B̂(y))−1
= (λI − B̂0(y))−1 + (λI − B̂0(y))−1P (I −H(σ, τ, r, ω))−1P (λI − B̂0(y))−1
= (λI − B̂0(y))−1 +
d+1∑
j=0
(
1− µj(σ, τ, r)
)−1
(λI − B̂0(y))−1Pj(σ, τ, r, ω)(λI − B̂0(y))−1.
(79)
Denote Uj(σ, τ, y) = (λI − B̂0(y))−1Pj(σ, τ, r, ω)(λI − B̂0(y))−1. Differentiate (79) with respect to
τ , we have
(λI − B̂(y))−n−1 = (λI − B̂0(y))−n−1 +
d+1∑
j=0
n∑
k=0
(
1− µj(σ, τ, r)
)−k−1
U
(n)
j,k (σ, τ, y), (80)
where U
(n)
j,k (σ, τ, y) ∈ C∞({(σ, τ, y) : |(σ, τ, y)| ≤ r2};L(L2β)) is given as a linear combination of
products of µj , Uj and their derivatives with respect to τ , with
sup
(σ,τ,r)≤B(0,r2)
‖U (n)j,k (σ, τ, y)‖L(L2β) <∞.
5 Estimate on the Semigroup etB̂(y)
In this section, we will give the proof of boundedness of semigroup etB̂(y) and its asymptotic behavior
when t→∞.
Fisrtly we need the resolvent identities and the inversion semigroup formula.
(λI − B̂(y))−1 = (I − (λI − Â(y))−1K))−1(λI − Â(y))−1, (81)
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and for σ > 0,
etB̂(y)u = s-lim
a→∞
1
2pii
∫ σ+ia
σ−ia
eλt(λI − B̂(y))−1u dλ, (82)
for u ∈ D0, where the limit in taken with respect to L2(Rdξ) norm.
Now we investigate the right hand side of (82). Consider L2(Rd) to be the whole space. For
y ∈ Rd \ {0}, we have {Reλ ≥ 0} ⊂ ρ(B̂(y)) and thus (λI − B̂(y))−1 : {Reλ ≥ 0} → L(L2) is a
holomorphic operator-valued function with respect to λ in {Reλ ≥ 0}. Applying Cauchy thoerem,
for u ∈ L2, σ > 0,
1
2pii
∫ σ+ia
σ−ia
eλt(λI − B̂(y))−1u dλ = 1
2pii
(∫ ia
−ia
+
∫ σ+ia
ia
+
∫ −ia
σ−ia
)
eλt(λI − B̂(y))−1u dλ
= I1u+ I2u+ I3u.
Remark 5.1. The whole space really matters, since only in L2 we can use {Reλ ≥ 0} ⊂ ρ(B̂(y)).
But later we will assume u ∈ L2β ⊂ L2, with β ≥ 0.
Firstly we consider the part I2 and I3. If futhermore u ∈ L2β+γ , then
I2u =
1
2pii
∫ σ+ia
ia
eλt(λI − B̂(y))−1u dλ
=
1
2pii
∫ σ+ia
ia
(I − (λI − Â(y))−1K))−1(λI − Â(y))−1u dλ.
Notice here y is fixed, then by theorem 3.5, supλ∈C+ ‖(I − (λI − Â(y))−1K))−1‖L(L2β) ≤ Cy,β <∞.
Thus by theorem 3.3,
‖I2u‖L2β ≤
Cy
2pi
∫ σ+ia
ia
eσt‖(λI − Â(y))−1u‖L2β dλ
≤ Cy,νeσt
∫ σ+ia
ia
dλ
(‖u‖L2β+γ(|ξ|≥R) + Cν‖u‖L2β+γ 1|a|)→ 0,
as R → ∞, and hence a ≥ 2pi|y|R →∞. The part I3 is similar. Thus I2u, I3u→ 0 in L2β norm as
a→∞ if u ∈ L2β+γ .
To deal with the part I1, we need the following lemma.
Lemma 5.2. For any y1 > 0, σ ≥ 0, we have∫
R
‖((σ + iτ)I − Â(y))−1u‖2L2β dτ ≤ Cν‖u‖
2
L2
β+γ/2
.
Thus for |y| ≥ y1, ∫
R
‖((σ + iτ)I − B̂(y))−1u‖2L2β dτ ≤ Cν,y1,β‖u‖
2
L2
β+γ/2
.
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Proof. For σ ≥ 0,∫
R
‖((σ + iτ)I − Â(y))−1u‖2L2β dτ =
∫
Rd
(1 + |ξ|)2β |u(ξ)|2
∫
R
1
|σ + ν(ξ)|2 + |τ + 2piy · ξ|2 dτdξ
≤
∫
Rd
(1 + |ξ|)2β |u(ξ)|2
∫
R
1
|ν(ξ)|2 + τ2 dτdξ
≤ Cν‖u‖2L2
β+γ/2
.
Then using the fact that supλ∈C+,|y|≥y1 ‖(I − (λI − Â(y))−1K))−1‖L(L2β) ≤ Cy1,β < ∞, and the
resolcent identity (81), we get the second assertion.
Now for the part I1,
I1u =
1
2pii
∫ +a
−a
eiτt(iτI − B̂(y))−1u dτ. (83)
Notice for τ ∈ R, y ∈ Rd \ {0}, we have iτ ∈ ρ(B̂(y)), and
dk
dτk
(
(iτI − B̂(y))−1u(ξ)) = ikk!(−1)k(iτI − B̂(y))−k−1u(ξ). (84)
Thus using integration by parts,∫ +a
−a
eiτt(iτI − B̂(y))−1u(ξ) dτ
=
eiτt
it
(iτI − B̂(y))−1u(ξ)
∣∣∣τ=a
τ=−a
−
∫ a
−a
d
dτ
(
(iτI − B̂(y))−1u(ξ))eiτt
it
dτ
= · · ·
=
n∑
k=1
(−1)k−1eiτt
(it)k
dk−1
dτk−1
(
(iτI − B̂(y))−1u(ξ))∣∣∣τ=a
τ=−a
+ (−1)n
∫ a
−a
dn
dτn
(
(iτI − B̂(y))−1u(ξ)) eiτt
(it)n
dτ
=
n∑
k=1
eiτt
itk
(k − 1)!(iτI − B̂(y))−ku(ξ)
∣∣∣τ=a
τ=−a
+ n!
∫ a
−a
(iτI − B̂(y))−n−1u(ξ)e
iτt
tn
dτ.
Recall theorem 3.3 that for R > 0, Reλ > 0 with |λ| ≥ 4pi|y|R,
‖(λI − Â(y))−1u‖L2β ≤ Cν‖u‖L2β+γ(|ξ|≥R) + Cν‖u‖L2β+γ
1
|λ| .
Without loss of generality, we can let a ≥ 1. Notice that here y 6= 0 is fixed, then applying 3.6 and
3.5, we have
‖(iaI − B̂(y))−ku(ξ)‖L2β ≤ C
k−1
ν ‖(iaI − B̂(y))−1u(ξ)‖L2
β+(k−1)γ
≤ Ckν
(‖u‖L2β+kγ(|ξ|≥R) + ‖u‖L2β+kγ 1|a|)→ 0,
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as R→∞ and a→∞, if u ∈ L2β+kγ . Thus it suffices to deal with following term when a→∞.
n!
∫ a
−a
(iτI − B̂(y))−n−1u(ξ)e
iτt
tn
dτ.
5.1 y away from origin
Notice from 3.6, we have for β ∈ R, b > 0 that
Cb := sup
Reλ≥0,|y|≥b
‖(λI − B̂(y))−1‖L(L2β+γ,L2β) <∞.
So if |y| ≥ b, for u ∈ L2β+nγ , v ∈ L2β, we have∣∣(n! ∫ a
−a
(iτI − B̂(y))−n−1u(ξ))eiτt
tn
dτ, v
)
L2β
∣∣
≤ n!
tn
∫ a
−a
‖(iτI − B̂(y))−nu(ξ)‖L2
β+γ/2
‖(−iτI − B̂(y)∗)−1v(ξ)‖L2
β−γ/2
dτ
≤ n!
tn
( ∫ a
−a
‖(iτI − B̂(y))−nu(ξ)‖2L2
β+γ/2
dτ
)1/2( ∫ a
−a
‖(−iτI − B̂(y)∗)−1v(ξ)‖2L2
β−γ/2
dτ
)1/2
≤ Cr0n!
tn
‖u‖L2β+nγ‖v‖L2β .
Notice here B̂(y)∗ = 2piiy · ξ + L has the same boundedenss as B̂(y). Thus if u ∈ L2β+nγ ,
{n! ∫ a−a(iτI − B̂(y))−n−1u(ξ) eiτttn dτ}∞a=1 is a bounded sequence in (L2β)∗, hence has a weakly ∗
convergent subsequence (denoted by {ak}) and its weak limit Iu is controlled by n!tn ‖u‖L2β+nγ . That
is
Iu := weak-lim
ak→∞
I1u = weak-lim
ak→∞
n!
2piitn
∫ ak
−ak
eiτt(iτI − B̂(y))−n−1u(ξ) dτ, (85)
and
‖Iu‖L2β = ‖weak-limak→∞ I1u‖L2β ≤
Cr0n!
tn
‖u‖L2β+nγ . (86)
Remark 5.3. Here the integral region can be replaced by (b, a), for any b > 0.
5.2 y near origin
For y near the origin but y 6= 0, we can also use the method of integration by parts to obtain
s-lim
a→∞
1
2pii
∫ σ+ia
σ−ia
eλt(λI − B̂(y))−1u dλ = s-lim
a→∞
n!
2piitn
∫ a
−a
eiτt(iτI − B̂(y))−n−1u dτ,
where the limit is taken in L2β. Then for b ∈ (0, a), we divide the integral region to be∫ a
−a
=
∫ a
b
+
∫ b
−b
+
∫ −b
−a
.
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The first and the last term has a weak limit by same argument as in section 5.1, where we essentially
need the uniformly boundedness when |Imλ| ≥ b from Corollary 3.6 that
Cb := sup
Reλ≥0,|Imλ|≥b,y∈Rd
‖(λI − B̂(y))−1‖L(L2β+γ,L2β) <∞.
So it reamins to deal with the integral∫ b
−b
eiτt(iτI − B̂(y))−n−1u dτ. (87)
We will use the identity (80) from section 4. The following lemma is used for controlling the term
(1− µj(σ, τ, r))−1 in (80).
Lemma 5.4. Let f(x, y, z) ∈ C1({(x, y, z) ∈ R3 : |(x, y, z)| ≤ r}). Suppose ∇(x,y,z)f(0, 0, 0) =
−(1, i, a), with some constant a ∈ C. Then for |(x1, y1)| ≤ r1, |(x2, y2)| ≤ r1,
1
2
|(x1 − x2, y1 − y2)| ≤ |f(x1, y1, z)− f(x2, y2, z)| ≤ 3
2
|(x1 − x2, y1 − y2)|.
Proof. By mean value theorem,
f(x1, y1, z)− f(x2, y2, z) = ∇(x,y,z)f(xθ, yθ, 0) · (x1 − x2, y1 − y2, 0),
where xθ = θx1 + (1− θ)x2, yθ = θy1 + (1− θ)y2, with θ ∈ (0, 1). Take r1 ∈ (0, r) so small that for
|(xθ, yθ)| ≤ r1,
|∇(x,y,z)f(xθ, yθ, 0)−∇(x,y,z)f(0, 0, 0)| < 1
2
.
Then
f(x1, y1, z)− f(x2, y2, z) = ∇(x,y,z)f(0, 0, 0) · (x1 − x2, y1 − y2, 0)
+
(∇(x,y,z)f(xθ, yθ, 0)−∇(x,y,z)f(0, 0, 0)) · (x1 − x2, y1 − y2, 0),
|f(x1, y1, z)− f(x2, y2, z)| ≥ |(1, i, a) · (x1 − x2, y1 − y2, 0)| − 1
2
|(x1 − x2, y1 − y2, 0)|
=
1
2
|(x1 − x2, y1 − y2)| ,
and the second inequality is similar.
Write y = rω, with r ∈ R+, ω ∈ Sd−1. Applying theorem 4.10, for r ≤ r2,
(1 − µj(σ, τ, r))−1 = (µj(σj(r), τj(r), r) − µj(σ, τ, r))−1 .
Thus by lemma 5.4,
2
3
|(σj(r) − σ, τj(r) − τ)| ≤ |1− µj(σ, τ, r)|−1 ≤ 2|(σj(r)− σ, τj(r) − τ)|.
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By asymptotic behavior of σ(r) and τ(r) in 4.10, there exists η0 > 0, and r3 ∈ (0, r2) such that for
r ≤ r3,
σj(r) ≤ −2η0r2, |τj(r) − τ (1)j r| ≤ η0r2.
Thus for r ≤ r3, the equation (87) becomes∫ b
−b
eiτt(iτI − B̂(y))−n−1u(ξ) dτ
=
∫ b
−b
eiτt
(
(λI − B̂0(y))−n−1 +
d+1∑
j=0
n∑
k=0
(
1− µj(σ, τ, r)
)−k−1
U
(n)
j,k (σ, τ, y)
)
u(ξ) dτ
=
∫ b
−b
eiτt(λI − B̂0(y))−n−1u(ξ) dτ +
d+1∑
j=0
n∑
k=0
∫ b
−b
eiτt
(
1− µj(σ, τ, r)
)−k−1
U
(n)
j,k (σ, τ, y)u(ξ) dτ
=: I0u+
d+1∑
j=0
n∑
k=0
I
(n)
j,k u.
Noticing that supReλ≥0,y∈Rd ‖(λI − B̂0(y))−1‖L(L2β+γ,L2β) <∞, we have
‖I0u‖L2β ≤ Cb,β‖u‖L2β+nγ . (88)
On the other hand, since U
(n)
j,k (0, τ, y) is smooth in {(τ, y) ∈ [−r3, r3]×Rd}, we have
sup
|τ |≤r3,y∈Rd
‖U (n)j,k (0, τ, y)‖L(L2β) = Cβ <∞.
and then if b ∈ (0, r3]
‖I(n)j,k u‖L2β ≤
∥∥∥∥∥
∫ b
−b
eiτt
(
1− µj(0, τ, r)
)−k−1
U
(n)
j,k (0, τ, y)u(ξ) dτ
∥∥∥∥∥
L2β
≤ Cβ,n‖u(ξ)‖L2β
∫ b
−b
∣∣1− µj(0, τ, r)∣∣−k−1 dτ
≤ Cβ,n‖u(ξ)‖L2β
∫ b
−b
1(|σj(r)|+ |τ − τj(r)|)k+1 dτ.
Now for r ≤ r3, we have σj(r) ≤ −2η0r2, |τj(r) − τ (1)j r| ≤ η0r2. Thus for k ∈ N,∫ b
−b
1(|σj(r)| + |τ − τj(r)|)k+1 dτ ≤
∫ b
−b
1(
η0r2 + |τ − τ (1)j r|
)k+1 dτ
≤
∫ b+|τ (1)j |r
0
2(
η0r2 + τ
)k+1 dτ.
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If k = 0, then∫ b
−b
1(|σj(r)| + |τ − τj(r)|)k+1 dτ ≤ 2 log
(b+ |τ (1)j |r + η0r2
η0r2
)
≤ C log(r−1 + e).
If k > 0, then∫ b
−b
1(|σj(r)| + |τ − τj(r)|)k+1 dτ ≤ 2−k
[
(η0r
2 + b+ |τ (1)j |r)−k − (η0r2)−k
]
≤ Ck
r2k
.
Denote
ρn(y) :=

log(|y|−1 + e), if n = 0,
1
|y|2n , if n ≥ 1.
Then for k = N, r ≤ r3 < 1,
‖I(n)j,k u‖L2β ≤ Cβρk(y)‖u(ξ)‖L2β ,
‖
d+1∑
j=0
n∑
k=0
I
(n)
j,k u‖L2β ≤ Cβ,dρn(y)‖u‖L2β . (89)
For |y|, b ∈ (0, r3], combining (88) and (89), we have
‖
∫ b
−b
eiτt(iτI − B̂(y))−n−1u(ξ) dτ‖L2β ≤ Cr3,b,β‖u‖L2β+nγ + Cβ,n,dρn(y)‖u(ξ)‖L2β .
Thus for u ∈ Dβ , β ≥ 0,
‖etB̂(y)u‖L2
β
= ‖ s-lim
a→∞
n!
2piitn
(∫ a
b
+
∫ b
−b
+
∫ −b
−a
)
eiτt(iτI − B̂(y))−n−1u(ξ) dτ‖L2
β
≤ ‖ s-lim
a→∞
(∫ a
b
+
∫ −b
−a
)
eiτt(iτI − B̂(y))−n−1u(ξ) dτ‖L2β + ‖I0u+
d+1∑
j=0
n∑
k=0
I
(n)
j,k u‖L2β
≤ Cn,β,d,b
tn
(
‖u‖L2β+nγ + ρn(y)‖u‖L2β
)
.
(90)
5.3 Result
Now for |y| ≥ r3, we have (86). Together with the estimate (90) for |y| ≤ r3, we have
‖etB̂(y)u‖L2β ≤
Cr3,n,β,d
tn
(
‖u‖L2β+nγ + ρn(y)χ|y|≤r3‖u‖L2β
)
.
But also the semigroup estimate on etB̂(y) gives ‖etB̂(y)u‖L2β ≤ e
t‖K‖
L(L2
β
)‖u‖L2β . Thus for n ∈ N,
‖etB̂(y)u‖L2β ≤
Cr3,n,β,d
(1 + t)n
(
‖u‖L2β+nγ + ρn(y)χ|y|≤r3‖u‖L2β
)
.
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But here in order to use interpolation theorem, we can only use a weaker result:
‖etB̂(y)u‖L2β ≤
Cr3,β,d(1 + ρn(y))χ|y|≤r3
(1 + t)n
‖u‖L2β+nγ .
Notice for n ∈ N, θ ∈ (0, 1), we have
(1 + ρn(y)χ|y|≤r3)
θ(1 + ρn+1(y)χ|y|≤r3)
1−θ
≤ Cθ(1 + ρθn(y)ρ1−θn+1(y)χ|y|≤r3)
≤ Cθ + Cθχ|y|≤r3
{
|y|−2(θn+(1−θ)(n+1)), if n ≥ 1,
Cε|y|−2(1−θ) logθ(|y|−1 + e), if n = 0.
Define
ρα(y) :=

1
|y|2α log(|y|
−1 + e) if α ∈ [0, 1),
1
|y|2α if α ≥ 1.
Then by a interpolation theorem in appendix 7.11, we have the final result:
Theorem 5.5. Assume γ ∈ [0, d), α ∈ [0,∞), β ≥ 0, then there exists r3 ∈ (0, 1) such that
‖etB̂(y)u‖L2β ≤
Cα,d,r3,β(1 + ρα(y)χ|y|≤r3)
(1 + t)α
‖u‖L2β+αγ . (91)
6 Estimate on the Semigroup etB and Global Existence
In this section, we will give the proof on estimate on etB and the proof of our main existence
theorem 1.1. Define
B = −ξ · ∇x + L,
A = −ξ · ∇x − ν,
with domain Dp(B) := {f ∈ Lpβ(H lx) : ξ · ∇xf ∈ Lpβ(H lx)}. One can prove that (B,Dp(B))
generates a strongly continuous semigroup on Lpβ(H
l
x) by regarding it as a bounded perturbation
K on operator −ξ · ∇x − ν, whose semigroup has explicit expression
et(−ξ·∇x−ν)u(x, ξ) := e−νtu(x− tξ, ξ).
Also Fourier transform Fx on x ∈ Rd is an isomorphism on L2(Rdx) and FB = B̂(y)F , hence for
u ∈ Dp(B), p ∈ [1,∞],
etBu = F−1etB̂(y)Fu,
where the equality ”=” means the almost everywhere equality on Rdξ ×Rdx.
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Theorem 6.1. Let γ ∈ [0, d), p ∈ [1, 2], α ∈ [0, d4 ( 2p − 1)), β, l ≥ 0. Suppose u ∈ L2β+αγ(H l) ∩
L2β+αγ(L
p), then
‖etBu‖L∞α (L2β(Hl)) ≤ Cα,r3,d,β,p
(
‖u‖L2β+αγ(Hl) + ‖u‖L2β+αγ(Lp)
)
. (92)
Proof. For l ≥ 0,
‖etBu‖L2β+αγ(Hl) =
(∫
Rd
∫
Rd
(1 + |ξ|)2β(1 + |y|)2l|etB̂(y)û(y, ξ)|2 dydξ
)1/2
.
Let r3 > 0 be chosen in section 5.2. We split the integral on y into two parts: |y| ≥ r3 and |y| ≤ r3.
Then on one hand,(∫
|y|≥r3
∫
Rd
(1 + |ξ|)2β(1 + |y|)2l|etB̂(y)û(y, ξ)|2 dξdy
)1/2
≤ Cr3,d,β
(∫
|y|≥r3
(1 + |y|)2l(1 + t)−2α‖û(y, ξ)‖2L2β+αγ dξdy
)1/2
≤ Cr3,d,β(1 + t)−α‖u(x, ξ)‖L2β+αγ(Hl).
On the other hand, let (2q)′ = p ∈ [1,∞], by Ho¨lder’s inequality and HausdorffYoung inequality,
we have(∫
|y|≤r3
∫
Rd
(1 + |ξ|)2β(1 + |y|)2l|etB̂(y)û(y, ξ)|2 dξdy
)1/2
≤ Cr3,β,d
(1 + t)α
( ∫
|y|≤r3
(1 + |y|)2l
(
‖û‖L2β+αγ + |y|
−2α log(|y|−1 + e)‖û‖L2β+αγ
)2
dy
)1/2
≤ Cr3,β,d
(1 + t)α
‖u‖L2β+αγ(Hl) +
Cr3,β,d
(1 + t)α
‖|y|−2α log(|y|−1 + e)‖L2q′
(∫
|y|≤r3
‖û(y, ξ)‖2q
L2β+αγ
dy
) 1
2q
≤ Cr3,β,d
(1 + t)α
‖u‖L2β+αγ(Hl) +
Cr3,β,d
(1 + t)α
Cq′,α‖u(x, ξ)‖L2β+αγ(Lp),
provided 4αq′ ∈ [0, d). That is α ∈ [0, d4q′ ) = [0, d4 ( 2p − 1)). Therefore, for any t ≥ 0,
(1 + t)α‖etBu‖L2β(Hl) ≤ Cα,r3,d,β,p
(‖u‖L2β+αγ(Hl) + ‖u‖L2β+αγ(Lp)).
Futhermore, we need a estimate on the semigroup generated by A on Lpβ.
Lemma 6.2. For α, l ≥ 0, β ∈ R,
‖etAu‖Lpβ(Hl) ≤ Cν0(1 + t)
−α‖u‖Lpβ+αγ(Hl).
Proof. The semigroup generated by A with domain {f ∈ Lpβ(L2x) : ξ ·∇xf ∈ Lpβ(L2x)} is etAu(x, ξ) =
e−tν(ξ)u(x− tξ, ξ). For u ∈ D(A) ⊂ Lpβ(H l), we have
(1 + |ξ|)−αγ |FxetAu(x, ξ)| ≤ e−tν0(1+|ξ|)−γ (1 + |ξ|)−αγ |Fxu(x− tξ, ξ)|
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≤ Cν0 (1 + t)−α|e−2piiy·ξtu(y, ξ)|,
since for t, α ≥ 0, supx≥0(xt)αe−ν0tx ≤ Cν0 . Thus
‖etAu‖Lpβ(Hl) = ‖(
∫
Rd
(1 + |y|)2l|FxetAu(x, ·)|2 dy)1/2‖Lpβ
≤ Cν0(1 + t)−α‖u‖Lpβ+αγ(Hl).
Remark 6.3. This lemma shows that the weighted normed space L2β+αγ is essential for our analysis.
Lemma 6.4. For 0 ≤ α < 1 < α0,∫ t
0
1
(1 + t− s)α(1 + s)α0 ds ≤ Cα,α0
1
(1 + t)α
. (93)
Proof. ∫ t
0
1
(1 + t− s)α(1 + s)α0 ds
≤ 1
(1 + t/2)α
∫ t/2
0
1
(1 + s)α0
ds+
1
(1 + t/2)α0
∫ t
t/2
1
(1 + t− s)α ds
≤ Cα,α0
( 1
(1 + t)α
+
1
(1 + t)α0+α−1
)
≤ Cα,α0
1
(1 + t)α
.
Recall that etB can be viewed as a semigroup on Lpβ(H
l), for p ∈ [1, 2]. Then by the Duhamel
principle, we can have another boundedness of semigroup etB.
Theorem 6.5. Let γ ∈ [0, d), l ≥ 0, p ∈ [1, 2], α ∈ [0, d4 ( 2p − 1)), β > d2 . Suppose u ∈ L2β+αγ(H l)∩
L2β+αγ(L
p), then
‖etBu‖L∞α (L∞β (Hl)) ≤ Cν,γ,α,r3,d,β,p
(
‖u‖L∞β+αγ(Hl) + ‖u‖L2αγ(Lp)
)
. (94)
Proof. Let u ∈ L2β+αγ(H l) ∩ L2β+αγ(Lp) ⊂ L2(R2d), and v = etBu. Recall that B = A + K, by
bounded perturbation, we have for t ≥ 0,
v(t) = etAu+
∫ t
0
e(t−s)AKesBu ds. (95)
Thus for p ∈ [1,∞], α0 > 1,
‖v(t)‖Lpβ(Hl) ≤ ‖etAu‖Lpβ(Hl) +
∫ t
0
‖e(t−s)AKesBu‖Lpβ(Hl) ds
≤ Cν0 (1 + t)−α‖u‖Lpβ+αγ(Hl) +
∫ t
0
(1 + t− s)−α0‖Kv(s)‖Lpβ+α0γ(Hl) ds
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≤ Cν0 (1 + t)−α‖u‖Lpβ+αγ(Hl) + Cα,α0(1 + t)−α ‖Kv‖L∞α (Lpβ+α0γ(Hl)).
Thus when p =∞,
‖v‖L∞α (L∞β (Hl)) ≤ Cν0,γ,α,α0
(
‖u‖L∞β+αγ(Hl) + ‖v‖L∞α (L∞β+α0γ−γ−2(Hl))
)
. (96)
Pick α0 ∈ (1, γ+2γ ), then α0γ − γ − 2 < 0. Using equation (96) inductively, we have
‖v‖L∞α (L∞β (Hl)) ≤ Cν0,γ,α,α0
(
‖u‖L∞β+αγ(Hl) + ‖v‖L∞α (L∞0 (Hl))
)
.
Recall the important property of K from 2.3 that for p > max( dd−γ ,
d
2 ), θ ∈ (0, 1),
‖Kf‖L∞β+γ+1(Hl) ≤ Cγ,d,q‖f‖Lpβ(Hl), (97)
‖Kf‖Lqθβ+γ+1 ≤ Cγ,d,q,p,θ‖f‖Lpθβ , (98)
with 1qθ =
θ
∞ +
1−θ
1 ,
1
pθ
= θp0 +
1−θ
1 , where p0 =
d
d−γ +
d
2 . Pick a sequence {pj}nj=1 ∈ (1,∞) by
letting
p1 = 2, pj+1 = pj +
pj(pj − 1)
p0 − pj , (j = 1, 2, . . . ). (99)
Then {pj} satisfies
1
pj+1
=
θ
∞ +
1− θ
1
,
1
pj
=
θ
p0
+
1− θ
1
, (100)
where θ =
1−1/pj
1−1/p0 . One can observe from (99) that pj+1 − pj ≥ 2p0−2 . Thus there exists a finite
n ∈ N such that pn−1 ≤ max
(
d
d−γ ,
d
2
)
< pn, so we can apply (97) to pn. (Be careful that we
can’t use pn+1, since pn may be larger than p0 and we won’t have (100) with θ > 0). Thus using
Duhamel’s formula (95) and the boundedness of K (97)(98) inductively,
‖v‖L∞α (L∞β (Hl)) ≤ Cν0,γ,α,α0,n
(
‖u‖L∞
β+αγ
(Hl) +
n∑
j=0
‖u‖
L
pj
αγ(Hl)
+ ‖v‖L∞α (L20(Hl))
)
.
Pick β > d2 to get that ‖u‖Lpjαγ(Hl) ≤ ‖u‖L∞β+αγ(Hl), for j = 0, 1, . . . , n. Then by theorem 6.1, we
have
‖v‖L∞α (L∞β (Hl)) ≤ Cν0,γ,α,α0,n,r3,d,β,p
(
‖u‖L∞β+αγ(Hl) + ‖u‖L2αγ(Lp)
)
.
The following lemma is well-studied in [12] and I will put the proof in appendix.
Lemma 6.6. Assume γ ∈ [0, d), α ≥ 0.
(1). For l > d2 , β ∈ R,
‖Γ(f, g)‖L∞
β+γ
(Hl) ≤ Cν‖f‖L∞
β
(Hl)‖g‖L∞
β
(Hl). (101)
(2). For β > d2 − γ + αγ, l ≥ 0,
‖Γ(f, g)‖L2αγ(L1) ≤ Cν,β0‖f‖L∞β+αγ(Hl)‖g‖L∞β+αγ(Hl). (102)
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Theorem 6.7. Assume the cross-section q satisfies the angular cut-off assumption (5). Assume
d ≥ 3, γ ∈ [0, d), l > d2 , β > d2 , p ∈ [1, 2) such that d4 ( 2p − 1) > 1/2. Let α ∈ [ 12 ,min(d4 ( 2p − 1), 1)).
There exists constants A0 < 1, A1 such that if the initial data f0 ∈ L∞β+αγ(H l) ∩ L2αγ(Lp) satisfies
‖f0‖L∞β+αγ(Hl) + ‖f0‖L2αγ(Lp) ≤ A0. (103)
Denote X = {f ∈ L∞α (L∞β (H l)) : ‖f‖L∞α (L∞β (Hl)) ≤ A1}. Then the Cauchy problem to Boltzmann
equation {
ft + ξ · ∇xf = Lf + Γ(f, f),
f |t=0 = f0.
(104)
posseses a unique solution f = f(t) ∈ X ∩BC0([0,∞);L∞β (H l)) ∩BC1([0,∞);L∞β−1(H l−1)) and
‖f‖L∞α (L∞β (Hl)) + ‖∂tf‖L∞α (L∞β−1(Hl−1)) ≤ Cν,γ,α,β,d
(
‖f0‖L∞β+αγ(Hl) + ‖f0‖L2αγ(Lp)
)
. (105)
The uniqueness is taken in the sense that f ∈ X.
Proof. By semigroup theory, it suffices to find the fixed point of
Φ[f ] := etBf0 +
∫ t
0
e(t−s)BΓ(f(s), f(s)) ds. (106)
Now pick α ∈ (0, d4 ) ∩ (0, 1), β > d2 , then
‖Φ[f ]‖L∞β (Hl) ≤ ‖etBf0‖L∞β (Hl) +
∫ t
0
‖e(t−s)BΓ(f(s), f(s))‖L∞β (Hl) ds. (107)
For the first term, using (94), we have
‖etBf0‖L∞β (Hl) ≤
Cν,γ,α,β,d
(1 + t)α
(
‖f0‖L∞β+αγ(Hl) + ‖f0‖L2αγ(Lp)
)
.
Pick α ∈ (0, d4 ) ∩ (12 , 1), which is non-empty since d ≥ 3, then the second term in (107) becomes∫ t
0
‖e(t−s)BΓ(f(s), g(s))‖L∞β (Hl) ds
≤ Cν,γ,α,β,d
∫ t
0
1
(1 + t− s)α
(
‖Γ(f(s), g(s))‖L∞β+αγ(Hl) + ‖Γ(f(s), g(s))‖L2αγ(L1)
)
ds
≤ Cν,γ,α,β,d
∫ t
0
1
(1 + t− s)α ‖f(s)‖L∞β (Hl)‖g(s)‖L∞β (Hl) ds
≤ Cν,γ,α,β,d
∫ t
0
1
(1 + t− s)α(1 + s)2α ds ‖f‖L∞α (L∞β (Hl))‖g‖L∞α (L∞β (Hl))
≤ Cν,γ,α,β,d(1 + t)−α‖f‖L∞α (L∞β (Hl))‖g‖L∞α (L∞β (Hl)).
where the first inequality follows from (94). Thus
‖Φ[f ]‖L∞α (L∞β (Hl)) ≤ Cν,γ,α,β,d
(
‖f0‖L∞β+αγ(Hl) + ‖f0‖L2αγ(Lp) + ‖f‖2L∞α (L∞β (Hl))
)
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=: C1
(
‖f0‖L∞β+αγ(Hl) + ‖f0‖L2αγ(Lp)
)
+ C2‖f‖2L∞α (L∞β (Hl)).
On the other hand, noticing that Γ(f, f)− Γ(g, g) = Γ(f + g, f − g), we have
‖Φ[f ]− Φ[g]‖L∞β (Hl) ≤
∫ t
0
‖e(t−s)BΓ((f + g)(s), (f − g)(s))‖L∞β (Hl) ds
≤ Cν,γ,α,β,d(1 + t)−α‖f + g‖L∞α (L∞β (Hl))‖f − g‖L∞α (L∞β (Hl)),
and
‖Φ[f ]− Φ[g]‖L∞α (L∞β (Hl)) ≤ C2‖f + g‖L∞α (L∞β (Hl))‖f − g‖L∞α (L∞β (Hl)),
by letting C2 >
1
C1
large enough. Define C3 :=
1
4C1C2
, then if ‖f0‖L∞β+αγ(Hl) + ‖f0‖L2αγ(Lp) < C3,
we can let
C4 := 1− 4C1C2
(
‖f0‖L∞β+αγ(Hl) + ‖f0‖L2αγ(Lp)
)
> 0.
Choose C5 :=
1
2C2
(1−√C4), then C2C25 − C5 + C1(‖f0‖L∞β+αγ(Hl) + ‖f0‖L2αγ(Lp)) = 0.
Finally we pick a normed space
X := {f ∈ L∞α (L∞β (H l)) : ‖f‖L∞α (L∞β (Hl)) ≤ C5}.
Then X is a complete with norm ‖ · ‖L∞α (L∞β (Hl)), and for f ∈ X ,
‖Φ[f ]‖L∞α (L∞β (Hl)) ≤ C1
(
‖f0‖L∞β+αγ(Hl) + ‖f0‖L2αγ(Lp)
)
+ C2C
2
5 = C5,
‖Φ[f ]− Φ[g]‖L∞α (L∞β (Hl)) ≤ 2C2C5‖f − g‖L∞α (L∞β (Hl)) = (1−
√
C5)‖f − g‖L∞α (L∞β (Hl)).
This proves that Φ is a contraction map on X . Thus there exists a unique fixed point f ∈ X to Φ,
which is the solution of
f := etBf0 +
∫ t
0
e(t−s)BΓ(f(s), f(s)) ds.
with
‖f‖L∞α (L∞β (Hl)) ≤ C5 =
1
2C2
(1−
√
C4) =
2C1
1 +
√
C4
(
‖f0‖L∞β+αγ(Hl) + ‖f0‖L2αγ(Lp)
)
.
For the continuity, we have
‖f(t+ h)− f(t)‖L∞β (Hl) ≤ ‖(ehB − I)etBf0‖L∞β (Hl)
+
∫ t+h
t
‖e(t+h−s)BΓ(f(s), f(s))‖L∞β (Hl) ds
+ ‖(ehB − I)
∫ t
0
e(t−s)BΓ(f(s), f(s)) ds‖L∞β (Hl).
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Then we can obtain from the continuity with respect to t of semigroup etB on L∞β (H
l) that f ∈
C0([0,∞);L∞β (H l)). Also f0 ∈ L∞β+αγ(H l) ⊂ D∞(B), so by the time decay estimate on etB,
together with ‖Bu‖L∞β−1(Hl−1) ≤ C‖u‖L∞β (Hl), we have
∂tf = Be
tBf0 + Γ(f(s), f(s)) +
∫ t
0
Be(t−s)BΓ(f(s), f(s)) ds,
‖∂tf‖L∞β−1(Hl−1) ≤
C
(1 + t)α
(
‖f0‖L∞β+αγ(Hl) + ‖f0‖L2αγ(Lp) + ‖f‖2L∞α (L∞β−1−γ(Hl−1)) + ‖f‖
2
L∞α (L
∞
β (H
l))
)
.
Thus ∂tf ∈ BC0([0,∞);L∞β−1(H l−1)). Since ‖f0‖L∞β+αγ(Hl) + ‖f0‖L2αγ(Lp) < 1, we get the energy
estimate on ∂tf which has time decay (1 + t)
−α. Hence by theorem 7.2, f |t=0 = f0 and
∂tf + ξ · ∇xf = Lf + Γ(f, f).
7 Appendix
7.1 Semigroup Theory
Here we give some useful semigroup theory, one may refer to [5, 7] for more details.
Definition 7.1. Let (A,D(A)) be a linear unbounded densely defined operator from Hilbert space
H1 into Hilbert space H2 with domain D(A). Define
D(A∗) =
{
y ∈ H2
∣∣ sup
06=x∈D(A)
〈Ax, y〉
‖x‖
}
.
Take y ∈ D(A∗), since D(A) = H1, the functional Fy(x) := 〈Ax, y〉 has a unique bounded extension
on H1. Hence Riesz representation theorem ensures the existence of a unique z ∈ H1 such that
Fy(x) = 〈x, z〉. Define A∗y := z, then
〈Ax, y〉 = 〈x,A∗y〉.
The operator A∗(H2 → H1) is linear and is called the adjoint of A.
Theorem 7.2. Let A(X → X) be the generator of the strongly continuous semigroup T (·). Suppose
that f : [0,∞)→ X is continuously differentiable on [0,∞). Then for each x ∈ D(A), there exists
a unique solution to {
u′(t) = Au(t) + f(t), 0 < t <∞,
u(0) = x.
This solution is continuously differentiable and is given by
u(t) = T (t)x+
∫ t
0
T (t− s)f(s)ds, t > 0.
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Theorem 7.3. (Hille-Yosida Theorem) For a linear operator (A,D(A)) on a Banach space X, the
following properties are equivalent.
(a) (A,D(A)) generates a strongly continuous contraction semigroup.
(b) (A,D(A)) is closed, densely defined, and for every λ ∈ C with Reλ > 0 one has λ ∈ ρ(A)
and ‖(λI −A)−1‖ ≤ 1
Reλ .
Definition 7.4. A linear operator (A,D(A)) on a Banach space X is called dissipative if ‖(λI −
A)x‖ ≥ λ‖x‖ for all λ > 0 and x ∈ D(A).
Proposition 7.5. An operator (A,D(A)) is dissipative if and only if for every x ∈ D(A) there
exists j(x) ∈ {x′ ∈ X ′ : 〈x, x′〉 = ‖x‖2 = ‖x′‖2} such that
Re〈Ax, j(x)〉 ≤ 0. (108)
Theorem 7.6. Let (A,D(A)) be a densely defined linear operator on a Banach space X. If both
A and its adjoint A∗ are dissipative, then the closure A of A generates a contraction semigroup on
X.
Theorem 7.7. Let (A,D(A)) be the generator of a strongly continuous semigroup (T (t))t≥0 on a
Banach space X satisfying ‖T (t)‖ ≤ Meωt for all t ≥ 0 and some ω ∈ R, M ≥ 1. If B ∈ L(X),
then C := A+B with D(C) := D(A) generates a strongly continuous semigroup (S(t))t≥0 satisfying
‖S(t)‖ ≤Me(ω+M‖B‖)t and
S(t)x = T (t)x+
∫ t
0
T (t− s)BS(s)x ds,
for all t ≥ 0, x ∈ X.
7.2 Hilbert-Schmidt Operator
Let H1 be a seperable Hilbert space, H2 be a Hilbert space.
Definition 7.8. T ∈ L(H1, H2) is called a Hilbert-Schmidt operator if there exists an orthonomral
basis {en}∞n=1 of H1 such that
∑∞
n=1 ‖Ten‖2H2 <∞.
Theorem 7.9. If T ∈ L(H1, H2) is a Hilbert-Schmidt operator, then T is compact.
Proof. Let {en}∞n=0 be an orthonormal basis ofH1 such that
∑∞
n=1 ‖Ten‖2H2 <∞. Then for x ∈ H1,
Tx =
∞∑
n=0
(x, en)Ten,
since the right hand side is absolutely convergent. Define Tn : H1 → H2 by Tn(x) :=
∑n
k=1(x, ek)Tek.
Then Tn has finite rank and hence is compact.
On the other hand, for x ∈ H1 such that ‖x‖H1 ≤ 1, we have
‖Tx− Tnx‖2H2 ≤ ‖
∞∑
k=n+1
(x, ek)Tek‖2H2 ≤ ‖x‖2H1 ·
∞∑
k=n+1
‖Tek‖2H2 ,
‖T − Tn‖ ≤
( ∞∑
k=n+1
‖Tek‖2H2
) 1
2
→ 0,
as n→∞. Thus T is compact since it’s the limit of a sequence of compact operators.
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Theorem 7.10. Suppose L2(X,µ) and L2(Y, λ) are two seperable Hilbert space. If k ∈ L2(X ×
Y, µ⊗ λ), then
Kf :=
∫
Y
k(x, y)f(y) dλ(y) : L2(Y, λ)→ L2(X,µ) (109)
is a Hilbert-Schmidt operator.
Proof. Let {en}∞n=0 be an orthonormal basis of L2(Y, λ), then so is {en}∞n=0. Since k ∈ L2(X ×
Y, µ⊗ λ), we have k(x, ·) ∈ L2(Y, λ), for almost all x ∈ X . Thus Ken is well-defined for almost all
x ∈ X and
Ken(x) =
∫
Y
k(x, y)en(y) dλ(y)
∞∑
n=0
‖Ken‖2L2(X,µ) =
∫
X
∞∑
n=0
∣∣(k(x, ·), en)L2(Y )∣∣2 dµ(x) = ‖k‖2L2(X×Y ) <∞.
7.3 Interpolation
Define ‖f‖Lpβ = ‖(1 + |ξ|)βf‖Lp(Rd), p ∈ [1,∞].
Theorem 7.11. Let β ∈ R, γ ∈ R \ {0}, p ∈ [1,∞]. Suppose T is a linear operator defined on
Lpβ+n·γ such that
‖Tf‖Lpβ ≤ An‖f‖Lpβ+n·γ , (110)
for some constants An > 0, for all n ∈ {0, 1, 2, . . .}. Let θ ∈ (0, 1), n,m ∈ {0, 1, 2, . . .}, pick
α = n · θ +m · (1− θ). Then T is bounded linear operator from Lpβ+α·γ to Lpβ, with
‖Tf‖Lp
β
≤ AθnA1−θm ‖f‖Lpβ+α·γ . (111)
To prove this thoerem, we will need the Hadamard’s three lines thoerem.
Theorem 7.12. Let F be an analytic function in the open strip S = {z ∈ C : 0 < Reλ < 1}.
Suppose F is continuous and bounded on S with
|F (z)| ≤
{
A0, if Reλ = 0,
A1, if Reλ = 1.
for some positive constants A0, A1. Then for any θ ∈ [0, 1], if Rez = θ, we have
|F (z)| ≤ A1−θ0 Aθ1.
Proof of Theorem 7.11. 1. With loss of generality, assume m > n. Fix θ ∈ (0, 1) and Let
α = n · θ +m · (1− θ).
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Notice T is well-defined on Lpβ+αγ , since L
p
β+αγ ⊂ Lpβ+mγ .
2. Let f(ξ) =
∑K
k=1 ake
iαkχAk(ξ) be any simple complex function on R
d, with ak > 0, αk ∈ R,
{Ak} are pairwise disjoint bounded measurable subsets of Rd. We would like to control
‖Tf‖Lpβ = sup‖g‖
Lp
′≤1,g is simple
∣∣∣∣∫
Rd
Tf(ξ)g(ξ)(1 + |ξ|)β dξ
∣∣∣∣ .
Write g =
∑J
j=1 bje
iβjχBj (ξ), with bj > 0, βj ∈ R, {Bj} are pairwise disjoint bounded measurable
subsets of Rd. Suppose z ∈ {z ∈ C : 0 ≤ Rez ≤ 1}. Define
fz(ξ) :=
K∑
k=1
ake
iαkχAk(ξ) · (1 + |ξ|)(α−nz−m(1−z))γ .
Then fθ(ξ) = f(ξ), f0(ξ) = f(ξ)(1 + |ξ|)(α−m)γ , f1(ξ) = f(ξ)(1 + |ξ|)(α−n)γ . Define
F (z) : =
∫
Rd
T (fz)g(ξ)(1 + |ξ|)β dξ
=
K∑
k=1
J∑
j=1
akbje
iαkeiβj
∫
Rd
T (χAk(ξ)(1 + |ξ|)(α−nz−m(1−z))γ)χBj (ξ)(1 + |ξ|)β dξ.
Now we need to check F satisfies the assumptions in three-lines theorem 7.12.
(i). Claim: F (z) is continuous and bounded in {0 ≤ Rez ≤ 1}.
Indeed,
|F (z)| ≤
K∑
k=1
J∑
j=1
akbj‖T (χAk(1 + | · |)(α−nz−m(1−z))γ)‖Lpβ‖χBj(ξ)‖Lp′
≤ C
K∑
k=1
‖χAk‖Lpβ+(α−nz+mz)γ <∞.
Notice Ak is bounded, there exists a open ball B(0, R) with radius R > 0 such that Ak ⊂ B(0, R),
for all 1 ≤ k ≤ K. Then for z1, z2 ∈ {0 ≤ Rez ≤ 1}, by Ho¨lder’s inequality and the boundedness of
T , we have
|F (z1)− F (z2)|
≤
K∑
k=1
J∑
j=1
akbj
∥∥∥χAk(1 + |ξ|)β+αγ ∣∣∣(1 + |ξ|)(m−n)z1γ − (1 + |ξ|)(m−n)z2γ∣∣∣∥∥∥
Lp
‖χBj (ξ)‖Lp′
≤ Cγ,m,n,g
K∑
k=1
∥∥∥χAk(1 + |ξ|)β+αγ min{1, (1 + |ξ|)(m−n)γ} ln(1 + |ξ|)∥∥∥
Lp
|z1 − z2|
≤ Cγ,m,n,R|z1 − z2| → 0,
as |z1 − z2| → 0. This proves the claim.
(ii). Claim: F (z) is analytic in {0 < Rez < 1}.
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Indeed, similarly, for z, z0 ∈ {0 < Rez < 1}, by Ho¨lder’s inequality and the boundedness of T
and noticing that {Ak}Kk=1 is uniformly bounded, we have∣∣∣∣F (z)− F (z0)z − z0 −
K∑
k=1
J∑
j=1
akbje
iαkeiβj∫
Rd
T
(
χAk∂z
[
(1 + | · |)(α−nz−m(1−z))γ
]∣∣∣
z=z0
)
χBj (ξ)(1 + |ξ|)β dξ
∣∣∣
≤ Cα,β,γ,K,J
K∑
k=1
∥∥∥ (1 + |ξ|)(m−n)zγ − (1 + |ξ|)(m−n)z0γ
z − z0
− (m− n)γ(1 + |ξ|)(m−n)z0γ ln(1 + |ξ|)
∥∥∥
Lp(Ak)
≤ Cα,β,γ,K,J
K∑
k=1
(m− n)
∥∥∥((1 + |ξ|)(m−n)(z0+t(z−z0))γ − (1 + |ξ|)(m−n)z0γ) ln(1 + |ξ|)∥∥∥
Lp(Ak)
,
≤ Cα,β,γ,K,J
K∑
k=1
(m− n)2
∥∥∥(1 + |ξ|)(m−n)(z0+st(z−z0))γ(ln(1 + |ξ|))2∥∥∥
Lp(Ak)
t|z − z0|,
for some s, t ∈ (0, 1). Notice z → z0 implies t, s→ 0 and Ak are uniformly bounded, thus the limit
limz→z0
F (z)−F (z0)
z−z0 exists and hence F (z) is analytic.
(iii). If Rez = 0, by using Ho¨lder’s inequality and the boundedness of T , we have
|F (z)| ≤ ‖Tfz‖Lpβ‖g‖Lp′ ≤ An‖fz‖Lpβ+nγ‖g‖Lp′ = An‖f‖Lpβ+αγ‖g‖Lp′ .
If Rez = 1, similarly we have
|F (z)| ≤ ‖Tfz‖Lpβ‖g‖Lp′ ≤ Am‖fz‖Lpβ+mγ‖g‖Lp′ = Am‖f‖Lpβ+αγ‖g‖Lp′ .
Therefore we can apply the Hadamard’s three-lines theorem. When Rez = θ,
|F (z)| ≤ AθnA1−θm ‖f‖Lpβ+αγ‖g‖Lp′ .
Thus for any simple function f in Lpβ+αγ ,
‖Tf‖Lp
β
= sup
‖g‖
Lp
′≤1,g is simple
|F (θ)| ≤ AθnA1−θm ‖f‖Lpβ+αγ .
Since simple functions is dense in Lpβ+αγ , we proved the theorem.
7.4 Preliminary Lemmas and Properties of L
Lemma 7.13. For A1, A2 > 0, d ≥ 3. Denote b =
(
ξ+ξ∗
2 · ξ∗−ξ|ξ∗−ξ|
)
ξ∗−ξ
|ξ∗−ξ| . Then
(1). For α ∈ (−∞, d),∫
Rd
1
|ξ∗ − ξ|α e
−A1|ξ∗−ξ|2−A2|b|2 dξ∗ ≤ Cα,A1,A2,d
1
1 + |ξ| . (112)
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(2). For α ∈ [0, d),∫
Rd
1
|ξ∗ − ξ|α e
−A1|ξ∗|2 dξ∗ =
∫
Rd
1
|ξ∗|α e
−A1|ξ∗−ξ|2 dξ∗ ≤ Cα,A1,A2,d
1
(1 + |ξ|)α . (113)
(3). For α ∈ [0, d), β ∈ R,∫
Rd
1
|ξ∗ − ξ|α(1 + |ξ∗|)β e
−A1|ξ∗−ξ|2−A2|b|2 dξ∗ ≤ Cα,A1,A2,d
1
(1 + |ξ|)β+1 (114)
Proof. 1. If α < d,∫
Rd
1
|ξ∗ − ξ|α exp(−A1|ξ∗ − ξ|
2 −A2|b|2) dξ∗
=
∫
Rd
1
|ξ∗|α exp(−A1|ξ∗|
2 − A2(|ξ∗|
2 + 2ξ∗ · ξ)2
4|ξ∗|2 ) dξ∗
=
∫ ∞
0
1
rα−d+1
exp(−A1r2)
∫
Sd−1
exp(−A2(r + 2ξ∗ · ξ)
2
4
) dσ(ξ∗)dr.
By integration over sphere,∫
Sd−1
exp(−A2(r + 2ξ∗ · ξ)
2
4
) dσ(ξ∗) =
2pi
d−1
2
Γ(d−12 )
∫ 1
−1
exp(−A2(r + 2s|ξ|)
2
4
)(1− s2) d−32 ds
≤ Cd
∫ 1
−1
exp(−A2(r + 2s|ξ|)
2
4
)ds.
If |ξ| ≥ 1, we have∫ 1
−1
exp(−A2(r + 2s|ξ|)
2
4
)ds =
1
2|ξ|
∫ r+2|ξ|
r−2|ξ|
exp(−A2s
2
4
) ds ≤ Cd,A2
1
1 + |ξ| ,
and if |ξ| ≤ 1, we have ∫ 1
−1
exp(−A2(r − 2s|ξ|)
2
4
)ds ≤ 2 ≤ C
1 + |ξ| .
These estimate are independent of r and we obtain (112).
2. Fix 0 ≤ α < d. If |ξ| ≤ 1, we have∫
Rd
1
|ξ∗ − ξ|α exp(−A1|ξ∗|
2) dξ∗
=
∫
|ξ∗−ξ|>2
1
|ξ∗ − ξ|α exp(−A1|ξ∗|
2) dξ∗ +
∫
|ξ∗−ξ|≤2
1
|ξ∗ − ξ|α exp(−A1|ξ∗|
2) dξ∗
≤
∫
|ξ∗|>1
1
2α
exp(−A1|ξ∗|2) dξ∗ +
∫
|ξ∗−ξ|≤2
1
|ξ∗ − ξ|α dξ∗
≤ CA1,d,α.
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If |ξ| ≥ 1, notice |ξ∗ − ξ| ≤ |ξ|2 implies |ξ∗| ≥ |ξ|/2 ≥ |ξ∗ − ξ|, we have∫
Rd
1
|ξ∗ − ξ|α exp(−A1|ξ∗|
2) dξ∗
≤
∫
|ξ∗−ξ|> |ξ|2
1
|ξ∗ − ξ|α exp(−A1|ξ∗|
2) dξ∗ +
∫
|ξ∗−ξ|≤ |ξ|2
1
|ξ∗ − ξ|α exp(−A1|ξ∗|
2) dξ∗
≤
∫
|ξ∗−ξ|> |ξ|2
1
( |ξ|2 )
α
exp(−A1|ξ∗|2) dξ∗
+
∫
|ξ∗−ξ|≤ |ξ|2
1
|ξ∗ − ξ|α exp(−
A1|ξ∗ − ξ|2
2
) dξ∗ exp(−A1|ξ|
2
8
)
≤ CA1,α,d
(
1
|ξ|α + exp(−
A1|ξ|2
8
)
)
≤ CA1,α,d
(1 + |ξ|)α .
This proves (113).
3. Notice that |ξ∗| ≤ |ξ|/2 implies |ξ∗ − ξ| ≥ |ξ|/2. Thus by (112),∫
Rd
1
|ξ∗ − ξ|α(1 + |ξ∗|)β exp(−A1|ξ∗ − ξ|
2 −A2|b|2) dξ∗
≤
(∫
|ξ∗|> |ξ|2
+
∫
|ξ∗|≤ |ξ|2
)
1
|ξ∗ − ξ|α(1 + |ξ∗|)β exp(−A1|ξ∗ − ξ|
2 −A2|b|2) dξ∗
≤ 1
(1 + |ξ|/2)β
∫
|ξ∗|> |ξ|2
1
|ξ∗ − ξ|α exp(−A1|ξ∗ − ξ|
2 −A2|b|2) dξ∗
+
∫
|ξ∗|≤ |ξ|2
1
|ξ∗ − ξ|α exp(−
A1|ξ∗ − ξ|2
2
−A2|b|2) dξ∗ exp(−A1|ξ|
2
8
)
≤ Cβ,α,A1,A2
(1 + |ξ|)β
(
1
1 + |ξ| + exp(−
A1|ξ|2
8
)
)
.
This gives (114).
Proof of Theorem 2.1. 1. Firstly using MM∗ =M′M′∗, we have
Lf =
∫
Rd
∫
Sd−1
M
1
2∗
(
f ′∗
(
M
1
2
)′
+ f ′
(
M
1
2
)′)
q(ξ − ξ∗, θ) dωdξ∗
−M 12
∫
Rd
∫
Sd−1
M
1
2∗ q(ξ − ξ∗, θ) dndξ∗ − f
∫
Rd
∫
Sd−1
M∗q(ξ − ξ∗, θ) dndξ∗.
It suffices to deal with the first term, which denoted by I. Consider the unit vector m ∈ Span{ξ −
ξ∗, ω} such that m ⊥ ω. Then performing a changing variable from ω to m, (where one need to use
polar coordinate on Sd−1 to do the change of variable,) we have∫
Rd
∫
Sd−1
M
1
2∗
(
M
1
2
)′
f ′∗q(ξ − ξ∗, θ) dωdξ∗ =
∫
Rd
∫
Sd−1
M
1
2∗
(
M
1
2
)′
∗
f ′q(ξ − ξ∗, θ) dωdξ∗.
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Thus by Fubini’s theorem,
I = 2
∫
Sd−1
∫
Rd
M
1
2∗
(
M
1
2
)′
∗
f ′q(ξ − ξ∗, θ) dξ∗dω
= 2
∫
Sd−1
∫
Rd
M
1
2 (ξ∗ + ξ)M
1
2 (ξ∗ + ξ − (ξ∗ · ω)ω)f(ξ + (ξ∗ · ω)ω)q(ξ∗, θ) dξ∗dω
= 4
∫
Sd−1
∫
R+
∫
Pω
M
1
2 (x+ rω + ξ)M
1
2 (x + ξ)f(ξ + rω)q(x + rω, θ) dxdσ(ξ∗)dω,
where Pω is the hyperplane in R
d that is orthogonal to ω and contains the origin. Here we remark
that one actually needs the boundedness on K to make sure that Fubini’s theorem can be applied.
Then by change of variable ξ∗ 7→ ξ∗ − ξ, we have
I = 4
∫
Rd
∫
Pξ∗
M
1
2 (x+ ξ∗ + ξ)M
1
2 (x+ ξ)f(ξ + ξ∗)
q(x + ξ∗, θ)
|ξ∗|d−1 dxdξ∗
= 4
∫
Rd
∫
Pξ∗−ξ
1
(2pi)−
d
2
exp
(
−|x+ a|
2
2
− |b|
2
2
− |ξ∗ − ξ|
2
8
)
f(ξ∗)q(x + ξ∗ − ξ, θ)
|ξ∗ − ξ|d−1 dxdξ∗
= 4
∫
Rd
∫
Pξ∗−ξ
e−
|x|2
2
(2pi)−
d
2
q(x − a+ ξ∗ − ξ, θ) dx exp
(
−|b|
2
2
− |ξ∗ − ξ|
2
8
)
f(ξ∗)
|ξ∗ − ξ|d−1 dξ∗,
where θ is angle between x− a+ ξ∗ − ξ and ξ∗ − ξ. This gives the expression of k1.
2. ν is defined by ν(ξ) =
∫
Rd
∫
Sd−1 M
1
2∗ q(ξ − ξ∗, θ) dωdξ∗. Recall the cut-off assumption (5),
then we have
ν(ξ) = q0(2pi)
d/4
∫
Rd
exp(−|ξ∗|
2
4
)|ξ − ξ∗|−γdξ∗.
On one hand, by (113) in lemma 7.13, we have
ν(ξ) = q0(2pi)
d/4
∫
Rd
exp(−|ξ∗|
2
4
)|ξ − ξ∗|−γ dξ∗ ≤ Cd,γ,q0(1 + |ξ|)−γ .
On the other hand, noticing |ξ∗ − ξ| ≤ 1 + |ξ∗|+ |ξ| ≤ (1 + |ξ∗|)(1 + |ξ|), we have
ν(ξ) ≥ q0(2pi)d/4
∫
Rd
exp(−|ξ∗|
2
4
)(1 + |ξ∗|)−γ dξ∗ (1 + |ξ|)−γ ≥ Cd,γ,q0(1 + |ξ|)−γ .
This proves statement (i).
3. For the part k1, we firstly estimate J :=
∫
Pξ∗−ξ
e−
|x|2
2 q(x−a+ξ∗−ξ, θ) dx. Notice a ∈ Pξ∗−ξ
and integral is taken in Pξ∗−ξ, we have
J ≤
∫
Pξ∗−ξ
e−
|x|2
2 |x− a+ ξ∗ − ξ|−γ | cos θ| dx
≤
∫
Pξ∗−ξ
e−
|x|2
2 |x− a+ ξ∗ − ξ|−γ |(x − a+ ξ∗ − ξ) · (ξ∗ − ξ)||x− a+ ξ∗ − ξ| |ξ∗ − ξ| dx
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=∫
Pξ∗−ξ
e−
|x|2
2
|ξ∗ − ξ|
(|x − a|2 + |ξ∗ − ξ|2)(γ+1)/2 dx.
If |ξ∗ − ξ| ≤ 1, by (113) in lemma 7.13,
J
|ξ∗ − ξ| ≤
∫
Pξ∗−ξ
e−
|x|2
2
1
|x− a|γ+1 dx ≤ Cd,γ
1
(1 + |a|)γ+1 .
If |ξ∗ − ξ| > 1, noticing |x− a| ≤ |a|2 implies |x| > |a|2 , then
J
|ξ∗ − ξ| ≤
∫
Pξ∗−ξ
|x−a|≤ |a|2
+
∫
Pξ∗−ξ
|x−a|> |a|2
 e− |x|22 1
(|x− a|2 + |ξ∗ − ξ|2)(γ+1)/2 dx
≤
∫
Pξ∗−ξ
|x−a|≤ |a|2
e−
|x|2
4 −
|a|2
16
1
|ξ∗ − ξ|γ+1 dx+
∫
Pξ∗−ξ
|x−a|> |a|2
e−
|x|2
2
1
(|a|2/4 + |ξ∗ − ξ|2)(γ+1)/2 dx
≤ Cd,γ
(
e−
|a|2
16
1
|ξ∗ − ξ|γ+1 +
1
(|a|+ |ξ∗ − ξ|)γ+1
)
≤ Cd,γ 1
(|a|+ |ξ∗ − ξ|)γ+1 ,
by using the fact that
sup
a∈Rd,|ξ∗−ξ|≥1
e−
|a|2
16
(|a|+ |ξ∗ − ξ|)γ+1
|ξ∗ − ξ|γ+1 ≤
{
e−
|a|2
16 (2|a|)γ+1, if |a| > |ξ∗ − ξ|,
2γ+1, if |a| ≤ |ξ∗ − ξ|.
Thus for any ε ∈ (0, 1),
|k1(ξ, ξ∗)| ≤ Cd,γ|ξ∗ − ξ|d−2
1
(1 + |a|+ |ξ∗ − ξ|)γ+1 exp(−
|b|2
2
− |ξ∗ − ξ|
2
8
),
≤ Cd,γ|ξ∗ − ξ|d−2
1
(1 + |a|+ |b|+ |ξ∗ − ξ|)γ+1 exp(−(1− ε)(
|b|2
2
− |ξ∗ − ξ|
2
8
)),
≤ Cd,γ,ε|ξ∗ − ξ|d−2
1
(1 + |ξ|+ |ξ∗|)γ+1 exp(−(1− ε)(
|b|2
2
− |ξ∗ − ξ|
2
8
)),
where we use the fact that |a|2 + |b|2 = |ξ∗+ξ|24 .
Proof of Theorem 2.5. 1. Notice ν is a bounded positive function andK is linear continuous integral
operator with symmetric kernel k(ξ, ξ∗), so L = ν +K is self-adjoint.
2. For the non-positiveness, we can use a well-known fact that
(Q(f, g), ψ)L2 =
1
4
∫
Rd
∫
Sd−1
(f ′∗g
′ + f ′g′∗ − f∗g − fg∗)q(ξ − ξ∗, θ)(ψ + ψ∗ − ψ′ − ψ′∗) dωdξ∗dξ,
which is valid whenever the integral is absolutely convergent. Then for f ∈ L2(Rd), since K is
bounded on L2 and ν ∈ L∞, we can apply this identity to get
(Lf, f)L2 = −1
4
∫
Rd
∫
Rd
∫
Sd−1
∣∣∣∣f ′∗ (M 12)′ + f ′ (M 12)′∗ − f∗M 12 − fM 12∗
∣∣∣∣2 q(ξ − ξ∗, θ) dωdξ∗dξ ≤ 0.
(115)
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3. Let f ∈ L2 such that Lf = 0. Then (Lf, f)L2 = 0. Using (115) and the factMM∗ =M′M′∗,
we have for a.e. ξ, ξ∗ ∈ Rd, ω ∈ Sd−1 that
f ′∗
(
M−
1
2
)′
∗
+ f ′
(
M−
1
2
)′
= f∗M
− 12∗ + fM−
1
2 .
Thus by the theory of collision invariant, f ∈ Span{M 12 , ξ1M 12 , . . . , ξdM 12 , |ξ|2M 12 }.
Proof of lemma 6.6. 1. Firstly we notice that
1 + |ξ| ≤ (1 + |ξ|)(1 + |ξ∗|),
1 + |ξ| ≤ 1 + (|ξ′|2 + |ξ′∗|2)1/2 ≤ 1 + |ξ′|+ |ξ′∗| ≤ (1 + |ξ′|)(1 + |ξ′∗|).
Then for f, g ∈ L∞β (Rd),
|Γ(f, g)| =M−1/2
∫
Rd
∫
Sd−1
∣∣∣M′1/2f ′ (M 12)′ g′∗ + (M 12)′ f ′∗M′1/2g′
−M1/2fM1/2∗ g∗ −M1/2∗ f∗M1/2g
∣∣∣q(ξ − ξ∗, θ) dωdξ∗
=
∫
Rd
∫
Sd−1
M
1/2
∗
(|f ′g′∗|+ |f ′∗g′|+ |fg∗|+ |f∗g|)q(ξ − ξ∗, θ) dωdξ∗
=: Γ1(f, g) + Γ2(f, g) + Γ3(f, g) + Γ4(f, g).
Thus
‖Γ(f, g)‖L∞β+γ(Rd)
≤ sup
ξ∈Rd
∫
Rd
∫
Sd−1
M
1/2
∗ |f ′g′∗|+ |f ′∗g′|+ |fg∗|+ |f∗g|)(1 + |ξ|)β+γq(ξ − ξ∗, θ) dωdξ∗
≤ sup
ξ∈Rd
(1 + |ξ|)γ
∫
Rd
∫
Sd−1
M
1/2
∗
(
|(1 + |ξ′|)βf ′(1 + |ξ′∗|)βg′∗|+ |(1 + |ξ′∗|)βf ′∗(1 + |ξ′|)βg′|
+ |(1 + |ξ|)βf(1 + |ξ∗|)βg∗|+ |(1 + |ξ∗|)βf∗(1 + |ξ|)βg|
)
q(ξ − ξ∗, θ) dωdξ∗
≤ 4‖f‖L∞
β
‖g‖L∞
β
sup
ξ∈Rd
(1 + |ξ|)γ
∫
Rd
∫
Sd−1
M
1/2
∗ q(ξ − ξ∗, θ) dωdξ∗
≤ 4ν1‖f‖L∞
β
‖g‖L∞
β
.
On the other hand, l > d2 implies that the Sobolev space H
l is a Banach algebra. Thus for
f, g ∈ L∞β (H l), ‖Γj(f, g)‖Hl ≤ Γj(‖f‖Hl , ‖g‖Hl). This proves assertion (1).
2. For β0 >
d
2 , we have
‖f‖L2αγ ≤ ‖f‖L∞β0+αγ‖(1 + |ξ|)
−2β0‖L2 ≤ Cβ0‖f‖L∞β0+αγ .
For f, g ∈ L2αγ(L1), β0 > d2 ,
‖Γ(f, g)‖L2αγ(L1)
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≤ ‖
∫
Rd
∫
Sd−1
M
1/2
∗
(|f ′g′∗|+ |f ′∗g′|+ |fg∗|+ |f∗g|)q(ξ − ξ∗, θ) dωdξ∗‖L2αγ(L1)
≤ Cβ0‖
∫
Rd
∫
Sd−1
M
1/2
∗
(‖f ′g′∗‖L1x + ‖f ′∗g′‖L1x + ‖fg∗‖L1x + ‖f∗g‖L1x)q(ξ − ξ∗, θ) dωdξ∗‖L∞β0+αγ
≤ Cβ0‖Γ(‖f‖L2x, ‖g‖L2x)‖L∞β0+αγ
≤ Cβ0,ν1‖f‖L∞β0−γ+αγ(L2x)‖g‖L∞β0−γ+αγ(L2x).
If β > d2 − γ +αγ, then we can find β0 ∈ (d2 , β + γ − αγ) to make the above inequality valid. Then
‖Γ(f, g)‖L2αγ(L1) ≤ Cβ0,ν1‖f‖L∞β (L2x)‖g‖L∞β (L2x) ≤ Cβ0,ν1‖f‖L∞β (Hl)‖g‖L∞β (Hl).
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