Recurrent Neural Networks for Representing, Segmenting, and Classifying Surgical Activities by DiPietro, Robert
RECURRENT NEURAL NETWORKS FOR




A dissertation submitted to Johns Hopkins University in conformity with the
requirements for the degree of Doctor of Philosophy
Baltimore, Maryland
January, 2020
c○ 2020 Robert DiPietro
All rights reserved
Abstract
Robot-assisted surgery has enabled scalable, transparent capture of high-quality
data during operation, and this has in turn led to many new research opportuni-
ties. Among these opportunities are those that aim to improve the objectivity and
efficiency of surgical training, which include making performance assessment and feed-
back more objective and consistent; providing more specific or localized assessment
and feedback; delegating this responsibility to machines, which have the potential to
provide feedback in any desired abundance; and having machines go even further, for
example by optimizing practice routines, in the form of a virtual coach. In this the-
sis, we focus on a foundation that serves all of these objectives: automated surgical
activity recognition, or in other words the ability to automatically determine what
activities a surgeon is performing and when those activities are taking place.
First, we introduce the use of recurrent neural networks (RNNs) for localizing and
classifying surgical activities from motion data. Here, we show for the first time that
this task is possible at the level of maneuvers, which unlike the activities considered
in prior work are already a part of surgical training curricula. Second, we study the
ii
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ability of RNNs to learn dependencies over extremely long time periods, which we
posit are present in surgical motion data; and we introduce MIST RNNs, a new RNN
architecture that is capable of capturing these extremely long-term dependencies.
Third, we investigate unsupervised learning using surgical motion data: we show
that predicting future motion from past motion with RNNs, using motion data alone,
leads to meaningful and useful representations of surgical motion. This approach
leads to the discovery of surgical activities from unannotated data, and to state-of-
the-art performance for querying a database of surgical activity using motion-based
queries. Finally, we depart from a common yet limiting assumption in nearly all
prior work on surgical activity recognition: that annotated training data, which is
difficult and expensive to acquire, is available in abundance. We demonstrate for the
first time that both gesture recognition and maneuver recognition are feasible even
when very few annotated sequences are available; and that future-prediction based
representation learning, prior to the recognition phase, yields significant performance
improvements when annotated data is scarce.
Primary Advisor: Gregory D. Hager (Johns Hopkins University)
Co-Advisor: Nassir Navab (Johns Hopkins University)
Reader: Austin Reiter (Facebook AI Research)
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In this introductory chapter we provide motivation for this thesis and a general
outline of the material that follows. First, we motivate surgical activity recognition
from a clinical perspective. Next, we highlight the primary questions that are asked
and addressed by this thesis; we point to the chapters that are relevant to each ques-
tion; and we formulate a concise thesis statement that summarizes our major findings.
Finally, we list the primary contributions of the thesis, alongside the publications that
have resulted from these contributions.
1.1 Motivation
Superior technical skill in the operating room is associated with better patient
outcomes [1, 2], and at the core of surgical education is the belief that technical skill
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is improved through deliberate practice and appropriate feedback [3,4]. In the realm
of surgical training, however, feedback comes from expert surgeons, whose time is
understandably limited; and current standards for providing technical skills training
are constrained by time [5]. In addition, we should strive for both performance as-
sessment and feedback to be objective, repeatable, and localized, in the sense of being
specific rather than general. However, in current practice, most available methods
for surgical skill assessment are subjective and global [6]. In the context of deliberate
practice, this means that trainees are often left guessing at which exercises to focus
on; or, even when this is clear, left guessing at which aspects of their handling are
responsible for suboptimal performance. This is especially true in practice sessions
that take place outside of the operating room, which are an important part of current
training curricula [7, 8], for example in a benchtop setting. Here, trainees perform
repeated exercises involving activities that are common across surgical tasks, such as
suturing and knot tying [7]; but during these sessions, an expert surgeon is often not
available to provide feedback.
Current research objectives therefore aim to deliver automated, objective, and
localized (or targeted) feedback with machines [9], [10], [11], [4], [12]. These research
directions are especially promising within the realm of robot-assisted surgery: unlike
traditional surgery, robot-assisted surgery enables the collection of high-quality sur-
gical data to be collected over time in a transparent and automated fashion. This
data can then be analyzed in detail, potentially even in real time.
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In this thesis, we focus primarily on automated surgical activity recognition, which
is the task of jointly localizing and classifying surgical activities over time. Surgi-
cal activity recognition serves as a foundation for all of the above objectives: if we
are able to determine what activities are being performed, and when those activities
are being performed, then each activity can be analyzed in isolation, thus enabling
activity-specific analysis, performance assessment, and feedback. In addition, analyz-
ing activities in isolation is simpler than analyzing longer sequences of activities over
time, and so the development of objective assessment and feedback becomes more
feasible. Finally, even global assessment and feedback can be enhanced, as the joint
localization and segmentation of subactivities which compose global activity can be
analyzed in terms of the high-level structure formed by these subactivities.
We also remark that automated surgical activity recognition is already the subject
of much prior work [13–21]. As we progress through the thesis, we will contrast the
differences with prior work in detail.
1.2 Outline
In this section we describe the main questions that aim to address in this thesis;
and for each question we highlight the chapters that are most relevant.
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1.2.1 Is it possible to recognize surgical activities
at the level of maneuvers which, unlike the
granularities considered in prior work, are
already familiar to surgeons?
Maneuvers, which include high-level activities such as knot tying and suture throw,
are already part of surgical training curricula [7]. However, prior work has considered
only lower-level gestures, which exhibit very small time scales and less overall com-
plexity, but which are foreign to surgeons. Leveraging recurrent neural networks for
maneuver recognition is the subject of Chapter 3.
1.2.2 How critical is the modeling of structure be-
tween activities for surgical activity recog-
nition?
From a technical rather than clinical perspective, we remark that nearly all prior
work in surgical activity recognition is based on hidden-Markov-model (HMM) and
conditional-random-field (CRF) based methods, with an emphasis on modeling the
probabilistic structure that govern interactions between activities. Is this structure
important for recognition, or should we shift our attention elsewhere? This question
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is also addressed in Chapter 3.
1.2.3 How critical is the modeling of long-term dy-
namics for surgical activity recognition?
Maneuvers occur over 10s of seconds, and this thesis focuses on recurrent-neural-
network (RNN) based methods for activity recognition, which are known to be limited
with respect to their ability to learn long-term dependencies. Is it possible to create an
RNN architecture that is capable of learning extremely long-term dependencies? And
if so, does this capability improve surgical-activity-recognition performance? These
questions are addressed in Chapter 4.
1.2.4 Is it possible to learn meaningful represen-
tations of surgical motion using only motion
data itself, without any manual annotations?
Manual annotations are difficult and expensive to acquire, especially at scale. Is it
possible to make use of surgical motion data even when no annotations are available?
For example, is it possible to discover high-level surgical activities in a completely
unsupervised fashion, and it is possible to learn representations that enable trainees to




1.2.5 Is surgical activity recognition possible even
when manual annotations are scarce?
Annotations are not only difficult to acquire, but also subjective, in that prefer-
ence of definitions and granularities can vary among experts. Meanwhile, collecting
annotations at any one definition and granularity requires a tremendous effort, and
this definition and granularity cannot easily be changed once acquired. These is-
sues are alleviated if surgical activity recognition is feasible with very few annotated
sequences. Is this possible? This question is also addressed in Chapter 5.
1.3 Thesis Statement
Surgical motion data can be modeled with recurrent neural networks in order to
localize and classify surgical activities in an automated fashion, even when annotated
data is scarce.
1.4 Contributions
Chapter 2 provides a dissemination of recurrent neural networks for both discrim-
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In this chapter, we provide an overview of the primary technical tool of this
thesis: recurrent neural networks (RNNs). First, we formulate RNNs as a simple
extension to feedforward neural networks, introduced in order to handle sequential
data. Next, we discuss the representation power of RNNs, but also discuss the distinct
difference between representation and the ability to learn these representations from
data. Finally, we discuss how RNNs can be used both for discriminative modeling,
in which the aim to directly model a conditional distribution, and for generative
modeling, in which the aim is to capture a distribution of observations themselves.




2.1 Recurrent Neural Networks
Recurrent neural networks (RNNs) are a class of neural networks that are naturally
suited to processing time-series data and other sequential data. Here we introduce
recurrent neural networks as an extension to feedforward networks, in order to allow
the processing of variable-length (or even infinite-length) sequences, and some of
the most popular recurrent architectures in use, including long short-term memory
(LSTM) and gated recurrent units (GRUs).
2.1.1 From Feedforward to Recurrent
Recurrent neural networks are perhaps most easily understood by transitioning
from typical feedforward networks. Feedforward networks traditionally map from
fixed-size inputs to fixed-size outputs, for example to map from an image of fixed
spatial extent to its class, or to a segmentation map of the same spatial extent.
In contrast, recurrent neural networks naturally operate on variable-length input
sequences and map to variable-length output sequences, for example to map from an
image to various sentences that describe that image. This capability is achieved by
sharing parameters and transformations over time. See Figure 2.1.
We proceed with an example. Consider a scenario in which we wish to map from
a set of measurements describing a tumor, x, to probability of malignancy, 𝑝(𝑦 | x).

















p(y | x1, . . . ,xT )p(y | x)
Figure 2.1: An example feedforward network (left) and an example recur-
rent neural network (right). In the recurrent example, the function f and its
parameters 𝜃ℎ are shared over time.
we begin with the simple network
h = tanh(W𝑥ℎx + bℎ) (2.1)
𝑝(𝑦 | x) = 𝜎(Wℎ𝑦h + 𝑏𝑦) (2.2)
where all weights W and all biases b are parameters to be learned, tanh is the
hyperbolic tangent function, and 𝜎 is the sigmoid function, the output of which is
between 0 and 1. Given this network and a training set of ground-truth (x𝑖, 𝑦𝑖) pairs,
say one per patient, we typically proceed by maximizing the conditional log likelihood∑︀
𝑖 log 𝑝(𝑦𝑖 | x𝑖). (This is equivalent to minimizing the overall cross entropy between
our predicted distributions, given by the network, and the ground-truth distributions,
given by our training data, as usually done in practice.) Optimization is typically
carried out using a variant of stochastic gradient descent, and this is usually carried
out in practice by 1. forming a computation graph that corresponds to this network
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(and loss function) and 2. computing gradients via backpropagation [22].
We now ask the following question: what if each patient is not associated with
a single measurement vector, but rather with a sequence of measurement vectors,
each associated with a single examination? How can we modify the network above to
map from a sequence of measurement vectors to a single probability of malignancy,
corresponding to the latest examination date?
Perhaps the most straightforward approach is to stack each patient’s measurement
vectors into one, forming a new input of increased dimensionality. However, this
approach is unsatisfactory for a number of reasons. First, we note that such a model
makes no attempt to capture the inductive biases we might hope for in our model:
it would treat all elements across all time steps in exactly the same way, rather than
incorporating any explicit mechanism to capture local dynamics1 Second, we expect
the number of examinations per patient to vary, and as a reminder, the input to
our network, x, has fixed dimensionality. Thus if we proceed in this way, we will be
forced to proceed with heuristics, either by throwing away past information for some
patients (those with many examinations) or by padding the inputs of other patients
(those with fewer examinations).
Instead, let’s proceed by modifying the simple network above to carry over latent
information from time step to time step (after training, these latent states can be
1It is interesting to note that this implicit bias is absent from modern transformer networks [23],
which must learn any temporal correlations from scratch. Transformers have been remarkably
successful in natural language processing, but they are typically trained with datasets that are
orders of magnitude larger than any of the datasets considered in this thesis.
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interpreted as learned representations that are specific to our task). First, let’s modify
our notation so that the single-examination case more explicitly corresponds to a
sequence of length 1:
h1 = tanh(W𝑥ℎx1 + bℎ) (2.3)
𝑝(𝑦1 | x1) = 𝜎(Wℎ𝑦h1 + 𝑏𝑦) (2.4)
Next, let’s modify the linear transformation used in the hidden-state computation to
depend not only our input x but also on information from the past, which is carried
through the hidden state. We will set our previous hidden state to 0, which can be
interpreted as carrying over no information from the past:
h0 = 0 (2.5)
h1 = tanh(Wℎℎh0 + W𝑥ℎx1 + bℎ) (2.6)
𝑝(𝑦1 | x1) = 𝜎(Wℎ𝑦h1 + 𝑏𝑦) (2.7)
Notice that, from a modeling perspective, this network is precisely equivalent to our
original network; it differs only in notation and operation counts (introduced by the















Figure 2.2: A computation graph corresponding to a simple RNN. The bias
(bℎ) is omitted for simplicity. Note that all parameters, here Wℎℎ and W𝑥ℎ, are
shared over time. Two time steps are shown, but the computation graph can be un-
rolled indefinitely. The symbol * denotes matrix multiplication (with implicit ordering
assumed, e.g. Wℎℎh0, not h0Wℎℎ).
naturally extends to patients with any number of examinations:
h0 = 0 (2.8)
h1 = tanh(Wℎℎh0 + W𝑥ℎx1 + bℎ) (2.9)
h2 = tanh(Wℎℎh1 + W𝑥ℎx2 + bℎ) (2.10)
· · · (2.11)
h𝑇 = tanh(Wℎℎh𝑇−1 + W𝑥ℎx𝑇 + bℎ) (2.12)
𝑝(𝑦𝑇 | x1, . . . ,x𝑇 ) = 𝜎(Wℎ𝑦h𝑇 + 𝑏𝑦) (2.13)
This RNN is capable of processing sequences of any length, for example one with a
length of 𝑇 = 1 and another with a length of 𝑇 = 7, because the transition function
and its parameters are shared over time.
Once defined, training the network is carried out in a way that is nearly identical to
the process described above for feedforward networks. Each patient now corresponds
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to a sequence of exams, x1, . . ., x𝑇 , along with a label 𝑦𝑇 . We form our computation
graph by unrolling the RNN over these time steps and adding operatings to compute
the loss; we obtain gradients via backpropagation; and we optimize via stochastic
gradient descent.
Equations 2.9 – 2.12 represent of one of the first RNN variants that can be found
in literature: that of simple RNNs or Elman RNNs [24]. In literature, we typically
see the more compact representation
h𝑡 = tanh(Wℎℎh𝑡−1 + W𝑥ℎx𝑡 + bℎ) (2.14)
in which the initial hidden state is omitted, and unless otherwise specified is often
assumed to be h0 = 0. A simplified computation graph corresponding to Equation
2.14 is shown in Figure 2.2.
2.1.2 On the Representation Power of RNNs
A well known result is that a feedforward network with only one hidden layer,
under fairly unrestrictive assumptions and given enough hidden units, can approxi-
mate continuous functions to arbitrary accuracy [25]. The analagous result for simple
RNNs is that they can approximate sequence-to-sequence mappings to arbitrary ac-
curacy [26, 27]. (In fact, again under fairly unrestrictive assumptions, one can even
show that simple RNNs are capable of simulating a Turing machine with only a small,
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fixed number of units (886), under which binary streams are provided as the inputs
and outputs of the RNN [28, 29].) Thus even this extremely simple architecture is
very powerful from the perspective of representation.
However, in practice representational power is not our only concern, and it is
important to note that these powerful results on representation in no way indicate
that we can learn such representations from data in any reasonable amount of time.
Indeed, we will later see that a major drawback of simple RNNs is their inability to
learn long-term dependencies from data, and that long short-term memory (LSTM)
was introduced explicitly to alleviate this issue.
2.1.3 More General RNNs
Simple RNNs map from hidden state to hidden state through Equation 2.14. More
generally, RNNs typically map a sequence of inputs x1, . . . ,x𝑇 to a sequence of hidden
states h1, . . . ,h𝑇 through a set of parameters 𝜃 via
h𝑡 = 𝑓(h𝑡−1,x𝑡,𝜃) (2.15)
where 𝑓 is general, and in particular should not be interpreted as a simple activation
function, e.g. tanh or 𝜎. For example, in the next section, we will discuss long short-
term memory, for which 𝑓 is a composition involving various gates and nonlinearities.
In addition, the inputs x𝑡 are not restricted to be our observed (input) data, and
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similarly, h𝑡 does not need to be related to our observed (output) data through a sim-
ple transformation, as seen in the motivating example above. From this perspective,
RNNs are another building block that we can use to build rich models that can be
trained in an end-to-end fashion. For example, we can compose what is often referred
to as a deep RNN by applying Equation 2.15 multiple times: first, an RNN is applied
to our observed inputs, yielding a sequence of hidden states; and these hidden states
are fed as inputs into another RNN; and so on.
2.1.4 Long Short-Term Memory and Gated Recur-
rent Units
As mentioned earlier, although simple RNNs are powerful from the perspective of
representation, we have no guarantees that we can learn such representations from
data. Indeed, simple RNNs are known to be particularly susceptible to the so called
vanishing gradient problem [30, 31]: gradient magnitudes relating a loss at time 𝑡 to
an input or hidden state at time 𝑡−𝜏 fall of exponentially fast with 𝜏 , in turn making
it extremely difficult to learn long-term dependencies.
Long short-term memory (LSTM) [32] was introduced to alleviate this issue, and
has become one of the most popular RNN architectures to date. Gated recurrent
units (GRUs) [33] were later introduced as a simpler alternative to LSTM, and have
also become quite popular. Here we will introduce both architectures. The vanishing
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gradient problem will be discussed at length in Chapter 4, where it will be discussed
in the context of our work on Mixed History Recurrent Neural Networks.
We first remark that many different variants of LSTM and GRUs exist in lit-
erature, and that even the default implementations in various major deep learning
frameworks often differ. (Performance is often similar – see, e.g., [34] – but this can
nevertheless lead to confusion when reproducing results.) The most common variant
of LSTM is described by
f 𝑡 = 𝜎(W𝑓ℎh𝑡−1 + W𝑓𝑥x𝑡 + b𝑓 ) (2.16)
i𝑡 = 𝜎(W𝑖ℎh𝑡−1 + W𝑖𝑥x𝑡 + b𝑖) (2.17)
o𝑡 = 𝜎(W𝑜ℎh𝑡−1 + W𝑜𝑥x𝑡 + b𝑜) (2.18)
c̃𝑡 = tanh(W𝑐ℎh𝑡−1 + W𝑐𝑥x𝑡 + b𝑐) (2.19)
c𝑡 = f 𝑡 ⊙ c𝑡−1 + i𝑡 ⊙ c̃𝑡 (2.20)
h𝑡 = o𝑡 ⊙ tanh(c𝑡) (2.21)
At a high level, LSTM is often interpreted as maintaining a memory cell, c𝑡, which
is reset, written to, and read from according to the forget gate f 𝑡, the input gate i𝑡,
and the output gate o𝑡 [27], which all vary over time. We can see the clear similarity
between the updates for these different gates; they differ only in that they have
distinct weight matrices and biases (to be learned). In particular, all three gates very
much resemble simple RNNs, but with the key difference being the sigmoid activation
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function (restricting outputs to lie between 0 and 1), rather than the tanh activation
function. These gates can therefore have elements that can be interpreted as lying
between fully off (0), shutting down information flow; and fully on (1), allowing full
information flow. Next, we see the formation of the candidate update to our memory
cell, c̃𝑡. Notice that this transformation is identical to that of a simple RNN. Next, in
Equation 2.20, the elements of the previous cell c𝑡−1 are combined with the candidate
update c̃𝑡, according according to the forget gate f 𝑡 and the input gate i𝑡. And finally
the new ‘hidden state’ h𝑡 is formed by applying a final activation function to the
memory cell and then weighting elements according to the output gate.
Equation 2.20, the formation of the new memory cell, is at the core of alleviating
the vanishing gradient problem. Notice here that there is one path between c𝑡−1
and c𝑡 that is modulated only by the forget gate. We will explore this issue in
detail in Chapter 4; for now we highlight the main idea. We have exponentially
many paths from c𝑇−𝜏 to c𝑇 , but one of these paths corresponds simply to element-
wise multiplications by forget gates. This in turn means that we have an additive
gradient component which itself is the product of diagonal Jacobians with diagonal
elements corresponding to the forget gates. Hence gradient contributions can still
decay exponentially with 𝜏 , but if the forget gates have elements that are close to 1,
then the base of the exponential decay is also close to 1. This is precisely why it is
common in practice to initialize the bias b𝑓 of the forget gate to be positive (e.g., 1
or 2) at the start of training.
20
CHAPTER 2. BACKGROUND
Before moving on to GRUs, we make a few closing remarks about LSTM in hope
of avoiding confusion. First, our notation was chosen to be consistent with literature.
However, note that the true hidden state – the collection of all information passed
from one time step to the next – is actually a concatenation of h𝑡 and c𝑡. Second,
it is worth noting that some sources state that LSTM ‘solves’ the vanishing gradient
problem and/or that LSTM alleviates the exploding-gradient problem. Both of these
statements are incorrect. Gradient norms can still decay exponentially fast with delay,
and with regard to the second statement, we know of no theoretical argument or
empirical result that suggests that LSTM alleviates the exploding-gradient problem,
and indeed many practitioners still find it necessary to clip gradients when training
LSTM networks.
After encountering LSTM, one may wonder what parts of LSTM are most nec-
essary, and whether it is possible to simplify the architecture while retaining its key
benefits. One recently proposed architecture that was inspired by LSTM is that of
gated recurrent units (GRUs) [33]. GRUs are simpler than LSTM, as they use one
less gate and eliminate the need for distinguishing between hidden states and memory
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cells. The most common variant is described by
u𝑡 = 𝜎(W𝑢ℎh𝑡−1 + W𝑢𝑥x𝑡 + b𝑢) (2.22)
r𝑡 = 𝜎(W𝑟ℎh𝑡−1 + W𝑟𝑥x𝑡 + b𝑟) (2.23)
h̃𝑡 = tanh(Wℎℎ(r𝑡 ⊙ h𝑡−1) + Wℎ𝑥x𝑡 + bℎ) (2.24)
h𝑡 = u𝑡 ⊙ h𝑡−1 + (1 − u𝑡) ⊙ h̃𝑡 (2.25)
Notice that GRUs mitigate the vanishing gradient problem using a mechanism very




is also nearly 1. r𝑡 and u𝑡 are referred to as the reset
and update gates.
2.2 Modeling with RNNs
RNNs were motivated above through a simple example: mapping from a sequence
of measurement vectors describing a tumor, x1 through x𝑇 , to the probability of
malignancy as of the last measurement, 𝑝(𝑦𝑇 | x1, . . . ,x𝑇 ). This was an example of
a discriminative model, and in particular a discriminative model which maps from a
sequence of inputs to a single output. However, RNNs are also applicable to many
other modeling scenarios, and this section aims to introduce the scenarios that we










p(y1 | x1) p(y2 | x1,x2) p(y4 | x1, . . . ,x4)p(y3 | x1,x2,x3)
Figure 2.3: Example RNN-based discriminative model. Here, each time step
is associated with exactly one input, x𝑡, and one output label, 𝑦𝑡. Notice that each
distribution over 𝑦𝑡 is conditioned not only on the current input x𝑡 but also on all
previous inputs.
2.2.1 Discriminative Sequence Models
We have already seen one simple discriminative model above, where we mod-
eled the probability of malignancy given a sequence of patient measurements, 𝑝(𝑦𝑇 |
x1, . . . ,x𝑇 ). Another possible application of RNNs is to discriminatively model
the distribution over a sequence of outputs, 𝑦1, . . . , 𝑦𝑇 , given a sequence of inputs,
x1, . . . ,x𝑇 , under the assumption that the outputs are conditionally independent
given the input sequence. For example, one can consider surgical activity recognition
from hand-movement data during robot-assisted surgery, where for each time step we
aim to predict the current activity (e.g. suturing or knot tying), as will be discussed
in more detail in Chapter 3. This is either done by conditioning on past motion data
only (in the online setting) or by conditioning on both past and future motion data
(in the offline setting).
In the online setting, we are restricted to leveraging only past and current inputs.
Here, we model 𝑝(𝑦𝑡 | x1, . . . ,x𝑡) for all 𝑡. This model can be realized with RNNs
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(again assuming binary classification for simplicity) via
h𝑡 = 𝑓(h𝑡−1,x𝑡,𝜃ℎ) (2.26)
𝑝(𝑦𝑡 | x1, . . . ,x𝑡) = softmax(Wℎ𝑦h𝑡 + b𝑦) (2.27)
which is illustrated in Figure 2.3. This is also useful as a simple baseline even when
online inference is not mandatory.
In the offline setting, we can also make use of future inputs, and this is done using
bidirectional RNNs. The idea is simple: in order to leverage both past and future
inputs, one RNN is run in the forward direction, and another is is run in the reverse






















h2 h3 · · ·
x3
p(x1) p(x2 | x1) p(x3 | x1,x2) p(x4 | x1, . . . ,x3)
Figure 2.4: Example RNN-based generative model. At training time, each
x𝑡 fed into the model is taken directly from the observed sequence; this is known
as teacher forcing. In contrast, at inference time, each input is sampled from the
distribution governed by the previous time step.
2.2.2 Generative Sequence Models
Another use of RNNs is autoregressive density estimation, in which we model a
full joint distribution by making use of the factorized form
𝑝(x1,x2, . . . ,x𝑇 ) = 𝑝(x1)𝑝(x2 | x1) · · · 𝑝(x𝑇 | x1,x2, . . . ,x𝑇−1) (2.32)
Notice that the factorization above does not make any independence assumptions
over time; this model has the potential to generate full trajectories of surgical motion
through intermediate (learned) representations. This formulation is extremely gen-
eral, in that we have not yet associated a parameterized distribution which each term
in the product above. In Chapters 5 and 5, we will consider continuous distributions,
but for simplicity, in this section we will assume that each time step is associated
with a categorical distribution. Then, with each RNN step associated with one factor
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in the joint distribution, we have
h𝑡 = 𝑓(h𝑡−1,x𝑡−1,𝜃ℎ) (2.33)
𝑝(x𝑡 | x1, . . . ,x𝑡−1) = softmax(Wℎ𝑦h𝑡 + b𝑦) (2.34)
This is illustrated in Figure 2.4.
2.2.3 Teacher Forcing
When training RNN-based generative models using the factorized representation
𝑝(x1,x2, . . . ,x𝑇 ) = 𝑝(x1)𝑝(x2 | x1) · · · 𝑝(x𝑇 | x1,x2, . . . ,x𝑇−1), we typically have
access to only a limited training dataset which consists of a fixed number of training
sequences. For example, in the case of modeling surgical hand motion, imagine that
the beginning of a sequence consists of a surgeon beginning to suture. The true
underlying distribution captures many possible ways to complete the sequence (as
there are many possible ways that the suture will be completed); however we often
have access to only one such future – the specific future that was observed in the
sequence that we collected. Because of this, there is a disconnect between training
an RNN-based generative model and sampling from an RNN-based generative model
at inference time. At training time, we resort to teacher forcing : at time 𝑡, when
computing 𝑓(h𝑡−1,x𝑡−1,𝜃), we do not sample x𝑡−1 from our model, but rather use




with Recurrent Neural Networks
In this chapter, we focus on the joint localization and classification of surgical
activities from motion data, which is also known as activity recognition in the liter-
ature. We introduce recurrent neural networks for this task and show that they are
capable of achieving state-of-the-art performance. The most important contribution
in this chapter is the demonstration that maneuver recognition is possible: unlike the
activity granularities considered in prior work, maneuvers are already part of training
curricula, and are therefore already familiar to surgeons.
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Figure 3.1: Decomposition of the closing wound task into maneuvers, and
of the knot tying maneuver into gestures. Here the maneuvers are suture throw
(ST), pull grasp (PG), and knot tying (KT); and the gestures are grab suture using
2nd needle driver (G13), rotate suture twice using 1st needle driver around 2nd needle
driver (G15), grab suture tail using 2nd needle driver in knot tying (G16), pull suture
tail using 2nd needle driver through knot (G17), pull ends of suture taut (G18), rotate
suture once using 2nd needle driver around 1st needle driver (G19), grab suture tail
using 1st needle driver in knot tying (G20), pull suture tail using 1st needle driver
through knot (G21), and grab suture using 1st needle driver (G22).
3.1 Introduction
Automated surgical-activity recognition is a prerequisite to objective surgical-
skill assessment and for providing targeted feedback to trainees. Previous research
on automated surgical-activity recognition has focused on gestures within a surgical
task [13–21]. Gestures are atomic segments of activity that typically last for a few
seconds, such as grasping a needle. In contrast, maneuvers are composed of a sequence
of gestures and represent higher-level segments of activity, such as tying a knot.
Maneuvers exhibit more variability than the gestures from which they are composed,
but they have the advantage of already being a part of current training curricula [7,8].
In addition, prior work focuses almost exclusively on hidden-Markov-model (HMM)
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and conditional-random-field (CRF) based methods, with emphasis on pairwise and
higher-order terms, which govern the probabilistic structure over activities. However,
these prior works all define unary terms that depend only on inputs that are fairly
local in time, as it is difficult to define unaries by hand which depend on distant
inputs in a meaningful way.
In this chapter, we demonstrate the ability to recognize activities at the maneuver
level for the first time; we focus on learning rich unary terms with recurrent neural
networks; and we focus on the most difficult but realistic scenario, using the leave-
one-user-out (LOUO) evaluation setup [19]. This last point emphasizes that fact
that we wish to be able to generalize to new surgeons. In addition, we evaluate
the effectiveness multiple recurrent neural networks (RNNs) for these tasks, assessing
performance across 3 RNN architectures and assessing hyperparameter sensitivity for
each, and in doing so we show that RNNs are capable of achieving state-of-the-art
performance for both gesture and maneuver recognition.
Before proceeding, we specify our technical objective more precisely. While a
surgeon or trainee operates a da Vinci surgical system, we have access to 𝑛𝑥 kinematic
signals over time. For example, for each hand, we might have positions, velocities,
angular velocities, the gripper angle of the end effector, and so on. Let x𝑡 ∈ R𝑛𝑥
refer to these measurements at a single time step 𝑡, so that x1,x2, . . . ,x𝑇 denotes a
kinematic sequence of length 𝑇 . Our goal is surgical activity recognition, in which
we map a sequence of kinematic signals x1,x2, . . . ,x𝑇 to a sequence of activity labels
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𝑦1, 𝑦2, . . . , 𝑦𝑇 , with each label 𝑦𝑡 being an integer that corresponds to one of 𝑛𝑦 surgical
activities. To accomplish this goal, it is common to proceed probabilistically, by
discriminatively modeling 𝑝(𝑦1, 𝑦2, . . . , 𝑦𝑇 | x1,x2, . . . ,x𝑇 ). This scenario is discussed
at length in Chapter 2.
3.2 Prior Work
Most prior work has relied on hidden-Markov-model (HMM) [35] or conditional-
random-field (CRF) [36, 37] based methods, including the latent-convolutional skip-
chain CRF (LC-SC-CRF), which has achieved the lowest error rate for gesture recog-
nition [13–17, 19, 20, 38]. In addition, recent work has also considered deep-learning
based approaches, including temporal convolutional networks (TCNs) [18] and the
combination of TCNs with reinforcement learning (TCNs+RL) in order to directly
incorporate edit distance into the optimization process [21]. Because LC-SC-CRFs
have outperformed all other methods with respect to error rate, we describe them
briefly here, and we end by motivating the transition from LC-SC-CRFs to recurrent
neural networks.
CRFs discriminatively model 𝑝(𝑦1, 𝑦2, . . . , 𝑦𝑇 | x1,x2, . . . ,x𝑇 ), which (as opposed
to HMMs) do not need to make naive assumptions about 𝑝(x1,x2, . . . ,x𝑇 ). This
is typically accomplished through an energy function consisting of unary terms (to
capture label-input interactions) and pairwise terms (to capture label-label interac-
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tions). LC-SC-CRFs enhance CRFs primarily in two ways: first, they add discrete
latent variables at each time step (associated with unobserved subactivities); and sec-
ond, they define pairwise terms over latent subactivities that are 𝑑 time steps apart
(rather than over adjacent subactivities). Looking forward, we put emphasis on the
unary terms. For each latent subactivity, the unaries are restricted to be local in time
and linear in model parameters, in turn deflecting nonlinear aspects of the model to
be captured by the interaction between latent subactivities within first-order Markov
chains. One could imagine enhancing this model by instead using 𝑘-th order Markov
chains, however this is intractable because the cost of inference grows exponentially
with 𝑘. We argue that this is overly restrictive, especially when modeling long, com-
plex activities with non-linear dynamics, such as maneuvers, which can last 10s of
seconds (see Figure 4.9). In contrast, recurrent neural networks are capable of model-
ing complex, nonlinear dynamics directly within the unary terms themselves, allowing
for both rich representations and fast inference.
3.3 Methods
We evaluate three RNN architectures, simple RNNs, long short-term memory
(LSTM), and gated recurrent units (GRUs), for modeling 𝑝(𝑦1, 𝑦2, . . . , 𝑦𝑇 | x1,x2, . . . ,x𝑇 ),
the distribution over surgical activities conditioned on observed motion. These ar-
chitectures are described at length in Section 2.1, and discriminative modeling with
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RNNs is described in Section 2.2.1. Here we review the main ideas within the context
of surgical activity recognition.
We will use RNNs to model 𝑝(𝑦1, 𝑦2, . . . , 𝑦𝑇 | x1,x2, . . . ,x𝑇 ), where again 𝑦1, 𝑦2, . . . , 𝑦𝑇
is a sequence of activity labels and x1,x2, . . . ,x𝑇 is a sequence of observed kinemat-
ics. First an RNN (specific variants described in Chapter 2) transforms the input
sequence, according to its parameters, into a sequence of hidden states h1,h2, . . . ,h𝑇 ,
which can be interpreted (after training) as learned, task-specific representations of
the input sequence. Next, each h𝑡 is used to compute 𝑝(𝑦𝑡 | x1,x2, . . . ,x𝑇 ) via
p̂𝑡 = softmax(W𝑦h𝑡 + b𝑦), where the 𝑖-th entry of p̂𝑡 is the estimated probability of
the 𝑖-th activity and where W𝑦, b𝑦 are also parameters of the model. The activity la-
bels over time are assumed to be conditionally independent given the input sequence,
and training is carried out by maximizing conditional likelihood under this model, or
equivalently by minimizing cross entropy.
Each particular architecture can also potentially benefit from multiple layers, bidi-
rectionality, and regularization. Multiple layers are formed by letting the output of
one RNN act as the input to another. In addition, in examining the RNN architec-
tures above, one can immediately see that any particular hidden state h𝑡 is computed
using inputs up to the current time step 𝑡. Following nearly all previous work in
gesture recognition, we focus on offline inference, for which our current predictions
also depend on future time steps [13–21, 38]. This is achieved with bidirectional
RNNs [39], which run one RNN in the forward direction, and one in the reverse, and
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then concatenate the hidden states at each time step to form final hidden states.
Finally, for regularization, we apply dropout [40] to the inputs x1,x2, . . . ,x𝑇 and to
h1,h2, . . . ,h𝑇 , the states emitted from the final RNN layer.
3.4 Datasets
For maneuver recognition, we use the Minimally Invasive Surgical Training and
Innovation Center – Science of Learning (MISTIC-SL) dataset [41], and for gesture
recognition, we use the JHU-ISI Gesture and Skill Assessment Working Set (JIG-
SAWS) dataset [19, 42]. Both datasets contain kinematic data collected from a da
Vinci surgical system, along with activity annotations over time, provided manually
by experts. In both cases, we use 14 kinematic signals as input: velocities, angular
velocities, and gripper angle, all for both the left and right hands. Figure 3.2 shows
frames over time that are representative of both MISTIC-SL and JIGSAWS (taken
from MISTIC-SL).
MISTIC-SL contains annotations at the maneuver level and not at the gesture
level, with each activity over time specified as suture throw (ST), knot tying (KT),
grasp pull run suture (GPRS), or intermaneuver segment (IMS). We follow [42] and
use a subset of 39 right-handed trials, performed by 15 subjects in total, for all exper-
iments. These subjects were primarily residents, with varying levels of experience in
robot-assisted surgery. Original signals are provided at 50Hz, which we downsample
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by a factor of 6, as in [38]. The data was collected in a benchtop training environ-
ment, with each trial ideally consisting of a suture throw, a surgeon’s knot, eight more
suture throws, and a final surgeon’s knot, though subjects do depart from this ideal
sequence.
JIGSAWS contains annotations at the gesture level and not at the maneuver
level. We follow the majority of prior work and consider the Suturing task, with
each activity over time specified as one of 10 gestures, including reaching for needle
with right hand, pushing needle through tissue, and so on (a full list can be found
in [19]). Original signals are provided at 30Hz, which we first downsample by a factor
of 6, as in [38]. The dataset is composed of 39 trials, performed by 8 subjects in
total, and was also collected in a benchtop training environment. The 8 subjects
were primarily medical students, with varying levels of experience in robot-assisted
surgery (4 subjects reported fewer than 10 hours of experience; 2 subjects reported
between 10 and 100 hours; and 2 subjects reported over 100 hours).
3.5 Experimental Design
The performance metrics used are frame-wise error rate (the percentage of incorrectly-
labeled frames) and segment-level edit distance (or Levenshtein distance, the num-
ber of operations required to transform a segment-level prediction sequence into a
segment-level ground-truth sequence). We remark that, although not necessary, it is
34
CHAPTER 3. RECOGNIZING SURGICAL ACTIVITIES WITH RECURRENT
NEURAL NETWORKS
Figure 3.2: Three example subsequences of knot tying from the MISTIC-SL
dataset (1 Hz).
common to normalize edit distance, either at the dataset level or the sequence level,
to aid interpretability. As summarized in Table 3.3, both normalizations have been
used in literature. For global normalization, the original edit distances are normal-
ized by the maximum number of segments in any ground-truth sequence, here 59 for
MISTIC-SL and 37 for JIGSAWS. For sequence-level normalization, the edit distance
between each ground-truth, prediction pair is normalized by the maximum number
of segments in either the ground-truth or predicted sequence. We report results us-
ing both normalizations for comparison with prior work. We advocate the use of the
dataset-level normalization in future work for the following reasons. The dataset-level
normalization provides immediate connections to the original edit distances, which
aids analysis in future work; in contrast, one cannot invert the sequence-level normal-
izations without access to the number of segments in each predicted sequence. Sec-
35
CHAPTER 3. RECOGNIZING SURGICAL ACTIVITIES WITH RECURRENT
NEURAL NETWORKS
ond, the dataset-level normalization continues to penalize predicted sequences with
the same weight as more spurious segments are added; in contrast, the sequence-level
normalization penalizes predicted sequences less and less as spurious segments are
added.
To assess hyperparameter importance and select final hyperparameters, we use
only the MISTIC-SL dataset. This is because the JIGSAWS dataset has predefined
leave-one-user-out test folds with every user included in the test set [19]; and per-
forming hyperparameter sweeps directly on test folds is questionable practice that
may inflate our estimated ability to generalize to new data. We define a MISTIC-
SL validation set using 4 users (those with one trial each), leaving 11 users for final
performance assessment.
For hyperparameter analysis, we rely on the functional ANOVA (fANOVA) frame-
work [43]. fANOVA lets us estimate marginal performance with respect to each hy-
perparameter, with all others marginalized out. Such marginalization is not trivial
because integrals must be computed in sparsely-populated spaces. fANOVA offers
a solution by a) approximating the mapping from hyperparameters to performance
with a random forest and b) exploiting the random forest to approximate these in-
tegrals in linear time. To keep experiments tractable, we focus on 4 of the most
relevant hyperparameters: the number of hidden units per layer, 𝑛ℎ, the number of
layers, 𝑛𝑙, the shared dropout probability applied to the input kinematics and to the
hidden states of the final layer, 𝑑, and the learning rate, 𝛼. Other design choices are
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fixed for all experiments: we train for approximately 100 epochs (700 iterations with
a batch size of 5); and we use the Adam optimizer with the decay rates for first and
second moments fixed to their default values (𝛽1 = 0.9, 𝛽2 = 0.999). For each RNN
architecture, hyperparameters are explored using random search [44] with 200 trials.
For each trial, log2 𝑛ℎ is chosen uniformly from {4, 5, . . . , 9}; 𝑛𝑙 is chosen uniformly
from {1, 2, 3}; 𝑑 is chosen uniformly from [0, 0.5]; and log10 𝛼 is chosen uniformly from
[−4,−2].
As highlighted in the introduction, at test time, our objective is to generalize to a
new sample of surgeons. With this goal in mind, to assess final test performance, we
use the leave-one-user-out evaluation setup for both MISTIC-SL and JIGSAWS [19]:
during the 𝑖-th run, all trials from the 𝑖-th user are left out of the training set and
used as the test set.
3.6 Results
Here we provide an overview of results, first during the validation phase, in order
to assess hyperparameter importance, and then during the test phase, in which a
single set of hyperparameters for each architecture is chosen and evaluated in an
exhaustive leave-one-user-out validation setup.
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Figure 3.3: Estimated marginal error rate for each hyperparameter (shown
separately for each RNN architecture). The dark line represents the mean and
the top and bottom edges represent one standard deviation. From left to right, the
hyperparameters are the number of layers 𝑛𝑙, the number of hidden units 𝑛ℎ, the
dropout probability 𝑑, and the learning rate 𝛼.
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Figure 3.4: Estimated marginal edit distance for each hyperparameter
(shown separately for each RNN architecture). The dark line represents the
mean and the top and bottom edges represent one standard deviation. From left to
right, the hyperparameters are the number of layers 𝑛𝑙, the number of hidden units
𝑛ℎ, the dropout probability 𝑑, and the learning rate 𝛼.
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Figure 3.5: Box plots summarizing error rates (left) and normalized edit
distances (right) obtained with each RNN architecture, computed from
the top 10% of validation runs. Each box represents the 25th, 50th, and 75th
percentiles, while the whiskers represent minimum and maximum values.
3.6.1 Hyperparameter Analysis and Validation-Set
Performance
Figure 3.3 shows estimated marginal error rate for each hyperparameter (with
each hyperparameter analyzed separately for each RNN architecture). The dark line
represents mean error rate and the lighter areas indicate one standard deviation. Sim-
ple RNN mean error rates range between approximately 15% and 25%, while LSTM
and GRU mean error rates range between approximately 10% and 15%. For these
three architectures, we see similar behavior with respect to hyperparameters: the
number of hidden units and the learning rate have the largest effects, and as either of
these hyperparameters increase, the mean error rate tends to decrease approximately
monotonically, until flattening off at approximately 64 or 128 hidden units or at a
learning rate of approximately 10−3.
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Figure 3.4 shows estimated marginal edit distance for each hyperparameter, again
where the dark line represents mean error rate and the lighter areas indicate one
standard deviation. Simple RNN mean edit distances range approximately between
100% and 200%, while LSTM and GRU mean edit distances are between 20% and
50%. As in the case of error rate, increases in hidden unit counts tend to improve
performance, up to a threshold of approximately 64 or 128 hidden units. In addition,
for all architectures, as the number of layers increases, edit distance decreases.
Figure 3.5 shows box plots using the top 10% of validation runs for each archi-
tecture. In terms of error rate, the top-performing simple RNN models all achieve
approximately 11%, whereas LSTM and GRUs achieve approximately 8%. In terms
of edit distance, the top-performing simple RNN architecture achieves approximately
35%, whereas the top-performing LSTM and GRU models achieve approximately
10%.
Table 3.1 shows the final single set of hyperparameters used to assess final test-
set performance for both MISTIC-SL (maneuver recognition) and JIGSAWS (gesture
recognition), chosen to yield the lowest error rate over MISTIC-SL validation runs.
This table also includes parameter counts and MISTIC-SL validation performance for
these final models.
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Table 3.1: Final hyperparameters for each architecture. A single set of
hyperparameters is used to evaluate test performance for both maneuver
recognition (MISTIC-SL) and gesture recognition (JIGSAWS). The hyper-
parameters are the number of layers, 𝑛𝑙, the number of hidden units per layer, 𝑛ℎ,
the dropout probability, 𝑑, and the learning rate, 𝛼, chosen by minimizing error rate
on the MISTIC-SL validation set.
SimpleRNN LSTM GRU
𝑛𝑙 2 3 3
𝑛ℎ 512 64 128
𝑑 0.3 0.4 0.3
𝛼 10−3.4 10−2.5 10−3.3
MISTIC-SL Val. Error Rate 11.1% 7.4% 7.8%
MISTIC-SL Val. Edit Dist. 35.6% 8.9% 9.3%
# Parameters 390k 60k 170k
Table 3.2: MISTIC-SL mean error rates and normalized edit distances
alongside results from prior work, sorted by error rate. All results are aver-
aged over users in a leave-one-user-out evaluation setup. Norm. Edit Dist.* uses the
alternative sequence-level normalization described in Section 3.5.
Error Rate (%) Norm. Edit Dist. (%) Norm. Edit Dist.* (%)
LC-SC-CRF [17] 18.3 29.7 —
Bidir SimpleRNN 11.6 31.7 26.9
Bidir LSTM 8.7 12.1 12.7
Bidir GRU 8.6 9.3 10.0
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Table 3.3: JIGSAWS mean error rates and normalized edit distances along-
side results from prior work, sorted by error rate. All results are averaged over
users in a leave-one-user-out evaluation setup. Norm. Edit Dist.* uses the alternative
sequence-level normalization described in Section 3.5.
Error Rate (%) Norm. Edit Dist. (%) Norm. Edit Dist.* (%)
(Prior Work)
MsM-CRF [14,19] 32.2 — —
KSVD-SHMM [13,19] 26.6 — —
GMM-HMM [19] 26.1 — —
SDL + SC-CRF [20] 21.8 — 42.0
SDSDL [15] 21.3 — 16.7
TCN [18] 20.4 — 14.2
SC-CRF [16] 19.7 — —
TCNs+RL [21] 17.9 — 12.1
LC-SC-CRF [17,38] 16.6 — 23.1
(This Work)
Bidir SimpleRNN 17.9 17.3 21.1
Bidir LSTM 15.3 8.4 11.9
Bidir GRU 15.2 8.4 11.5
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3.6.2 Test-Set Performance
Tables 3.2 and 3.3 summarize our final test-set results for both maneuver recog-
nition and gesture recognition in the context of prior work, where as a reminder
we include 2 distinct forms of edit-distance normalization for comparison purposes.
In the appendix, we also include a full summary of error rates and edit distances
across all 11 test folds for MISTIC-SL and all 8 test folds for JIGSAWS (Tables 3.4
through 3.7). In the case of maneuver recognition, RNN based methods, and in par-
ticular GRUs, achieve an error rate of 8.6%± 3.4% and a normalized edit distance of
9.3%±4.3%. For comparison, LC-SC-CRFs achieve an error rate of 18.3% and an edit
distance of 29.7%. In the case of gesture recognition, RNN based methods also lead
to state-of-the-art performance, with LSTM and GRUs both achieving an error rate
of approximately 15.3% ± 6.0% and an edit distance of approximately 8.4% ± 6.0%
(and a sequence-level normalized edit distance of approximately 12.0% ± 7.0%). In
previous work, LC-SC-CRFs were able to achieve an error rate of 16.6% (with a
corresponding sequence-level normalized edit distance of 23.1%), and the TCNs+RL
method was able to achieve a sequence-level normalized edit distance of 12.1% (with
a corresponding error rate of 17.9%).
Figure 4.7 shows qualitative results for maneuver recognition. From top to bottom,
the error rates are 20.3% for simple RNNs, 9.9% for LSTM, and 8.7% for GRUs, with
normalized edit distances of 62.7%, 10.2%, and 3.4%. Here a single trial that is as
representative as possible is shown for comparison purposes, but we note that no
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single trial accurately represents all architectures. Additional qualitative results are
shown on a per-trial basis in the appendix, showing individual trials with median
error rate for each architecture (Figure 4.9) and individual trials with median edit
distance for each architecture (Figure 4.10).
Figure 4.8 shows qualitative results for gesture recognition. From top to bottom,
the error rates are 17.3% for simple RNNs, 12.9% for LSTM, and 11.9% for GRUs,
with normalized edit distances of 18.9%, 5.4%, and 13.5%. Again we note that a
single trial that is as representative as possible is shown, but that no single trial
accurately represents all architectures. Additional qualitative results are shown on a
per-trial basis in the appendix, showing individual trials with median error rate for
each architecture (Figure 4.11) and individual trials with median edit distance for
each architecture (Figure 4.12).
3.7 Discussion
Many interesting observations are worth highlighting in the context of the hy-
perparameter analysis. First, the number of hidden units per layer and the learning
rate are both crucial hyperparameters. In particular, we emphasize that low learning
rates that are sometimes fixed by pracitioners without experimentation, such as 10−4,
may lead to subpar (and unstable) performance, in terms of both error rate and edit
distance. We remark that this is not because these trials were not run for enough
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Figure 3.6: Qualitative MISTIC-SL Results (Maneuver Recognition).
Ground truth labels are shown directly above predicted labels for each architecture.
A single trial that is as representative as possible is shown to ease comparison; see
the appendix for more results.
iterations: error rates and edit distances both typically stabilize early on in training,
e.g. around epoch 20 of 100. Second, we can see that the number of RNN layers has
only a minor impact on error rate, but has a significant impact on edit distance, with
more layers yielding better (lower) edit distance.
An interesting though not particularly surprising result is that simple RNNs yield
subpar error rates and subpar edit distances in comparison to other RNN archi-
tectures. Here, two key differences between simple RNNs and LSTM/GRUs are 1.
vulnerability to the vanishing gradient problem, or in other words the ability to learn
long-term dependencies from data, and 2. an implicit bias toward smooth predictions
which is present in LSTM/GRUs but not in simple RNNs. LSTM and GRUs, which
both alleviate the vanishing gradient problem and maintain a bias toward smooth
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Figure 3.7: Qualitative JIGSAWS Results (Gesture Recognition). Ground
truth labels are shown directly above predicted labels for each architecture. A single
trial that is as representative as possible is shown to ease comparison; see the appendix
for more results.
predictions, obtain both low error rates and low edit distances.
With respect to prior work, we can see that RNNs are quite competitive (Tables
3.2 and 3.3). For maneuver recognition, RNNs lead to substantial gains over the
best non-RNN based method (the LC-SC-CRF), more than halving the error rate
(8.6% vs. 18.3%) and edit distance (9.3% vs. 29.7%). For gesture recognition, RNNs
also lead to state-of-the-art peformance, achieving a best error error rate of 15.2%
(vs. 16.6% for the best non-RNN based method, the LC-SC-CRF), and a best edit
distance of 8.4% (or 11.5% in terms of the alternative edit distance definition that is
directly comparable to that of the best non-RNN based method, referred to here as
TCNs+RL, which achieve 12.1%). The latter result is especially interesting because
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in [21] reinforcement learning was leveraged specifically so that edit distance could
be incorporated into the optimization process.
We note that care should be taken when interpreting these tables, and others in
literature, especially in the case of JIGSAWS. All results shown here use the leave-one-
user-out evaluation setup, but they nevertheless vary in other experimental aspects:
1) In some cases, only a small subset of kinematics is used (as in this work), whereas
in some cases all 76 kinematic signals are used, while in others the inputs are never
explicitly specified. 2) In some cases, downsampling is performed (as in this work),
while in other cases the full temporal resolution is maintained. 3) In some cases,
hyperparameters are chosen independently of the test folds (as in this work), whereas
in other cases hyperparameters are tuned directly on the test folds. 4) In most
cases, results are indicative of offline operation (as in this work), whereas in some
cases results are indicative of online operation, during which predictions cannot not
depend on future inputs.
Finally, we remark that although all experiments here pertain to offline operation,
it is not difficult to leverage RNNs for online operation. To remain causal, one can
use unidirectional RNNs rather than bidirectional RNNs. All of the architectures
considered here are efficient enough to easily run in real time, provided access to a
GPU.
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3.8 Conclusions
The major conclusion of this chapter is that maneuver recognition is feasible with
RNNs, despite maneuvers exhibiting more complexity and variability than the ges-
tures from which they are composed. This is an exciting result because it offers the
opportunity to provide targeted assessment and feedback at a higher level of gran-
ularity, and one that is already part of existing training curricula. In addition, we
found that RNNs yield state-of-the-art performance, without any probabilistic struc-
ture over activities, because of their ability to learn rich, non-linear unary terms
from data. We provided results for 3 RNN architectures and an analysis of hyperpa-
rameter sensitivity for each, in order to ease the adoption of RNNs in future work.
Finally, we obtained state-of-the-art performance not only for maneuver recognition
but also for gesture recognition, using hyperparameters that were carried over from
maneuver recognition. This suggests that these hyperparameters lead to fairly robust
performance across these related tasks.
In moving forward, we highlight two limitations of this section: 1. Although we
know that LSTM alleviates the vanishing gradient problem, we also know that it
in no way solves the problem, and in practice it is difficult to learn dependencies
beyond 10s of time steps. Can alleviating the vanishing gradient problem further
lead to improved performance, especially for maneuver recognition, in which activities
span long time scales? 2. For both gesture recognition and maneuver recognition,
we required many densely-annotated sequences in order to train our models; and
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collecting these annotations is tedious, expensive, and error-prone. Is it possible
to make use of surgical motion data in the absence of annotations; and is activity
recognition feasible when annotated data is scarce? These two questions are addressed
in the chapters that follow.
3.9 Appendix
Table 3.4: MISTIC-SL test-set error rates (%). Each of the first 11 rows cor-
respond to a separate training-and-evaluation run with one user left out for testing.













11.6 ± 3.8 8.7 ± 3.5 8.6 ± 3.4
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Table 3.5: MISTIC-SL test-set edit distances (%). Each of the first 11 rows
correspond to a separate training-and-evaluation run with one user left out for testing.













31.7 ± 9.5 12.1 ± 4.0 9.3 ± 4.3
51
CHAPTER 3. RECOGNIZING SURGICAL ACTIVITIES WITH RECURRENT
NEURAL NETWORKS
Table 3.6: JIGSAWS test-set error rates (%). Each of the first 8 rows correspond
to a separate training-and-evaluation run with one user left out for testing. The final










17.9 ± 6.8 15.3 ± 6.4 15.2 ± 6.0
Table 3.7: JIGSAWS test-set edit distances (%). Each of the first 8 rows
correspond to a separate training-and-evaluation run with one user left out for testing.










17.3 ± 10.2 8.4 ± 5.8 8.4 ± 6.3
52
CHAPTER 3. RECOGNIZING SURGICAL ACTIVITIES WITH RECURRENT
NEURAL NETWORKS
Figure 3.8: Qualitative results: MISTIC-SL trials with median error rate
(for each architecture). Ground truth labels are shown above predicted labels.
From top to bottom, the error rates are 11.3%, 7.7%, and 7.0% (with normalized edit
distances of 30.5%, 20.3%, and 6.8%).
Figure 3.9: Qualitative results: MISTIC-SL trials with median edit distance
(for each architecture). Ground truth labels are shown above predicted labels.
From top to bottom, the normalized edit distances are 30.5%, 10.2%, and 6.8% (with
error rates of 15.8%, 16.3%, and 6.4%).
53
CHAPTER 3. RECOGNIZING SURGICAL ACTIVITIES WITH RECURRENT
NEURAL NETWORKS
Figure 3.10: Qualitative results: JIGSAWS trials with median error rate
(for each architecture). Ground truth labels are shown above predicted labels.
From top to bottom, the error rates are 16.1%, 12.9%, and 12.3% (with normalized
edit distances of 16.2%, 5.4%, and 2.7%).
Figure 3.11: Qualitative results: JIGSAWS trials with median edit distance
(for each architecture). Ground truth labels are shown above predicted labels.
From top to bottom, the normalized edit distances are 16.2%, 8.1%, and 5.4% (with
error rates of 16.1%, 15.0%, and 9.0%).
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Chapter 4
Mixed History Recurrent Neural
Networks for Learning Long-Term
Dependencies
In the previous chapter we explored recurrent neural networks (RNNs) for the
task of surgical activity recognition. An important question is whether performance
is limited by the ability to learn long-term dependencies from data, a difficulty which
has affected recurrent neural networks since their inception. In this section, we ana-
lyze the use of skip connections over time for learning long-term dependencies, both
theoretically and empirically, and we introduce a new RNN architecture that is capa-
ble of learning dynamics over extremely long-term time periods. This architecture is
evaluated alongside the most popular RNN architectures to date, both in the context
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of surgical activity recognition and other tasks.
4.1 Introduction
Although recurrent neural networks have achieved state-of-the-art performance
across many diverse tasks, from machine translation to surgical activity recognition,
training them to capture long-term dependencies remains difficult. To date, the vast
majority of successful RNN architectures alleviate this problem using nearly-additive
connections between states, as introduced by long short-term memory (LSTM). Here
we take an orthogonal approach and introduce mixed history Recurrent Neural Net-
works (MIST RNNs), a NARX RNN architecture that allows direct connections from
the very distant past. We show that MIST RNNs 1) exhibit superior vanishing-
gradient properties in comparison to LSTM and previously-proposed NARX RNNs;
2) are far more efficient than previously-proposed NARX RNN architectures, requir-
ing even fewer computations than LSTM; and 3) improve performance substantially
over LSTM and Clockwork RNNs on tasks requiring very long-term dependencies.
The vast majority of RNN successes rely on the mechanism introduced by long
short-term memory [32,45], which was intentionally designed to alleviate the so called
vanishing gradient problem [30,46]. The problem is that gradient contributions from
events at time 𝑡−𝜏 to a loss at time 𝑡 diminish exponentially fast with 𝜏 , thus making
it extremely difficult to learn from distant events (see Figures 4.1 and 4.2). LSTM alle-
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viates the problem using nearly-additive connections between adjacent states, which
help push the base of the exponential decay toward 1. However LSTM in no way
solves the problem, and in many cases still fails to learn long-term dependencies (see,
e.g., [47]).
NARX1 RNNs [48] offer an orthogonal mechanism for dealing with the vanishing
gradient problem, by allowing direct connections, or delays, from the distant past.
However NARX RNNs have received much less attention in literature than LSTM,
which we believe is for two reasons. First, as previously introduced, NARX RNNs
have only a small effect on vanishing gradients, as they reduce the exponent of the
decay by only a factor of 𝑛𝑑, the number of delays. Second, as previously introduced,
NARX RNNs are extremely inefficient, as both parameter counts and computation
counts grow by the same factor 𝑛𝑑.
In this chapter, we introduce MIST RNNs, a novel NARX RNN architecture
which 1) exhibits superior vanishing-gradient properties in comparison to LSTM and
previously-proposed NARX RNNs; 2) improves performance substantially over LSTM
on tasks requiring very long-term dependencies; and 3) remains efficient in parameters
and computation, requiring even fewer than LSTM for a fixed number of hidden units.
Importantly, MIST RNNs reduce the decay’s exponent by a factor of 2𝑛𝑑−1; see Figure
4.2.
1The acronym NARX stems from Nonlinear AutoRegressive models with eXogeneous inputs.
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(a) Simple RNNs (b) LSTM
(c) Simple NARX RNNs (𝑛𝑑 = 2) (d) NARX RNNs with exponential delays
(𝑛𝑑 = 5)
Figure 4.1: Direct connections (dashed) to a single time step 𝑡 and example
shortest paths (solid) from time 𝑡 − 𝜏 to time 𝑡 for various architectures.
Typical RNN connections (blue) impede gradient flow through matrix multiplications
and nonlinearities. LSTM facilitates gradient flow through additional paths between
adjacent time steps with less resistance (orange). NARX RNNs facilitate gradient
flow through additional paths that span multiple time steps.
4.2 Prior Work
Recurrent neural networks, as commonly described in literature, take on the gen-
eral form
h𝑡 = 𝑓(h𝑡−1,x𝑡,𝜃) (4.1)
which compute a new state h𝑡 in terms of the previous state h𝑡−1, the current input
x𝑡, and some parameters 𝜃 (which are shared over time).
One of the earliest variants, now known to be especially vulnerable to the vanishing
gradient problem, is that of simple RNNs [24], described by
h𝑡 = tanh(Wℎh𝑡−1 + W𝑥x𝑡 + b) (4.2)
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In this equation and elsewhere in this paper, all weight matrices W and biases b
collectively form the parameters 𝜃 to be learned, and tanh is always written explicitly.
Long short-term memory [32,45], the most widely-used RNN architecture to date,
was specifically introduced to address the vanishing gradient problem. As discussed
in Chapter 2, the term LSTM is often overloaded; we refer to the variant with forget
gates and without peephole connections. We reproduce the formulation for LSTM
here,
f 𝑡 = 𝜎(W𝑓ℎh𝑡−1 + W𝑓𝑥x𝑡 + b𝑓 ) (4.3)
i𝑡 = 𝜎(W𝑖ℎh𝑡−1 + W𝑖𝑥x𝑡 + b𝑖) (4.4)
o𝑡 = 𝜎(W𝑜ℎh𝑡−1 + W𝑜𝑥x𝑡 + b𝑜) (4.5)
c̃𝑡 = tanh(W𝑐ℎh𝑡−1 + W𝑐𝑥x𝑡 + b𝑐) (4.6)
c𝑡 = f 𝑡 ⊙ c𝑡−1 + i𝑡 ⊙ c̃𝑡 (4.7)
h𝑡 = o𝑡 ⊙ tanh(c𝑡) (4.8)
with emphasis on Equation 4.7. This is the key update that allows LSTM to learn
longer-term dependencies than simple RNNs. Discussed in this context, it is useful to
interpret LSTM as 1. providing a simple-RNN based update, via Equation 4.6, but 2.
updating an internal representation according to this simple RNN in a limited fashion,
via Equation 4.7. In other words, rather than fully replacing the internal state at every
time step, LSTM learns to update only when necessary. Looking forward, we will see
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that this unimpeded flow across time holds not only for the forward pass but also for
the backward pass, thus allowing gradient signals to flow back with less resistance.
This is why LSTM is often initialized at the start of training so that forget gates are
close to 1.0. Gated recurrent units [33] alleviate the vanishing gradient problem using
this same idea.
NARX RNNs [48] also address the vanishing gradient problem, but using a mech-
anism that is orthogonal to (and possibly complementary to) that of LSTM. This is
done by allowing delays, or direct connections from the past. NARX RNNs in their
general form are described by
h𝑡 = 𝑓(h𝑡−1,h𝑡−2, . . . ,x𝑡,x𝑡−1, . . . ,𝜃) (4.9)







+ W𝑥x𝑡 + b
)︃
(4.10)
which we refer to as simple NARX RNNs.
Note that simple NARX RNNs require approximately 𝑛𝑑 as much computation
and 𝑛𝑑 as many parameters as their simple-RNN counterpart (with 𝑛𝑑 = 1), which
greatly hinders their applicability in practice. To our knowledge, this drawback holds
for all NARX RNN variants before MIST RNNs. For example, in [49], higher-order
recurrent neural networks (HORNNs) are defined precisely as simple NARX RNNs,
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and every variant in the paper suffers from this exact same problem. And, in [50],
a simple NARX RNN architecture is defined that is limited to having precisely two
delays with non-zero weights. This way, at the expense of having fewer, longer paths
to the past, parameter and computation counts are only doubled.
The previous work that is most similar to ours, at least in spirit, is perhaps that
of Clockwork RNNs [51], which split weights and hidden units into partitions, each
with a distinct period. When it’s not a partition’s time to tick, its hidden units
are passed through unchanged, and so Clockwork RNNs in some ways mimic NARX
RNNs. However Clockwork RNNs differ in two key ways. First, Clockwork RNNs
sever high-frequency-to-low-frequency paths, thus making it difficult to learn long-
term behavior that must be detected at high frequency (for example, learning to
depend on quick motions from the past for activity recognition). Second, Clockwork
RNNs require hidden units to be partitioned a priori, which in practice is difficult to
do in any meaningful way. NARX RNNs (and in particular MIST RNNs) suffer from
neither of these drawbacks.
Many other approaches have also been proposed to capture long-term depen-
dencies. Notable approaches include maintaining a generative model over inputs
and learning to process only unexpected inputs [52], operating explicitly at multiple
time scales [53], Hessian-free optimization [54], using associative or explicit mem-
ory [55–58], and initializing or restricting weight matrices to be orthogonal [47,59].
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Figure 4.2: Gradient norms ‖ 𝜕+𝑙𝑡
𝜕h𝑡−𝜏
‖ averaged over a batch of examples during
permuted MNIST training. Unlike Clockwork RNNs and MIST RNNs, simple
RNNs and LSTM capture essentially no learning signal from inputs that are far from
the loss.
4.3 The Vanishing Gradient Problem in
the Context of NARX RNNs
In [31, 46], gradient decompositions and sufficient conditions for vanishing gradi-
ents are presented for simple RNNs, which contain one path between times 𝑡− 𝜏 and
𝑡. Here, we use the chain rule for ordered derivatives [60] to connect gradient com-
ponents to paths and edges, which in turn provides a simple extension of the results
from [31,46] to general NARX RNNs. We remark that we rely on slightly overloaded
notation for clarity, as otherwise notation becomes cumbersome (see [61]).
We begin by disambiguating notation, as the symbol 𝜕f
𝜕x
is routinely overloaded in










, a collection of partial
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that this notation is consistent with [60,61], but is the exact opposite of the convention
used in [31].
4.3.1 The Chain Rule for Ordered Derivatives
Consider an ordered system of 𝑛 vectors v1,v2, . . . ,v𝑛, where each is a function
of all previous:
v𝑖 ≡ v𝑖(v𝑖−1,v𝑖−2, . . . ,v1), 1 ≤ 𝑖 ≤ 𝑛 (4.11)
The chain rule for ordered derivatives expresses the full derivatives 𝜕
+v𝑖
𝜕v𝑗
for any 𝑗 < 𝑖










, 𝑗 < 𝑖 (4.12)
4.3.2 Gradient Decomposition for General NARX
RNNs
Consider NARX RNNs in their general form (Equation 4.9), which we remark
encompasses other RNNs such as LSTM as special cases. Also, for simplicity, consider
the situation that is most often encountered in practice, where the loss at time 𝑡
is defined in terms of the current state h𝑡 and its own parameters 𝜃𝑙 (which are
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independent of 𝜃).
𝑙𝑡 = 𝑓𝑙(h𝑡,𝜃𝑙) (4.13)
(This is in not necessary, but we proceed this way to make the connection with RNNs
in practice evident. For example, 𝑓𝑙 may be a linear transformation with parameters
𝜃𝑙 followed by squared-error loss.) Then the Jacobian (or transposed gradient) with













is 0. Now, by letting v1 = 𝜃, v2 = x1, v3 = x2,











because all of the partials 𝜕x𝑡−𝜏
𝜕𝜃
are 0.
Equations 4.14 and 4.15 extend Equations 3 and 4 of [31] to general NARX RNNs,




into its temporal components, making it clear that the spectral norm of
𝜕+h𝑡
𝜕h𝑡−𝜏





if the norm of 𝜕
+h𝑡
𝜕h𝑡−𝜏
is extremely small, then h𝑡−𝜏 has only a negligible effect on the
final gradient, which in turn makes it extremely difficult to learn from events that
64
CHAPTER 4. MIXED HISTORY RECURRENT NEURAL NETWORKS FOR
LEARNING LONG-TERM DEPENDENCIES
occurred at 𝑡− 𝜏 .
4.3.3 Connecting Gradient Components to Paths
and Edges
Equations 4.14 and 4.15, along with the chain rule for ordered derivatives, let
us connect gradient components to paths and edges, which is useful for a) gaining
insights into various architectures and b) solidifying intuitions from backpropagation
through time which suggest that short paths between 𝑡 − 𝜏 and 𝑡 facilitate gradient
flow.
We will apply Equation 4.12 repeatedly to associate gradient components with
paths connecting 𝑡− 𝜏 to 𝑡, beginning with Equation 4.15 and handling simple RNNs




























Now, by applying Equation 4.12 again to 𝜕
+h𝑡
𝜕h𝑡−𝜏+1
, and then to 𝜕
+h𝑡
𝜕h𝑡−𝜏+2
, and so on, we
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which is associated with the only path from 𝑡− 𝜏 to 𝑡, with one factor for each edge
that is encountered along the path.
Next we consider simple NARX RNNs, again by expanding Equation 4.15. From




is nonzero if and only if 𝑡′ > 𝑡 − 𝜏 and 𝑡′ and 𝑡 − 𝜏 share an












We can then apply this exact same process to each 𝜕
+h𝑡
𝜕h𝑡′
; by defining 𝑉𝑡′ = {𝑡′′ : 𝑡′′ >















By continuing this process until only partials remain, we obtain a summation over all
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This analysis also applies to general NARX RNNs: the only difference is the specific
sets of edges that are considered.
We therefore obtain a sum over gradient components, with each component corre-
sponding to exactly one path from 𝑡−𝜏 to 𝑡 and being a product over its path’s edges.
The spectral norm corresponding to any particular path (𝑡− 𝜏 → 𝑡′ → 𝑡′′ → · · · → 𝑡)


















where 𝜆 is the maximum spectral norm of any factor and 𝑛𝑒 is the number of edges on
the path. Terms with 𝜆 < 1 diminish exponentially fast, and when all 𝜆 < 1, shortest
paths dominate. It is also possible for gradient contributions to explode exponentially
fast, however this problem can be remedied in practice with gradient clipping. None
of the architectures discussed in this work, including LSTM, address the exploding
gradient problem.
4.4 Mixed History Recurrent Neural Net-
works
Viewing gradient components as paths, with each component being a product
with one factor per edge along the path, gives us useful insight into various RNN
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architectures. When relating a loss at time 𝑡 to events at time 𝑡 − 𝜏 , simple RNNs
and LSTM contain shortest paths of length 𝜏 , while simple NARX RNNs contain
shortest paths of length 𝜏/𝑛𝑑, where 𝑛𝑑 is the number of delays.
One can envision many NARX RNN architectures with non-contiguous delays that
reduce these shortest paths further. In this section we introduce one such architecture
using base-2 exponential delays. In this case, for all 𝜏 ≤ 2𝑛𝑑−1, shortest paths exist
with only log2 𝜏 edges; and for 𝜏 > 2
𝑛𝑑−1, shortest paths exist with only 𝜏/2𝑛𝑑−1
edges (see Figure 4.1). Finally we must avoid the parameter and computation growth
of simple NARX RNNs. We achieve this by sharing weights over delays, instead
using an attention-like mechanism [62] over delays and a reset mechanism from gated
recurrent units [33].
The proposed architecture, which we call mixed history RNNs (MIST RNNs), is
described by
a𝑡 = softmax(W𝑎ℎh𝑡−1 + W𝑎𝑥x𝑡 + b𝑎) (4.23)










+ W𝑥x𝑡 + b
)︃
(4.25)
Here, a𝑡 is a learned vector of 𝑛𝑑 convex-combination coefficients and r𝑡 is a reset
gate. At each time step, a convex combination of delayed states is formed according
to a𝑡; units of this combination are reset according to r𝑡; and finally the typical linear
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layer and nonlinearity are applied.
4.5 Experiments: MIST RNNs for Learn-
ing Long-Term Dependencies
We compare MIST RNNs to simple RNNs, LSTM, and Clockwork RNNs. We
begin with the sequential permuted MNIST task and the copy problem, synthetic
tasks that were introduced to explicitly test RNNs for their ability to learn long-term
dependencies [32,47,54,56,59,63]. Next we move on to 2 tasks for which it is plausible
that very long-term dependencies play a role: recognizing phonemes from speech and
classifying activities from smartphone motion data. We note that for all architectures
involved, many variations can be applied (variational dropout, layer normalization,
zoneout, etc.). We keep experiments manageable by comparing architectures without
such variations.
4.5.1 Experimental Setup
All weight matrices are initialized using a normal distribution with a mean of 0
and a standard deviation of 1/
√
𝑛ℎ, where 𝑛ℎ is the number of hidden units. All
initial hidden states (for 𝑡 < 1) are initialized to 0. For optimization, gradients are
computed using full backpropagation through time, and we use stochastic gradient
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descent with a momentum of 0.9, with gradient clipping as described by [31] at 1, and
with a minibatch size of 100. Biases are generally initialized to 0, but we follow best
practice for LSTM by initializing the forget-gate bias to 1 [45, 64]. For Clockwork
RNNs, 8 exponential periods are used, as in the original paper. For MIST RNNs,
8 delays are used. We avoid manual learning-rate tuning in its entirety. Instead we
run 50 trials for each experimental configuration. In each trial, the learning rate is
drawn uniformly at random in log space between 10−4 and 101, and initial weight
matrices are also redrawn at random. We report results over the top 10% of trials
according to validation-set error. (An alternative option is to report results over all
trials. However, because the majority of trials yields bad performance for all methods,
this simply blurs comparisons. See for example Figure 3 of [34], which compares these
two options.)
4.5.2 Permuted MNIST
The sequential MNIST task [63] consists of classifying 28x28 MNIST images [65]
as one of 10 digits, by scanning pixel by pixel – left to right, top to bottom – and
emitting a label upon completion. Sequential pMNIST [63] is a challenging variant
where a random permutation of pixels is chosen and applied to all images before
classification. LSTM with 100 hidden units is used as a baseline, with hidden unit
counts for other architectures chosen to match the number of parameters. Means
and standard deviations are computed using the top 5 randomized trials out of 50
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(ranked according to performance on the validation set), with random learning rates
and initializations.
Test error rates are shown in Table 4.1. Here, MIST RNNs outperform simple
RNNs, LSTM, and Clockwork RNNs by a large margin. We remark that our LSTM
error rates are consistent with best previously-reported values, such as the error rates
of 9.8% in [66] and 12% in [47], which also use 100 hidden units. One may also
wonder if the difference in performance is due to hidden-unit counts. To test this
we also increased the LSTM hidden unit count to 139 (to match MIST RNNs), and
continued to increase the capacity of each model further. MIST RNNs significantly
outperform LSTM in all cases.
We also used this task to visualize gradient magnitudes as a function of 𝜏 (the
distance from the loss which occurs at time 𝑡 = 784). Gradient norms for all methods
were averaged over a batch of 100 random examples early in training; see Figure 4.2.
Here we can see that simple RNNs and LSTM capture essentially no learning signal
from steps that are far from the loss. To validate this claim further, we repeated
the 512-unit LSTM and MIST RNN experiments, but using only the last 200 per-
muted pixels (rather than all 784). LSTM performance remains the same (7.4% error,
within 1 standard deviation) whereas MIST RNN performance drops by 15 standard
deviations (6.0% error).
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Table 4.1: Test-set error rates for sequential pMNIST classification. Hidden
unit counts (𝑛ℎ) vary to match parameter counts with LSTM (approx. 42,000 pa-
rameters), except models marked with + (which have more parameters). 𝛼* denotes
the optimal learning rate according to validation error.
𝑛ℎ log10 𝛼
* Error Rate (%)
Simple RNNs 198 −2.27± 0.10 12.9± 0.8
LSTM 100 −1.11± 0.11 10.4± 0.7
Clockwork RNNs 256 −1.91± 0.23 15.7± 1.2
MIST RNNs 139 −1.35± 0.08 5.5± 0.2
LSTM+ 139 −0.90± 0.26 8.8± 0.6
LSTM+ 512 −1.08± 0.18 7.6± 0.7
MIST RNNs+ 512 −1.19± 0.13 4.5± 0.1
4.5.3 The Copy Problem
The copy problem is a synthetic task that explicitly challenges a network to store
and reproduce information from the past. Our setup follows [47], which is in turn
based on [32]. An input sequence begins with 𝐿 relevant symbols to be copied, is
followed by a delay of 𝐷 − 1 special blank symbols and 1 special go symbol, and
ends with 𝐿 additional blank symbols. The corresponding target sequence begins
with 𝐿 + 𝐷 blank symbols and ends with a copy of the relevant symbols from the
inputs (in the same order). We run experiments with copy delays of 𝐷 = 50, 100,
200, and 400. LSTM with 100 hidden units is used as a baseline, with hidden unit
counts for other architectures chosen to match the number of parameters. Additional
experimental details can be found in the appendix.
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Figure 4.3: Validation curves for the copy problem with copy delays of 50
(upper left), 100 (upper right), 200 (lower left), and 400 (lower right).
MIST RNNs, unlike simple RNNs, LSTM, and Clockwork RNNs, are able to learn to
solve the copy problem even for long delays.
Results are shown in Figure 4.3, showing validation curves of the top 5 randomized
trials out of 50, with random learning rates and initializations. With a short copy
delay of 𝐷 = 50, we can see that all methods other than Clockwork RNNs can solve
the task in a reasonable amount of time. However, as the copy delay 𝐷 is increased,
we can see that simple RNNs and LSTM become unable to learn a solution, whereas
MIST RNNs are relatively unaffected. We also note that our LSTM results are
consistent with those in [47,59].
Note that Clockwork RNNs are expected to fail for large delays (for example,
the second symbol can only be seen by the highest-frequency partition, so learning
to copy this symbol will fail for precisely the same reason that simple RNNs fail).
However, here they also fail for short delays, which is surprising because the high-
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Table 4.2: Test-set error rates for TIMIT phoneme recognition. Hidden unit
counts (𝑛ℎ) vary to match parameter counts with LSTM (approx. 44,000 parameters).
𝛼* denotes the optimal learning rate according to validation error.
𝑛ℎ log10 𝛼
* Error Rate (%)
Simple RNNs 197 −1.09± 0.25 34.1± 0.3
LSTM 100 −0.63± 0.06 32.1± 0.2
Clockwork RNNs 248 −1.03± 0.31 38.2± 0.4
MIST RNNs 139 −0.91± 0.16 32.0± 0.3
speed partition resembles a simple RNN. We hypothesized that this failure is due to
hidden unit counts / parameter counts: here, the high-frequency partition is allocated
only 256 / 8 = 32 hidden units. To test this hypothesis, we reran the Clockwork RNN
experiments with 1024 hidden units, so that 128 are allocated to the high-frequency
partition. Indeed, under this configuration (with 10x as many parameters), Clockwork
RNNs do solve the task for a delay of 𝐷 = 50 and fail to solve the task for all higher
delays, thus behaving like simple RNNs.
4.5.4 Phoneme Recognition
Here we consider the task of online framewise phoneme recognition using the
TIMIT corpus [67]. Each frame is originally labeled as 1 of 61 phonemes. We follow
common practice and collapse these into a smaller set of 39 phonemes [68], and we
include glottal stops to yield 40 classes in total. We follow [34] for data preprocessing
and [69] for training, validation, and test splits. LSTM with 100 hidden units is used
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as a baseline, with hidden unit counts for other architectures chosen to match the
number of parameters. Means and standard deviations are computed using the top 5
randomized trials out of 50 (ranked according to performance on the validation set),
with random learning rates and initializations. Other experimental details can be
found in the appendix. Table 4.2 shows that LSTM and MIST RNNs perform nearly
identically, which both outperform simple RNNs and Clockwork RNNs.
4.5.5 Activity Recognition from Smartphones
Here we consider the task of sequence classification from smartphones using the
MobiAct (v2.0) dataset [70]. The goal is to classify each sequence as jogging, running,
sitting down, etc., using smartphone motion data over time. Approximately 3,200
sequences were collected from 67 different subjects. We use the first 47 subjects for
training, the next 10 for validation, and the final 10 for testing. Means and standard
deviations are computed using the top 5 randomized trials out of 50 (ranked according
to performance on the validation set), with random learning rates and initializations.
Other experimental details can be found in the appendix. Results are shown in Table
4.3. Here, MIST RNNs outperform all other methods, including LSTM and LSTM+,
a variant with the same number of hidden units and twice as many parameters.
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Table 4.3: Test-set error rates for MobiAct activity classification. Hidden unit
counts (𝑛ℎ) vary to match parameter counts with LSTM (approx. 44,000 parameters),
with the exception of LSTM+ (approx. 88,000 parameters). 𝛼* denotes the optimal
learning rate according to validation error.
𝑛ℎ log10 𝛼
* Error Rate (%)
Simple RNNs 203 −1.91± 0.18 49.2± 2.7
LSTM 100 −0.89± 0.12 38.8± 1.5
LSTM+ 141 −0.45± 0.17 37.8± 2.1
Clockwork RNNs 256 −1.09± 0.31 40.3± 4.8
MIST RNNs 141 −1.39± 0.21 29.0± 5.2
4.6 Experiments: MIST RNNs for Surgi-
cal Activity Recognition
Here we consider NARX RNNs for surgical activity recognition, using the same
experimental design as Chapter 3, alongside simple RNNs, LSTM, and GRUs. We
remark that we also considered Clockwork RNNs in preliminary experiments, but
performance was limited, achieving 2-3 times higher error rates (22.5% at best) than
LSTM and GRUs in all experiments, and so Clockwork RNNs were not considered in
later experiments. For clarity, we briefly recap the datasets and experimental details
below. In a larger context, the primary goal of this section is to determine whether
or not the ability to learn extremely long-term dependencies, by using MIST RNNs,
can improve surgical-activity-recognition performance.
For maneuver recognition, we use the Minimally Invasive Surgical Training and
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Innovation Center – Science of Learning (MISTIC-SL) dataset [41], and for gesture
recognition, we use the JHU-ISI Gesture and Skill Assessment Working Set (JIG-
SAWS) dataset [19, 42]. Both datasets contain kinematic data collected from a da
Vinci surgical system, along with activity annotations over time, provided manually
by experts. In both cases, we use 14 kinematic signals as input: velocities, angular
velocities, and gripper angle, all for both the left and right hands. Figure 3.2 shows
frames over time that are representative of both MISTIC-SL and JIGSAWS (taken
from MISTIC-SL). The performance metrics used are frame-wise error rate (the per-
centage of incorrectly-labeled frames) and segment-level edit distance (or Levenshtein
distance, the number of operations required to transform a segment-level prediction
sequence into a segment-level ground-truth sequence). For hyperparameter analysis,
we rely on the functional ANOVA (fANOVA) framework [43]. We focus on 4 key
hyperparameters: the number of hidden units per layer, 𝑛ℎ, the number of layers,
𝑛𝑙, the shared dropout probability applied to the input kinematics and to the hidden
states of the final layer, 𝑑, and the learning rate, 𝛼. For each RNN architecture, hy-
perparameters are explored using random search [44] with 200 trials. For each trial,
log2 𝑛ℎ is chosen uniformly from {4, 5, . . . , 9}; 𝑛𝑙 is chosen uniformly from {1, 2, 3}; 𝑑
is chosen uniformly from [0, 0.5]; and log10 𝛼 is chosen uniformly from [−4,−2]. And,
as in all experiments in this thesis, focus is on generalizing to new subjects, using a
leave-one-user-out (LOUO) evaluation setup. More detail is included in Chapter 3.
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Figure 4.4: Estimated marginal error rate for each hyperparameter for
MIST RNNs, shown alongside the other RNN architectures from Chapter
3. The dark line represents the mean and the top and bottom edges represent one
standard deviation. From left to right, the hyperparameters are the number of layers
𝑛𝑙, the number of hidden units 𝑛ℎ, the dropout probability 𝑑, and the learning rate
𝛼.
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Figure 4.5: Estimated marginal edit distance for each hyperparameter for
MIST RNNs, shown alongside the other RNN architectures from Chapter
3. The dark line represents the mean and the top and bottom edges represent one
standard deviation. From left to right, the hyperparameters are the number of layers
𝑛𝑙, the number of hidden units 𝑛ℎ, the dropout probability 𝑑, and the learning rate
𝛼.
Validation performance, alongside previous results for simple RNNs, LSTM, and
GRUs, is summarized in Figures 4.4, 4.5, and 4.6. The final hyperparameters chosen
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Figure 4.6: Box plots summarizing error rates (left) and normalized edit
distances (right) for MIST RNNs, shown alongside the other RNN archi-
tectures from Chapter 3, computed from the top 10% of validation runs.
Each box represents the 25th, 50th, and 75th percentiles, while the whiskers represent
minimum and maximum values.
using the validation set for MIST RNNs, as illustrated in Table 3.1 for simple RNNs,
LSTM, and GRUs, are 𝑛𝑙 = 2 layers, 𝑛ℎ = 256 hidden units, a dropout probability of
𝑑 = 0.4, and a learning rate of 𝛼 = 10−2.8. This configuration has approximately 260k
parameters and yielded a validation error rate of 7.0% and a validation edit distance
of 37.3%.
Table 4.4 shows test-set performance for maneuver recognition, and Table 4.5
for gesture recognition. MIST RNNs result in error rates that are slightly higher
for maneuver recognition (9.7%, vs. approximately 8.6% for LSTM and GRUs),
and that are essentially identical for gesture recognition (15.3%). However, with
regard to edit distance, MIST RNNs perform 2-3x worse. This is an interesting
result, and one that we attribute to the implicit biases present in LSTM and GRUs,
but not in simple RNNs or MIST RNNs. For the purposes of discussion, consider
LSTM, and in particular Equation 4.7. Notice that the new memory cell is a simple
combination of the old cell along with a new update, without any mandatory linear
80
CHAPTER 4. MIXED HISTORY RECURRENT NEURAL NETWORKS FOR
LEARNING LONG-TERM DEPENDENCIES
transformation followed by a mandatory nonlinearity. This is especially relevant
since at the beginning of training the forget gate is purposely initialized to have
elements that are close to 1.0, in order to mitigate the vanishing gradient problem.
In contrast, MIST RNNs (and simple RNNs) form the new hidden state through a
mandatory linear transformation and mandatory nonlinearity (Equation 4.25), and
so there is no bias toward hidden representations that are smooth over time, and in
turn no bias toward activity predictions that are smooth over time. From a more
global perspective, however, this section is primarily concerned with the impact of
learning long-term dependencies on activity-recognition performance, as measured
by error rate, since during training, we are optimizing a relaxation of error rate,
and not edit distance. Given that MIST RNNs are capable of outperforming LSTM
for problems requiring extremely long-term dependencies (as shown in the sections
above), a likely conclusion is that gesture recognition and maneuver recognition are
both dominated by short- to medium-length dynamics. In our experiments, LSTM
and GRUs maintain non-negligible gradient magnitudes for up to approximately 50
time steps, which is in turn approximately 10 seconds in our experiments; and the
longer reach of MIST RNNs, which maintain non-negligible gradient magnitudes for
hundreds of time steps (see Figure 4.2), is not beneficial.
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Table 4.4: MISTIC-SL mean error rates and normalized edit distances for
MIST RNNs, alongside results for simple RNNs, LSTM, and GRUs. All
results are averaged over users in a leave-one-user-out evaluation setup.
Error Rate (%) Norm. Edit Dist. (%) Norm. Edit Dist.* (%)
Bidir SimpleRNN 11.6 31.7 26.9
Bidir LSTM 8.7 12.1 12.7
Bidir GRU 8.6 9.3 10.0
Bidir MIST 9.7 33.2 27.0
Table 4.5: JIGSAWS mean error rates and normalized edit distances for
MIST RNNs, alongside results for simple RNNs, LSTM, and GRUs. All
results are averaged over users in a leave-one-user-out evaluation setup.
Error Rate (%) Norm. Edit Dist. (%) Norm. Edit Dist.* (%)
Bidir SimpleRNN 17.9 17.3 21.1
Bidir LSTM 15.3 8.4 11.9
Bidir GRU 15.2 8.4 11.5
Bidir MIST 15.3 25.7 23.6
Qualitative results are also included, shown for maneuver recognition in Figure
4.7 and for gesture recognition in Figure 4.8. These primarily highlight the superior
regularity of LSTM and GRUs. These results are all displayed using a single trial that
is as representative as possible. Additional results, showing trials with median error
rate and median edit distance for each architectures, are included in the appendix.
82
CHAPTER 4. MIXED HISTORY RECURRENT NEURAL NETWORKS FOR
LEARNING LONG-TERM DEPENDENCIES
Figure 4.7: Qualitative MISTIC-SL Results (Maneuver Recognition) for
MIST RNNs, alongside simple RNNs, LSTM, and GRUs. Ground truth
labels are shown directly above predicted labels for each architecture. A single trial
that is as representative as possible is shown to ease comparison; see the appendix
for more results.
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Figure 4.8: Qualitative JIGSAWS Results (Gesture Recognition) for MIST
RNNs, alongside simple RNNs, LSTM, and GRUs. Ground truth labels are
shown directly above predicted labels for each architecture. A single trial that is as
representative as possible is shown to ease comparison; see the appendix for more
results.
4.7 Conclusions
In this chapter, we introduced mixed history RNNs, a recurrent neural network
architecture that is capable of learning dependencies across extremely large time
scales. We motivated this architecture through a theoretical analysis and empirically
demonstrated that they outperform the most widely-used architectures to date when
such long-term dependencies are required.
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In the context of surgical activity recognition, however, we found that the ability
to learn such long-term dependencies does not improve performance. In other words,
the window afforded by LSTM and GRUs is sufficient; and further, the implicit
bias of LSTM and GRUs toward smooth predictions is beneficial for surgical activity
recognition, in which activities span seconds (in the case of gestures) or 10s of seconds
(in the case of maneuvers). Looking forward, we will focus primarily on LSTM,
and we will shift our attention to a different aspect of surgical activity recognition:
learning meaningful reprsentations without annotations, and leveraging these learned
representations for activity recognition when few annotations are available.
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4.8 Appendix
Figure 4.9: Qualitative results: MISTIC-SL trials with median error rate
for MIST RNNs, alongside simple RNNs, LSTM, and GRUs. Ground truth
labels are shown above predicted labels. From top to bottom, the error rates are
11.3%, 7.7%, 7.0%, and 8.6% (with normalized edit distances of 30.5%, 20.3%, 6.8%,
and 20.3%).
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Figure 4.10: Qualitative results: MISTIC-SL trials with median edit dis-
tance for MIST RNNs, alongside simple RNNs, LSTM, and GRUs. Ground
truth labels are shown above predicted labels. From top to bottom, the normalized
edit distances are 30.5%, 10.2%, 6.8%, and 28.8% (with error rates of 15.8%, 16.3%,
6.4%, and 21.1%).
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Figure 4.11: Qualitative results: JIGSAWS trials with median error rate
for MIST RNNs, alongside simple RNNs, LSTM, and GRUs. Ground truth
labels are shown above predicted labels. From top to bottom, the error rates are
16.1%, 12.9%, 12.3%, and 12.9% (with normalized edit distances of 16.2%, 5.4%,
2.7%, and 8.1%).
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Figure 4.12: Qualitative results: JIGSAWS trials with median edit distance
for MIST RNNs, alongside simple RNNs, LSTM, and GRUs. Ground truth
labels are shown above predicted labels. From top to bottom, the normalized edit







In this chapter, we deviate from the common assumption that an abundance of
annotated data is available for training. First, we consider representation learning
in a completely unsupervised fashion, and we demonstrate that future prediction is
a promising auxilliary task for this purpose. Here, we show that this can even lead
to the discovery of surgical activities from motion data; and that the representations
that results yield state-of-the-art performance for motion-based search. Next, we
show that leveraging these learned representations in the downstream task of activity
recognition improves performance when annotations are scarce. And last, we show
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that these methods generalize well to other tasks, considering both simple, isolated
experiments involving pendulums and the more difficult task of recognizing phonemes
from speech data.
5.1 Introduction
In Chapter 3, we demonstrated that it is feasible to recognize high-level surgical
activities that are consistent with current training curricula (maneuvers, e.g. knot
tying and suturing). However, following essentially all prior work in surgical activity
recognition, we assumed that an abundance of manually annotated sequences are
available for training. Unlike the surgical-motion data itself, these annotations are
difficult to acquire, are often subjective, and may be of variable quality. In addition,
many questions surrounding annotations remain open. For example, should they be
collected at the low level of gestures [19], at the higher level of maneuvers [42], or at
some other granularity? Do annotations transfer between surgical tasks? And how
consistent are annotations among experts?
In this chapter, we focus on learning meaningful and useful representations of
surgical motion from the data itself, without annotations, and on leveraging these
learned representations for data-efficient activity recognition, when few annotations
are available.
An important question is what model and/or tasks we should consider for learn-
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ing meaningful representations. A predominant theory in neuroscience is that many
mammals, including humans, are constantly predicting its incoming signals – and
that these predictions are even an integral part of perception itself [71–75]. This the-
ory, known as predictive coding, asserts that higher-level (more abstract) layers of the
brain are constantly trying to predict the inputs to the more concrete layers below;
and that the lower levels do not passively transmit its inputs to higher levels, but
rather transmit error signals – the portions of its inputs that the higher levels failed
to predict. In this chapter, rather than mimicking our very limited understanding of
how this functionality takes place in the brain, we mimic the simple idea of predict-
ing future observations, and we do so within frameworks that are based on recurrent
neural networks.
We begin by introducing a window-based future-prediction model which predicts
a window of future motion from a window of previous motion. From a qualitative
perspective, we show that this model is able to discover high-level maneuvers, in the
sense that low-dimensional visualizations of the representations show that clusters
tend to form according to high-level activity. And from a quantitative perspective,
we show that these representations, in combination with a simple similarity met-
ric (cosine similarity), achieve state-of-the-art performance for querying a database
of surgical motion with motion-based queries. Importantly, future-prediction-based
representations outperform popular autoencoder-based approaches, even when used
within a more-complex pipeline for the same application, as in [76].
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Next, we introduce an RNN-based generative model for future prediction. This
model relaxes simplifying assumptions made in the previous window-based model
(namely probabilistic independence over time), and additionally does not require op-
erating at the window level, which requires window size to be specified as a hyperpa-
rameter. Here, we focus on the predominant task of interest: surgical activity recog-
nition. We find that recognition is possible even when only one annotated sequence is
available, and that leveraging learned representations, prior to the recognition phase,
leads to large boosts in recognition performance, especially in the annotation-scarce
regime.
5.2 Prior Work
Little prior work exists for unsupervised learning for surgical motion. The most
relevant prior work is [76], which encodes short windows of kinematics using denoising
autoencoders, and which uses these representations along with a custom dynamic-
time-warping technique to search a database using motion-based queries. This is
the primary baseline in Section 5.4. Other unsupervised approaches include activity
alignment under the assumption of identical structure [42] and activity segmentation
using hand-crafted pipelines [77], structured probablistic models [78], and clustering
[79]. In the context of data-efficient activity recognition, even less prior work exists.
To our knowledge, the only exceptions have been in the form of preprints, and have
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focused on video-based recognition rather than motion-based recognition [80–82].
5.3 AWindow-Based Future-Prediction Model
Here we introduce a model for predicting a window of future motion from a win-
dow of past motion. More precisely, letting X𝑝 ≡ {x𝑡}𝑇𝑝1 denote a subsequence of
kinematics from the past and X𝑓 ≡ {x𝑡}𝑇𝑝+𝑇𝑓𝑇𝑝+1 denote the kinematics that follow, we
model the conditional distribution 𝑝(X𝑓 | X𝑝). This is accomplished with an archi-
tecture that combines an RNN encoder-decoder with mixture density networks, as
illustrated in Figure 5.1. We have discussed recurrent neural networks at length in
Chapters 2 and 4. So that LSTM can easily be referenced below, we will refer to the
LSTM mapping defined in Chapter 2, and in particular by Equations 2.16 – 2.21, as
h𝑡 = LSTM(x𝑡−1,h𝑡−1) (5.1)
where the memory cell c𝑡 is omitted for brevity.
For reference, we remark that RNN encoder-decoders [33] were introduced in ma-
chine translation to encode a source sentence in one language and decode it in another
language, by modeling the discrete distribution 𝑝(target sentence | source sentence).
We proceed similarly, by modeling the continuous conditional distribution 𝑝(X𝑓 | X𝑝),
using LSTM for both the encoder and the decoder, as illustrated in Figure 5.1.
The encoder LSTM maps X𝑝 to a series of hidden states by iteratively apply-
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(a) Encoding the Past (b) Decoding the Future
Figure 5.1: The window-based encoder-decoder architecture used for future
prediction. Here, a single signal with lengths 𝑇𝑝 = 𝑇𝑓 = 5 is shown for visualization.
More accurately, each x𝑡 ∈ R𝑛𝑥 , and each time step in the future yields a multivariate
mixture.
ing Equation 5.1; and the final hidden state is used as our fixed-length encoding of
X𝑝. Collecting the encoder’s weights and biases into 𝜃
(enc), we can summarize this
encoding operation as
e ≡ h(enc)𝑇𝑝 = 𝑓(X𝑝;𝜃
(enc)) (5.2)
Similarly, the LSTM decoder, with its own parameters 𝜃(dec), maps e to a series of
hidden states, where hidden state 𝑡 is used to decode the kinematics at time step 𝑡 of
the future. The simplest possible estimate is then x̂𝑡 = Wh
(dec)
𝑡 + b, where training
equates to minimizing sum-of-squares error. However, this approach corresponds
to maximizing likelihood under a unimodal Gaussian, which is insufficient because
distinct futures are blurred into one (see Figure 5.2).
In general, the vast majority of neural-network training is accomplished by min-
imizing a loss that corresponds to maximizing likelihood under some probabilistic
model, e.g. a unimodal Gaussian in the case of mean-squared-error loss or a cate-
gorical distribution in the case of cross-entropy loss. Here, we will leverage mixture
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density networks (MDNs) [83], which generalize this idea and allow neural networks
to produce conditional distributions which are mixtures, or in other words which are
inherently multimodal. We associate each time step of the future with its own mixture
of multivariate Gaussians, with parameters that depend on X𝑝 through the encoder
and decoder. For each time step, every component 𝑐 is associated with a mixture
coefficient 𝜋
(𝑐)
𝑡 , a mean 𝜇
(𝑐)
𝑡 , and a diagonal covariance matrix with entries collected
in v
(𝑐)
𝑡 . These parameters are computed via
𝜋𝑡(h
(dec)
𝑡 ) = softmax(W𝜋 h
(dec)























where the softplus is used to ensure that v
(𝑐)
𝑡 has all positive elements and where the
softmax is used to ensure that 𝜋𝑡 has positive elements that sum to 1.






𝑡 depend implicitly on X𝑝 and on the
encoder’s and decoder’s parameters through h
(dec)
𝑡 , and that the individual compo-
nents of x𝑡 are not conditionally independent under this model. However, in order
to capture global context rather than local properties such as smoothness, we do not
condition each x𝑡+1 on x𝑡; instead, we condition each x𝑡 only on X𝑝 and assume
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independence over time steps. Our final model is then






















Given past, future pairs (X(𝑛)𝑝 ,X
(𝑛)
𝑓 ), training is carried out by minimizing the
negative log likelihood −∑︀𝑛 log 𝑝(X(𝑛)𝑓 | X(𝑛)𝑝 ;𝜃), where 𝜃 is a collection of all pa-
rameters from the encoder LSTM, the decoder LSTM, and the decoder outputs. This
is carried out using stochastic gradient descent. We remark that some care must be
taken in order to maintain numerical stability to optimize this objective; please see
the Appendix for details. We note that the encoder, the decoder, the decoder’s out-
puts, and the negative log likelihood are all constructed within a single computation
graph, and we can differentiate our loss with respect to all parameters automatically
and efficiently using backpropagation through time [60]. Our implementation is based
on PyTorch.
5.4 Experiments: Learning Representations
Without Annotations
Here we carry out two sets of experiments. First, we compare the predictions and
encodings from our future-prediction model equipped with mixture density networks,
which we refer to as FP MDN, with two baseline versions: FP -MDN, which focuses
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on future prediction without MDNs, and -FP MDN, which instead of predicting the
future learns to compress and reconstruct the past in an autoencoder-like fashion.
Second, we compare these approaches in an information-retrieval setting alongside
the state-of-the-art approach [76].
5.4.1 Dataset
In this section, we focus on manuever recognition, and we recap the details of
the Minimally Invasive Surgical Training and Innovation Center - Science of Learning
(MISTIC-SL) dataset here. This dataset focuses on minimally-invasive, robot-assisted
surgery using a da Vinci surgical system, in which trainees perform a structured set
of tasks (see Fig. 5.4). We follow [76] and only use data from the 15 right-handed
trainees in the study. Each trainee performed between 1 and 6 trials, for a total of 39
trials. We use 14 kinematic signals in all experiments: velocities, rotational velocities,
and the gripper angle of the tooltip, all for both the left and right hands. In addition,
experts manually annotated the trials so that all moments in time are associated with
1 of 4 high-level activities: Suture Throw (ST), Knot Tying (KT), Grasp Pull Run
Suture (GPRS), or Intermaneuver Segment (IMS). We emphasize that these labels
are not used in any way to obtain the encodings; they are used only for visualization,
and in particular to show that future prediction is able to largely discover clusters of
maneuvers.
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Figure 5.2: Prediction visualization. Inputs and ground truth (black) are shown
along with predictions (blue). -FP MDN compresses and reconstructs the past; FP
-MDN predicts one blurred future; and FP MDN predicts multiple possible futures.
5.4.2 Future Prediction
We train our model using 5 second windows of kinematics, extracted at random
during training. Adam was used for optimization with a learning rate of 0.005, with
other hyperparameters fixed to their defaults [84]. We trained for 5000 steps using
a batch size of 50 (approximately 50 epochs). The hyperparameters tuned in our
experiments were 𝑛ℎ, the number of hidden units for the encoder and decoder LSTMs,
and 𝑛𝑐, the number of mixture components. For hyperparameter selection, 4 subjects
were held out for validation. We began overly simple with 𝑛ℎ = 16 and 𝑛𝑐 = 1, and
proceeded to double 𝑛ℎ or 𝑛𝑐 whenever doing so improved the held-out likelihood.
This led to final values of 𝑛ℎ = 64 and 𝑛𝑐 = 16.
Results for future prediction are shown in Figure 5.2. These predictions highlight
the differences between baselines. On the top is an autoencoder-based approach,
which simply reconstructs the past and does not predict the future. Next, we see
future-prediction results for a model with only one mixture component, which cor-
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responds to a unimodal Gaussian and therefore minimizing mean-squared-error loss.
Here we see blurring among modes, with no ability to predict the future with any
accuracy after only a few time steps. Finally, we see the main model of interest, which
combines future prediction with mixture density networks to capture multimodal be-
havior. In this case, the model is confident that the signal will remain high (gripper
open) and confident that it will then drop (gripper closed). After time passes, how-
ever, we see multiple modes arise, one corresponding to the gripper being closed and
one corresponding to the gripper being open. Importantly, we see very little prob-
ability density in the middle state. This corresponds to the fact that little time is
spent in this state, as it typically only occurs in between transitions.
5.4.3 Unsupervised Discovery of Activities
2-D visualizations of the learned representations, obtained with t-SNE [85], are
shown in Figure 5.3. We again emphasize that the embeddings, and their t-SNE
reduced representations, were formed without any knowledge of high-level activi-
ties. Upon coloring the points according to high-level activities, as in the figure, we
can see that all three representation-learning methods lead to some discovery of the
underlying activities. Notably, the autoencoder-based approach, -FP MDN, and the
unimodal future-prediction approach, FP -MDN, both lead to less separation between
activities. The full future-prediction model, FP MDN, leads to sharper separation.
It is also interesting to note that suture throw (green), knot tying (orange), and grasp
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(a) -FP MDN (b) FP -MDN (c) FP MDN
Figure 5.3: 2-D dimensionality reductions, obtained using t-SNE, of the
learned 64-D encodings, and colored according to activity. The colors corre-
spond to Suture Throw (green), Knot Tying (orange), Grasp Pull Run Suture (red),
and Intermaneuver Segment (blue). We emphasize that the activity annotations were
not used to obtain the encodings or their dimensionality-reduced versions; they are
only used to color the resulting representations for visualization. Future prediction
and MDNs both lead to more separation between high-level activities in the encoding
space.
pull run suture (red) are all separated by intermaneuver segment (blue). This of
course makes sense: intermaneuver segment was designated to encompass all activity
between the other activities, which are those of primary interest.
5.4.4 Information Retrieval with Motion-Based Queries
Next, we present results for retrieving kinematic frames based on a motion-based
query, using the tasks of suturing and knot tying. We focus on the most difficult
but most useful scenario: querying with a sequence from one subject 𝑖 and retrieving
frames from emphother subjects 𝑗 ̸= 𝑖. This setup resembles that of leave-one-user-
out evaluation from Chapter 3, where we again focus on the scenario that is most
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(a) Representative -FP MDN example. Precision: 0.47. Recall: 0.78. F1 Score: 0.59.
(b) Representative FP -MDN example. Precision: 0.54. Recall: 0.70. F1 Score: 0.61.
(c) Representative FP MDN example. Precision: 0.76. Recall: 0.78. F1 Score: 0.77.
Figure 5.4: Qualitative results for kinematics-based suturing queries. For
each example, from top to bottom, we show 1) a full activity sequence from one
subject; 2) the segment used as a query; 3) a full activity sequence from a different
subject; and 4) the retrieved frames from our query. These examples were chosen
because they exhibit precisions, recalls, and F1 scores that are close to the averages
reported in Table 5.1.
relevant to practice: when the database of motion does not contain the subject that
is performing the query.
In order to retrieve kinematic frames, we form encodings using all windows within
one segment of an activity by subject 𝑖, compute the cosines between these encodings
and all encodings for subject 𝑗, take the maximum (over windows) on a per-frame
basis, and threshold. For evaluation, we follow [76], computing each metric (precision,
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Table 5.1: Quantitative results for motion-based queries from a database
of surgical motion. DAE + AS-DTW is the previous state-of-the-art approach;
-FP MDN and FP -MDN are baselines without future prediction and mixture density
networks, respectively; and FP MDN is the full model.
Precision Recall F1 Score
Suturing
DAE + AS-DTW [76] 0.53 ± 0.15 0.75 ± 0.16 0.60 ± 0.14
-FP MDN 0.50 ± 0.08 0.75 ± 0.07 0.59 ± 0.07
FP -MDN 0.54 ± 0.07 0.76 ± 0.08 0.62 ± 0.06
FP MDN 0.81 ± 0.06 0.74 ± 0.10 0.77 ± 0.05
Knot Tying
DAE + AS-DTW [76] — — —
-FP MDN 0.37 ± 0.05 0.73 ± 0.02 0.49 ± 0.05
FP -MDN 0.34 ± 0.05 0.74 ± 0.02 0.46 ± 0.05
FP MDN 0.62 ± 0.08 0.74 ± 0.04 0.67 ± 0.05
recall, and F1 score) from each source subject 𝑖 to each target subject 𝑗 ̸= 𝑖, and finally
averaging over all target subjects.
Quantitative results are shown in Table 5.1, comparing the FP MDN to its base-
lines and the state-of-the-art approach [76], and qualitative results are shown in Figure
5.4. We can see that the FP MDN significantly outperforms the two simpler baselines,
as well as the state-of-the-art approach in the case of suturing, improving from an F1
score of 0.60 ± 0.14 to 0.77 ± 0.05.
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5.5 A Generative Future-Prediction Model
Here we forego the distinction between previous and future windows of kinematics.
Instead, let X ≡ {x𝑡}𝑇1 denote a full sequence of kinematics, with each x𝑡 ∈ R𝑛𝑥
(containing, e.g., joint velocities). We model the full joint distribution over X by
making use of the chain rule,
𝑝(x1,x2, . . . ,x𝑇 ) = 𝑝(x1)𝑝(x2 | x1)𝑝(x3 | x1,x2) · · · 𝑝(x𝑇 | x1, . . . ,x𝑇−1) (5.7)
Here, we will model each factor in the above product sequentially: At time 𝑡, we use
long short-term memory (LSTM) [32,45] to map from the previous kinematics vector
x𝑡−1 and previous hidden state h𝑡−1 to a new hidden state via Equation 5.1. Next,
we map from h𝑡 to the parameters that govern the distribution 𝑝(x𝑡 | x1, . . . ,x𝑡−1).
Thus, for each time step, we have
h𝑡 = LSTM(x𝑡−1,h𝑡−1) (5.8)
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with the conditional distribution over x𝑡 then specified as














Note that, unlike the model in Section 5.3, independence is not assumed over time,
and only one LSTM network is used (rather than one encoder LSTM and one decoder
LSTM). All weight matrices W and all biases b, in both the LSTM and in the
mapping from hidden states to distribution parameters, are learned by maximizing
(the logarithm of) Eq. 5.7. We remark that some care must be taken in order to
maintain numerical stability to optimize this objective; please see the Appendix for
details.
5.6 Experiments: Data-Efficient Activity
Recognition
In this section our goal is data-efficient activity recognition. This will be carried
out for varying amounts of available training data, and will consist of two phases: 1.
unsupervised representation learning and 2. leveraging the learned representations
during the recognition phase.
During the unsupervised representation phase, we aim to transform any given
sequence X to a new sequence X̃. Four representations are considered. The first
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are the raw inputs themselves, such that X̃ = X. This corresponds to the same
recognition approach that was considered in Chapter 3, though here the availability
of less annotated data will be considered. The second, third, and fourth approaches
were described previously in this chapter: an autoencoder-based approach, which
learns to reconstruct a window of motion through a bottleneck; a window-based
future-prediction approach, which learns to predict an incoherent window of future
motion from a past window; and the generative approach, which does not assume
fixed window sizes or independence over time.
For recognition, we proceed in a manner similar to that of Chapter 3, modeling
the conditional distribution over the label sequence Y ≡ 𝑦1, 𝑦2, . . . , 𝑦𝑇 that we desire.
The key difference is that we model 𝑝(Y | X̃), where the learned representations X̃
are presumably more amenable to annotation-scarce activity recognition than the raw
inputs themselves. In three respresentation-learning scenarios, X̃ is taken to be the
learned internal hidden states of the LSTM: X̃ = H ≡ h1,h2, . . . ,h𝑇 . Importantly, for
recognition, we use the state-of-the-art approach from Chapter 3, which consists of a
multilayered, bidirectional LSTM architecture. Training is carried out by maximizing
conditional likelihood under this model, or equivalently by minimizing cross entropy.
Hyperparameters are carried over directly, and so any gains in performance from
using the learned representations are not the result of hyperparameter tuning.
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5.6.1 Datasets
We consider data-scarce recognition both in the context of maneuver recognition
and gesture recognition. For maneuver recognition, we use the Minimally Invasive
Surgical Training and Innovation Center – Science of Learning dataset (MISTIC-SL)
[42,76], and for gesture recognition, we use the JHU-ISI Gesture and Skill Assessment
Working Set (JIGSAWS) [19,41]. In the case of maneuver recognition, each time step
is labeled as 1 of 4 different manuevers: suture throw (ST), knot tying (KT), grasp
pull run suture (GPRS), or intermaneuver segment (IMS). In the case of gesture
recognition, each time step is labeled as 1 of 10 different low-level gestures. In both
cases, the raw inputs consist of the same 14 kinematic signals as described in Chapter
3; and again all signals are downsampled by a factor of 6, as in previous work.
5.6.2 Experimental Design
The recognition model from Chapter 3 consists of bidirectional LSTM with 3
layers, each with 64 hidden units, and is optimized using Adam and a learning rate of
10−2.5. This state-of-the-art model, along with all hyperparameters except batch size,
are carried over unchanged. We use a batch size of 1 because it is the only possible
option in many of the experiments. Training is carried out for 100 epochs. The metrics
considered are frame-wise error rate and segment-wise edit distance (Levenshtein
distance), normalized by the maximum number of segments in any one trial to aid
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interpretability, following prior work. In focusing on generalization across users, any
particular training set consists of exactly one labeled trial per user, with between 1
and 𝑢 − 1 labeled trials, where 𝑢 is the number of users in the dataset. In all cases,
results are averaged over splits, exhaustively for 1 trial and 𝑢− 1 trials and randomly
otherwise (in this case 10 splits are randomly sampled).
During the representation-learning phase, the most important hyperparameters
are the number of LSTM hidden units (𝑛ℎ) and the number of components in the
Gaussian mixture model (𝑛𝑐). The autoencoder and future-prediction models were
tuned above to maximize performance on a held-out set of 4 MISTIC-SL users, and
here we use the same values (𝑛ℎ = 64, 𝑛𝑐 = 16). We followed the same process for the
RNN-Based Generative Model. This led to values of 𝑛ℎ = 128, 𝑛𝑐 = 8. In all cases,
training was carried out for 100 epochs using Adam, with a learning rate of 0.005. We
emphasize that in all cases, tuning was carried out using the unsupervised-learning
objective, not the recognition objective.
5.6.3 Future Prediction
Figure 5.5 shows examples predictions using the gripper-angle signal from MISTIC-
SL. This illustrates the major differences between the three methods considered for
unsupervised representation learning. The first two were considered in Section 5.4;
on top, we see an autoencoder-based approach, and in the middle, we see blurry,
window-based future predictions. On the bottom, we see results from the generative
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Figure 5.5: Example predictions for the three tasks considered for unsuper-
vised representation learning. On the left, we see the input to each model; and
on the right, we see sampled predictions. The autoencoder reconstructs the input
window; the future-prediction model predicts a window assuming independence over
time steps, conditioned on a previous window; and the generative model predicts co-
herent futures of any length, conditioned on the entire past (5 sampled trajectories
are shown).
model introduced in Section 5.5. In particular, this model is capable of predicting
coherent trajectories. This suggests that the generative model’s representations may
be better suited for fine-grained activities; and we will see that this is confirmed below
in the case of gesture recognition using the JIGSAWS dataset.
5.6.4 Maneuver Recognition with Scarce Annota-
tions
Figure 5.6 shows error rate vs. the number of labeled trials for maneuver recog-
nition (MISTIC-SL). Using only one labeled trial, raw inputs for recognition lead
to an error rate of 27.3%; the autoencoder representations lead to an improvement,
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Figure 5.6: MISTIC-SL Maneuver Recognition: Error rate vs. number of
labeled trials. The bottom of the 𝑦 axis is set to 8.7%, the best published result
using LSTM (∼36 labeled trials). The non-transparent results are reported over
exhaustive, deterministic splits (see Section 3.5) which can be compared to in future
work.
obtaining 23.9%; and the future-prediction and generative models lead to further im-
provements, obtaining 20.3% and 20.7% respectively. Figure 5.8 shows qualitative
results using only 1 labeled trial with future prediction (results are similar for the
generative model). When 14 labeled trials are used, the generative model yields the
lowest error rate (10.1%). For reference, the state-of-the-art LSTM result using 36
labeled trials is 8.7% [86]. Also included is an example qualitative result, in Figure
5.8. We remark that the predictions using both future-prediction approaches look
similar. In addition, as in Chapter 3, we include edit distances for each approach,
again as a function of the amount of available training data. These results are shown
in Figure 5.7. In general, the same trends that we have seen for error rates carry over
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Figure 5.7: MISTIC-SL Maneuver Recognition: Edit distance vs. number
of labeled trials. The bottom of the 𝑦 axis is set to 12.1%, the best published
result using LSTM (∼36 labeled trials). The non-transparent results are reported
over exhaustive, deterministic splits (see Section 3.5) which can be compared to in
future work.
to edit distance as well.
5.6.5 Gesture Recognition with Scarce Annotations
Figure 5.9 shows error rate vs. the number of labeled trials for gesture recog-
nition (JIGSAWS). Using only one labeled trial, raw inputs lead to an error rate of
33.6%. Representations from the full generative model reduce the error rate to 29.6%,
while the autoencoder and future-prediction based representations both degrade per-
formance. This is not surprising: we have no reason to believe that the autoencoder’s
task of signal reconstruction is well aligned with the task of activity recognition; and
for future prediction, we have seen above that blurry, uncoherent futures are obtained,
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The Only Labeled Trial Used for Training. Collected from User i.
Predictions Alongside Ground Truth for User j ≠ i
Predictions
Ground Truth
Figure 5.8: Example predictions for maneuver recognition, using only a
single labeled sequence for training. Here representations were learned with the
RNN-Based Future Prediction model prior to recognition. It exhibits a representative
error rate (19.4%) and an edit distance that is worse than average (40.7%). Results
are similar for the RNN-Based Generative Model. The activities are suture throw
(ST), knot tying (KT), grasp pull run suture (GPRS), and intermaneuver segment
(IMS).
and this is likely detrimental to recognizing fine-grained activities such as gestures.
When 7 labeled trials are used for training, the generative model again yields the
lowest error rate (17.6%). For reference, the state-of-the-art LSTM result using 35
labeled trials is 15.3% [86]. Figure 5.10 shows results for edit distance; the same
general trends hold.
5.7 Additional Experiments
This chapter is primarily concerned with unsupervised representation learning and
data-efficient recognition in the context of surgical activity recognition. However, an
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Figure 5.9: JIGSAWS Gesture Recognition: Error rate vs. number of la-
beled trials. The bottom of the 𝑦 axis is set to 15.3%, the best published result
using LSTM (∼35 labeled trials). The non-transparent results are reported over ex-
haustive, deterministic splits (see Section 3.5) which can be compared to in future
work.
interesting question is whether the trends that we’ve seen carry over to other tasks.
Above, we found that future prediction can lead to large performance gains when
annotated data is limited, especially using the RNN-based generative model; and
that autoencoder-based representations are less amenable to data-efficient learning.
In this section, we consider three additional experiments to investigate these findings
further. The first two experiments involve isolated simulations that are free from the
many complications that arise in real-world data; and in the third experiment, we
consider phoneme recognition from speech data.
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Figure 5.10: JIGSAWS Gesture Recognition: Edit distance vs. number of
labeled trials. The bottom of the 𝑦 axis is set to 8.4%, the best published result
using LSTM (∼35 labeled trials). The non-transparent results are reported over
exhaustive, deterministic splits (see Section 3.5) which can be compared to in future
work.
5.7.1 Discovering the Modes of a Constrained Pen-
dulum
We first consider a pendulum constrained by two pins (Figures 5.11 and 5.12), a
system which has three modes: contact with no pin, contact with the left pin, or con-
tact with the right pin. Here, the goal is to discover these modes in an unsupervised
fashion from state observations alone.
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Figure 5.11: A pendulum constrained by two pins. The pendulum exhibits three
modes: contact with no pin (as in this figure), contact with the left pin (as in Figure
5.12), and contact with the right pin.





?̇? = −𝑔 sin 𝜃 (5.14)
where 𝜃 is the angle from the pendulum’s rest position; 𝑣 is the linear velocity at the
end of the pendulum; 𝑔 is gravity; and 𝜃 and ?̇? are the first order derivatives of 𝜃 and
𝑣 with respect to time. When the pendulum contacts a pin, it remains governed by
the same system, but with 𝑙 replaced by 𝑙′, the distance from the contacted pin to
the end of the pendulum (see Figure 5.12). Here the state of the system is taken to
be [𝜃, 𝑣] because it avoids discontinuities in state at the moments of pin contact; for
more detail, see [87].






2 , and 𝜃
(pin)
2 in Figure
5.11) are fixed, then the modes are perfectly separable by simply examining 𝜃, and
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Figure 5.12: A pendulum constrained by two pins, as in Figure 5.11, but
here operating in a constrained mode (making contact with the pin on
the left). When the pendulum contacts the pin, it remains governed by the same
differential equations, but with the length of the pendulum, 𝑙, replaced by its distance
from the pin, 𝑙′ = 𝑙 − 𝑙(pin)1 .
the task of mode discovery is trivial. Instead, we consider a scenario in which pins
are placed randomly during each observation. In our experiments, the pins are placed
symmetrically about the pendulum’s rest position, and the magnitude of the angles
is sampled uniformly at random from an interval spanning 𝜋/4 to 𝜋/2 radians. All
LSTM hidden states and encodings consist of a small number of 𝑛ℎ = 8 hidden units,
and where applicable, 𝑛𝑐 = 2 components are used in mixture models. We optimize
using the Adam optimizer [84] with a learning rate of 0.005 and a batch size of 128
for 10,000 steps, which allows for convergence in all cases.
2-D visualizations obtained with t-SNE [85] are shown in Figure 5.13, using ob-
servations sequences that were never seen during training. Each point corresponds
to a single time step, and is colored according to its mode at that time step: in
contact with no pin (blue), in contact with the pin in the left (green), or in contact
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(a) Autoencoder (b) Window-Based Future
Prediction
(c) Generative Future Pre-
diction
Figure 5.13: Dimensionality reduced visualizations (via t-SNE) of the rep-
resentations obtained using motion data from a constrained pendulum
obstructed by two pins, with three underlying modes (Figures 5.11 and
5.12). The points are colored according to its mode at each time step.
with the pin on the right (red). Qualitatively, Figure 5.13 suggests that the three
representation-learning methods perform similarly.
One can gain only so much insight from 2-D visualizations of the 8-D embedding
space. In addition, we examined the problem of mode classification using linear
decision boundaries, as a proxy for how well we were able to discover the modes.
In this case, a random-chance classifier would yield an error rate of 66.6%. Results
under various amounts of training data are shown in Table 5.2. Overall, when little
annotated data is available, we see that all representations yield similar performance.
As the amount of labeled data becomes more abundant, the future-prediction-based
methods lead to better mode discovery.
As mentioned above, the pins are placed randomly for each observation sequence,
as otherwise simply thresholding 𝜃 would specify the modes deterministically. We
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Table 5.2: Error rates for classifying the modes of a constrained pendulum,
under various amounts of available labeled training data. Original repre-
sentations (pendulum state) are considered alongside three learned representations.
Each entry is averaged over 10 runs, where each run corresponds to a different random
subset of 16,384 sequences.
# Labeled Points Orig. Representations Autoencoder Window-Based FP Generative FP
100 20.0% 21.2% 19.5% 19.8%
200 18.9% 20.0% 19.6% 19.7%
400 19.0% 19.9% 18.1% 19.5%
800 17.8% 18.8% 17.4% 17.7%
5000 16.5% 16.9% 13.8% 13.3%
attribute nearly equal performance at low-annotation counts to a similar issue: al-
though pins are placed randomly, the instantaneous pendulum state alone – without
any dynamics – leads to a high degree of mode separation. In our next experiment,
we design an experiment to specifically alleviate this issue.
5.7.2 Discovering the Modes of a Driven Pendu-
lum
For the constrained pendulums of the previous section, the state vector is highly
correlated with the resulting modes. We suspect that this is why all three represen-
tations learning methods – autoencoders, window-based future prediction, and the
full generative model – all yield similar accuracies for mode discovery. Intuitively,
any projection of 𝜃 and ?̇? into higher dimensional space will likely leave these modes
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Figure 5.14: An unconstrained pendulum with acceleration applied along
its axis of travel (perpendicular to the direction defined by the string).
The magnitude of 𝑎(𝑡) is constant, but its sign changes after random intervals of
time. Thus the system exhibits two modes. Unlike the constrained-pendulum exper-
iments, these modes are uncorrelated with the pendulum’s state vector, which here
is [𝜃(𝑡), 𝜃(𝑡)].
separable.
In this section, we design an experiment in which the state vectors themselves are
uncorrelated with the underlying modes. We consider an unconstrained pendulum
with an acceleration unit attached to the end of the pendulum. Acceleration is always
applied along the axis of travel, or in other words perpendicular to the direction of
the pendulum’s string (see Figure 5.14). In addition, the magnitude of the applied
acceleration is fixed, but its sign flips randomly, which serves as the underlying system
mode that we wish to discover. In our experiments, each observed sequence is two
seconds long, with fixed sign intervals chosen uniformly at random, between 0.25
seconds and 0.5 seconds. Once again, all LSTM hidden states and encodings consist
of a small number of 𝑛ℎ = 8 hidden units, and where applicable, 𝑛𝑐 = 2 components
are used in mixture models. We optimize using the Adam optimizer [84] with a
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(a) Autoencoder (b) Window-Based Future
Prediction
(c) Generative Future Pre-
diction
Figure 5.15: 2-D t-SNE visualizations of the representations obtained using
motion data from a pendulum with time-varying force applied along the
axis of travel (see Figure 5.14). The points are colored according to its discrete
mode at each time step, which determines the sign of the applied force. Qualitatively,
we can see that generative future prediction yields representations that discover these
modes with higher fidelity. The same also holds quantitatively: a single separating
hyperplane fit in the original (non-reduced) embedding spaces yields accuracies of
75.0% when using an autoencoder, 92.2% when using window-based future prediction;
and 95.9% when using generative future prediction.
learning rate of 0.005 and a batch size of 128 for 10,000 steps, which allows for
convergence in all cases.
As in the previous section, 2-D visualizations obtained with t-SNE [85] are shown
in Figure 5.15. Here, all respresentation-learning methods yield visualizations with
reasonable separation, though the full generative model for future prediction does
seem to better separate the modes.
Once again, we consider performance using linear decision boundaries as a proxy
for successful mode separation. Results for varying amounts of training data, using
logistic regression, are shown in Table 5.3. Here, as expected, using the instan-
taneous pendulum states leads to nearly no ability to distinguish between modes:
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Table 5.3: Error rates for classifying the modes of a pendulum with time-
varying forced applied along the axis of travel, under various amounts of
available labeled training data. Original representations (pendulum state) are
considered alongside three learned representations. Each entry is averaged over 10
runs, where each run corresponds to a different random subset of 16,384 sequences.
# Labeled Points Orig. Representations Autoencoder Window-Based FP Generative FP
100 47.1% 29.6% 19.8% 4.2%
200 50.1% 28.0% 15.2% 3.6%
400 48.6% 27.0% 11.8% 3.3%
800 49.9% 26.0% 10.1% 3.0%
5000 46.0% 24.2% 7.4 % 2.5%
even with 5,000 labeled points, we achieve 46.0% error, whereas a random-chance
classifier would achieve 50.0% error. All representation-learning techniques lead to
representations that better distinguish between modes. However, here we see stark
contrast among representation-learning methods. The autoencoder performs consid-
erably better than random chance, but achieves approximately 24.2% error even with
5,000 labeled points. Meanwhile, window-based future prediction yields an error rate
of 19.8% with between 2 and 3 orders of magnitude less annotated data (100 labeled
points); and generative future prediction goes even further, achieving 4.2% error with
only 100 labeled points.
In the section that follows, we consider phoneme recognition from speech data.
We remark that, like the simulated experiment in this section, phoneme recogni-
tion requires dynamics in order to distinguish between the underyling system modes
(phonemes). In other words, the observation vector at any moment is essentially
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Table 5.4: Frame-wise error rates for recognition of phonemes (TIMIT) from
speech, under various amounts of available labeled training data. Original
(MFCC) representations are considered alongside three learned representations. Each
entry is averaged over three runs, where each run corresponds to a different random
subset of the original full training set of 3696 sequences. In all cases, the standard
deviation over these 3 runs is less than 0.6%.
# Labeled Seqs. Orig. Representations Autoencoder Window-Based FP Generative FP
100 50.1% 52.1% 45.6% 41.4%
250 45.7% 47.7% 42.5% 38.2%
500 42.4% 44.1% 40.2% 36.3%
1000 39.0% 40.9% 37.6% 34.7%
3696 32.6% 35.1% 33.8% 31.7%
useless in isolation.
5.7.3 Data-Efficient Phoneme Recognition
Here we combine future prediction and LSTM-based recognition for online, frame-
wise phoneme recognition, using the TIMIT corpus [67]. The standard splits are based
on [69], which includes 3696 sequences for training, 400 for validation, and 192 for
testing. Each frame of every sequence is associated with 1 of 61 phonemes. However,
following common practice, as in [68], we collapse this set into 39 phonemes with less
overlap, and include glottal stops, for a total of 40 classes in total. We follow [34]
and extract 12 mel frequency cepstral coefficients plus energy using 25 ms Hamming
windows and a pre-emphasis coefficient of 0.97. This results in 13 inputs per frame,
and each input is normalized on a per-sequence basis to have a mean of 0 and a vari-
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ance of 1. After representation learning, recognition is carried out using a 1 LSTM
layer with 128 hidden units, optimized with Adam using a learning rate of 0.001 for
15 epochs.
Table 5.4 shows frame-wise error rates obtained when varying amounts of training
data are available, and under varying representations of the input sequences. Each
error rate is averaged over three runs, where the runs correspond to different subsets
of labeled sequences (sampled at random from the original set of 3696 sequences).
An immediate observation is that, regardless of representation, error rates continue
to decrease with more labeled data, even at the full training set of 3696 sequences.
This suggests that collecting even more densely-annotated sequences would continue
to improve performance. With regard to significance, we note that the standard
deviation corresponding to any individual error rate is at most 0.6%.
When few training sequences are available for training, learned representations
from future prediction lead to significant gains in performance. For example, when
100 labeled sequences are available, the original MFCC representations lead to an
error rate of 50.1%; autoencoder-based representations lead to 52.1% error; and the
window-based and generative future-prediction representations lead to 45.6% error
and 41.4% error, respectively. For comparison, the original MFCC representations
yields 45.7% error when 250 labeled sequences are available, and 42.4% when 500 la-
beled sequences are available. In other words, future-prediction-based representation
learning lets us achieve 42% error with 5x fewer annotations.
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In the case that all 3696 training sequences are available for training, using the
original MFCC representations leads to an error rate of 32.6%; autoencoder-based
representations lead to 35.1% error; window-based future-prediction based represen-
tations lead to 33.8% error; and representations based on generative future predic-
tion lead to 31.7% error. Relative performance is somewhat similar to when fewer
annotated sequences are available, but with narrower gaps, and with window-based
future prediction leading to representations that are now outperformed by the origi-
nal MFCC representations. This is not a surprising result: unlike generative future
prediction, window-based future prediction leads to blurry, incoherent futures, and
we must expect that, given enough annotated data, representations can be learned
without such signal loss. We observed a similar phenomenon in the case of gesture
recognition, in which fine details (over short time periods) are important (see Section
3.7).
Finally, recall that all results were computed using the same hyperparameters:
1 LSTM layer with 128 hidden units, optimized with Adam using a learning rate
of 0.001 for 15 epochs. Is it possible that different hyperparameters may allow the
original MFCC representations to narrow the large performance gap, especially in
the scarce-annotation regime? To answer this question we focus on the scenario in
which only 100 labeled sequences are available for training, since this allows for quick
experimentation. We evaluated performance using raw representations over a full
grid search, with 1 or 2 LSTM layers; 64, 128, or 256 hidden units per layer; and a
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learning rate of 0.01, 0.001, or 0.0001. In addition, we trained for 25 epochs (instead
of 15) and we allowed for an extreme version of early stopping, where the best test
performance at any point in training is taken to be the final performance. Even in
this overly-optimistic setting, original MFCC representations do not surpass an error
rate of 47.0%, which is still well behind our original future-prediction based results
(45.6% for window-based prediction, and 41.4% using the full generative model).
5.8 Conclusions
In practice, obtaining manual annotations is difficult, expensive, and error-prone
– especially when carried out at scale. However, essentially all prior work toward
automated surgical activity recognition assumed an abundance of densely-annotated
sequences for training. In this chapter, we introduced future-prediction based models
for unsupervised representation learning; showed that these methods are capable of
discovering high-level surgical activities; and demonstrated that these methods can
be used in downstream tasks such as surgical activity recognition for improved perfor-
mance in the scarce-annotation regime. The RNN-based generative model introduced
here is particularly strong for this purpose, especially when recognizing activities that
occur over short time scales, as in gesture recognition. That said, a significant gap
still exists in performances when fewer annotated sequences are available for train-
ing. We hope that the community will join us in seeing how much we can improve
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performance in this important annotation-limited regime.
5.9 Appendix
We remarked that in practice we actually maximize the logarithm of the likelihood,
rather than the likelihood itself, for numerical stability. In order to obtain reasonable
results, it is necessary to proceed with care, and to use a common trick for computing
the logarithm of a sum of exponentials in a numerically-stable fashion. Here we







will fail numerically if the 𝑥𝑖 are very small, because all of the terms in the sum will



















A common choice is to let 𝑠 = max𝑖 𝑥𝑖; then the largest 𝑥𝑖 maps to 0 in log space, or
1 after we exponentiate. Some small 𝑥𝑖 may still disappear, but this is okay because
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their contributions to the sum are negligible compared to the largest 𝑥𝑖’s contribution.
For example, consider an array of length 1, 𝑥1 = −1000. If we exponentiate this
directly using 64-bit precision, we get 0, and therefore log exp𝑥1 = −∞. Instead, if





This thesis focused on automated surgical activity recognition, a foundation for
many research opportunities that strive for more objective, more localized, and more
abundant performance assessment and feedback during surgical training.
In Chapter 3, we introduced recurrent neural networks for the task of surgical
activity recognition, and we demonstrated for the first time that it is possible to
recognize activities at the granularity of maneuvers. Unlike the activities considered in
prior work, maneuvers are already present in surgical training curricula and therefore
already familiar to surgeons. In addition, we departed from the common path of
focusing on probabilistic structure over activites, and instead focused on learning
powerful unary terms, which are computed from observations themselves rather than
from interdependencies among activities. Without any probabilistic structure over
activities, this led to state-of-the-art performance for both gesture recognition and
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maneuver recognition, in the latter case halving the error of the next-best method.
In Chapter 4, we investigated the necessity of capturing long-term dependencies
for surgical activity recognition. Here we analyzed RNNs, and in particular NARX
RNNs, in detail, and we developed a new recurrent-neural-network architecture, MIST
RNNs, which 1. from a theoretical perspective can learn much longer dependencies
that common architectures such as long short-term memory (LSTM) and 2. from
an empirical perspective was capable of outperforming the most widely-used RNN
architecture, LSTM, on such tasks. In the context of surgical activity recognitions,
we found that MIST RNNs were able to rival LSTM from the perspective of error
rate, but that MIST RNNs did not outperform LSTM, and so we conclude that short-
to medium-length dynamics are most crucial for the tasks of gesture and maneuver
recognition.
In Chapter 5, we asked whether it is possible to learn meaningful and useful repre-
sentations of surgical motion without activity annotations, and whether it is possible
to leverage these representations to improve performance in the downstream task of
activity recognition. First, we showed that future prediction can be used to learn
meaningful representations that lead to the discovery high-level activities (maneu-
vers). Next, we showed that these representations can be used to achieve state-of-
the-art performance for querying a database of surgical motion with motion-based
queries. And finally, we found that future-prediction based representation learning,
prior to the recognition phase, yields significant performance gains for activity recog-
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nition when few annotated sequence are available.
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