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I. INTRODUCTION
The study of the reconciled electromagnetism dates back to Maxwell’s 1873 A Treatise
on Electricity and Magnetism and revolutionised again in 1905 in Einstein’s Zur Elektro-
dynamik bewegter Körper 5. In Einstein’s paper, special relativity was born and the theory
of electromagnetism for charges moving close to the speed of light was created. Since this
publication, the study of special relativistic electromagnetism has been thoroughly studied
and refined and as such may be found in later chapters of classic pedagogical textbooks on
electromagnetism such as in Griffiths6 or Jackson7. The same may not, however, be said of
general relativistic electromagnetism. General relativity moves from dealing with Minkowski
spacetime (the 4D spacetime equivalent of 3D Euclidean space) to a general, possibly curved,
spacetime, which is more physically relevant since matter curves spacetime and matter is
present in many places in the universe.
The current pedagogical works on relativistic electrodynamics come from two points
of view: the first is for students of electromagnetism and deals with introductory special
relativity at the end of the course; the second is for students of gravity, which studies curved
spacetimes and general relativity, with examples involving electromagnetism. There is a lack
of written work for students of electromagnetism that teaches electromagnetism in curved
spacetimes. The aim of this article, therefore, is to introduce students of electromagnetism,
who may not have encountered any relativity before, to concepts within both special and
general relativity and focus on electromagnetism within this setting.
Before one can understand electromagnetism in curved spacetimes, the theory thereof in
flat, Minkowski spacetime must first be studied. We begin by introducing index notation;
the language of relativity relies on this to condense equations to make this manageable, for
without this notation, Einstein’s field equations would instead be written as 10 separate
partial differential equations. We then introduce some elementary differential geometry as
the theory of relativity is heavily geometric and relies on the concept of spacetime being
a manifold and objects such as vectors are reintroduced within this formulation and the
new objects, tensors and convectors are presented. The operations of index contraction and
the inner product on this space are introduced with the importance of classifying vectors,
which may then be placed on the light cone which we next present as an important tool for
visualising these classifications of vectors. One may identify whether an object is of a certain
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type (vector/covector/tensor) by inspecting how it transforms under a change of coordinates,
these transformation laws are shown, with key examples of the Levi-Civita symbol and the
determinant of the metric given. After the mathematical preliminaries are established, we
present the reformulation of electrodynamics in terms of the Faraday tensor, an object key
to all relativistic electrodynamics. We show how all of the familiar equations due to Maxwell
arise from properties of the Faraday tensor and show how one may write this object in the
well-known example of a point charge. We move to exemplify how a wave equation naturally
follows from the Faraday tensor and Lorenz gauge and present an important solution to this
wave equation, leading to the prediction of the photon.
After the exposition of sufficient special relativistic electrodynamics, we begin with general
relativity. Generalisations of the derivative to the covariant derivative and the process of
minimal coupling are introduced, bringing Maxwell’s equations in terms of the Faraday
tensor to general relativistic form. Curvature is introduced and motivated by comparison of
Schwarz’s theorem for second partial derivatives to its covariant form, which doesn’t hold
in general. We present the energy-momentum tensor, an object at the heart of general
relativity, coupling matter to the theory. This tensor, when specialised to electromagnetism
is comprised of several familiar objects, the Poynting vector and the Maxwell stress tensor, is
the final piece of the puzzle before one can state Einstein’s field equations. Due to properties
of the electromagnetic energy-momentum tensor, we are able to simplify Einstein’s field
equations to the Maxwell-Einstein field equations. From here, we follow a similar diversion as
that taken in chapter 2 on special relativistic electromagnetism; discussing the Lorenz gauge
and the canonical wave equation in this theory, the de Rham wave equation. We provide
a solution to this as found in MTW9, through the geometrical optics approximation. The
discussion again moves to discuss a staple of electromagnetism, electrodynamics in curved
spacetimes. Key concepts such as the four-velocity and proper time are familiarised, leading
to the key dynamical equation, the generalisation of F = ma, shown explicitly when F is
the Lorentz force. When no force is exerted on a particle in Euclidean space, the solution to
ma = 0 is well known to be a straight line. When changing from Euclidean space to a curved
spacetime, this is no longer necessarily true; particles instead travel along the geodesics of
that space. We give a presentation of the geodesic equation and of what geodesics are. We
briefly investigate dipole radiation as given in Griffiths6 to motivate the investigation into
the propagation of radiation in curved spacetimes, giving an analysis of the geodesics that
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light and therefore electromagnetic radiation travels along in a general, spherically symmetric
spacetime. In textbooks on gravity, most present solely so-called radial null rays, we further
this, showing also the calculation for non-radial null rays. This investigation allows us to
delve into gravitational redshift, re-deriving a classic approximation found in textbooks2.
This approximation is of the redshift of light sent between two stationary observers. We
then derive results for the redshift of light, experiencing both gravitational redshift and
the Doppler shift, sent between two observers which may be in 1) radial motion, or 2) a
combination of both radial and azimuthal motion. We believe these two equations appear
for the first time here. We then show, by dimensional, analysis how one would apply these
formulae.
II. ELECTROMAGNETISM IN FLAT SPACETIME
We begin by recalling the famous Maxwell equations with the convention c = 1;
∇ ·E = ρ
ε0
,
∇ ·B = 0,
∇×E = −∂B
∂t
,
∇×B = µ0J + ∂E
∂t
.
A. Index Notation
By defining a so-called four-current, Jµ = (ρ,J), introducing index notation ∂µ = (∂t,∇)
and the Levi-Civita symbol, one may reformulate Maxwell’s equations into a compact form.
The Levi-Civita symbol, also known as the alternating tensor is defined to be
ε˜ijk =

1 if ijk an even permutation of 123,
−1 if ijk an odd permutation of 123,
0 otherwise.
An even permutation is where cyclic permutations of (123) are performed, these are
(123), (231), and (312), whereas odd permutations involve flipping two elements, then followed
by cyclic permutation, (132), (321), and (213).
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Index, or suffix notation, is a way of writing equations without writing out sums explicitly.
The general rule is that if an index is in both the upper and lower positions, you sum over it!
Usually, Roman indices run from 1 to 3, and Greek run from 0 to 3. So
aibi = a
1b1 + a
2b2 + a
3b3,
aµbµ = a
0b0 + a
1b1 + a
2b2 + a
3b3,
which you might recognise as the dot product between two vectors (this is italicised as, as
we shall see later, they are both not technically vectors which is why one has an upper and
the other a lower index). The cross product between two vectors can be written as
(a× b)i = ε˜ijkajbk.
This can be verified using the definition of the Levi-Civita symbol above. One may then
write the differential operations of curl and divergence using this convention. These can be
applied to rewrite out Maxwell’s equations in index form:
∂iE
i =
J0
ε0
,
∂iB
i = 0,
ε˜ijk∂jEk = −∂0Bi,
ε˜ijk∂jBk = µ0J
i + ∂0E
i.
Remark. A common shorthand for partial derivatives is ∂i = ∂/∂xi.
B. Some Differential Geometry
Differential geometry is the study of objects on what is known as a manifold. Objects
include things like vectors, covectors, and vector fields. All of these are objects which one
should be familiarised with before starting to tackle electromagnetism in a more general
setting. Spacetimes we deal with are manifolds so before we can talk about spacetimes,
one must first know what a manifold is! There are different manifolds such as topological
manifolds and differential manifolds and we will deal with the latter.
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1. Manifolds
The basic idea of a manifold is that it is some space that has the concept of open sets
(a topological space) such that one can map these open sets into open subsets of Rn. To
put this more concretely, let M be a topological space. Then if for each point p ∈M , there
exists an open subset, U ⊂ M containing p such that there is a smooth map (infinitely
differentiable) ψU : U → V = ψU (U) ⊂ Rn with ψ having a smooth inverse, then M is called
an n-dimensional topological manifold.To get the smooth structure, we have to look at the
overlap between open sets. Consider a point p on M such that there are (at least) two open
subsets of M containing p, i.e. p ∈ Uα ∩ Uβ, then one can consider the transition functions
between the two representations of this patch of M . To clarify, both ψα and ψβ map part
of M to Rn and so both these maps map their overlap to Rn but this will generally be in
different ways. One must investigate going between these maps.
Uα ∩ Uβ
Rn|Uβ Rn|Uα
ψβ ψα
ψα◦ψ−1β
FIG. 1. Transition functions between two patches of Rn
The transition function is the map ψα ◦ ψ−1β : Rn|Uβ → Rn|Uα . This allows one to view
the coordinate patch under both mappings and shows how to go between them. If all such
transition functions are smooth, then one calls M an n-dimensional smooth (differentiable)
manifold.
2. Tangent and Cotangent Vectors
The tangent space to a point, p, is the vector space spanned by all tangent vectors,
∂µ = ∂/∂x
µ and is denoted TpM for some manifold M . One may visualise the tangent space
explicitly by considering a manifold M to be the sphere embedded in R3, then the tangent
space at point p is the plane tangent to that point!
The elements of the tangent space are what will be called vectors and are denoted with
upper indices, such as Aµ. To each vector space, there is a corresponding so-called dual
vector space to it, represented with a star; the dual to a vector space V is V ∗. The dual
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vector space V ∗ is the space of all linear functions that act on V . The dual space to the
tangent space, the cotangent space, has elements called covectors — since the tangent space
exists at each point p, the corresponding dual space also exists at each point p. The dual
spaces are denoted T ∗pM . The structure of the dual space is that if one takes an element
of ω ∈ T ∗pM and an element v ∈ TpM , ω is a map acting on v such that ω : TpM → R
by v 7→ ω(v) ∈ R. The cotangent space is spanned by objects called covectors dxµ. These
two bases dxµ, ∂µ interact as such; dxµ(∂ν) = δµν , where δµν represents the Kronecker delta.
The Kronecker delta is very simple, it is just the identity matrix written in index notation!
Simply, δµν = 0 if µ 6= ν and δµν = 1 if µ = ν.
A tensor is a generalisation of both vectors and covectors. A tensor lives in a vector
space formed from the tensor product of other vector spaces. The tensor product is a way of
forming other vector spaces from others.
Definition II.1. Let V and W be (finite-dimensional) vector spaces, then the tensor product
of V and W , V ⊗W also has the structure of a vector space, such that, for v, u ∈ V,w, t ∈
W,λ ∈ R
• (λv)⊗ w = v ⊗ (λw) = λ(v ⊗ w),
• (v + u)⊗ w = v ⊗ w + u⊗ w,
• v ⊗ (w + t) = v ⊗ w + v ⊗ t.
A tensor is often called an (r, s)-tensor, where r is the number of tangent spaces in the
tensor product, and s is the number of cotangent spaces. Thus, a general tensor can be
written in coordinates as
T = T µ1...µrν1...νs (x)∂µ1 ⊗ ...⊗ ∂µr ⊗ dxν1 ⊗ ...⊗ dxνs ,
T ∈ TpM ⊗ ...⊗ TpM︸ ︷︷ ︸
r−times
⊗T ∗pM ⊗ ...⊗ T ∗pM︸ ︷︷ ︸
s−times
.
Following this, vectors are just (1, 0)-tensors and covectors are just (0, 1)-tensors! One
often sees tensors written without their bases, represented by just the component functions,
T µ1µ2...µrν1ν2...νs (x). This is especially common for objects like the metric.
The metric, denoted gµν has two lower indices and is thus a (0, 2)-tensor, an element of
T ∗pM ⊗ T ∗pM . If the manifold M is our spacetime, we have a requirement on the eigenvalues
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of the metric; that the metric has three positive and one negative eigenvalues. Because the
metric has two indices, there is a natural representation as a matrix where µ represents
the columns and ν represents the rows (depending on your convention). Often, the metric
is diagonal, which means that in matrix form, it is just a diagonal matrix! Therefore,
the eigenvalues are easily read off and so the four non-zero entries of the matrix will look
something like diag(−,+,+,+). In a similar way to these tensors, vectors and covectors may
be represented as a row or column vector since they have one index! The condition on the
eigenvalues is typically reworded in physics that the "metric has signature (−,+,+,+)" -
the signature is just the signs on the eigenvalues of the metric. This condition on the metric
signature is called Lorentzian.
The negative eigenvalue is special as this represents the time component of our spacetime.
Soon, we will encounter the Minkowski metric which is the simplest you can imagine! We
name it η and ηµν = diag(−1, 1, 1, 1)µν . The metric is most commonly written in one of
two ways: first is in matrix form described above; the second is as a line element, ds2
where ds2 = gµνdxµdxν . This is less complicated than it looks, just sum over the repeated
indices! For the Minkowski metric, since it is diagonal it is even easier and the only surviving
terms are when µ = ν as off-diagonal elements of the matrix are zero! So for Minkowski
spacetime, ds2 = η00dx0dx0+η11dx1dx1+η22dx2dx2+η33dx3dx3 which, using the components
of our Minkowski metric is ds2 = −dt2 + dx2 + dy2 + dz2 where dx1dx1 = (dx1)2 = dx2,
dx2dx2 = (dx2)2 = dy2 etc. where we have named our coordinates (x0, x1, x2, x3) = (t, x, y, z).
Care must be taken to note the difference between a square and component 2.
One may "raise" and "lower" indices by using the metric, allowing vectors and covectors
to be seen on an equal footing. One does this by so-called index contraction
Aµ = gµνAν ,
Bµ = gµνB
ν .
Remember that repeated indices are summed over so at the end, only one index in each
of the above remains. Therefore we stay consistent with one index on the left and right-hand
sides of the equations! One may then define an inner product between vectors as such,
〈t, u〉 = gµνtµuν = tνuν .
There is an important usage of the inner product: to classify types of (nonzero) tangent
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vectors. We say that
tµ is timelike if gµνtµtν < 0, (1)
tµ is lightlike if gµνtµtν = 0, (2)
tµ is spacelike if gµνtµtν > 0. (3)
Particles whose trajectories (known as worldlines) have timelike tangent vectors travel slower
than the speed of light (they have mass); have lightlike tangent vectors travel at the speed of
light (they do not have mass); have spacelike tangent vector travel faster than the speed of
light. This can be demonstrated using the light cone. The light cone allows the decomposition
of spacetime at a point in our spacetime into five sections: those in the future which can be
reached by a lightlike worldline; the points in the future which can be reached by a timelike
worldline; the points in the past which can be reached by a lightlike worldline; the points in
the past which can be reached by a timelike worldline; and the points which can be reached
by a spacelike worldline.
One may typically suppress one or two spatial dimensions to ease the drawing of the light
cone however the light cone is to represent the four dimensional spacetime.
y
x
t
Past
Future BA
C
FIG. 2. Representation of the light cone (suppressing one spatial dimension).
The boundary of the light cone is formed by the lightlike worldlines from the centre point
so anything on the light cone’s boundary is on a lightlike worldline such as point B. Anything
inside the light cone (and not on the boundary) is represented by a timelike worldline —
point A—, and anything outside the light cone is on a spacelike worldline — point C!
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3. Transformation Laws
It is important to note how different objects (tensorial or otherwise) transform. When
transforming between different coordinate systems, say x 7→ x′, x′ = x′(x), one must consider
how this will affect the different object which depend on the coordinates. The simplest
example is scalar fields, φ(x). One defines that a scalar field transforms as so
φ′(x′) = φ(x).
That is that independent of the coordinate system, a scalar field will always look the same!
The next two transformations are of vector and covector fields. Their transformations are
similar and so we show them together, these transform by introducing Jacobi and inverse
Jacobi matrices;
A′µ(x′) = Jµν (x)A
ν(x),
B′ν(x
′) = J−1µν (x)Bµ(x).
Here, Aµ(x) is a vector field. In terms of differential geometry, one would say Aµ(x) ∈ TxM
— that is for each x on your spacetime, M , Aµ(x) is an element of the tangent space at x of
M . Similarly, Bν(x) is a covector field. Again, one would say Bν(x) ∈ T ∗xM — that is for
each x on your spacetime, M , Bν(x) is an element of the cotangent space at x of M . The
objects J and J−1 are the Jacobi matrices for the transformation, defined by:
Jµν (x) =
∂x′µ
∂xν
,
J−1µν (x) =
∂xµ
∂x′ν
.
One may look at the transformation rules for mixed tensor fields, an object such as Cµνρ(x) ∈
TxM ⊗ T ∗xM ⊗ T ∗xM . Such a C is called a (1, 2)-tensor field. By noting the space wherein
this tensor field exists, one may guess that
C ′µνρ(x
′) = Jµα (x)J
−1β
ν (x)J
−1γ
ρ (x)C
α
βγ (x).
The final object whose transformation rules we investigate is that of tensor densities.
These are objects which transform similarly to a tensor but which gain a factor of the
determinant of the Jacobi matrix raised to some power, w, which we call the weight of the
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density. An object, Kµ, transforms as a tensor density of weight w if its transformation law
is
K ′µ(x′) = |J |wJµν (x)Kν(x).10
Example II.1 (The determinant of the metric tensor, g). gµν is a (0, 2)-tensor field and
thus transforms as
g′µν(x
′) = J−1αµ (x)J
−1β
ν (x)gαβ(x).
If one then takes the determinant of both sides, one has
det g′(x′) = (|J(x)|−1)2 det g(x) = |J(x)|−2 det g(x),
thus det g transforms as a scalar density of weight −2.
This example is of importance because it relates the determinant of the metric to the
determinant of the Jacobian. This allows one to write tensor densities as nicer object, tensors.
One achieves this as such:
Example II.2. Let G be a tensor density of weight w. One can define an object which
transforms as a tensor by
G = (
√
− det g(x))wG.
Then G transforms with the nice properties of a tensor. We write
√− det g(x) because our
spacetime M is Lorentzian, therefore it will have a negative determinant. Other notations
include
√| det g(x)| for a general metric which may not be Lorentzian to guarantee a real
value.
We now look at another important example.
Example II.3. The determinant of an n × n matrix |M| may be written in terms of the
Levi-Civita symbol and the matrix elements:
ε˜µ1µ2...µn|M| = ε˜ν1ν2...νnMν1µ1Mν2µ2 ...Mνnµn .
Since ε˜ is a (0, n) object, if one chooses the matrix such that Mνµ = ∂xν/∂x′µ and divides
both sides by this;
ε˜′µ1µ2...µn =
∣∣∣∣∂x′µ∂xν (x)
∣∣∣∣ ε˜ν1ν2...νn ∂xν1∂x′µ1 ∂x
ν2
∂x′µ2
...
∂xνn
∂x′µn
,
= |Jµν (x)|1 ε˜ν1ν2...νnJ−1ν1µ1 (x)J−1ν2µ2 (x)...J−1νnµn (x),
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which we recognise as a tensor density of weight 1. If one considers the same method but for
ε˜µ1µ2...µn, one recovers that this is a tensor density of weight −1.
Combining the results of examples (II.2) and (II.3), one can define the Levi-Civita tensor
as
εµ1µ2...µn =
√
− det g(x)ε˜µ1µ2...µn .
For Minkowski space, since this is represented by a matrix diag(−1, 1, 1, 1), one can see that√− det g(x) = 1 so the two coincide! For a more in-depth treatment of differential geometry,
see any of the following books3,4,9,19.
C. Electromagnetism in the Language of the Faraday Tensor
Since the divergence of the magnetic field is always zero, one may write this in terms of a
vector potential,
B =∇×A. (4)
Similarly, one may write
E = −∇φ− ∂
∂t
A. (5)
Both fields are fully described by using only a vector and a scalar potential. One may
consider combining both potentials to make a four-potential to be a possible tool to describing
electromagnetism in a relativistic notation:
Aµ = (φ,A), Aµ = (−φ,A).
Using ηµν = diag(−1, 1, 1, 1)µν to raise/lower the index to present this as either a vector
or covector because the Minkowski metric is the metric of special relativity. The power of
writing the potentials in one four-potential is in an object defined as
F µν = ∂µAν − ∂νAµ.
This (2, 0) antisymmetric tensor field is called the Faraday tensor and we now explore this
tensor to see how well-suited it is to describing electromagnetism!
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Remark. One may look at the components of the Faraday tensor, say
F 01 = ∂0A1 − ∂1A0,
= ∂tA
1 + ∂1φ,
= E1.
By following a similar pattern of setting the first index to 0 and looking through indices 1− 3,
one discovers
F 0i = Ei. (6)
Looking at the lower right-hand corner entries, the (i, j) entries, remembering that Latin
indices run only over 1− 3,
F 12 = ∂1A2 − ∂2A1,
= ∂1A
2 − ∂2A1,
= B3.
Looking at the other components, one sees
F ij = ε˜ijkBk. (7)
Using Eqs. (6) and (7), one can form the Poynting vector. Recall that
S =
1
µ0
E ×B,
in index notation this is
Si =
1
µ0
˜ijkEjBk,
and we can recognise now the E and B fields in index notation, with the E field in lower
index form from Eqs. (6) and (7) such that
Si =
1
µ0
F ijF0j.
One may check component-wise that one indeed recovers the components of the Poynting
vector. Returning to the Faraday tensor, due to its antisymmetry, we note that
F ii = 0,
and we can now define the whole Faraday tensor.
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The full Faraday tensor is defined as
F µν =

0 E1 E2 E3
−E1 0 B3 −B2
−E2 −B3 0 B1
−E3 B2 −B1 0

µν
= −F νµ.
with the lower index tensor being
Fµν =

0 −E1 −E2 −E3
E1 0 B3 −B2
E2 −B3 0 B1
E3 B2 −B1 0

µν
= −Fνµ.
Remark. It is very common to instead use ηµν = diag(1,−1,−1,−1)µν instead as a metric.
In this case this would have its own Faraday tensor. The relationship between the Faraday
tensor used here and the other convention is
F µν1 = −F µν3 ,
where the subscript 1 represents the single minus sign in our convention and the 3 represents
the three minus signs in the other convention.
It is very easy to see (1, 2, 3) and associate these with (x, y, z) Cartesian coordinates and
many authors provide examples in solely Cartesian coordinates. However (1, 2, 3) are the
components of any 3-dimensional coordinate system.
Example II.4. Consider the electric field due to a point charge of charge q at the origin in
free-space. The field is well known to be
E =
q
4piε0
1
r2
rˆ, with rˆ = (1, 0, 0).
One may then easily write down the Faraday tensor due to this point charge as
F µν =
q
4piε0
1
r2

0 1 0 0
−1 0 0 0
0 0 0 0
0 0 0 0

µν
.
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In order to write the Maxwell equations in the formulation, we need to use the introduced
four-current density, Jµ, again defined as
Jµ = (ρ,J).
Using this, the continuity equation takes the compact form
∂µJ
µ = ∂tρ+∇ · J = 0.
We are now in the position to be able to write down Maxwell’s equations for flat spacetimes!
The four equations reduce down to two, simpler tensor equations. Maxwell’s equations
involve derivatives, so let’s look at an object such as
∂µF
νµ.
Investigating the 0th and ith components separately, we can recover the two source equations
(Gauss’ Law and Maxwell-Ampère Law):
∂µF
0µ = 0 + ∂1F
01 + ∂2F
02 + ∂3F
03,
= ∂1E
1 + ∂2E
2 + ∂3E
3,
=
ρ
ε0
,
= µ0J
0.
With the final equality following from the fact that µ0ε0 = 1/c2 = 1. Considering now the
i = 1 components,
∂µF
1µ = ∂0F
10 + ∂1F
11 + ∂2F
12 + ∂3F
13,
= −∂tE1 + ∂2B3 − ∂3B2,
= −∂tE1 + (∇×B)1.
Following through to the other components, this generalises to
∂µF
iµ = −∂tEi + (∇×B)i,
= µ0J
i.
Combining these two results, we obtain
∂µF
νµ = µ0J
ν . (8)
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This single tensor equation encapsulates two of Maxwell’s equations. The other two, sourceless
equations come from a more subtle origin, requiring that the Faraday tensor obeys the Bianchi
identity;
∂[σFµν] = 0. (9)
The notation A[µνρ] means the total antisymmetrisation of the tensor. That is, if one
permutes any two indices, a minus sign is invoked. This is defined by
A[µνρ] =
1
3!
(Aµνρ + Aνρµ + Aρµν − Aµρν − Aρνµ − Aνµρ) .
So all even permutations have a plus sign and all odd permutations have a minus sign. This
can be generalised to any (r, s)-tensor, with "3!" being replaced by "(r + s)!". Similarly, one
may symmetrise any tensor and it has the notation A(µνρ)
A(µνρ) =
1
3!
(Aµνρ + Aνρµ + Aρµν + Aµρν + Aρνµ + Aνµρ) .
There is a special case for rank two tensors (either (2, 0) or (0, 2)-tensors) — there is a unique
decomposition into its symmetric and antisymmetric parts,
Gµν =
1
2
(Gµν +Gµν +Gνµ −Gνµ) ,
=
1
2!
(Gµν +Gνµ) +
1
2!
(Gµν −Gνµ) ,
= G(µν) +G[µν].
By the symmetry of the Faraday tensor, this reduces down to
∂σFµν + ∂µFνσ + ∂νFσµ = 0.
Allowing µ = 1, ν = 2, σ = 3, we obtain the continuity of magnetic field lines,
∂3F12 + ∂1F23 + ∂2F31 = ∂3B3 + ∂1B1 + ∂2B2,
=∇ ·B,
= 0.
Setting an index to 1, say, σ = 1, then looking at the resulting tensor (in matrix form for
simplicity),
∂0Fµν + ∂µFν0 + ∂νF0µ = 0.
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Which in matrix form turns out to be
∂0

0 −E1 −E2 −E3
E1 0 B3 −B2
E2 −B3 0 B1
E3 B2 −B1 0

+

0 ∂0E1 ∂0E2 ∂0E3
−∂0E1 0 −∂2E1 + ∂1E2 −∂3E1 + ∂1E3
−∂0E2 ∂2E1 − ∂1E2 0 −∂3E2 + ∂2E3
−∂0E3 ∂3E1 − ∂1E3 ∂3E2 − ∂2E3 0

= 0,
which after inspection, only leaves the lower right hand corner 3× 3 matrix with non-trivial
solutions. This implies Faraday’s Law of Electromagnetic Induction.
Finally, we have the two equations which fully describe Maxwell’s equations. This
description of electromagnetism also implies conservation of charge by considering the
derivative of the source equations,
0 = ∂ν∂µF
µν = µ0∂νJ
ν ,
where the final equality holds since the contraction of an antisymmetric and symmetric tensor
(the two partial derivatives commute and are symmetric in µ and ν, whereas the Faraday
tensor by construction is antisymmetric) is identically zero.
D. Gauge Symmetry
It is well known that one may formulate the magnetic and electric fields in terms of a
scalar and a vector potential, which are used to make the four-potential. The vector potential
is only defined up to the gradient of a differentiable function:
B =∇×A =∇× (A+∇χ) ,
since
∇×∇χ = 0, ∀χ ∈ C2 (R3) .
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The notation Cn(R3) means functions on R3 that are differentiable up to n-times. A smooth
function on R3 is often written as C∞(R3) since smooth means infinitely differentiable.
Looking at Eqs. (4) and (5), if one would use the transformation
A 7→ A+∇χ,
then one would have an inconsistency in the definition of the electric field — the electric
field would not be invariant under this transformation. One must also consider transforming
the scalar field such that
φ 7→ φ− ∂
∂t
χ.
Then one can clearly see
E = −∇
(
φ− ∂
∂t
χ
)
− ∂
∂t
(A+∇χ) ,
= −∇φ− ∂
∂t
A+∇
(
∂
∂t
χ
)
− ∂
∂t
(∇χ) ,
= −∇φ− ∂
∂t
A,
also leaving the electric field invariant. Note the sign change and the difference between
the space and time derivatives, these transformations have a natural analogue as four-
transformations. Namely, one can consider transforming the four-potential as
Aµ 7→ Aµ + ∂µχ,
since in coordinates this is φ
A
 7→
 φ− ∂tχ
A+∇χ
 .
This is exactly the classical transformation.
Remark. The Faraday tensor is invariant under this family of transformations.
F ′µν = ∂µA′ν − ∂νA′µ,
= ∂µ(Aν + ∂νχ)− ∂ν(Aµ + ∂µχ),
= ∂µAν − ∂νAµ + ∂µ∂νχ− ∂ν∂µχ,
= ∂µAν − ∂νAµ,
= F µν ,
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which holds due to Schwarz’s theorem for second partial derivatives — that partial derivatives
commute.
If one considers equation (8) under this transformation of the four-potential, one sees
∂νF
µν = ∂ν∂
µAν − ∂ν∂νAµ,
= ∂ν∂
µAν −Aµ,
= ∂µ∂νA
ν −Aµ,
= µ0J
µ.
The equation we need out of this is
∂µ∂νA
ν −Aµ = µ0Jµ. (10)
The symbol  was introduced above — this is either called the d’Alembert operator or
the wave operator since, when acting on a four-vector, this produces the wave equation
(including the factor of 1/c2 here for emphasis to recognise the wave equation);
0 = Aµ,
= ∂ν∂
νAµ,
= − 1
c2
∂2
∂t2
At +
∂2
∂x2
Ax +
∂2
∂y2
Ay +
∂2
∂z2
Az.
Written in Cartesian coordinates as above, this is easily recognisable as the wave equation!
One can introduce the Lorenz gauge, sometimes miswritten as Lorentz gauge due to this
gauge commonly being used in situations where Lorentz invariance is used etc. The Lorenz
gauge is a condition on the four-potential such that
∂µA
µ = 0. (11)
Considering a transformation of Aµ such that
Aµ 7→ Aµ + ∂µχ,
this implies that
∂µA
′µ = ∂µ (Aµ + ∂µχ) ,
= ∂µ∂
µχ,
= χ,
= 0.
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That is, that the twice-differentiable function, χ must also obey a wave equation; this
condition is also know as χ being a harmonic function. Combining Eqs. (10) and (11), one
has
Aµ = −µ0Jµ, (12)
and in the case where there are no currents or charges, this reduces down to the case of Aµ
obeying a wave equation.
Remark. If one considers the case where Aµ is static, i.e. ∂tAµ = 0, then Eq. (12) reduces
down to a Poisson equation,
∂i∂
iAµ = −µ0Jµ,
with the well-known solution
Aµ(x) =
µ0
4pi
∫
Jµ(x′)
|x− x′|dx
′.
The non-static generalisation of this is then
Aµ(x, t) =
µ0
4pi
∫
Jµ(x′, tr)
|x− x′| dx
′.
Here tr is a quantity called the "retarded time" since the potential at a given time and point
depends on the state of the charge/current when the electromagnetic waves propagated. This
is defined by
tr = t− |x− x′|,
where the modulus quantity is usually divided by the speed to make a time quantity (dimensional
analysis).
Example II.5. Returning to the case where Jµ = 0, one has the equation
∂α∂αA
µ = 0. (13)
One may consider a plane wave solution to this such as
Aµ = Cµeikνx
ν
, (14)
where Cµ is the amplitude vector and kµ is the wave four-vector. Substituting this Ansatz
and proceeding with the differentiation as completely shown in appendix A, one finds
0 = −kαkαAµ.
20
Since we are looking for nontrivial potentials, this leads to the condition that
kαk
α = 0,
which, when recalling the inner product, means that the wave four-vector is lightlike. Expanding
this in terms of the usual frequency and wave vector and including the factor of c for emphasis,
we know
kµ =
(ω
c
,k
)
,
from this we have
kµkµ = k · k −
(ω
c
)2
= 0,
=⇒ ω|k| = c.
This tells us the speed of propagation of the wave is the speed of light!
If one incorporates some quantum mechanics, namely the De Broglie wavelength formula
in four-form and remembering that the magnitude of the wavevector is the reciprocal of the
wavelength, one finds the four-momentum
pµ = ~kµ.
Taking the inner product,
pµpµ = ~2kµkµ = 0.
The four-momentum is thus a lightlike vector implying that the particle must be massless.
Thus we have deduced that to propagate electromagnetic waves, we require a massless particle
travelling at the speed of light — the photon!
III. ELECTROMAGNETISM IN CURVED SPACETIMES
All of the above theory generalises to the case where the base spacetime has curvature.
The method by which the equations are coupled to gravity in the curved spacetime is (often)
by replacing partial derivatives by covariant derivatives ∇µ and the Minkowski metric ηµν
by a general metric gµν by a process called minimal coupling. When acting on vectors, the
partial derivatives become covariant, defined as
∂µA
ν 7→ ∇µAν = ∂µAν + ΓνµρAρ,
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and when acting on covectors, one has
∂µBν 7→ ∇µBν = ∂µBν − ΓρµνBρ.
Here, Γνµρ are the Christoffel symbols defined by
Γνµρ =
1
2
gνα (∂µgρα + ∂ρgµα − ∂αgµρ) .
The covariant derivative arises since the standard partial derivative does not have the good
transformation rules of a tensor as described in section (II B 3) when applied to anything
other than functions in a curved spacetime. The Christoffel symbols arise as the objects
required to fix these transformation laws, however, since the transformation law for a scalar
function is χ′(x′) = χ(x), there is no need to add a Christoffel symbol, thus
∇µχ = ∂µχ.
Furthermore, one demands that the covariant derivative satisfies:
i) Metric Compatibility: ∇µgνρ = 0,
ii) Symmetry: Γνµρ = Γ
ν
ρµ.
This is called the Levi-Civita connection and it is uniquely defined by the Christoffel symbols.
One may apply minimal coupling first to the Faraday tensor as such
F µν = gµρgνσFρσ,
= gµρgνσ (∇ρAσ −∇σAρ) ,
= gµρgνσ
(
∂ρAσ − ∂σAρ − Γαρσ + Γασρ
)
,
= gµρgνσ (∂ρAσ − ∂σAρ) ,
= ∂µAν − ∂νAµ.
Here we once again retrieve the flat spacetime definition of the Faraday tensor!
Remark. One may apply minimal coupling to the same gauge symmetry on the vector
potential as before
Aµ 7→ Aµ +∇µχ, χ ∈ C2 (M)
and due to the equivalence of partial and covariant derivatives on scalar functions, this is
exactly the same transformation as before.
22
By the process of minimal coupling, one also receives the curved spacetime generalisations
of Maxwell’s Eqs., (8) and (9). These are
∇µF νµ = µ0Jν , (15)
∇[ρFµν] = 0. (16)
A. Curvature and Einstein’s Field Equations
For a spacetime to be curved, we need some sort of notion of curvature! To start, consider
Schwarz’s theorem — that partial derivatives commute — if we use our substitution rule, we
would have
∂µ∂ν 7→ ∇µ∇ν ,
with ∂µ∂ν = ∂ν∂µ. In fact, if we act on some covector field Bα,
∇µ∇νBα −∇ν∇µBα = (∂νΓαµρ − ∂µΓανρ + ΓβµρΓανβ
−ΓβνρΓαµα)Bα.
which in general is not zero. In fact, we define a new tensor, the Riemann curvature tensor
by
∇µ∇νBρ −∇ν∇µBρ = RαρνµBα, (17)
which is also equivalent to
∇µ∇νBρ −∇ν∇µBρ = RραµνBα. (18)
This equivalence can by shown using the following symmetries of the Riemann tensor,
gβαR
β
µνρ = Rαµνρ = −Rµανρ = −Rαµρν = Rνραµ,
which can be proved using local inertial frames.
Definition III.1. For any point x0 in a spacetime M there exists a local set of coordinate
such that in these coordinates
1) gµν(x0) = ηµν , 2) ∂ρgµν(x0) = 0.
The coordinate system is called a local inertial frame.
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Remark. Since the Christoffel symbols are defined entirely by the derivatives of the metric,
in a local inertial frame, one has
Γρµν(x0) = 0.
The proof that local inertial frames always exist is outlined in S. Carroll4 (p. 74). The
very existence of local inertial frames tells us that at any point, there exists a coordinate
system such that spacetime appears flat. The Riemann curvature tensor in a way is the
description of the lack of commutativity of covariant derivatives. One may contract the
Riemann curvature tensor with itself to form the Ricci curvature tensor,
Rαραµ = Rρµ.
By raising an index and contracting again, one forms a scalar quantity, the (Ricci) scalar
curvature:
Rρµg
ρµ = Rρρ = R.
This process of index raising and contraction is also known as taking the trace of the tensor
— think of taking the trace of some matrixMij, the trace is simply Tr(M) =
∑n
i=1Mii.
Definition III.2. A spacetime is flat if and only if the components of the Riemann curvature
tensor vanish everywhere.
Since the Riemann tensor is a tensor, if all components vanish everywhere in one coordinate
system, they vanish in all coordinate systems! Now we actually know why we describe
Minkowski spacetime as being flat!
In order to state Einstein’s field equations, we just need one last object, the energy-
momentum tensor. This is an object T µν which we require satisfy:
1) Symmetry: T µν = T νµ,
2) Tensor Transformation: T ′µν(x′) = Jµρ (x)J
ν
σ (x)T
ρσ(x),
3) Conservation Law: ∇µT µν = 0.
The energy-momentum tensor describes the matter in your spacetime. We will work with
the electromagnetic energy-momentum tensor defined as
T µν =
1
µ0
[
F µσF νσ −
1
4
gµνFσρF
σρ
]
.
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This has some interesting properties, and in matrix form this is
T µν =

1
2µ0
(E2 +B2) S1 S2 S3
S1 −σ11 −σ12 −σ13
S2 −σ21 −σ22 −σ32
S3 −σ31 −σ32 −σ33

µν
.
One may recognise some familiar objects, T 00 describes the energy, T 0i is the Poynting vector,
describing the energy flux, and σ is the Maxwell stress tensor! T µν has the property that
it is trace-free since 1/(2µ0) (E2 +B2) −
∑3
i=1 σii = 0. The Maxwell stress tensor can be
reviewed in Griffiths6 (p. 362-363), explicitly it is
σij =
1
µ0
(
EiEj − 1
2
δijE
2 +BiBj − 1
2
δijB
2
)
.
We are now ready to understand Einstein’s field equations! We first define the Einstein
tensor,
Gµν = Rµν − 1
2
gµνR.
Then Einstein’s field equations (without cosmological constant) are
Gµν = 8piGT µν .
The left hand side describes the geometry of spacetime and the right hand side describes the
matter in the spacetime. G is Newton’s gravitation constant. This equation can be written
in a different way by taking the trace of the equation (contracting with gµν). One then finds
R = −8piGT , thus
Rµν = 8piG (T µν − 1
2
gµνT ),
where T = Tαα is the trace of the energy-momentum tensor. For our energy-momentum
tensor, Tαα = 0 so we arrive at the Maxwell-Einstein equations,
Rµν = 8piGT µν . (19)
Remark. If the electromagnetic field is so weak that it does affect the curvature of spacetime
significantly, it suffices to use Eqs. (15) and (16). However if the electromagnetic field
does meaningfully affect the curvature of spacetime, one must use the full Einstein-Maxwell
equations (19).
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B. Electromagnetic Wave Equation in Curved Spacetime
Considering Eq. (15), we can rewrite this in terms of the four-potential (despite the
Faraday tensor being the same in flat and curved spacetimes, we shall now write it explicitly
with the covariant derivative for reasons which will become clear),
∇βFαβ = ∇β(∇αAβ −∇βAα),
= ∇β∇αAβ −∇β∇βAα,
= µ0J
α.
One may again employ the Lorenz gauge in its covariant form,
∇µAµ = 0.
This, as in the flat case, does not fully specify the gauge condition because one may still
transform the vector potential
∇µA′µ = ∇µ(Aµ +∇µχ) != 0.
So, we require the harmonic condition on the scalar function χ that
∇µ∇µχ = 0.
Now we have specified the gauge we want to use. In order to use this, the contraction must
happen between the vector potential and the first covariant derivative. However looking at
the first term in
∇β∇αAβ −∇β∇βAα = µ0Jα, (20)
we must commute the two covariant derivatives — yet this sounds a lot like the definition of
the Riemann tensor, (18)! We see
gασ∇β∇σAβ = gασ
(
∇σ∇βAβ +RβρβσAρ
)
,
= ∇α∇βAβ + gασRρσAρ,
= ∇α∇βAβ +R αρ Aρ.
Substituting this into Eq. (20),
∇α∇βAβ +RαρAρ −∇β∇βAα = µ0Jα,
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which under the Lorenz gauge reduces down to
−∇β∇βAα +RαρAρ = µ0Jα. (21)
Clearly in flat spacetimes, the covariant derivatives reduce to partial derivatives and there is
no Ricci tensor so this again yields the wave equation, Eq. (12). The left hand side of Eq.
(21) has a name of its own, the de Rham ’Laplacian’1 or the de Rham wave operator and one
may write this wave equation as [
∆(dR)A
]α
= µ0J
α.
A crucial point to notice is this wave equation has an explicit curvature term, it does not
simply follow the minimal coupling method since that would require covariant derivatives to
commute — the Ricci tensor term explicitly comes from this not occurring. The equation we
derived requires this term to imply conservation of charge. We now show a wave solution
using the geometrical optics approximation found in Wald19 (p. 71).
If one considers a vacuum spacetime, i.e. where Jα = 0, one may consider a solution to
−∇β∇βAα +RαρAρ = 0, (22)
in situations where the spacetime scale of variation of the electromagnetic field is much
smaller than that of the curvature, i.e. where spacetime does not curve significantly to affect
a wavelike solution. One would then expect to find solutions with nearly constant amplitude,
Aα = Cαeikµx
µ
, (23)
where derivatives of Cα are "small". One may then substitute this Ansatz into Eq. (22)
whilst neglecting the "small" derivatives of Cα and the Ricci curvature term;
−∇β∇βAα = 0. (24)
This calculation, found in appendix B, yields the condition
Aαkµkµ = 0.
Therefore, for a non-trivial wave solution, one requires
kµkµ = 0;
the same lightlike condition for the wave four-vector as in the flat spacetime situation!
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C. Electrodynamics in Curved Spacetimes
To speak of electrodynamics, one must first familiarise oneself with a few concepts. The
worldline, as mentioned in section IIB 2, is the trajectory of a particle. In our spacetimes,
this is an assignment
x : R→ R1,3 ∼= R4,
λ 7→ x (λ) =

t (λ)
x1 (λ)
x2 (λ)
x3 (λ)
 .
Where λ is a parametrisation and is not necessarily the (coordinate) time. Worldlines are
categorised into timelike, lightlike and spacelike again by the conditions in Eqs. (1), (2), (3)
where now we have our tangent vectors to be tµ = dxµ (λ) /dλ.
In Newtonian mechanics, the parametrisation is the coordinate time, however in relativistic
mechanics because this coordinate time is not invariant under transformations, one must use
a so called proper time. This is the time experienced by a timelike particle in its frame of
reference and this parametrisation is often called τ . Using our convention for metric signature
(-,+,+,+), one may write down a way to calculate this parametrisation;
gµν dx
µdxν = ds2 = −c2dτ 2,
leading to an expression as found in S. Carroll4 (p. 9)
∆τ =
∫ √
−gµν dx
µ
dλ
dxν
dλ
dλ.
This is the time interval experienced by by an observed moving along this timelike worldline.
The four-velocity is the normalised tangent vector (living in the future light cone11) to the
worldline of a particle. That is, the particle’s four-velocity is
uµ =
dxµ
dλ
,
and if the trajectory is parametrised by its proper time, λ = τ , then the four-velocity is
normalised,
gµνu
µuν = −1.
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In fact, the statement is stronger than this, the statement should be if and only if the
trajectory is parametrised by its proper time, the four-velocity is normalised.
Before writing down the dynamical equation for electromagnetism, one must first think
about what the equation F = ma means. The acceleration is the time derivative of the
velocity, however in Newtonian mechanics, time is the parameter — much like how τ is our
parameter for our four-velocity, so this would not obey our minimal coupling rule. If we
consider the parameter derivative for a general vector, we would have by the chain rule
dAµ(x(τ))
dτ
:=
dxµ(τ)
dτ
∂νA
µ(x(τ)).
Now, we can apply minimal coupling and define a ( covariant parameter derivative)
∇Aµ(x(τ))
dτ
:=
dxν(τ)
dτ
∇νAµ(x(τ)),
=
dxν(τ)
dτ
(
∂νA
µ(x(τ)) + Γµνρ(x(τ))A
ρ(x(τ))
)
,
=
dAµ(x(τ))
dτ
+ Γµνρ(x(τ))
dxν(τ)
dτ
Aρ(x(τ)).
Using instead of a general vector field, our four-velocity, we have
∇uµ(τ)
dτ
=
duµ(τ)
dτ
+ Γµνρ(x(τ))u
ν(τ)uρ(τ).
In general, the dynamical equation (the generalisation of F = ma) is
m
∇uµ(τ)
dτ
= F µ(x(τ)), (25)
where F µ is a so-called four-force. Using the concept of a four-velocity parametrised by
proper time, one can now write down the dynamical equation for electromagnetism:
m
∇uµ(τ)
dτ
= qF µνuν .
The right hand side of the equation describes the Lorentz force! m is the mass, q is the
charge of the particle, F µν is again the Faraday tensor, and uν = gµνuµ is the four-velocity.
D. Geodesics
An important example of equation (25) is when F µ = 0. In Newtonian mechanics, we
know that ma = 0 yields solutions of the form x = a + bt, straight lines. These are the
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shortest distances between two points in Euclidean geometry; the name for the shortest
distance is a geodesic. Now when F µ = 0, we recover the geodesic equation which is usually
written in terms of the worldlines:
d2xµ(τ)
dτ 2
+ Γµνρ
dxν(τ)
dτ
dxρ(τ)
dτ
= 0. (26)
This is a very important equation in differential geometry as it tells you the shortest path
between two points. An example would be if one used the metric for a sphere of radius 1,
ds2 = dθ2 + sin2 θdϕ2,
solving this equation would yield solutions of great circles — circles that pass through the
centre of the sphere, diving it into two equal parts. Solving this equation is not always the
easiest and often requires computation to get approximate solutions as you are required to
solve coupled ordinary differential equations!
The geodesic equation is more familiar to the reader than at first glance, it is actually the
Euler-Lagrange equation for two different action integrals. The first
S1 =
∫ √
−gµν dx
µ
dλ
dxν
dλ
dλ
and
S2 =
∫
1
2
gµν
dxµ
dλ
dxν
dλ
dλ.
The first has the more geometric meaning since the integrand,
√
ds2 = ds, is the line element
so by computing the Euler-Lagrange equations, one is literally minimising the path. The
second is computationally easier to work with and is in reality what is used since both have
the same Euler-Lagrange equations.
E. Noether’s Theorem
We take now a brief digression to discuss a fundamental theorem in physics, Noether’s
theorem. Noether’s theorem relates continuous symmetries to conserved quantities, sometimes
called a conserved current, or a Noether current16. The name current is motivated by
Noether’s theorem applied to electromagnetism and a conserved current implies a conserved
charge18 (p. 12-13.) but a conserved current is stronger than a conserved charge as it gives
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rise to conserved local quantities. We present Noether’s theorem in terms of classical field
theory.
Consider a field theory that is described by some Lagrangian L(ϕ(x), ∂µϕ(x)) and consider
a transformation of the field such that it leaves the Lagrangian invariant, that is
L(ϕ′(x), ∂µϕ′(x)) = L(ϕ(x), ∂µϕ(x)),
where the symmetry is parameterised by some λ for simplification of calculation.
The equations of motion for a Lagrangian describing a system provide the equations of
motion. In a classical field theory, the Euler-Lagrange equations are
∂L
∂ϕ(x)
= ∂µ
∂L
∂(∂µϕ(x))
.
Where the right hand side contains derivatives of the Lagrangian with respect to derivatives
of the field ϕ(x) — you consider ϕ(x) and ∂µϕ(x) to be independent variables. We now also
suppress the argument of ϕ.
Theorem III.1. If dϕ/dλ is a Lagrangian symmetry and ϕ satisfies the Lagrangian’s equa-
tions of motion, then
jµ =
∂L
∂(∂µϕ)
dϕ
dλ
,
is a conserved current, the Noether current.
Proof. If dϕ/dλ is a Lagrangian symmetry, then one may consider an infinitesimal change
with respect to λ. That is
dL
dλ
∣∣∣∣
ϕ′=ϕ
.
This will vanish if there is a Lagrangian symmetry16 (p. 145). One may now consider this
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derivative,
0 =
dL
dλ
,
=
∂L
∂ϕ
dϕ
dλ
+
∂L
∂(∂µϕ)
d
dλ
(∂µϕ),
(∗)
=
∂L
∂ϕ︸︷︷︸
LHS
dϕ
dλ
+
∂L
∂(∂µϕ)
∂µ
(
dϕ
dλ
)
,
(∗∗)
=
(
∂µ
∂L
∂(∂µϕ)
)
︸ ︷︷ ︸
RHS
dϕ
dλ
+
∂L
∂(∂µϕ)
∂µ
(
dϕ
dλ
)
,
= ∂µ
(
∂L
∂(∂µϕ)
dϕ
dλ
)
,
= ∂µj
µ.
(*) By commuting derivatives due to Schwarz’s theorem.
(**) By subtituting the left hand side of the Euler-Lagrange Equations for the right hand
side.
One may encounter the same argument but in terms of infinitesimals δϕ instead of
derivatives. To translate between the two, one simply replaces derivatives with respect to λ
by δ. Explicitly this would be dL/dλ 7→ δL etc.
We present Srednicki’s derivation16 (p. 149) of the energy-momentum tensor. Consider a
transformation of the field such that δL 6= 0 but is instead a total divergence, δL = ∂µF µ for
some F µ. Then one can still find a conserved current, this time given by
jµ =
∂L
∂(∂µϕ)
δϕ− F µ.
Investigating spacetime translations of the field such as ϕ(x) 7→ ϕ(x − a). By Taylor
expansion about x and letting y = x− a,
ϕ(x− a) = ϕ(y),
≈ ϕ(x) + (y − x)µ∂µϕ(x) + ...,
≈ ϕ(x) + (x− a− x)µ∂µϕ,
= ϕ(x)− aµ∂µϕ(x).
Thus an infinitesimal change of ϕ by ϕ(x) 7→ ϕ(x) + δϕ(x) leads to ϕ(x) 7→ ϕ(x)− aµ∂µϕ(x),
where we now identify δϕ(x) = −aµ∂µϕ(x). By considering the Lagrangian instead of
32
a function of ϕ(x) and ∂µϕ(x) but as just a function of x, L(x), one may consider the
Lagrangian symmetry, L(x) 7→ L(x − a) or infinitesimally L(x) 7→ L(x) + δL(x) where
δL(x) = −aµ∂µL(x) = −∂µ (aµL(x)). This is exactly the condition we considered above! We
now specialise δL(x) = ∂µF µ(x) to F µ = −aµL(x). This allows us to define our conserved
current (remembering the substitution between deltas and lambda-derivatives),
jµ =
∂L
∂(∂µϕ)
δϕ− F µ,
=
∂L
∂(∂µϕ)
(−aσ∂σϕ) + aµL,
=
∂L
∂(∂µϕ)
(−aσ∂σϕ) + aσgσµL,
= aσ
(
− ∂L
∂(∂µϕ)
∂σϕ+ gσµL
)
,
= aσT
µσ.
This defines our energy-momentum tensor,
T µσ = − ∂L
∂(∂µϕ)
∂σϕ+ gµσL.
F. Dipole Radiation
Consider the case of electric dipole radiation by imagining two small metal balls, connected
by a thin wire, separated by a distance d, with a charge oscillating between the two balls:
q(t) = q0 cos(ωt),
where ω is the angular frequency and the maximum value of the dipole moment is
p0 = q0d.
By Griffiths6 (p. 469-471), the scalar and vector potentials can be approximated by the
electric dipole approximation in cylindrical coordinates by
φ = −µ0p0ω
4pir
cos θ sin (ω (t− r)),
A = −µ0p0ω
4pir
sin (ω (t− r))zˆ,
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or as
Aµ = −µ0p0ω
4pir
sin (ω (t− r))

cos θ
0
0
1
 .
One should note that in the argument of the trigonometric functions, t− r = t− |x−x′| = tr.
This is the retarded time, since, at a point, the field is determined by the state of the potential
at the time when it propagated. Again, c = 1 so this might also be written tr = t− r/c.
Then using zˆ = cos θ rˆ − sin θ θˆ, one can calculate the fields that these potentials create,
which turn out to be
E = −µ0p0ω
2
4pir
sin θ cos (ω (t− r))θˆ,
B = −µ0p0ω
2
4pir
sin θ cos (ω (t− r))ϕˆ.
The Faraday tensor ends up as
F µν = −µ0p0ω
2
4pir
sin θ cos (ω (t− r))

0 0 1 0
0 0 1 0
−1 −1 0 0
0 0 0 0
 .
These fields correspond to waves of frequency ω, travelling radially at the speed of light. If
one recalls that the physical fields are taken to be the real part of a potentially complex field.
The case of dipole radiation is considered in this way in Jackson7 (p. 271) with what would
be
q(t) = q0e
−iωt,
leading to the fields
E = −µ0p0ω
2
4pir
sin θ eiω(r−t)θˆ,
B = −µ0p0ω
2
4pir
sin θ eiω(r−t)ϕˆ.
Taking the real parts of which recovers the same fields as in Griffiths. The strength of this
notation is that it allows one to recognise that both E and B are spherical waves - of the
form u(r, t) = 1/r F (r − t) + 1/r G(r + t)!
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FIG. 3. Spherical Wave with θ = pi/2
FIG. 4. Spherical Wave with θ = pi/2 from above.
As you can see as in Figs. 3 and 4, as r increases, the waves become weaker and weaker
in amplitude and become approximately plane-wave in nature!
G. Propagation of Radiation in Curved Spacetimes
We have seen that an oscillating dipole radiates electromagnetic waves and we have seen
in example (II.5) that electromagnetic waves are propagated by the photon which travels on
lightlike worldlines. Another term for lightlike is null. Light and, more generally, photons
travel on null geodesics. Geodesics were described in section IIID; the null part refers to the
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lightlike condition. Consider a general metric
ds2 = gµνdx
µdxν .
This would be null when
ds2 = 0.
Therefore, one considers the paths under this condition.
A useful geometry is the Schwarzschild geometry, described by the metric
ds2 = −
(
1− 2GM
r
)
dt2 +
dr2
1− 2GM
r
+ r2dΩ2,
which describes how a spherically symmetric object (such as a perfectly spherically symmetric
star) curves the spacetime about it. M is a mass parameter, related to the Newtonian mass
by M = 1/c2GMNewt, G is the gravitational constant. One may note that the case where
M = 0 gives the Minkowski metric of special relativity so this encompasses the case of no
mass too! The spherical symmetry is described by dΩ2 = dθ2 + sin2 θdϕ2, the metric for the
sphere12. Though this is not the most general form of this metric, one may also consider
ds2 = −F (r)dt2 + dr
2
F (r)
+ r2dΩ2, (27)
which encompasses metrics such as the Reissner-Nordström and Kerr metrics which describe
a non-rotating charged mass, and a rotating neutral mass respectively.
When studying the geodesics of null rays, one considers both radial, and non-radial null
rays. The radial case is when there is no motion within the angles, and the non-radial case is
when one does allow movement within the angles.
1. Radial Null Rays
One has ds2 = 0 for the null condition and the radial condition comes into play in the
Euler-Lagrange equations for the geodesic Lagrangian. To recall from section IIID, one has
S =
∫
Ldλ,
=
∫
1
2
gµν
dxµ
dλ
dxν
dλ
dλ,
=
∫
1
2
(
−F (r)t˙2 + 1
F (r)
r˙2 + r2θ˙2 + r2 sin2 θϕ˙2
)
dλ.
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Since these rays are purely radial one has θ˙ = ϕ˙ = 0 where a dot refers to differentiation
with respect to λ. The geodesic Lagrangian is then
L =
1
2
(
−F (r)t˙2 + 1
F (r)
r˙2
)
.
To refresh the reader, the Euler-Lagrange equations are
d
dλ
∂L
∂x˙µ
=
∂L
∂xµ
.
One can see that the geodesic Lagrangian is independent of t, therefore ∂L/∂t = const, and
we call this constant −E. More explicitly, by setting µ = 0, we have,
d
dλ
∂L
∂x˙0
=
d
dλ
pt︸ ︷︷ ︸
LHS of Euler-Lagrange Equations
=
∂L
∂x0
=
∂L
∂t
= 0.︸ ︷︷ ︸
RHS of Euler-Lagrange Equations
pt is the momentum conjugate to the time t in the context of Lagrangian mechanics. Taking
the derivative of L with respect to t˙, we have
pt = −F (r)t˙ = −E.
Our first conservation law! By abuse of notation, dt = E/F (r) dλ, then substituting into our
metric, we have
0 = −F (r) E
2
F 2(r)
dλ2 +
dr2
F (r)
+ r2dΩ2, (28)
=⇒ 0 = −F (r) E
2
F 2(r)
+
1
F (r)
r˙2 + r2
(
θ˙ + sin2 θ ϕ˙
)
, (29)
=
1
F (r)
(−E2 + r˙2) . (30)
This yields our second condition on our radial null rays,
r˙ = ±E.
This clearly has the solution
r = ±Eλ+ const.
One can solve for t in terms of r by realising that
t˙
r˙
=
dt
dλ
dλ
dr
=
dt
dr
= ∓ 1
F (r)
.
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Then one may solve this ODE to see
±t = r + 2GM ln
( r
2GM
− 1
)
+ const.
These were derived from the geodesic Lagrangian using the Euler-Lagrange equations so we
can clearly see that these are geodesics but it is not always so easy to see that these are still
null (lightlike). In appendix C, we show that these equations do give a lightlike solution as
expected (this was guaranteed by setting ds2 = 0 but practice is always useful!).
2. Non-Radial Null Rays
By the spherical symmetry of the geometry, one may choose coordinates such that, for
example, θ = pi/2 since a geodesic is described in an invariant plane15 (p. 11). Thus dθ = 0,
θ˙ = 0, and sin θ = 1. This simplifies the metric greatly,
ds2 = −F (r)dt2 + dr
2
F (r)
+ r2dϕ2.
In similar fashion to before, the geodesic Lagrangian in this case is
L =
1
2
(
−F (r)t˙2 + 1
F (r)
r˙2 + r2ϕ˙2
)
.
Upon inspection, one sees that the Lagrangian is independent of both t and ϕ, leading to
one of the same conservation laws as before,
F (r) t˙ = E,
explicitly
t˙ =
E
1− 2GM
r
as well as
pϕ =
∂L
∂ϕ˙
= r2ϕ˙ = `, (31)
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which describes a conservation of angular momentum. Returning to the metric,
0 = ds2 = −F (r)dt2 + 1
F (r)
dr2 + r2dϕ2,
=⇒ 0 = −F (r)t˙2 + 1
F (r)
r˙2 + r2ϕ˙2,
= − E
2
F (r)
+
r˙2
F (r)
+
`2
r2
,
=⇒ r˙2 = E2 − `
2
r2
F (r),
leaving the radial equation ODE,
r˙ = ±
√
E2 − `
2
r2
(
1− 2GM
r
)
.
This same equation can be found17 (p. 1) with differing constants, we have α = `, and
β = E/`. However, if one is simply interested in the orbit that the ray takes, one may look
at dϕ/dr = ϕ˙/r˙.
H. Gravitational Redshift
The effect of a mass curving spacetime causes a shift in the frequency of light/electromagnetic
radiation emitted by one particle observed by another and this has applications within
communication, such as two satellites communicating. We present here a geometric derivation
based on Schrödinger’s derivation14 (p. 47-53), modernised by J. Louko8.
p
q
p′ q
′
uµ(τ) vµ(τ˜)
Source Observer
fµ
γ′
γ
FIG. 5. Two observers and their respective worldlines, interacting via emission of photons.
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Consider Fig. 5 above. This shows two particles travelling along timelike worldlines,
parametrised by their own proper times, τ and τ˜ , each having their own four-velocities, uµ(τ),
vµ(τ˜). Naming the left hand side particle the source and the right hand side the observer,
consider when the source is at p along its worldline and it emits a photon that the observer
observes at point q. Then (very) shortly after, the source emits a second photon at point p′,
being observed at point q′. The world lines for each photon are
γ = xµ(λ),
γ′ = yµ(λ) = xµ(λ) + fµ(λ),
where both γ and γ′ are null geodesics and fµ is "small". From p to p′, the source moves a
distance of dτ(uµ)p = (fµ)p and the observer moves a distance of dτ˜(vµ)q = (fµ)q where dτ
is the proper time elapsed for the source between γ and γ′ and dτ˜ is similarly defined.
It is shown in appendix D that the quantity fµx˙µ is constant over γ. As a corollary of
this, and writing x˙ = dx/dτ , we have
(x˙µfµ)p = (x˙
µfµ)q,
(x˙µuµ)pdτ = (x˙
µvµ)qdτ˜ ,
=⇒ dτ
dτ˜
=
(x˙µvµ)q
(x˙νuν)p
,
where x˙µ is the tangent of the null geodesic that the photon takes and one might call this
instead wµ. Calling ν the frequency of the observed light, we now have
νemitted
νobserved
=
(wµvµ)q
(wσuσ)p
, (32)
our gravitational redshift formula! We can now calculate explicit examples using this.
1. Stationary Observers
M r1 r2
FIG. 6. Two stationary observers in the same radial line as the body of mass M .
Consider the case where both the source and observer are separated only radially and
neither are moving spatially. The light being emitted from the source being observed by the
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observer travels along a radial, null geodesic and we have explicit formulae for the elements
of the tangent vector of this geodesic! Choosing an energy scale such that E = 1, one has
wµ = (t˙, r˙, 0, 0) = (
1
F
, 1, 0, 0)13.
The four-velocities of the source and observer also take simple forms, simply being uµ =
(u0, 0, 0, 0) and vµ = (v0, 0, 0, 0). We have one final piece of information to use — since the
four-velocities are parametrised by proper time, each is normalised, thus one has that
−1 = uµuµ = −F (u0)2,
=⇒ u0 = 1√
F
.
The positive sign is chosen since the four-velocity points towards future regarding time; in
terms of the lightcone, the four-velocity lives in the future null cone rather than the past. We
can now use the redshift formula (32) to calculate what the redshift due to gravity would be!
Using the notation where Fi = 1 − 2GM/ri where the source is located at r1 and the
observer at r2,
νemitted
νobserved
=
(wµvµ)q
(wσuσ)p
,
=
w0v0
w0u0
,
=
1
F2
(−F2 1√F2 )
1
F1
(−F1 1√F1 )
,
=
√
F1
F2
.
Thus the final formula is given by
νemitted
νobserved
=
√√√√1− 2GMr1
1− 2GM
r2
. (33)
A formula often found in textbooks regarding gravitational redshift can be derived from this
under the assumption that r2 is located at infinity (in reality this just means that r2  1).
One can see that as ri →∞, Fi → 1. Then by rearranging, one has
νobserved =
1√
1− 2GM
r1
νemitted, (34)
≈
(
1 +
GM
r1
)
νemitted. (35)
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Where the approximation is the formula often found in textbooks to describe gravitational
redshift. This formula can be found in, for example, B. Carroll2 (p. 620) (by noting
νobserved = v∞ and νemitted = v0).
2. Radial Motion
Now we have the groundwork set, one can introduce the case where both the source and
observer are moving radially! The change to the setup is in the four-velocity of the source and
observer. We now have uµ = (u0, ur, 0, 0) and vµ = (v0, vr, 0, 0) such that uµuµ = vµvµ = −1,
i.e. that u and v are timelike. This translates to
−F1(u0)2 + 1
F1
(ur)2 = −1.
where we want to solve for the zeroth component. Solving and simplifying, we therefore have
u0 =
1
F1
√
F1 + (ur)2,
with the same calculation being made for v0!
The redshift formula now tells us that
νobserved
νemitted
=
w0u0 + w
1u1
w0v0 + w1v1
,
=
1
F1
(−F1u0) + 1F1ur
1
F2
(−F2v0) + 1F2vr
,
=
F2
F1
(
F1u
0 − ur
F2v0 − v2
)
,
=
F2
F1
(√
F1 + (ur)2 − ur√
F2 + (vr)2 − vr
)
.
Filling out this equation, one retrieves
νobserved
νemitted
=
1− 2GM
r2
1− 2GM
r1

√
1− 2GM
r1
+ (ur)2 − ur√
1− 2GM
r2
+ (vr)2 − vr
 , (36)
for the redshift due to both radial motion and a gravitational field described by the
Schwarzschild metric! Again under the stationary assumption and r2 lying at infinity,
we get the textbook definition!
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3. Radial and Azimuthal Motion
We can also go one step further with our calculations and allow azimuthal motion of
our source and observer. To do this, we require that our light travels on a null, non-radial
geodesic given by
wµ = (t˙, r˙, 0, ϕ˙) =
(
1
F
, 1, 0,
`
r2
)
,
and that our four-velocities are of the forms
uµ = (u0, ur, 0, uϕ) and vµ = (v0, vr, 0, vϕ). We write out explicitly that uµ = (−F1u0, 1F1ur, 0, r21uϕ)
to be clear on the lowered index form of the four-velocity. Again, the four-velocity must be
normalised such that
uµuµ = −F1(u0)2 + 1
F1
(ur)2 + r21(u
ϕ)2 = −1,
giving
u0 =
1
F1
√
F1 + (ur)2 + r21F1(u
ϕ)2.
The redshift formula gives us
wµuµ = −u0 + 1
F1
ur
(
1− `
2
r21
F1
)
+ `uϕ,
and
wµvµ = −v0 + 1
F2
vr
(
1− `
2
r22
F2
)
+ `vϕ.
We first define another function for simplicity,
α (F1, u) =
√
F1 + (ur)2 + r21F1(u
ϕ)2.
With α(F2, v) analogously defined. Taking the quotient and substituting in for u0, v0, and α
as required,
νobserved
νemitted
=
− 1
F1
α (F1, u) +
1
F1
(
1− `2
r21
F1
)
ur + `uϕ
− 1
F2
α (F2, v) +
1
F2
(
1− `2
r22
F2
)
vr + `vϕ
,
giving the equation for the redshift due to gravity and both radial and azimuthal motion:
νobserved
νemitted
=
F2
F1
α (F1, u)−
(
1− `2
r21
F1
)
ur − `F1uϕ
α (F2, v)−
(
1− `2
r22
F2
)
vr − `F2vϕ
 . (37)
For the sake of clarity, we omit writing in the full equation, substituting in for Fi.
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Together, Eqs. (33), (36), and (37) give the observed redshifts for different set ups between
observer and source and are relevant wherever the Schwarzschild geometry can describe a
spacetime such as outside the Schwarzschild radius of a Schwarzschild black hole, or near
to a star. The equations show the combined effects of both gravitational redshift and the
Doppler shift since both source and observer are moving.
4. On the Application of Gravitational Redshift Formulae
These equations are in what one calls "geometric units" since we set c = 1. In order to
use these formula, one must use dimensional analysis to rectify the dimensions of the terms
in each equation. Taking for example the term in Eqn. (37),
1− `
2
r21
F1,
and inspecting its dimensions, one finds that 1 and the second term are not consistent — one
cannot just subtract them from each other! The solution is dimensional analysis.
The dimension of a term is given by squared brackets and dimensions, or units, must be
consistent for the maths to make sense; you cannot add a length to a mass for example! In
our study, the only basic units we require are mass, time, and length. Therefore, all our
terms may be written as
[a] = LaT bM c,
with L representing length, T time, andM mass. A simple example to understand this concept
is if we take the area of a circle, pir2 and look at its dimensions. We have [pir2] = [r2] = L2.
We ignored the factor of pi since it is a scalar and has no units. We start with Fi.
[Fi] =
[
1− 2GM
ri
]
,
= [1]−
[
GM
ri
]
,
= [1]− L3T−2M−1 ·M · L−1.
This is because [G] = L3T−2M−1 and the units of the mass and radius are given by M and
L respectively. Therefore,
[Fi] = [1]− L2T−2.
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Thankfully, the speed of light has [c] = LT−1 so by multiplying the second term by 1/c2, the
units get cancelled out! This is the general process we follow, so we replace Fi = 1− 2GM/ri
by our non-dimensional Fi = 1− 2GM/rc2. We now state the dimensions of the other terms
to be non-dimensionalised. It is a good exercise to think about why these are true to check
one’s understanding of dimensional analysis.
[`] = [r2ϕ˙] = L2T−1 by Eqn. (31),
[uϕ] = [vϕ] = T−1,
[ur] = [vr] = LT−1,[
`2
r2i
]
= L4T−2 · L−2 = L2T−2,
[r21(u
ϕ)2] = [r22(v
ϕ)2] = L2T−2,
[`uϕ] = [`vϕ] = L2T−2.
The first two do not appear on their own, only in combination with other terms. We see
therefore that the terms that appear alone require either a factor of 1/c or 1/c2 (depending
on whether its dimensions are LT−1 or L2T−2) to be non-dimensionalised. If we insert this
into Eqn. (37), we have
νobserved
νemitted
=
F2
F1

√
F1 + (
ur
c
)2 + F1(
r1uϕ
c
)2 −
(
1−
(
`
r1c
)2
F1
)
ur
c
− F1 `uϕc2√
F2 + (
vr
c
)2 + F2(
r2vϕ
c
)2 −
(
1−
(
`
r2c
)2
F2
)
vr
c
− F2 `vϕc2
 . (38)
5. Open Problems
One may next consider interference that may come from a third observer giving off
electromagnetic radiation. As seen in the geometric optics approximation - where the
electromagnetic field variation is much smaller than that of the curvature - one expects to
find solutions with nearly constant amplitude. One may then look away from a radiating
dipole, where the spherical wave is approximately a plane wave. Within this approximation,
one may consider approximating this interference by the standard, flat spacetime methods of
plane wave interference, however this would be an area for further research.
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IV. CONCLUSION
We presented the reader the main relevant concepts of special relativity and special
relativistic electromagnetism in order move to present general relativistic electromagnetism.
To this end, we made accessible elementary ideas within differential geometry and more
advanced topics within mathematical physics to a reader who may not have encountered these
before. The topics within general relativistic electromagnetism were previously spread across
several large textbooks and were not easily approachable for students of electromagnetism
who may be encountering this mathematics for the first time, thus requiring a broad reading
list to study electromagnetism in curved spacetimes. A key new result within this work
is the derivation of what we believe to be two new equations determining the redshift of
light detected by a moving observer, emitted by a moving observer. These equations couple
together the effects of the Doppler shift and gravitational redshift to give a single equation,
depending on the geometry of the two moving observers. Further research in this area would
be in the direction of interference in curved spacetime. How a moving, radiating dipole might
affect communication between a source and observer for example.
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Appendix A: Flat Spacetime Wave Equation Example
One must first know that
∂νx
µ = δµν =
1 if i = j0 if i 6= j
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which is called the Kronecker delta. This is just (in this case) the four-dimensional identity
matrix, but its use is to change indices
Aµδνµ = A
ν ,
since we sum over the µ index and only the ν index remains! We now solve the flat spacetime
wave equation and find the condition on the wave vector. By Eq. (13) and (14);
0 = ∂α∂αA
µ,
= ∂α∂α
(
Cµeikνx
ν)
,
= Cµ∂α
(
i kνe
ikσxσ∂αx
ν
)
,
= i Cµ kν δ
ν
α ∂
α
(
eikσx
σ)
.
Recalling from raising and lowering indices that ∂α = ηαβ∂β
0 = i2Cµ kν δ
ν
α kσ δ
σ
β η
αβ eikρx
ρ
,
= −Cµ kνδνα kσδσβ ηαβeikρx
ρ
,
= −kαkβηαβAµ,
= −kαkαAµ.
This provides the calculation to continue the analysis of solutions to the derived wave
equation.
Appendix B: Geometric Optic Wave Equation Solution
This calculation is very similar to the above since the covariant derivatives are of scalar
functions and the change to using the general (inverse) metric tensor gµν . Utilising Eqs. (23)
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and (24),
0 = −∇β∇βAα,
= −∇β∇β
(
Cαeikµx
µ)
,
= −Cα∇β
(
ikµe
ikσxσ∂βxµ
)
,
= −iCα kµδβµ∇βeikσxσ ,
= −iCα kµδβµ
(
ikσe
ikρxρ∂βx
σ
)
,
= Cα δβµ δσβ kµkσ e
ikρxρ ,
= Cαeikρx
ρ
gβνδµν δ
σ
β kµkσ,
= Aαgβνδσν kσ δ
µ
ν kµ,
= Aαgβνkνkβ,
= Aαkνkν .
Appendix C: Radial Null Ray Geodesic Calculation
We have the equations
±t = r + 2GM ln
( r
2GM
− 1
)
+ const,
r = ±Eλ+ const,
θ = const,
ϕ = const.
For simplicity, we choose the positive sign in ± and the constants determined by initial
conditions to be zero. Differentiating with respect to our parameter λ, or quoting or t˙ and r˙
equations,
t˙ =
E
F (r)
=
E
1− 2GM
r
=
E
1− 2GM
Eλ
,
r˙ = E, θ˙ = 0, ϕ˙ = 0.
This allows us to construct our tangent vector to our geodesic,
Xµ(λ) =
(
t˙, r˙, θ˙, ϕ˙
)
,
=
(
E
1− 2GM
Eλ
, E, 0, 0
)
.
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Lowering using the Schwarzschild metric, we have
Xµ(λ) =
(
E
1− 2GM
Eλ
[
−
(
1− 2GM
Eλ
)]
, E
[
1
1− 2GM
Eλ
]
, 0, 0
)
,
=
(
−E, E
1− 2GM
Eλ
, 0, 0
)
.
We then use our criterion XµXµ = 0 to check this tangent vector (remember that XµXµ
refers to component-wise multiplication).
Xµ(λ)Xµ(λ) =
E
1− 2GM
Eλ
× (−E) + E
(
E
1− 2GM
Eλ
)
,
=
−E2
1− 2GM
Eλ
+
E2
1− 2GM
Eλ
,
= 0.
And this is thus a lightlike geodesic!
Appendix D: Proof that fµx˙µ is constant over γ
Proof given by J.Louko8. Given that γ′ is null, we have
0 = gµν(y)y˙
µy˙ν
Using a Taylor expansion to first order in f ,
= (gµν(x) + f
σ∂σgµν(x))
(
x˙µ + f˙µ
)(
x˙ν + f˙ ν
)
,
= gµν x˙
µx˙ν + x˙µx˙ν (∂σgµν) f
σ + 2gµν x˙
µf˙ ν .
We also have
gµν x˙
µx˙ν = 0
because γ is null, and also that
2gµν x˙
µf˙ ν = 2
d
dλ
(gµν x˙
µf ν)− 2fσ d
dλ
(gµσx˙
µ) .
Thus returning to the above equality and continuing, we have
0 = 2
d
dλ
(fµx˙
µ)− 2fσ
(
d
dλ
(gσµx˙
µ)− 1
2
(∂σgµν) x˙
µx˙ν
)
.
49
But the term within the bracket is zero since γ is a geodesic as this is the Euler-Lagrange
equation for L = 1
2
gµν x˙
µx˙ν .
d
dλ
(gσµx˙
µ)− 1
2
(∂σgµν) x˙
µx˙ν = 0 =⇒ 0 = 2 d
dλ
(fµx˙
µ) .
Which is exactly the condition telling us that fµx˙µ is constant!
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