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Resumen
Los métodos de reducción de dimensiones son utilizados en una gran variedad de aplica-
ciones en ciencias sociales, biológicas y de la salud. En particular, para la construcción de
ı́ndices de estatus socio-económico con el fin de clasificar a individuos u hogares y predecir
algún fenómeno social de interés resumido en una variable respuesta. En la práctica, los datos
contienen una mezcla de variables de diferente naturaleza, como ser continuas, categóricas
ordinales y dicotómicas. Por ello, algunos métodos usuales de reducción, sea componentes
principales o selección de variables en modelos de regresión, han sido extendidos para
contemplar otro tipo de variables además de las continuas. En esta tesis nos proponemos
extender el enfoque de Reducción Suficiente de Dimensiones basado en modelos, a problemas
de regresión en los que coexisten predictores continuos, ordinales y binarios. Adoptando el
enfoque de regresión inversa, en primer lugar abordamos el problema de reducción suficiente
de dimensiones para una regresión que involucra sólo predictores categóricos ordinales y una
variable respuesta de cualquier naturaleza. Suponiendo la existencia de variables latentes
subyacentes a las ordinales, distribuidas normalmente, identificamos una reducción suficiente
para la regresión, sin imponer ningún supuesto sobre la distribución condicional de la variable
respuesta. Para esta reducción suficiente, proponemos un estimador de máxima verosimilitud,
utilizando un algoritmo iterativo tipo EM para hacer factible la estimación en términos
computacionales y prácticos. Luego extendemos la metodoloǵıa para problemas de regresión
con predictores continuos, ordinales y dicotómicos. Para ello proponemos una determinada
factorización de la densidad conjunta condicionada de los predictores. A partir de dicha
factorización, usando un enfoque de variables latentes para los predictores ordinales, un
modelo normal para el subconjunto de variables continuas, y un modelo Bernoulli tipo Ising
para el subconjunto de variables dicotómicas, identificamos una reducción suficiente. Asimismo
obtenemos estimadores de máxima verosimilitud con un método iterativo que combina al
procedimiento EM con modelos tipo logit condicionales. Para los métodos propuestos se
presentan las correspondiente versiones regularizadas, para realizar conjuntamente selección
de variables y reducción de dimensiones. El desempeño de los métodos propuestos se muestran
por medio de una serie de simulaciones y de aplicaciones con datos reales para la construcción
de ı́ndices de estatus socio-económico con fines predictivos. Los resultados son comparados
con los arrojados por otros métodos alternativos de reducción de dimensiones, obteniendo
conclusiones a favor del uso del enfoque propuesto de reducción suficiente para variables mixtas.
Palabras clave: Subespacio de Reducción Suficiente; Variables Latentes; Familias Expo-
nenciales; Componentes Principales Ajustadas; Algoritmo EM; Modelo Ising; Selección de Va-
riables; ı́ndices SES; Encuesta de Hogares.
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PCApoly y NLPCA para predecir ingreso per cápita del hogar. . . . . . . . . . 56
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Introducción
En ciencias sociales y de la salud, diferentes medidas del nivel o estatus socio-económico de
los agentes son ampliamente utilizadas como predictoras de distintos comportamientos indivi-
duales o de resultados sociales (e.g. Roy and Chaudhuri 2009, Murasko 2007, Kamakura and
Mazzon 2013, Mazzonna 2014, Feeny et al. 2014). Para los gobiernos y organizaciones no gu-
bernamentales que llevan adelante diferentes poĺıticas o programas de protección social, resulta
crucial la predicción del nivel socio-económico de un hogar a través de la observación de varia-
bles simples que lo caracterizan (Mokomane 2012, Richardson and Bradshaw 2012). Desde esta
manera, los ı́ndices socio-económicos (́ındices SES ) tienen como objetivo describir fenómenos
sociales tales como el ingreso, la pobreza o cuestiones relacionadas con la salud (sintetizados en
una variable respuesta Y ), utilizando para su construcción variables indirectas (i.e. predictoras
X), generalmente de naturaleza categórica, que son más fáciles de obtener y de medir que la
variable de interés a predecir Y .
La noción de estatus socio-económico contempla diversas categoŕıas, incluyendo el ingreso
monetario, la riqueza (e.g. posesión de activos), el nivel educativo alcanzado, el tipo de empleo
u ocupación y otras aspectos que muestran una cierta estratificación acerca de la posición
económica o social de individuos, hogares u otro agregado social (Bollen et al. 2001). El ingreso
del hogar constituye una variable clave para representar el nivel socio-económico de los hogares,
y por ello es usada en los enfoques más tradicionales de análisis de la pobreza. Un claro ejemplo
lo constituye el enfoque de la ĺınea de la pobreza en base a ingresos relevados de una encuesta
de hogares, usado por muchos páıses para inferir la situación socio-económica de la población
(Mokomane 2012, Richardson and Bradshaw 2012).
Sin embargo, el ingreso monetario presenta varios problemas de captación en términos de
disponibilidad y credibilidad (Vyas and Kumaranayake 2006, Doocy and Burnham 2006). Por
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esta razón, comúnmente se elabora un ı́ndice de estatus socio-económico que busca ser una proxy
o predictor del ingreso, y está basado en variables que resultan más fáciles de observar y cap-
tar, tales como los activos del hogar (e.g. TV, radio, transporte), las condiciones habitacionales
(e.g. materiales de los techos, pisos y paredes de la vivienda) y otras variables que caracterizan
socialmente a los miembros, como su escolaridad y ocupación. La técnica más utilizada para la
elaboración de este tipo de ı́ndice (comúnmente denominado ı́ndice SES: Socio-Economic Status
index ) es la de Componentes Principales (PCA) (Merola and Baulch 2014, Hoque 2014), pro-
poniéndose recientemente algunas extensiones para variables categóricas ordinales (Kolenikov
and Angeles 2009).
A pesar del uso extensivo de PCA en la aplicaciones mencionadas, tal método no explota
toda la información contenida en las datos de entrenamiento, sea para predecir una variable
de interés o bien para estimar el efecto marginal del nivel socio-económico sobre una cierta
respuesta que se busca explicar. Más precisamente, dicho método no contempla la existencia
de alguna variable respuesta de interés Y (por ejemplo ingreso, pobreza monetaria, fertilidad,
consumo, etcétera), perdiendo aśı información relevante para los fines predictivos. Es decir que
si se desea predecir el ingreso de un hogar (i.e. ingreso como variable respuesta) utilizando
como predictoras un conjunto de variables proxy observables y se cuenta con una muestra o
sub-muestra de hogares con sus respectivos ingresos monetarios, el ı́ndice SES derivado de la
reducción v́ıa PCA puede utilizarse para predecir el ingreso de un hogar fuera de dicha muestra
pero no utilizará la información del ingreso relevado por los hogares contenidos en la misma.
El enfoque de Reducción Suficiente de Dimensiones (SDR), al igual que PCA, busca reducir
el espacio de covariables o predictoras X pero a diferencia de PCA utiliza información de la
variable respuesta que se está modelando. Espećıficamente, para un vector de p covariables
X ∈ Rp y una variable respuesta Y , SDR busca una reducción R(X) ∈ Rd, d ≤ p, de forma
tal que Y |X =d Y |R(X), donde Y |X denota la distribución condicional de Y dado X, y ’=d’
denota la igualdad en distribución. Gran parte de la literatura metodológica asociada a SDR
está basada en el enfoque de regresión inversa (i.e. X|Y ) desarrollado por Cook y varios co-
autores (e.g. Cook 1998b, Cook and Weisberg 1991b, Cook 1994, 1998a, 2007, Cook and Lee
1999, Bura and Cook 2001a, Cook and Yin 2001, Chiaromonte et al. 2002, Cook and Ni 2005b,
Cook and Forzani 2008, 2009).
Los métodos de estimación de la reducción R(X) en el marco de SDR pueden clasificarse
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básicamente en aquellos basados en los momentos de la distribución condicional de X|Y (e.g.
Li 1991b, Cook and Weisberg 1991b, Li 1992a, Bura and Cook 2001a, Xia et al. 2002b, Li
et al. 2005a, Cook and Ni 2005b, Zhu and Zeng 2006a, Cook and Li 2002b, Li and Wang
2007) y aquellos basados en modelos para la regresión inversa X|Y (Cook 2007, Cook and
Forzani 2008, 2009). Estas metodoloǵıas han sido desarrolladas originalmente en problemas de
regresión que involucran predictores continuos. Sin embargo, dadas las caracteŕısticas de las
variables comúnmente disponibles en las bases de datos sociales, resulta necesario extender la
metodoloǵıa de SDR a otros tipos de variables, en particular a variables categóricas.
Una extensión que puede aplicarse para variables dicotómicas o multinomiales (tipo Ber-
noulli) ha sido recientemente desarrollada en el marco de modelos lineales generalizados por
Bura et al. (2015). Sin embargo para la aplicación de construcción de ı́ndices, gran parte de las
variables usadas tienen una naturaleza ordinal, no pudiendo encuadrarse su distribución dentro
de la familia exponencial para la aplicación de tal extensión.
La presente tesis busca contribuir a la literatura existente extendiendo los métodos de
estimación de SDR para el caso de variables categóricas ordinales. A su vez, dado que en general
puede presentarse una mezcla de variables continuas, ordinales y dicotómicas, se propondrá un
estimador de la reducción que admita una combinación de estos tipos de variables, usando el
método que se desarrollará en primer lugar para las ordinales y la metodoloǵıa ya propuesta
en Bura et al. (2015).
Por lo tanto, el objetivo general de la presente investigación doctoral es extender los métodos
de reducción suficiente de dimensiones para su aplicación a la construcción de ı́ndices de estatus
socio-económico con el objeto de predecir una variable respuesta de interés cuando tenemos
predictores de naturaleza heterogénea.
Los objetivos espećıficos son:
1. Desarrollar métodos de reducción suficiente para modelos de regresión que involucran co-
variables categóricas ordinales, tomando como respuesta tanto variables continuas como
categóricas.
2. Identificar la reducción suficiente de dimensiones en problemas de regresión con predic-
tores de naturaleza mixta (continuas, ordinales y binarias).
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3. Extender métodos de estimación de la reducción suficiente que permitan combinar pre-
dictores continuos, ordinales y dicotómicos.
4. Aplicar estas metodoloǵıas a la construcción de ı́ndices de estatus socio-económico para
modelos que involucran diferentes tipos de respuestas, como ser ingreso per cápita para
respuesta continua y condición de pobreza, como respuesta discreta.
5. Evaluar el poder explicativo y predictivo de los indicadores de estatus socio-económico
construidos con las metodoloǵıa desarrollada, comparando los resultados con métodos
clásicos de reducción utilizados actualmente para la construcción de indicadores.
La tesis se organiza de la siguiente manera: En el Caṕıtulo 1 se expone el problema de construc-
ción de ı́ndices de estatus socio-económico, la definición de ı́ndice utilizada y una revisión de los
métodos actuales usados en la literatura y práctica reciente. Posteriormente, en el Caṕıtulo 2
se realiza una revisión de antecedentes sobre Reducción Suficiente de Dimensiones, exponiendo
algunas definiciones y resultados que constituyen la base para las extensiones propuestas en la
presente tesis. En el Caṕıtulo 3 se presenta un modelo para estudiar reducción suficiente para el
caso de predictores ordinales, proponiendo un estimador de máxima verosimilitud, y mostrando
algunas simulaciones para evaluar el método, y su aplicación con datos reales. El Caṕıtulo 4
presenta la extensión para estudiar reducción suficiente en problemas de regresión en los que
coexisten predictores continuos, ordinales y binarios, evaluando el método con simulaciones y
con una aplicación para la construcción de ı́ndices. Se finaliza la tesis con trabajos a futuro en
Caṕıtulo 5.
Caṕıtulo 1
Índices de Estatus Socio-económico
1.1. Introducción
En ciencias sociales existe un trasfondo tanto teórico como metodológico, en donde una se-
rie de conceptos que surgen de un amplio abanico de teoŕıas económicas, sociológicas, éticas y
poĺıticas, se traducen en cuantificar un cierto fenómeno social de interés a través diferentes me-
todoloǵıas y técnicas estad́ısticas. Es por ello que en este primer caṕıtulo de la tesis, abordamos
el problema de medición, a partir de detallar algunos conceptos, enfoques y definiciones que
hacen a la motivación central de la tesis; esto es, la construcción de ı́ndices socio-económicos a
partir de una nueva propuesta estad́ıstica.
Además de introducir algunos conceptos generales, vamos a dar la definición precisa de
ı́ndices que adoptaremos a lo largo de la tesis, y que será objeto de las aplicaciones posteriores.
También expondremos el alcance y las principales limitaciones de las metodoloǵıas estánda-
res para la construcción de ı́ndices que constituyen las metodoloǵıas más usuales adoptadas
por muchos gobiernos del mundo y organismos internacionales, para medir pobreza, y diseñar
poĺıticas y programas para diagnosticarla.
La construcción de ı́ndices de estatus socio-económico pueden tener varias motivaciones en
la aplicación. Entre las más usuales podemos nombrar:
(i) Necesidad de obtener simples mediciones para describir resumidamente la realidad social
y dar lineamientos para poĺıticas de mediano y largo plazo.
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(ii) Conocer la asociación o el impacto que tiene el estatus socio-económico sobre otros resul-
tados sociales, tales como la salud o el desempeño escolar de los niños (e.g. ı́ndice como
covariable en modelos de regresión).
(iii) Construcción de ı́ndices con fines predictivos de diagnóstico para su uso en poĺıtica foca-
lizadas de detección de pobreza. Ésta es la motivación para la construcción de ı́ndices de
estatus socio-económico en esta tesis. Un ejemplo de ello lo constituyen aquellos progra-
mas focalizados de reducción de la pobreza llevados a cabo por gobiernos y ONGs, en los
que se busca clasificar a hogares o individuos entre diferentes grupos socio-económicos a
fin de facilitar una ayuda focalizada en aquellos hogares más vulnerables. Este tipo de
ayuda suele definirse v́ıa un ı́ndice focalizado (comúnmente denominado Índice de Foca-
lización de Pobreza) y ha sido utilizado para implementar varios programas de reducción
de pobreza (e.g., el CAS en Chile, Sisben en Colombia, SISFOH en Perú, Tekoporá en
Paraguay, SIERP en Honduras, y PANES en Uruguay, entre otros). En general, el in-
terés está en la pobreza medida a partir del ingreso (medición directa), por ello dichos
programas suelen instrumentarse v́ıa transferencias monetarias o de bienes materiales no
asequibles por algunos hogares debido a limitaciones que se derivan de no poder percibir
un cierto nivel de ingreso. Por lo tanto es necesario conocer el monto del ingreso percibido
por el hogar al momento de evaluar al potencial beneficiario. Sin embargo, al basarse en
un auto-reporte, el ingreso declarado por el potencial beneficiario muy probablemente
esté sesgado debido a los incentivos que existen en torno a la ayuda económica y su rela-
ción con lo declarado (Doocy and Burnham 2006). Por ende, el objetivo aqúı es predecir
el ingreso o la pobreza (monetaria) de los hogares utilizando un conjunto de variables
más fáciles y rápido de recolectar que el propio ingreso, a fin de agilizar el programa.
Sin embargo, si para una muestra de entrenamiento se recolectan los ingresos, luego la
información contenida en el ingreso de esta muestra puede utilizarse para construir el
ı́ndice de estatus socio-económico (SES) que prediga la pobreza a partir de predictores
confiables de obtener, esperando con ello obtener un mejor poder predictivo, y con ello
una poĺıtica social más eficiente.
Cabe destacar que tanto para los puntos (i) como (ii), con fines más descriptivos que predictivos,
la metodoloǵıa de reducción suficiente presentada en esta tesis puede aportar un nuevo enfoque
para ı́ndices socio-económicos.
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Lo que resta del presente caṕıtulo se organiza de la siguiente manera. En la Sección 1.2
se esbozan los conceptos de estatus socio-económicos y pobreza. Luego en la Sección 1.3 se
presenta una definición formal de ı́ndices que adoptaremos en la tesis, exponiendo asimismo la
metodoloǵıa estad́ıstica que corrientemente se usa para estimar los parámetros (ponderaciones)
que involucra dicha definición de ı́ndices. Por último, en la Sección 1.4 se presenta la forma
en que vamos a concebir la construcción de ı́ndices bajo el enfoque de reducción suficiente de
dimensiones.
1.2. Marco Conceptual
El estudio de los estándares de vida de la población constituye un objetivo en común de la
Economı́a Poĺıtica desde Adam Smith hasta nuestros d́ıas (Sen 1984). Sin embargo, a lo largo
de la historia han existido diferentes concepciones respecto a lo que representan las nociones de
estándar de vida, bienestar y pobreza. Dichas concepciones resultan cruciales a la hora de pensar
en cómo medir el bienestar de una sociedad, a lo efectos de contar con un termómetro social
que constituya una gúıa para diseñar e implementar medidas de poĺıtica, directas e indirectas,
que tengan como fin el desarrollo económico y social.
Por lo tanto, antes de tratar el problema de la medición, conviene realizar un repaso sobre un
par de conceptos estrechamente relacionados, y enmarcados en la noción general de estándares
de vida y bienestar. En particular, vamos a focalizarnos en dos conceptos ligados entre śı: el de
Estatus Socio-económico y el de Pobreza. Al mismo tiempo, al momento en que tratamos de
precisar qué entendemos por estatus socio-económico o pobreza, van apareciendo las variables
relativas a dichos conceptos, de forma tal que de una manera progresiva se va arribando al
problema de la medición.
Básicamente, la forma en que estructuramos esta presentación, y la idea de presentar los
significados de estatus socio-económico y pobreza de acuerdo a la literatura predominante,
tiene que ver con la meta de la tesis y con las aplicaciones que se realizarán con la metodoloǵıa
estad́ıstica propuesta. Puntualmente, el objetivo de la aplicación es construir un ı́ndice de
estatus socio-económico (de aqúı en adelante, ı́ndice SES: Socio-Economic Status) para poder
predecir ingreso y pobreza de los hogares utilizando una muestra de entrenamiento. Por ende,
debemos tener en claro qué conceptos sociológicos y económicos existen para fundamentarlos,
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a los efectos de saber qué definición operativa se adopta y qué es lo que precisamente se
está midiendo al momento en que se construye un ı́ndice.
1.2.1. Estatus Socio-económico
No existe una definición cerrada, única y predominante de estatus socio-económico, sino
que el mismo queda conceptualizado de una forma unitaria (en el sentido de la unidad del
concepto), por una serie de categoŕıas sociales y económicas englobadas. Siguiendo a Bollen
et al. (2001), el estatus socio-económico se refiere a la posición de los individuos, familias,
hogares u otro agregado, respecto a una o varias categoŕıas conceptuales de estratificación
social. Tales categoŕıas incluyen el ingreso, el nivel educativo, el prestigio, el nivel cultural, el
tipo de ocupación, u otros aspectos que los miembros de una sociedad determinada consideran
relevantes.
A pesar de que esta perspectiva teórica general incluye varias categoŕıas, existen concepcio-
nes sobre estatus socio-económico que son esencialmente unicategóricas (conceptualmente) y
más aún, univariadas (i.e. factibles de representar con una sola variable), cuya ventaja principal
es la de brindar una interpretación más parsimoniosa del concepto. En esta ĺınea, se encuentra
el poder adquisitivo para representar el estándar de vida material (O’Donnell et al. 2007), cu-
ya variable de asociación directa es el ingreso, y sin dudas representa la primera categoŕıa (y
variable) que es tenida en cuenta en la definición de estatus socio-económico para el análisis
de pobreza y bienestar. Desde el punto de vista teórico, la elección del poder adquisitivo como
categoŕıa conceptual crucial, encuentra su fundamento en la influyente hipótesis del ingreso
permanente de Friedman (1957), donde se pone el acento en la categoŕıa más económica. Pero
la noción de ingreso de Friedman es más compleja (y completa) que el ingreso corriente que
usualmente se reporta las encuestas de hogares, al incluir en el mismo aspectos más relacionados
con la riqueza.
En general, ninguna de las categoŕıas conceptuales quedan directamente representadas por
determinadas variables, sino que en su mayoŕıa deben ser operacionalizadas v́ıa variables proxy
para su representación cuantificable. Aún para captar la categoŕıa más económica, muchos tra-
bajos recurren a la medición del SES a través de los activos del hogar o de variables relacionadas
al nivel educativo y a la situación ocupacional de los miembros del hogar (Bollen et al. 2001,
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Fernald 2007). Mientras que el primer tipo de variables se asocia a la noción de ingreso per-
manente (y riqueza), las últimas dos también pueden representar otras categoŕıas del estatus
socio-económico asociadas a la calidad de vida, el prestigio y el nivel cultural, entre otras (Sen
1999). Por su parte, Angeles and You (2007) analizando una de las principales encuestas de
hogares con una gran cobertura mundial (The DHS Program: Demographic and Health Sur-
veys), muestran que en la mayoŕıa de los páıses el estatus socio-económico queda representado
por variables que hacen referencia a la posesión de activos y bienes durables, y a la calidad
de la vivienda. Por otro lado, Mazzonna (2014) incluye el número de libros que existen en la
vivienda además de algunas caracteŕısticas demográficas y de la ocupación del jefe/a de hogar,
a los efectos de captar el nivel cultural en el SES.
Por ende, podemos afirmar que conceptualmente el estatus socio-económico comprende va-
rias categoŕıas, mas allá de la puramente económica que es representada por el ingreso como
poder adquisitivo para alcanzar cierto bienestar material. A su vez, tanto el poder adquisitivo
como las otras categoŕıas que caracterizan al estatus socio-económico, terminan siendo operati-
vas por medio de variables proxy que las representan; y la elección de las mismas para la tarea
de medición emṕırica, muchas veces queda supeditada a la disponibilidad que exista en la base
de datos, más que a la adopción de una postura teórica espećıfica.
1.2.2. Pobreza
El concepto de pobreza está muy ligado al de estatus socio-económico (SES), en el sentido
de que un SES bajo está asociado a privaciones de bienes materiales, culturales y de derechos
sociales (Sen 1999). Desde una perspectiva más estándar, la pobreza en general se define por las
privaciones en el bienestar que resultan de la incapacidad de cubrir las necesidad básicas indivi-
duales o familiares (World Bank 2000). Claramente, la categoŕıa a la que refiere tal concepción
está asociada al ingreso o consumo necesario para cubrir ciertas necesidades básicas (alimenta-
rias y no), y es lo que precisamente define la comúnmente llamada ĺınea de pobreza, computada
a partir de estimar el costo de una canasta básica alimentaria (según necesidades calóricas) y
de vestimenta, vivienda, entre otros bienes de consumo considerados necesarios. Este concepto
de pobreza apunta espećıficamente a la denominada pobreza monetaria o de ingresos (Wang
et al. 2016).
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Amarya Sen es quien introduce el concepto de pobreza multidimensional, postulando que
la pobreza, y con ella el bienestar general, no puede ser representada por una sola categoŕıa,
derivada de la falta de ingresos o de consumo, sino también a partir de privaciones de las
capacidades humanas (e.g. Sen 1984, 1993, 1999). Con esta concepción, parte del bienestar tiene
que ver con lo monetario por lo que puede representarse con el ingreso para cubrir las condiciones
básicas de vida, pero también existe un dominio no monetario expresado en la exclusión social,
entendida a partir de privaciones en educación, salud y vivienda que surgen de un dif́ıcil contexto
social (Wang et al. 2016). Es por ello que en la última década se ha difundido el uso de ı́ndices
de pobreza multidimensionales basados en este enfoque de las capacidades, buscando en este
proceso, las categoŕıas relevantes que caracterizan el nivel de pobreza y bienestar (e.g. Alkire
and Foster 2011, Alkire and Santos 2014, Caruso et al. 2015, Wang et al. 2016, entre otros).
Asumiendo el carácter multidimensional de la pobreza, resulta razonable esperar una re-
lación directa entre la pobreza de ingresos y la pobreza multidimensional. Wang et al. (2016)
muestran cómo un incremento en el ingreso reduce significativamente la pobreza multidimencio-
nal en cada categoŕıa incorporada, aunque dicho impacto es limitado, por lo que hay información
adicional en las medidas de pobreza multidimensional que no logra ser captada por la medida
de ingresos.
Por lo tanto, al igual que con el estatus socio-económico, en el concepto de pobreza, el
ingreso resulta ser una categoŕıa muy relevante, aunque no llega a abarcar una concepción más
general, como ser la del enfoque de capacidades.
En la presente tesis, sólo nos concentraremos en la pobreza medida a partir del ingreso
monetario corriente (i.e. considerando la ĺınea de pobreza) a la que tomaremos como variable
respuesta, mientras que para el SES (tomada como predictor) contemplaremos varias categoŕıas,
desde las privaciones habitacionales, hasta la educación y situación laboral de los miembros del
hogar. Esta elección, lejos de ser arbitraria, tienen que ver con el fin de la aplicación planteada
sobre el uso de ı́ndices SES, como detallamos la siguiente sección.
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1.3. Índices
En términos generales, los ı́ndices socio-económicos tienen como objetivo sintetizar o resumir
cuantitativamente algún fenómeno social o económico de interés (e.g. inflación, desempleo,
crecimiento, desarrollo, distribución o pobreza, entre otros). Por lo tanto, para el caso del estatus
socio-económico (SES) se busca un ı́ndice que capte sus categoŕıas conceptuales a partir de un
conjunto de variables.
En el siguiente apartado se presentan unas definiciones formales de ı́ndice SES, que son las
adoptadas comúnmente en este contexto, como aśı también en las aplicaciones de la presente
tesis.
1.3.1. Definición General
Supongamos que tenemos un conjunto de p variables tal que operacionalizan las categoŕıas
consideradas dentro del concepto de SES que deseamos abordar. La siguiente definición, for-
maliza la idea de un ı́ndice unitario (en relación al concepto y a la medida), pero multivariado
y multicategórico (en términos conceptuales).
Definición 1.1 Sean X1, . . . , Xp diferentes variables que caracterizan al hogar en términos
económicos y sociales, se define por ı́ndice de estatus socio-económico (SES) a
ISES = ϕ(X1, . . . , Xp)
donde ϕ : Rp −→ R es una función conocida de las variables socio-económicas.
Esta definición supone que la función ϕ es conocida. La metodoloǵıa más estándar para el
cómputo de ı́ndices SES, es asumir que ϕ es lineal, de forma tal que el ı́ndice se construye
simplemente como una suma ponderada de las p variables. De esta manera, tenemos la siguiente
definición:
Definición 1.2 Sean X1, . . . , Xp un conjunto de variables que caracterizan al hogar en térmi-
nos económicos y sociales, el ı́ndice de estatus socio-económico (SES) lineal está dado por la
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combinación lineal de dichas variables para un determinado vector de pesos fijos (ω1, . . . , ωp),
i.e.
ISES = ω1X1 + . . .+ ωpXp
Con esta definición, el problema de medición se traduce en encontrar los valores de ωj. Estos
coeficientes a priori no se conocen, por lo que deben ser estimados. Por ejemplo, en el marco
de poĺıticas focalizadas de pobreza, con una muestra (denominada de entrenamiento) debeŕıa
estimar (ω1, . . . , ωp) y que me de un buen ı́ndice ISES para implementar dicha poĺıtica de manera
coherente y eficiente.
Existen enfoques, comúnmente denominados naive, donde la elección de los ωj es arbitraria,
o bien el indicador es construido como la suma de variables dummy que indican si el individuo u
hogar posee cierto activo (O’Donnell et al. 2007). Para superar la arbitrariedad de estos enfoques
naive, los metodoloǵıas estad́ısticas de análisis factorial y componentes principales (PCA) se
han utilizado profusamente en la literatura emṕırica, prevaleciendo aún en la actualidad (Merola
and Baulch 2014, Hoque 2014).
1.3.2. Índice SES como Componente Principal
Dada la Definición 1.2 de ı́ndice SES, Filmer and Pritchett (1998, 2001) proponen el uso de
Componentes Principales (PCA) para estimar las ponderaciones ωj. De esta manera, el ı́ndice
SES queda definido como la combinación lineal de las variables originales utilizando la primer
componente del PCA.
Espećıficamente, para las variables originales X = (X1, . . . , Xp)
T , PCA define un nuevo
conjunto de k variables (k ≤ p), (P1, . . . , Pk) no correlacionadas y con varianza decreciente,
dadas por Pj = a
T
j X siendo aj el j-ésimo autovector de la matriz de covarianza de X, ordenados
de acuerdo al j-ésimo autovalor, en forma decreciente. Para el caso de ı́ndices SES se toma el
autovalor corresponiente al mayor autovalor, y se construye
ISES ≡ P1 = a11X1 + a12X2 + · · ·+ a1pXp,
donde a1 = (a11, a12, . . . , a1p)
T es el autovector correspondiente al mayor autovalor λ1 =
V ar(P1). De esta manera queda definido el ı́ndice SES v́ıa componentes principales.
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Comparado con la elección arbitraria de la metodoloǵıa naive, PCA resulta ser un criterio
más razonable para la obtención de los pesos ωj del ISES: logramos reducir la información de las
X en una sola dimensión maximizando la varianza (información contenida en ellas), y la com-
ponente seleccionada como ponderador no está correlacionada con las componentes restantes.
A su vez, posee la ventajas de ser fácil de aplicar y comprender. Por ello, muchos organismos
internacionales como el Banco Mundial y el programa DHS han adoptado esta técnica para la
construcción de ı́ndices de estatus socio-económico. También es lo que ha prevalecido para el
análisis emṕırico en ciencias sociales y de la salud, cuando se estudia el rol del SES sobre algun
fenómeno en particular cpara la construcción de ı́ndices SES, la metodoloǵıa del PCA es lo que
ha prevalecido en los últimos veinte años.
A pesar de ser una metodoloǵıa parsimoniosa para la construcción del ı́ndice SES, la me-
todoloǵıa del PCA descansa sobre el supuesto de que X es normal multivariada, por lo que
su aplicación resulta más acorde para datos continuos. Sin embargo, una de las caracteŕısticas
de las bases de datos sociales de individuos y/u hogares, es que la mayoŕıa de las variables
recolectadas son categóricas. El enfoque de Filmer and Pritchett (1998, 2001) tiene una moti-
vación más practica, a los efectos de tener un indicador del poder adquisitivo o de la riqueza,
en ausencia de datos de ingreso o gastos de consumo, aplicando PCA estándar independiente-
mente de cómo sea la naturaleza de las variables incluidas. Para remediar esta propuesta ad
hoc a este problema de medición, Kolenikov and Angeles (2009) proponen una extensión de
PCA para datos ordinales, en vista de que la mayoŕıa de las variables socio-económicas son
categóricas y, por lo general (aunque no siempre), tienen un orden natural respecto al estatus
socio-económico. Por ejemplo, la posesión de activos del hogar (TV, radio, internet, lavarropas,
etcétera), en general se imputan con variables binarias (i.e. si posee o no posee el bien) y estas
tienen un orden natural respecto al bienestar material del hogar (i.e. si tiene el bien, mayor
SES). Otro ejemplo lo constituyen las variables relacionadas con los materiales de la vivienda
(pisos, techo o paredes), que generalmente son capturadas con variables politómicas, con un
orden que va desde los materiales más precarios a aquellos de mejor calidad.
Básicamente, la solución de Kolenikov and Angeles (2009) consiste en utilizar correlaciones
policóricas entre las variables contenidas en X en lugar de la matriz de covarianza estándar
correspondiente. Linting and van der Kooij (2009) proponen extensión más flexible del PCA
que contempla la existencia conjunta de variables continuas y categóricas, como aśı también la
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posibilidad de relaciones no lineales entre las variables. Básicamente este método consiste en
re-escalar las variables originales, de forma que las variables transformadas poseen un dominio
numérico continuo. Tal re-escalamiento busca ser óptimo, en el sentido de que la varianza de
las variables transformadas, para un número de dado de componentes, sea maximizada.
Estas metodoloǵıas basadas en componentes principales, comparten una propiedad común,
y es que no contemplan la existencia de alguna variable respuesta, perdiendo aśı información
relevante respecto al fenómeno social particular que el ı́ndice busca explicar o predecir. El
enfoque de reducción suficiente de dimensiones se propone como una metodoloǵıa superadora
en este sentido.
1.4. Índices bajo el enfoque de Reducción Suficiente de
Dimensiones
En esta sección vamos ilustrar el interés práctico o aplicado del enfoque de Reducción Su-
ficiente de Dimensiones (SDR: Sufficient Dimension Reduction) en el contexto de construcción
de ı́ndices SES. No entraremos en el detalle mas formal sobre este enfoque, puesto que a ello
se aboca el Caṕıtulo 2. Aqúı queremos dejar sentado cómo el enfoque de SDR constituye una
forma novedosa de concebir la tarea de medición social, donde la existencia de una variable
considerada como respuesta juega un rol crucial respecto a la información que se extraiga del
conjunto de variables utilizadas para la elaboración de un ı́ndice.
Como antes, supongamos que tenemos un conjunto de p variables X relacionadas a las ca-
racteŕısticas socio-económicas de hogares que queremos reducir a un ı́ndice con el fin de predecir
una cierta variable respuesta Y , para la cual tenemos datos para una cierto sub-conjunto de
hogares que conforman la denominada muestra de entrenamiento. Usando el enfoque de SDR es
posible construir un ı́ndice SES que utilice la información de X que es relevante para Y . De esta
manera, se obtendŕıa un ı́ndice de estatus socio-económico funcional a lo que se desea explicar o
predecir. Ergo, podemos clasificar a los individuos u hogares no sólo por su similaridad respecto
las variables incluidas para medir el SES sino también por la contribución o influencia del SES
sobre la variable que deseamos conocer.
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Suponer que existe una variable respuesta de interés, constituye más una regla que una
excepción en las aplicaciones de ı́ndices SES. En general el mismo es incorporado como predictor
para explicar o predecir un cierto fenómeno social, tal como el ı́ndice de masa corporal y la
obesidad infantil (Murasko 2007, Fernald 2007), la fertilidad (Bollen et al. 2001, Kolenikov and
Angeles 2009), la estructura familiar (Mokomane 2012), el desempeño cognitivo y económico
en edad adulta (Mazzonna 2014), el estado de salud en general (O’Donnell et al. 2007), el nivel
de consumo (Kamakura and Mazzon 2013), y hasta el nivel de felicidad (Feeny et al. 2014),
entre otros.
Para el caso de los programas focalizados de pobreza, la variable respuesta es el ingreso o
la condición de pobreza basada en ingresos. De esta manera, si existe una muestra de entrena-
miento donde se revelaron los ingresos, además de las otras variables predictoras consideradas
para el SES, el enfoque de SDR usará esta información del ingreso para la construcción del
ı́ndice. Es decir que SDR ponderará cada variable en función de la relevancia que tiene sobre
la respuesta Y . Dada esta mayor información incorporada en la construcción del ı́ndice, se
esperaŕıa obtener mejores resultados predictivos, y con ello una ejecución mas eficiente del pro-
grama. Sobre el escenario planteado por este ejemplo, se mostrarán las aplicaciones del método
de SDR propuesto, y se comparará con las otras técnicas usuales de reducción de dimensiones,
a fin de mostrar el desempeño comparativo de esta metodoloǵıa. No obstante debe quedar claro
que, dado el abanico de posibilidades para la variable respuesta, la aplicación de ı́ndices SES
basados en SDR no se agota en este ejemplo, sino que consideramos que el enfoque de SDR
tiene un gran potencial para aplicaciones futuras sobre ı́ndices y medición de la pobreza.
Caṕıtulo 2
Reducción Suficiente de Dimensiones:
Antecedentes
2.1. Introducción
El presente caṕıtulo constituye la base sobre el cual se desarrollan las extensiones propues-
tas en la presente tesis. Espećıficamente, se brindarán algunas definiciones y resultados básicos
dentro del campo conocido como Reducción Suficiente de Dimensiones (SDR: Sufficient Dimen-
sion Reduction), realizando una breve revisión de antecedentes sobre enfoques y metodoloǵıas.
Lejos de ser exhaustiva, la exposición está pensada para que los desarrollos presentados en los
dos próximos caṕıtulos tengan un punto de apoyo en común, y que el aporte al conocimiento de
las extensiones de la tesis resulte más directo de captar. Por ende, los antecedentes presentados
están acotados a lo necesario para desarrollar los modelos y las metodoloǵıas propuestas en la
tesis. Por lo tanto, muchos tópicos dentro del área de SDR no son tratados; no por su relevancia,
sino por su menor conexión directa con los temas de la tesis. Para un análisis más exhausti-
vo y detallado sobre SDR puede consultarse Cook (2007, 1998b), y para una introducción de
reducción de dimensiones en general, puede verse Burges (2009).
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2.2. Reducción Suficiente de Dimensiones
2.2.1. Definiciones Básicas
La idea básica de reducción suficiente de dimensiones (SDR) en un problema de regresión
de una variable respuesta Y ∈ R sobre un conjunto de p predictores X ∈ Rp, es encontrar una
función R(X) ∈ Rd, con d ≤ p, que contenga toda la información de X que es relevante para
la respuesta Y . De Cook (2007), podemos dar la siguiente definición formal para SDR.
Definición 2.1 Una reducción R : Rp −→ Rd con d ≤ p es suficiente para la regresión de Y
sobre X si satisface
Y |X d= Y |R(X).
En la literatura de SDR suele presentarse el concepto de reducción suficiente a partir de defini-
ciones equivalentes, que aśı mismo permiten enfocar el problema de reducción suficiente desde
diferentes ángulos. Tales equivalencias se presentan en el siguiente lema.
Lema 2.1 Para el vector de predictores X ∈ Rp y la variable respuesta Y ∈ R, si R(X) es una
función medible en el conjunto de predictores, entonces tenemos que las siguientes afirmaciones
son equivalentes:
(i) Y X|R(X).
(ii) Y |X d= Y |R(X).
(iii) X|(R(X), Y ) d= X|R(X).
Mientras que la definición (ii) enfoca el problema de SDR a partir de la regresión original de
interés, la definición (iii) enfoca el problema a partir de la regresión inversa, i.e. X|Y ; y la
definición (i) refleja de mejor manera el sentido coloquial de SDR, en el sentido de que muestra
que la información contenida en X que no está contenida en R(X), no aporta información a la
variable respuesta. Mas allá de este sentido intuitivo, metodológicamente el enfoque con mayor
difusión es el de regresión inversa. La principal motivación de ello radica en las ventajas de
visualización de la dependencia de los datos. En lugar de analizar una variable respuesta sobre
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p covariables (con p > 2, ya el análisis gráfico queda descartado), el enfoque de regresión inversa
conlleva a analizar p regresiones con una sola covariable, lo cual facilita la modelización a partir
de una primera inspección gráfica. Además permite pensar a la reducción R(X) sin necesidad
de imponer un modelo a priori para Y |X.
Otra definición que necesitamos introducir es la de minimalidad.
Definición 2.2 Un reducción suficiente R(X) para la regresión de Y sobre X es minimal, si
para toda otra reducción suficiente U(X) para la regresión Y |X, R(X) es función de U(X).
Al igual que la definición de suficiencia, la de minimalidad está ı́ntimamente conectada con
la de estad́ıstico minimal suficiente, como también el lema que presentaremos a continuación
para encontrar reducciones minimales suficientes. Basados en el enfoque de regresión inversa,
si tenemos un modelo para la regresión X|Y podemos utilizar una extension del Lema de
Lehmann-Sheffé (ver Casella and Berger 2002) para encontrar una reducción suficiente minimal.
Lema 2.2 Sea la distribución condicional de X|Y tal que su función de densidad o de pro-
babilidad puntual viene dada por fX|Y,θ, siendo θ ∈ Θ ⊂ Rk el parámetro de la distribución
correspondiente, luego R(X) es una reducción suficiente minimal para Y |X si las siguientes
afirmaciones son equivalentes:
(i) Para dos puntos muestrales cualesquiera x y z,
fX|Y,θ(x|y,θ)
fX|Y,θ(z|y,θ)
no depende de y.
(ii) R(x) = R(z).
En su mayoŕıa, los desarrollos en SDR han estado más enfocados al caso de reducciones
lineales. Esto es, cuando R(X) = ΓTX, con Γ ∈ Rp×d y d ≤ p. En la presente tesis se
encuentran reducciones no necesariamente lineales, aunque śı lo serán respecto al estad́ıstico
suficiente. Si bien para la aplicación a ciencias sociales que consideraremos la reducción lineal
tiene sus ventajas en términos de la interpretación del ı́ndice SES, ya que cada elemento de Γ
constituiŕıa la ponderación de cada variable para construir el ı́ndice, pueden existir interacciones
de diferentes órdenes entre los predictores que aportan información relevante para la respuesta,
siendo por ello incluidas en la reducción suficiente, obteniendo con ello una SDR no lineal.
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Cuando consideramos reducciones lineales, si ΓTX es una reducción suficiente entonces
βΓTX también lo será, para cualquier matriz β no singular d× d. Luego, en el caso de reduc-
ciones lineales, lo que nos interesa identificar es el subespacio generado por las columnas de Γ,
denominado en la literatura como subespacio de reducción suficiente.
Definición 2.3 Sea R(X) = ΓTX una reducción suficiente para la regresión Y |X, luego
SΓ ≡ span(Γ)
se denomina Subespacio de Reducción Suficiente.
Cabe notar que si tomamos Γ = Ip, luego R(X) = ΓTX = X será una reducción suficiente.
Dicha reducción es comúnmente denominada reducción trivial. No obstante, estamos interesados
en obtener una reducción de dimensión lo más chica posible. De la misma manera que definimos
reducción suficiente minimal, tenemos el análogo para el subespacio de reducción en el contexto
de reducciones lineales.
Definición 2.4 Sea S un subespacio de reducción suficiente correspondiente a la regresión
Y |X, si
dim(S) ≤ dim(SSDR)
para todo SSDR subespacio de reducción suficiente, luego S se denomina Subespacio de Re-
ducción Suficiente Minimal.
En particular, si existe un S subespacio de reducción suficiente tal que S ⊂ SSDR para todo
SSDR subespacio de reducción suficiente, dicho subespacio, denotado comúnmente por SY |X, se
denomina Subespacio Central y constituye el único minimal (para un mayor desarrollo ver
Cook (1998b)).
En el próximo apartado, resumiremos los principales enfoques de SDR, presentando los
enfoques clásicos y los nuevos desarrollados basados en modelos, que son los que usaremos en
esta tesis.
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2.2.2. Enfoques y métodos en SDR: Una breve revisión
Una de las caracteŕısticas de la mayoŕıa de los métodos de reducción propuestos es que cons-
tituyen proyecciones del vector de predictores a subespacios de dimensión inferior. Esto significa
que inmediatamente las reducciones suficientes son lineales, y con ello las metodoloǵıas asocia-
das. Una vez identificada la reducción suficiente o una parte de la misma, está el problema de
estimación. Las primeras metodoloǵıas se basaban en que, bajo ciertas condiciones, el momento
de orden 1 y/o 2 de X|Y está contenido en Σ−1SY |X con Σ = cov(X), por lo que las primeras
propuestas para estimar la reducción suficiente de dimensiones de la regresión Y |X se basaron
en la utilización de estimadores de momentos de la regresión inversa.
Dentro del enfoque basado en los momentos, existen varias metodoloǵıas para estimar la
reducción suficiente de la regresión de Y sobre X; todas ellas fundamentadas en el estudio de
los momentos o funciones de los momentos, de la distribución condicional de X|Y . Ejemplos
destacados de metodoloǵıas bajo este enfoque son, SIR de Li (1991a), SAVE de Cook and
Weisberg (1991a), pHd deLi (1992b), PIR de Bura and Cook (2001b); MAVE de Xia et al.
(2002a) Li et al. (2005b), Cook and Ni (2005a), Zhu and Zeng (2006b), Cook and Li (2002a),
y DR de Li and Wang (2007)). Todos estos métodos fueron desarrollados para predictores
continuos.
Con el fin de encontrar reducciones mas exhaustivas, se estudiaron reducciones no necesa-
riamente lineales. Para ello se desarrollaron una serie de trabajos, combinando SDR con núcleos
o kernels (Akaho 2001, Fukumizu et al. 2009, Fukumizu and Leng 2014, Wu et al. 2008, Hsing
and Ren 2009, Yeh et al. 2009, Zhu and Li 2011). En esta misma ĺınea, Li et al. (2011) usa
support vector machine para estimar la reducción suficiente (denominado Principal Support
Vector Machine (PSVM)), y constituye en śı un método no lineal, para el cual deben selec-
cionarse algunas funciones o parámetros, tal como son las funciones de núcleos y las ventanas
utilizadas. Por su parte, Lee et al. (2013) considera el caso en que Y X|E(Y |X) y propone
una generalización de las metodoloǵıas basadas en momentos SIR (GSIR) y SAVE (GSAVE),
usando el enfoque basado en núcleos. En general, estos enfoques mencionados siguen siendo
intŕınsecamente lineales en el sentido de que, si bien para estimar la reducción se trabaja sobre
un espacio transformado de las variables X e Y para aśı captar la mayor información posible
de los predictores y la respuesta, y con ello obtener reducciones no necesariamente lineales de
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X, se terminan aplicando métodos lineales de SDR tradicionales sobre dicho espacio transfor-
mado (Duarte 2016). Otra caracteŕıstica de estos métodos de estimación es que también están
basados en momentos de la regresión inversa.
Cook (2007) introduce el enfoque basado en modelos sobre la regresión inversa X|Y , con
el fin de identificar reducciones suficientes para la regresión Y sobre X. Cook (2007) y Cook
and Forzani (2008, 2009) estudian el caso en que X|Y se distribuye normalmente, y a partir de
aqúı proponen dos métodos: Componentes Principales Ajustados (Principal Fitted Components,
PFC) y el método LAD (Likelihood Acquired Directions). La ventaja de este enfoque es que
permite obtener una reducción suficiente conteniendo toda la información de X que es relevante
para Y , con la posibilidad de obtener además, estimadores de máxima verosimilitud (en base a
un modelo) que son óptimos en términos de eficiencia y
√
n-consistentes aún cuando el modelo
X|Y no es totalmente correcto.
Cuando suponemos que X|Y se distribuye normalmente con matriz de covarianza constante
(respecto a Y ) es posible obtener, utilizando máxima verosimilitud, reducciones minimales sufi-
cientes (Cook and Forzani 2008). No obstante cuando cov(X|Y ) depende de Y , la minimalidad
de la reducción suficiente no es posible obtenerla con estas metodoloǵıas (Cook and Forzani
2008). Sin embargo, ellos encuentran el subespacio central para este modelo.
Por otra parte, Bura and Forzani (2015) identifican reducciones no lineales en base al enfoque
basado en modelos. Asumiendo una distribución eĺıptica para la regresión inversa de la forma
X|Y ∼ E(µy,∆, gy) donde µY es la media, ∆ la varianza y gY la densidad, demuestran que la
reducción minimal suficiente ya no es lineal, excepto para el caso normal de varianza constante.
Es decir, prueban que si X|Y ∼ E(µy,∆, gy), existe una reducción suficiente lineal no trivial si
gY es la densidad normal con varianza constante. Mas espećıficamente, cuando los datos no son
normales pero tienen una distribución eĺıptica, muestran que ΓTX es suficiente para la regresión
de Y sobre X śı y sólo si Γ = Ip. En este contexto, una reducción suficiente de X para la regresión
de Y sobre X, contiene una componente lineal y otra no lineal. Más aún, demuestran que si
X|Y tiene una distribución eĺıptica, con los métodos de SDR lineales a lo sumo sólo pueden
obtenerse algunos elementos del subespacio central, y nunca se podrá estimar exhaustivamente
alguna reducción suficiente no trivial, por el hecho de que se omite la componente no lineal. De
esta manera, este enfoque es el primero en dar reducciones suficientes genuinamente no lineales.
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En la siguiente sección se expone el caso más general de SDR para familias exponenciales,
y luego, como caso particular, se identifica la reducción para el caso normal con varianza
constante, lo que da origen al método de Componentes Principales Ajustadas (PFC).
2.3. Reducción para Familias Exponenciales
Los métodos de reducción suficiente han tenido un mayor desarrollo para el caso en que
los predictores X son continuos. Sin embargo, existen algunas contribuciones tempranas que
abordaron el problema de reducción suficiente en problemas de regresión con predictores tanto
continuos como categóricos. Tal es el caso de Chiaromonte et al. (2002), quienes proponen un
método para SDR sobre los predictores continuos para cada sub-población definida a partir de
las categoŕıas (finitas) de los predictores categóricos. Por ello, tal enfoque está destinado más a
encontrar una reducción sobre las variables continuas considerando la presencia de categóricas,
que en reducir conjuntamente todo el vector de predictores (tanto continuos como categóricos).
Además, adoptan supuestos muy restrictivos sobre la estructura de correlación entre las varia-
bles. En particular, suponen que no hay correlación entre las continuas y las categóricas, como
aśı también que los predictores continuos tienen una estructura de covarianza que es invariante
entre las diferentes sub-poblaciones que definen las variables categóricas. Wen and Cook (2007)
presentan una propuesta superadora en este sentido, aunque mantienen la idea de encontrar
una reducción suficiente para el conjunto de continuas en cada sub-población definida por la
categoŕıa de forma separada. No obstante, no abordan la de variables reducción de categóri-
cas y continuas de modo conjunto, y su enfoque se torna intratable cuando se tienen muchas
categóricas.
El trabajo de Cook and Li (2002b) constituye un primer aporte en SDR que contempla
la reducción conjunta de predictores continuos y categóricos, proponiendo la idea de trabajar
reducción suficiente en el marco de familias exponenciales para el conjunto de predictores X
dada la variable respuesta Y . Una limitación relevante de esta metodoloǵıa es el supuesto de
independencia condicional entre los predictores contenidos en X dada la variable respuesta. Tal
limitación es superada con la propuesta de Bura et al. (2015), sobre la cual se basa una parte
importante de la presente tesis; y de hecho busca ser una extensión de la misma.
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Por ende, en esta sección se exponen algunas definiciones y resultados de RSD para fami-
lias exponenciales, siguiendo a Bura et al. (2015) y Duarte (2016). Se propone también una
generalización ante la presencia de parámetros tipo nuisance, en el sentido que no dependen
de la respuesta Y . En general, para un vector de variables aleatorias X = (X1, . . . , Xp)
T con
distribución Pθ de parámetro θ ∈ Θ ⊂ R
k, decimos que dicha variable pertenece a una familia
exponencial de k−parámetros si la función de densidad o probabilidad puntual puede escribirse
de la forma
f(X,θ) = exp
(
η(θ)TT(X)− ψ(θ)
)
h(X), (2.1)
donde η(θ) = (η1(θ), . . . , ηk(θ))
T es el vector de parámetros naturales de la familia exponencial
exponencial, los que son dos veces continuamente diferenciables respecto a θ y la respectiva
matriz Jacobiana tiene rango completo, T(X) = (T1(X), . . . , Tk(X))
T es el estad́ıstico suficiente
de la familia para η(θ), h(X) es una función positiva de X, y ψ(θ) es tal que f(·) constituye
un densidad (o función de probabilidad puntual).
En muchos casos (principalmente para la inferencia estad́ıstica), interesa un cierto sub-
conjunto de los parámetros, o una determinada función de los mismos, denominando al resto
parámetros nuisance (Jørgensen and Labouriau 2012). Si escribimos η(θ) = (η1(θ),η2(θ)) y
el interés está sobre η1(θ), mientras que η2(θ) juega un rol de una función nuisance de los
parámetros, luego la familia exponencial (2.1) puede escribirse de la forma
f(X,θ) = exp
(
ηT1 (θ)T1(X) + η
T
2 (θ)T2(X)− ψ(η1(θ),η2(θ))
)
h(X). (2.2)
En tal caso, T1(X) será un estad́ıstico suficiente para η1(θ) y T2(X) será un estad́ıstico sufi-
ciente para η2(θ) (Chang and Liang 1994).
En el marco de estudio de SDR para la regresión de Y sobre p predictores X, bajo el enfoque
de reducción inversa se supone que X condicionado a Y tiene una distribución perteneciente
a la familia exponencial. Luego, de acuerdo a (2.2), podemos extender la formulación de Bura
et al. (2015) y suponer que su función de densidad viene dada por
f(X|ηy, Y = y) = exp
(
ηTy T(X) + η̃
TU(X)− ψ(ηy, η̃)
)
h(X), (2.3)
donde esta representación divide al parámetro natural ηTy = (ηy1, . . . , ηyk1)
T en k1 funciones de
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Y y en k2 parámetros independientes de Y dado por η̃ = (η̃1, . . . , η̃k2), con k1 + k2 = k ≥ p.
El estad́ıstico T(X) es suficiente para ηTy , mientras que U(X) es auxiliar (ancillary) para η
T
y ,
en el sentido de que EY (U(X)) no depende de Y Lehmann and Casella (2003). En el marco
de SDR, el parámetro de interés es ηTy y en el marco de Modelos Lineales Generalizados, dicho
parámetro natural se especifica linealmente como función de Y . Siguiendo a Bura et al. (2015),
podemos escribir
ηY = η̄ + ΓνY (2.4)
donde η̄ = EY (ηY ), Γ ∈ Rk1×d es una matriz semiortogonal de rango completo tal que sus
columnas forman una base para el span{ηy − η̄ : y ∈ Y}, siendo Y el espacio muestral de Y ,
EY (νY ) = 0 y EY (νY ν
T
Y ) definida positiva. Puntualmente, siguiendo a Cook (2007) y Cook
and Forzani (2008), νY puede ser modelado linealmente respecto a una función conocida de Y ,
fY ∈ Rr, de la forma νY = β(fY − f̄Y ), donde f̄Y = EY (fY ) y β es una matriz de orden d × r
de rango d ≤ mı́n(k1, r). Luego (2.4) puede escribirse de la forma
ηY = η̄ + Γβ(fY − f̄Y ) (2.5)
= η̄ + D(fY − f̄Y ),
donde D = Γβ. En (2.5) se admiten dos representaciones para modelar ηY , una mediante un
modelo lineal de rango reducido, y la otra con un modelo lineal generalizado sin restricción. En
el siguiente teorema extendemos el Teorema 1 de Bura et al. (2015) para identificar la reducción
suficiente para la regresión original Y |X, la cual será lineal en el estad́ıstico suficiente T(X)
aunque no necesariamente en X.
Teorema 2.1 Asumiendo que X|Y tiene la densidad (2.3), la reducción suficiente minimal
para la regresión Y |(X) estará dada por
R(X) = aT (T(X)− E(T(X)),
donde T(X) es el estad́ıstico suficiente para ηY de la familia exponencial definida por (2.3) y
Sa = span{ηY − η̄ : Y ∈ Y}, donde Sa ≡ span(a).
Prueba. Siguiendo a Bura et al. (2015), por el teorema de Lehmann-Sheffe, tenemos que la
reducción aT (T(X)−E(T(X)) será suficiente minimal si para dos puntos muestrales cualesquie-
ra x y x̃, tener log
(
fX|Y (x)/fX|Y (x̃)
)
independiente de Y es equivalente a aTT(x) = aTT(x̃).
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Por hipótesis fX|Y está dada por (2.3), luego si log
(
fX|Y (x)/fX|Y (x̃)
)
es independiente de Y ,
vamos a tener que
log
fX|Y (x)
fX|Y (x̃)
= log
h(x)
h(x̃)
+
{
ηTY [T(x)−T(x̃)] + η̃T [U(x)−U(x̃)]
}
= c, (2.6)
siendo c una contante independiente de Y . Luego, al tomar esperanza con respecto a Y y
considerando que η̃ es independiente de Y , la ecuación (2.6) es equivalente a
(ηY − η̄)T [T(x)−T(x̃)] = 0. (2.7)
Sea a ∈ Rk1×d tal que sus columnas generan el span{ηY −η̄, Y ∈ Y}, luego (ηY −η̄) = aνY para
algún νY ∈ Rd y para todo Y ∈ Y . Luego, (2.7) puede escribirse como νTY aT [T(x)−T(x̃)] = 0
puesto que por hipótesis EY (νY ν
T
Y ) es definida positiva. Al valer para todo Y ∈ Y , se tiene que
aTT(x) = aTT(x̃) y por ende, aT (T(x)−E(T(x)) es una reducción suficiente minimal para la
regresión Y |X. 
Para la estimación, tomando la especificación general de (2.5), Bura et al. (2015) proponen
un estimador de máxima verosimilitud para una base del span(D) o del span(Γ), para un modelo
de rango completo y de rango reducido, respectivamente, adaptando un algoritmo tipo IRLS
para tales fines. Como se verá a continuación, para el caso normal, el estimador de máxima
verosimilitud de la reducción tiene una forma expĺıcita.
2.4. Caso Normal: Componentes Principales Ajustadas
Dentro del enfoque de regresión inversa, si X|Y se distribuye normalmente, tenemos un caso
particular de familia exponencial. En particular, siguiendo a Cook (2007) y Cook and Forzani
(2008), supongamos que X|Y = y ∼ N(µy,∆) con
µy = µ̄+ Γνy + ε, (2.8)
donde µ̄ = E(X), Γ ∈ Rp×d es una matriz semiortogonal de rango completo tal que sus columnas
forman una base para SΓ = span{µy − µ̄ : y ∈ Y}, νy = ΓT (µy − µ̄) ∈ Rd y ε ∼ N(0,∆),
independiente de Y . Para el modelo (2.8), Cook (2007) demuestra que R(X) = ΓT∆−1X es
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una reducción suficiente para la regresión Y |X. En particular, cuando parametrizamos νY =
β{fY − E(fY )} para alguna función conocida fY ∈ Rr de Y y para alguna matriz β ∈ Rd×r de
rango d ≤ mı́n(r, p), estamos en presencia de lo modelos de Componentes Principales Ajustadas
(PFC) (Cook and Forzani 2008, pp.3). De esta manera, el modelo (2.8) se escribe de la forma
X|(Y = y) = µ̄+ Γβ{fy − E(fy)}+ ε = µ+ Γβfy + ε, (2.9)
con µ = µ̄−ΓβE(fy). Dado el modelo (2.9), Cook and Forzani (2008) identifican la reducción
suficiente minimal para Y |X, la que enunciamos en el siguiente Teorema (equivalente al Teorema
2.1 de Cook and Forzani (2008)), pero realizamos una demostración alternativa utilizamos el
resultado del Teorema 2.1, dado que el caso normal es un caso especial de familia exponencial.
Teorema 2.2 Asumiendo que para X|Y vale el modelo (2.9), luego R(X) = ΓT∆−1(X−E(X))
constituye una reducción suficiente minimal para la regresión Y |X.
Prueba. Para aplicar el resultado del Teorema 2.1, en primer lugar debemos expresar la
densidad de X|Y en términos de la forma (2.3). Espećıficamente, asumiendo el modelo (2.9),
la densidad de X condicionada a Y puede escribirse de la forma
fX|Y (X|Y ) = 2π−p/2|∆|−1/2 exp{−
1
2
(X− µ̄− Γβ(fY − f̄Y ))T∆−1(X− µ̄− Γβ(fY − f̄Y )}
= 2π−p/2|∆|−1/2 exp{−1
2
(X− µ̄)T∆−1(X− µ̄) + (X− µ̄)T∆−1Γβ(fY − f̄y)
− 1
2
(fY − f̄Y )TβTΓT∆−1Γβ(fY − f̄Y )}
= 2π−p/2|∆|−1/2 exp{−1
2
vecT ((X− µ̄)(X− µ̄)T )vec(∆−1)
+ (X− µ̄)T∆−1Γβ(fY − f̄Y )−
1
2
(fY − f̄Y )TβTΓT∆−1Γβ(fY − f̄Y )}
(2.10)
En términos de la forma general de la familia exponencial (2.3), para (2.10) tomamos
h(X) = 2π−p/2, (2.11)
η̃ = −1
2
vec(∆−1), (2.12)
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U(X) = vec((X− µ̄)(X− µ̄)T ), (2.13)
ψ(ηY , η̃) =
1
2
(fY − f̄Y )TβTΓT∆−1Γβ(fY − f̄Y ) +
1
2
log |∆|+ µ̄∆−1Γβ(fY − f̄Y ), (2.14)
T(X) = X (2.15)
y
ηY = ∆
−1Γβ(fY − f̄Y ). (2.16)
Dado que f̄Y = EY (fY ) y η̄ = EY (ηY ), luego ηY − η̄ = ∆−1Γβ(fY − f̄Y ) y por el Teorema 2.1,
∆−1Γ constituye una base del span{ηY −η̄ : Y ∈ Y}, o lo que es lo mismo SΓ = ∆−1span{ηY −
η̄ : Y ∈ Y}. Es decir, a = ∆−1Γ, y R(X) = aT (T(X) − E(T(X))) = ΓT∆−1(X − E(X)) =
ΓT∆−1(X− µ̄) es una reducción suficiente minimal. 
Si bien para el caso general de familias exponenciales no hay una forma expĺıcita para el
estimador de máxima verosimilitud de la reducción suficiente, para el caso normal, Cook and
Forzani (2008) muestran que el estimador de máxima verosimilitud de Γ en este caso es
Γ̂ = Σ̂
−1/2
res Vd, (2.17)
donde Σ̂res es la matriz de covarianza de los errores de la regresión de X|Y , y Vd es una matriz
cuyas columnas son los primeros d autovectores de Σ̂
−1/2
res Σ̂fitΣ̂
−1/2
res , donde Σ̂fit es la matriz de
covarianza muestral de los vectores ajustados de la regresión lineal multivariada de X sobre
fY (i.e. Σ̂res = Σ̂ − Σ̂fit, con Σ̂ = (XTnXn)/n siendo Xn ∈ Rn×p la matriz de los predictores
observados centrada). Además encuentran el estimador de máxima verosimilitud para ∆, que
esta dado por
∆̂ = Σ̂res + Σ̂
−1/2
res VdKV
T
d Σ̂
−1/2
res , (2.18)
donde K = diag(0, . . . , 0, λ̂d+1, . . . , λ̂p), y λ̂j representan los autovalores, ordenados de forma
decreciente, de Σ̂
−1/2
res Σ̂fitΣ̂
−1/2
res .
En la presente tesis adoptamos este paradigma de SDR basada en modelos. En primer lugar,
realizamos una extensión de la metodoloǵıa de Componentes Principales Ajustados (PFC) para
variables ordinales (PFCord), obteniendo una reducción suficiente para el modelo Y |X por
máxima verosimilitud. Luego, usamos los resultados de SDR para la familia exponencial con el
objetivo de generalizar el enfoque de SDR para predictores de naturaleza mixta. Por ello, los
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modelos que presentaremos usarán fuertemente los resultados de los Teoremas 2.1 y 2.2. Una
vez identificadas las reducciones suficientes, los estimadores de máxima verosimilitud de los
parámetros del modelo que definen la reducción, tendrán una forma análoga a (2.17) y (2.18),
en particular para el modelo de predictores ordinales, en cada paso del cálculo iterativo del
método propuesto.
Caṕıtulo 3
Reducción Suficiente de Dimensiones
para Predictores Ordinales
3.1. Introducción
Los modelos de regresión con variables ordinales como predictores son muy comunes en
varias aplicaciones. En particular en economı́a y ciencias sociales, la predominancia de variables
ordinales es un rasgo común que tienen las bases de datos asociadas, tanto en lo que hace a las
caracteŕısticas de los agentes como a los comportamientos y resultados de fenómenos sociales que
interesa estudiar. También una aplicación muy difundida en la última década son los sistemas
automatizados de recomendación, a través de las preferencias de los consumidores, como es el
conocido caso de Netflix (e.g. Bobadilla et al. 2012, Roberts 2014), donde la puntuación (variable
ordinal) de una cierta peĺıcula no vista por un usuario es predicha a partir de las puntuaciones
realizadas por dicho usuario de otras peĺıculas y de la información de otros usuarios sobre la
valuación de la peĺıcula que se busca predecir.
En este contexto, cuando el número de predictores es muy elevado, interesa reducir la
dimensión del problema a través de la combinación de una pocas variables que contengan
la mayor información de las variables originales con el fin de ganar en eficiencia, como en el
entendimiento del fenómeno a modelar. Como dijimos en e lCaṕıtulo 1, las técnicas comúnmente
usadas para variables ordinales son adaptaciones al análisis estándar de componentes principales
(Linting and van der Kooij 2009, Kolenikov and Angeles 2009). De esta manera, en el caso del
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Índice de Focalización de Pobreza, la primera componente principal es utilizada para predecir
si un hogar es pobre o no, aún cuando esta variable respuesta nunca es utilizada para construir
los coeficientes que definen al indicador. Claramente, al no utilizar ninguna información sobre
lo que se busca predecir (pobreza, en este caso), existe una perdida importante del poder
predictivo del método de reducción utilizado para la construcción del ı́ndice.
Un enfoque alternativo al de reducción de dimensiones, es el de selección de variables sobre
el conjunto original de predictores. Un método adaptado al caso de predictores ordinales ha
sido propuesto por Gertheiss and Tutz (2010). Si bien este método utiliza la información de la
variable respuesta para realizar selección de variables, asume un modelo paramétrico espećıfico
para la respuesta como función de los predictores. Tampoco sirve para elaborar un ı́ndice, en
el sentido que le damos en el presente trabajo.
Con el enfoque de reducción suficiente de dimensiones (SDR) es factible reducir la dimensión
de los predictores X usando información de la variable respuesta Y sin proponer un modelo
para el problema de regresión original Y |X. Como dijimos en el Caṕıtulo 2, la mayoŕıa de los
métodos han sido diseñados para predictores continuos, con una extensión reciente a variables
con distribución perteneciente a la familia exponencial (e.g. Bura et al. 2015), que admite SDR
para predictores de diferente naturaleza dentro de la familia exponencial. Con el objeto de apli-
car SDR para predictores ordinales, una primera opción podŕıa ser considerarlos como variables
categóricas politómicas ignorando su orden natural. Aśı, postulando una distribución multino-
mial para dichos predictores, la SDR podŕıa pensarse en el marco de familias exponenciales.
Sin embargo, los predictores ordinales usualmente no tienen una distribución multinomial, y
si se adoptadara esta distribución para representar a las ordinales, debe tenerse en cuenta que
la información sobre el orden natural que contienen dichas variables se perderá por completo
con esta representación. Otra opción es usar variables dummy para representar a las ordinales,
pero esto puede terminar introduciendo un problema de correlaciones espurias (Kolenikov and
Angeles 2009). Otro enfoque es tratar a los predictores ordinales suponiendo que surgen de un
proceso de discretización de variables latentes continuas. Esta metodoloǵıa es la comúnmente
utilizada en ciencias sociales, y se enmarca dentro de los denominados modelos de variables
latentes. En este contexto, las variables latentes usualmente se modelan suponiendo una distri-
bución normal o loǵıstica, obteniendo los aśı llamados modelos probit y logit, respectivamente
(Greene and Hensher 2010, Long 1997). Dependiendo del fenómeno cient́ıfico de interés, la va-
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riable latente puede adoptar un significado particular (e.g., utilidad en problemas de elección,
predisposición a contraer enfermedades en genética, o tolerancia a drogas en toxicoloǵıa); o
bien, una interpretación general de la variable latente puede realizarse a través de pensarla
como una propensión a observar un cierto valor j de una variable categórica ordinal (Skrondal
and Rabe-Hesketh 2004). Mas allá de su sentido filosófico y de las cŕıticas realizadas en torno a
su existencia real, las variables latentes resultan de gran utilidad para el modelado estad́ıstico
en general.
Dado el potencial de SDR, y la presencia frecuente de predictores ordinales en las aplica-
ciones, en este caṕıtulo desarrollamos un método de SDR para predictores ordinales siguiendo
un enfoque de variables latentes que se suponen normalmente distribuidas dada la respuesta.
El resto de este caṕıtulo se organiza de la siguiente manera. En la Sección 3.2 describimos
el modelo de regresión inversa para datos ordinales e identificamos su reducción suficiente. En
la Sección 3.4 derivamos el estimador de Máxima Verosimilitud para la reducción suficiente y
también presentamos un método de selección de variables. La Sección 3.5 presenta un test de
permutación para seleccionar la dimensión de la reducción suficiente. Los resultados de las simu-
laciones son presentados en la Sección 3.6. La Sección 3.7 contiene dos aplicaciones del método
propuesto. La primera corresponde a la aplicación que motiva la tesis, esto es, a la creación
de un ı́ndice SES usando variables ordinales que caracterizan al hogar, con el fin de predecir
ingreso per cápita y nivel de pobreza. En un segundo ejemplo, usamos la metodoloǵıa propuesta
para la recomendación de peĺıculas utilizando datos de Netflix. Por último, exponemos unas
breves conclusiones en la Sección 3.8.
3.2. Modelo
Consideraremos un modelo de regresión en el cual tenemos una variable respuesta Y ∈ R
sobre un conjunto de predictores X = (X1, X2, . . . , Xp)
T ∈ Rp, donde cada Xj, j = 1, . . . , p
es una variable categórica ordenada, es decir Xj ∈ {1, 2, . . . , Gj}, j = 1, . . . , p. Para encontrar
la SDR de X, usaremos el enfoque de regresión inversa basado en modelos (Cook 2007). Para
ello, dado el vector de p variables ordinales observadas X, supondremos la existencia de un
vector p-dimensional de variables latentes continuas no observadas subyacentes a cada variable
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ordinal, Z = (Z1, Z2, . . . , Zp)
T , tal que satisfacen el siguiente modelo
Z|Y = µY + ε, (3.1)
donde µY = E(Z|Y ) y el término de error ε es independiente de Y , normalmente distribuido
y con media 0 y matriz decovarianza ∆ definida positiva. Como es usual en los modelos de
variables latentes para datos ordinales, debemos imponer algunas restricciones para identificar
los parámetros del modelo, que en el presente caso serán: [∆]jj
.
= δj = 1 y E(Z) = 0 (ver
Jackman 2009). En el presente contexto, cada variable observada Xj es una versión discretizada
a partir de una variable latente Zj de la siguiente manera: Para un conjunto de umbrales
Θ(j) = {θ(j)0 , θ
(j)
1 , . . . , θ
(j)
Gj
}, dividimos la recta real en intervalos disjuntos −∞ = θ(j)0 < θ
(j)
1 <
. . . < θ
(j)
Gj−1
< θ
(j)
Gj
= +∞ y luego tomamos
Xj =
Gj∑
g=1
gI(θ(j)g−1 ≤ Zj < θ(j)g ),
donde I(A) es una función indicadora del conjunto A. Esto es, Xj es una variable escalonada
derivada de dicretizar Zj.
En el desarrollo que sigue, vamos a denotar Θ
.
= {Θ(1), . . . ,Θ(p)} =
{θ(1)0 , . . . , θ
(1)
G1
, . . . . . . , θ
(p)
0 , . . . , θ
(p)
Gp
} y C(X,Θ) = [θ(1)X1−1, θ
(1)
X1
) × · · · × [θ(p)Xp−1, θ
(p)
Xp
). Sea Y
el espacio dominio de Y y SΓ = span{µY − E(µY )|Y ∈ Y}. Si Γ ∈ Rp×d, con d ≤ p, es una
matriz semi-ortogonal, cuyas columnas forman una base para el subespacio d-dimensional SΓ,
siguiendo a Cook and Forzani (2008), podemos re-escribir el modelo (3.1) de la forma
Z|Y = ΓνY + ε, (3.2)
donde νY = Γ
TµY ∈ Rd con E(νY ) = 0 y var(νY ) > 0. En este caso modelamos al vector
de coordenadas de la forma νY = ξ{fY − E(fY )} donde fY ∈ Rr es un vector de r funciones
conocidas de Y tales que E((fY −E(fY )(fY −E(fY ))T ) conforma una matriz definida positiva y
ξ ∈ Rd×r es una matriz de rango completo d, con d ≤ r (ver Cook and Forzani 2008, Adragni and
Cook 2009). Bajo este modelo, cada coordenada de Z|Y es modelada linealmente como función
de un vector de predictores dado por fY , y por lo tanto, cuando Y es cuantitativa, podemos usar
gráficas inversas con el fin de obtener información para seleccionar la función fY , lo que no es
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posible en la regresión original de Y sobre X debido a sus dimensiones. Cuando Y es continua,
fY usualmente quedará representada por un conjunto flexible de funciones básicas, como ser
un polinomio en Y , lo cual resulta ser una opción parsimoniosa cuando el método gráfico se
ve agotado o resulta poco práctico para todos los predictores. Cuando Y es categórica y toma
valores tales como {C1, . . . , Ch}, podemos tomar r = h − 1 y especificar j-ésimo elemento de
fY a través de I(y ∈ Cj), con j = 1, . . . , h. Cuando Y es continua también podemos particionar
sus valores en h categoŕıas {C1, . . . , Ch} y luego especificar para la coordenada j-ésima de fY de
la misma manera que para el caso en que Y sea categórica. Para mayores detalles, ver Adragni
and Cook (2009).
De esta manera, el modelo (3.2) puede expresarse como
Z|Y = Γξ{fY − E(fY )}+ ε, (3.3)
donde ε es independiente de Y , normalmente distribuido con media 0 y matriz de varianza-
covarianza (definida positiva) ∆, con unos en la diagonal a los fines de la identificabilidad del
modelo.
3.3. Reducción suficiente
Suponiendo la validez del modelo (3.3), el siguiente teorema identifica la reducción suficiente
de dimensiones para la regresión Y |X.
Teorema 3.1 Sea X un vector p-dimensional de variables ordinales para las cuales existe
un vector de variables latentes subyacentes Z que verifican el modelo (3.3). Luego R(X) =
ΓT∆−1X es una reducción suficiente para la regresión de Y sobre X. Esto es,
Y X|ΓT∆−1X.
Prueba. Sea R : Rp → Rd dado por R(W) = ΓT∆−1W. En base al Teorema 2.2 del
Caṕıtulo 2, R(Z) es la reducción minimal suficiente para la regresión de Y sobre Z. Esto
implica que Z|(R(Z), Y ) no depende de Y . Sea g = (g1, . . . , gp), gj = 1, . . . , Gj. Puesto que
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Xj = gj ⇔ Zj ∈ [θ(j)Xj−1, θ
(j)
Xj
) entonces
Pr{X = g|R(X) = R(g), Y } = Pr{Z ∈ C(X,Θ)|R(Z) ∈ R(C(X,Θ)), Y }
= Pr{Z ∈ C(X,Θ)|R(Z) ∈ R(C(X,Θ))}
= Pr{X = g|R(X) = R(g)},
y, como consecuencia tenemos que X|(R(X), Y ) no depende de Y . La segunda igualdad sale del
hecho de que Z|(R(Z), Y ) es independiente de Y . Esto implica que X|(R(X), Y ) =d X|R(X).
Usando la equivalencia del Lema 2.1 llegamos a que R(X) es una reducción suficiente para la
regresión de Y sobre X.
Cabe notar que no es necesario ningún supuesto sobre la distribución de Y o de Y |X para
la validez del Teorema 3.1. Esta observación tiene un implicación práctica relevante, pues nos
dice que podemos utilizar las reducciones obtenidas con cualquier regla de predicción, sea en
regresión o clasificación.
Ahora bien, si R(X) = ΓT∆−1X es una reducción suficiente, luego R(X) = AΓT∆−1X es
una reducción suficiente para toda A ∈ Rd×d invertible (Cook 1998b). Por lo tanto el subes-
pacio generado por las columnas de ∆−1Γ es identificable, pero no lo es ∆−1Γ en śı mismo.
Como lo mencionamos en el Caṕıtulo 2, en la literatura sobre SDR, el parámetro identificable
del subespacio generado por las columnas de ∆−1Γ es denominado Subespacio de Reducción
Suficiente. Por otra parte, el Teorema 2.2 puede extenderse para predictores que satisfacen las
condiciones de linealidad y cobertura (Cook and Forzani 2008), y por lo tanto, el Teorema 3.1
puede extenderse al caso de no normalidad siempre que los momentos de Z|Y satisfagan las
hipótesis del Teorema 3.5 de Cook and Forzani (2008). Por lo tanto el el enfoque de variables
latentes descrito aqúı es útil aún cuando nos alejamos del supuesto de normalidad.
3.4. Estimación
Del Teorema 3.1, una matriz de coeficientes para la reducción suficiente es α = ∆−1Γ. Si
Z fuera observada, el estimador de máxima versoimilitud de α estaŕıa dado por (2.17) y (2.18)
del método de Componentes Principales Ajustadas (PFC). Esto es, α̂ = Σ̂
−1/2
res Vd, donde Vd
son los primeros d autovectores de Σ̂
−1/2
res Σ̂fitΣ̂
−1/2
res , Σ̂fit es la matriz de covarianza muestral
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de los vectores ajustados de la regresión lineal multivariada de Z sobre fY y Σ̂res = Σ̂ − Σ̂fit,
siendo Σ̂ la matriz de covarianza muestral (marginal) de los predictores. Sin embargo, Z es una
variable latente no observada, y por lo tanto, las matrices de covarianza (marginal y ajustada)
no pueden observarse de forma directa. En vista de la robustez probada en Cook and Forzani
(2008), podŕıamos considerar la aplicación de la metodoloǵıa de PFC directamente sobre X de
manera naive, y aún aśı obtendŕıamos un estimador
√
n-consistente. Este enfoque constituirá la
base para comparar el método para ordinales. También será usado para obtener los valores
iniciales del algoritmo propuesto para obtener estimadores de máxima verosimilitud bajo el
modelo de variables latentes.
Para estimar los parámetros del modelo (3.3) y en particular los parámetros de la reducción
suficiente, en base al Teorema 3.1 usaremos la parametrización α = ∆−1Γ de forma tal que
(3.3) puede ser re-expresado de la forma
Z|Y = ∆αξ{fY − E(fY )}+ ε,
con αTα = I y ε ∼ N(0,∆), (3.4)
y Xj = g ⇔ Zj ∈ [θ(j)g−1, θ(j)g ), j = 1, . . . , p.
Supongamos que tenemos una muestra aleatoria de n puntos (yi,xi) extráıdos de la distribución
conjunta de (Y,X) tal que satisfacen el modelo (3.4). Necesitamos estimar el span(α). Supon-
gamos por el momento que la dimensión d de la reducción es conocida (posteriormente en la
Sección 3.5 se tratará la inferencia de d). Para obtener el estimador con los datos observados,
necesitamos maximizar la función de log-verosimilitud
n∑
i=1
log fX(xi|yi; Θ,∆,α, ξ). (3.5)
Sea C(X,Θ) el hiper-cubo C(X,Θ) = [θ
(1)
X1−1, θ
(1)
X1
) × · · · × [θ(p)Xp−1, θ
(p)
Xp
). Como para cada g =
1, . . . , Gj, Xj = g ⇔ Zj ∈ [θ(j)Xj−1, θ
(j)
Xj
) y Z|Y está distribuida normalmente, para cada i, la
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densidad truncada (no normalizada1) fX,Z(xi, zi|yi; Θ,∆,α, ξ) es
fX,Z(xi, zi|yi; Θ,∆,α, ξ) = (2π)−p/2|∆|−1/2e−
1
2
tr(∆−1(zi−∆αξf̄yi )(zi−∆αξf̄yi )
T )I{zi∈C(xi,Θ)},
donde f̄yi
.
= fyi − n−1
∑n
i=1 fyi . Por lo tanto, para cada i, la densidad marginal no normalizada
de X|Y será
fX(xi|yi; Θ,∆,α, ξ) =
∫
fX,Z(xi, zi|yi; Θ,∆,α, ξ) dzi.
Debido a que el cómputo exacto de la función de verosimilitud resulta muy dificultoso debido
a las integrales múltiples contenidas en la misma, en estos casos, los estimadores de máxi-
ma verosimilitud comúnmente se obtienen usando un algoritmo iterativo EM (Expectation-
Maximization). Este alternativa es usual en modelos con variables latentes, debido a que reduce
la complejidad de cómputo de la verosimilitud conjunta de (X,Z). Por ello, adoptaremos esta
metodoloǵıa en el presente caṕıtulo. El algoritmo se expone a continuación.
3.4.1. Algoritmo
En esta sección vamos a presentar el algoritmo EM, estrechamente ligado con el presentado
por Guo et al. (2015) en el contexto de modelos gráficos, con el fin de estimar los parámetros
del modelo (3.4). A lo largo de esta sección, vamos a usar supeŕındices de la forma A(k) para
indicar el valor de una cierta cantidad A en la k-ésima iteración del algoritmo. El procedimiento
comienza con el Paso 0, donde inicializamos los parámetros ∆(0),α(0), ξ(0) utilizando los esti-
madores del método PFC aplicado directamente sobre los predictores ordinales observados X.
Luego, el algoritmo itera entre los dos siguientes pasos hasta alcanzar la convergencia: En el
Paso 1 se estima Θ(k) dados ∆(k−1),α(k−1), ξ(k−1); luego en el Paso 2 se obtienen ∆(k),α(k), ξ(k)
maximizando la esperanza condicional (dados ∆(k−1),α(k−1), ξ(k−1) y Θ(k)) de la función de
log-verosimilitud conjunta (3.5). Este último paso se denomina EM.
Paso 1: Estimación de Θ: Dados ∆(k−1),α(k−1), ξ(k−1) del Paso 0 o de un paso anterior,
1El término ’no normalizada’ se utiliza, debido a que en un sentido estricto, no constituye una densidad
al no integrar 1. No obstante, la literatura relacionada hace caso omiso de ello en el sentido de que sigue
denominándola densidad.
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tomamos Ψ(k−1)
.
= ∆(k−1)α(k−1)ξ(k−1). Para cada j = 1, . . . , p y g = 1, . . . , Gj definimos
Lg(θ)
.
= #{i : xij ≤ g} −
n∑
i=1
Φ
(
θ −Ψ(k−1)j f̄yi
δ
(k−1)
j
)
,
donde Φ es la función de distribución acumulada de una normal estándar. Para cada j,
δ
(k−1)
j = (∆
(k−1))jj, Ψ
(k−1)
j indica la j-ésima fila de Ψ
(k−1), xij es la j-ésima coordenada de
xi, y #S indica el cardinal del conjunto S. Luego tomamos θ̂
(j)
0 = −∞ =, θ̂
(j)
Gj
= +∞. Para
g = 1, . . . , Gj − 1, asignamos a θ̂(j)g la única solución de la ecuación Lg(θ) = 0. De esta manera
tomamos Θ(k) = {θ(1)0 , . . . , θ
(1)
G1
, . . . , θ
(p)
0 , . . . , θ
(p)
Gp
}. Podemos notar que Lg está basada en el
supuesto de normalidad de la distribución condicional de la latente. Precisamente, definimos
a Lg como una función de búsqueda de los umbrales usando la función de distribución normal
subyacente.
Paso 2: Estimación de ∆(k),α(k), ξ(k): Dado Θ(k) calculado en el Paso 1 y
∆(k−1),α(k−1), ξ(k−1) del Paso 0 o de un paso anterior, aplicamos el algoritmo EM para maxi-
mizar (3.5). El algoritmo EM consiste en la encontrar Ω(k)
.
= (∆(k),α(k), ξ(k)) tal que maximice
Q(Ω|Ω(k−1)) =
n∑
i=1
Ezi|xi,yi;Ω(k−1)
[
log fxi,zi(xi, zi|yi; Ω)
∣∣yi; Ω(k−1)] , (3.6)
en Ω
.
= (A,β,∆). Esto produce
α(k) = S−1/2ζ̂N,
(∆−1)(k) = S−1 +α(k)((α(k))TSresα
(k))−1(α(k))T −α(k)((α(k))TSα(k))−1(α(k))T ,
ξ(k) = ((α(k))T∆(k)α(k))−1(α(k))TMTF(FTF)−1,
donde N es una matriz tal que (α(k))Tα(k) = Id y ζ̂ son los primeros d autovectores de
S−1/2SfitS
−1/2, donde las matrices S ∈ Rp×p y Sfit ∈ Rp×p están dadas por
S =
1
n
n∑
i=1
Ezi|xi,yi;Ω(k−1)(ziz
T
i |xi, yi; Ω(k−1)) y Sfit = n−1MTF(FTF)−1FTM
con F ∈ Rn×r y M ∈ Rn×p matrices cuyas traspuestas están dadas por FT = [f̄y1 , . . . , f̄yn ] y
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MT = [Ez1|x1,y1;Ω(k−1)(z1|x1, y1; Ω
(k−1)), . . . , Ezn|xn,yn;Ω(k−1)(zn|xn, yn; Ω
(k−1)))] y la matriz resi-
dual Sres está definida por Sres = S− Sfit.
Los detalles del algoritmo EM son presentados en el Apéndice 3.9.1.
Paso 3: Chequeamos convergencia. Si la convergencia no se logra, se retorna al Pa-
so 1. La convergencia se chequea simplemente observando si Q(Ω(k)|Ω(k−1)) deja de incre-
mentarse de una iteración a la siguiente. Espećıficamente, chequeamos si (Q(Ω(k)|Ω(k−1)) −
Q(Ω(k−1)|Ω(k−2)))/Q(Ω(k−1)|Ω(k−2)) < ε, con ε usualmente fijado en 10−6.
3.4.2. Estimación con selección de variables
Cuando realizamos reducción suficiente de dimensiones con el fin de obtener el menor conjun-
to de combinaciones lineales de los predictores originales, tal combinaciones lineales t́ıpicamente
involucran a todas las variables originales. Esto significa que aún las variables no relevantes o
redundantes son incluidas en el modelo final, dificultando más la interpretación. Para superar
esta limitación, podemos realizar selección de variables y de este modo obtener combinaciones
lineales que solo incluyan a las variables activas o relevantes. La maximización de (3.6) es equi-
valente a maximizar −n
2
log |αTSresα| − n2 log |S| +
n
2
log |αTSα| (ver Apéndice 3.9.1), y Chen
et al. (2010) probaron que la maximización de esta última expresión es equivalente a encontrar,
α = arg min
α
{
− tr(αTSfitα)
}
, sujeto a αTSα = Id. (3.7)
Con esta equivalencia podemos inducir selección de variables en reducción de dimensiones,
agregando una penalización a dicha función. Esta penalización es del tipo group-lasso ya que,
con el fin de no elegir una variable Xj en particular, necesitamos hacer que toda la fila j-ésima
de α se iguale a 0. Por ello, siguiendo a Chen et al. (2010), utilizamos una norma mixta tipo
`1/`2, donde la norma interna es la norma `2 de cada fila de α. Incorporando el término de
penalización a (3.7), obtenemos
α = arg min
α
{
− tr(αTS−1/2SfitS−1/2α) + λ
p∑
i=1
||αi||2
}
, sujeto a αTSα = Id.
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El parámetro λ puede seleccionarse utilizando algún criterio de información, como ser el
criterio de Akaike (AIC) o el de Bayes (BIC). Los detalles pueden encontrarse en Chen et al.
(2010). Otra alternativa es encontrar el valor de λ que minimiza el error de predicción v́ıa un
experimento de validación cruzada, pero esto requiere la adopción de alguna regla de predicción.
Cabe destacar que este procedimiento realiza al mismo tiempo selección de variables y
reducción suficiente de dimensiones sin necesidad de especificar un modelo para Y |X. Entonces,
la reducción obtenida puede utilizarse luego con cualquier regla de predicción. Este enfoque
difiere de aquellos en los que el procedimiento de selección de variables hace uso de un modelo
de regresión en particular, como por ejemplo en Gertheiss and Tutz (2010).
3.5. Elección de la dimensión d
En el desarrollo de la Sección 3.4 suponemos que la dimensión d ≤ mı́n(p, r) del subespacio
de reducción suficiente era conocida. Si bien para la construcción de un ı́ndice unitario de
Estatus Socioeconómico se fija d = 1, en otras aplicaciones prácticas, esta dimensión debeŕıa
ser inferida a partir de los datos. Para el caso de reducción suficiente de dimensiones basada
en modelos que admite el cálculo de la verosimilitud, para seleccionar d se ha propuesto el uso
de cocientes de verosimilitud o de algún criterio de información tipo AIC o BIC (Cook and
Forzani 2008). Sin embargo, estos métodos no son robustos ante desviaciones del modelo que
se está asumiendo.
Cuando el principal objetivo es la predicción, un alternativa es evaluar diferentes valores
de d en función de su desempeño predictivo fuera de la muestra, en un entorno de validación
cruzada. Luego, el valor de d seleccionado es aquel que logra el mı́nimo error de predicción.
Otro camino para elegir la dimensión es a través de test de permutación, como lo hacen
Cook and Yin (2001). Para ello, supongamos que α ∈ Rp×m y (α,α0) ∈ Rp×p es unitario. El
test de permutación se basa en el hecho de que Sα es un subespacio de reducción suficiente para
la regresión de Y sobre X siempre que (Y,αTX) αT0 X. Notemos que esto implica que m ≥ d.
Para este test, consideraremos el estad́ıstico Λ̂m = 2(Qp(Ip) − Qm(α̂)), donde Qr está dado
por la función Q en (3.6), evaluada en el estimador obtenido v́ıa el algoritmo EM previamente
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descrito, para una dimensión fija de Sα. Fijamos m = 0. El procedimiento para inferir d v́ıa
test de permutación involucra los siguientes pasos:
(i) Obtener α̂, el estimador de máxima verosimilitud (MV) de α, y computar Λ̂m. Obtener
también α̂0.
(ii) Para los datos (Yi, α̂
TXi, α̂
T
0 Xi), permutamos las columnas correspondientes a α̂
T
0 Xi para
obtener una nueva muestra (Yi,X
∗
i ). Para cada nuevo conjunto de datos, obtenemos el
estimador de MV y computamos Λ̂∗m.
(iii) Repetimos el paso (ii) B veces.
(iv) Calculamos la fracción de veces en que Λ̂∗m excede a Λ̂m. Si este valor es mas pequeño
que el nivel de significancia elegido y si m < mı́n(r, p) tomamos m = m + 1 y volvemos
al paso (i). En caso contrario, tenemos d = m.
De esta manera, el valor de d inferido es la menor m que falla en rechazar la hipótesis nula
de independencia entre (Y, α̂TX) y α̂T0 X.
3.6. Simulaciones
En esta sección vamos a evaluar diferentes aspectos del método propuesto usando datos
simulados. Un punto cŕıtico de la implementación del método es el cómputo del paso E del
algoritmo EM. El cálculo exacto de los momentos trucados involucrados en este paso hace que
el método propuesto no sea factible en la práctica, aún cuando la dimensión de los predictores
es de orden 5 < p < 10, dependiendo del número de categoŕıas de cada uno de ellos. Por ello,
implementamos un método de estimación aproximado adaptado del propuesto por Guo et al.
(2015). La idea principal de esta aproximación es el uso recursivo para computar iterativamente
los momentos truncados de una distribución normal multivariada. La derivación y demás deta-
lles están presentados en el Apéndice 3.9.2. Por lo tanto, el primer paso es validar este método
de aproximación utilizado en el paso E, comparándolo con el cómputo exacto de los momen-
tos truncados a fin de evaluar la desempeño del mismo. Posteriormente, vamos a comparar el
desempeño del método de SDR propuesto respecto a la metodoloǵıa estándar desarrollada para
3.6. Simulaciones 42
datos continuos. Luego vamos a ilustrar el desempeño de la estrategia propuesta para inferir
la dimensión del subespacio de reducción v́ıa test de permutación y validación cruzada. Final-
mente, evaluamos el funcionamiento del estimador regularizado propuesto en la Sección 3.4.2
en términos del poder predictivo.
3.6.1. Validación del paso E del algoritmo
La parte más demandante del método propuesto es el cómputo de los momentos truncados
de la distribución normal multivariada del paso E. El método de aproximación iterativa sugerido
para este cómputo, constituye el ingrediente principal para que la metodoloǵıa de reducción
presentada se aplicable en la práctica. En esta sección validaremos esta estrategia, comparando
el cómputo aproximado vis à vis el exacto, utilizando para ello el algoritmo propuesto por Lee
and Scott (2012). Dado que el cómputo exacto involucra un alto costo computacional, aún
para una dimensión moderada de los predictores, tomamos p = 5 y n = 100. Adicionalmente,
fijamos Gj = 4 para j = 1, 2, . . . , 5. Los datos son generados de acuerdo al modelo (3.4), con
Y ∼ N(0, 1). Para la matriz de base α, tomamos √p α = (1p sign(e)), con 1p un vector
columna de unos, de tamaño p = 5, y e ∼ Np(0, I). Para la matriz de covarianza ∆, tomamos
∆ = I +αBαT siendo B una matriz aleatoria simétrica 2× 2 fija desde el principio. También
elegimos una base polinómica para fY , con r = 2. La misma elección de fY fue usada para
la estimación. El experimento es replicado 100 veces. En cada corrida, la misma muestra de
entrenamiento es usada por ambos métodos (i.e. aproximado y exacto).
Para evaluar la exactitud de la estimación, medimos el ángulo entre los subespacios genera-
dos por el verdadero α y el estimado α̂. Esta cantidad vaŕıa de 0 grados, si los dos subespacios
son idénticos, a los 90 grados, si no comparten ninguna información. El ángulo medio obtenido
con el método exacto fue de 10.21 grados con una desviación estándar de 6.37 grados, mientras
que para la estimación obtenida con el método aproximado, el ángulo promedio fue de 12.65
grados con una desviación estándar de 5.70 grados. El intervalo del 95 % de confianza para
la diferencia promedio entre los ángulos obtenidos con ambos métodos es igual a (2.07,2.81)
grados. Estos valores sugieren que el precio a pagar por la introducción del cálculo aproximado
es muy pequeña.
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También resulta ilustrativo ver el impacto de la aproximación en predicción. Usando regre-
sión lineal estándar para Y |α̂TX, el error cuadrático medio (MSE) de los residuos, promediados
sobre las 100 corridas, es de 0.810 cuando estimamos la reducción usando la aproximación en
el paso E, y es igual a 0.801 cuando se utiliza el método exacto. En ambos casos, la desviación
estándar del MSE promedio es de 0.02. Por lo tanto, la diferencia en el MSE obtenido con
el método aproximado representa menos del 1.5 % del MSE promedio obtenido con el método
exacto.
La importancia del método aproximado para el paso E se resalta mejor cuando se toma
nota de la gran diferencia en el tiempo de cálculo. Usando implementaciones en MATLAB para
ambos métodos, el cálculo con el método exacto requiere un promedio de 1.13×102 segundos
para cada ejecución, mientras que con el método aproximado este tiempo se redujo a 0.26
segundos, una diferencia de tres órdenes de magnitud.
En general, estos resultados muestran que el método aproximado para calcular los momentos
truncados resulta ser una alternativa viable: se reduce el tiempo de cálculo para la aplicación
práctica, sin una pérdida significativa de precisión.
3.6.2. Desempeño del método propuesto
En esta sección evaluamos el desempeño del método propuesto con datos simulados. Para
este caso, fijamos p = 20, d = 2 y una base polinómica con r = 2 para fY . Al igual que en
la Sección 3.6.1, generamos los datos de acuerdo al modelo (3.4), con Y ∼ N(0, 1), √pα =
(1p sign(e)), con e ∼ Np(0, I), y matriz de varianza-covarianza ∆ = I + αBαT , con B una
matriz aleatoria d × d simétrica, que dejamos fija al inicio. Los valores de Gj en este caso
van desde 3 hasta 5. Para evaluar el desempeño del método, calculamos el ángulo entre los
subespacios generados por el verdadero α y el α̂ estimado.
La Figura 3.1-(a) muestra los diagramas de caja obtenidos del experimento replicado 100
veces con un tamaño de muestra n = 500. En el mismo se compara el ángulo obtenido cuando
α̂ es computado utilizando el PFC estándar (para datos continuos) sobre las variables observa-
das X, respecto de aquel obtenido cuando usamos el método propuesto para ordinales (que a
partir de aqúı lo denotaremos con PFCord). Los ángulos están medidos en grados. Podemos
observar que el valor medio del ángulo es significativamente menor cuando utilizamos el método
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de reducción propuesto para ordinales; y ambos métodos muestran una varianza similar. El in-
tervalo de confianza (normal) del 95 % para la diferencia entre los ángulos obtenidos por ambos
estimadores es (9.59, 11.02), en grados. Estos resultados muestran que la estimación usando el
PFCord claramente mejora respecto a la estimación obtenida con el PFC estándar usando
los datos ordinales como si fueran continuos.
Algo que podŕıamos preguntarnos en el presente contexto, es si esta ganancia en términos
del desempeño del estimador se mantiene luego de relajar el supuesto de normalidad de las
variables latentes subyacentes. Para el PFC, Cook and Forzani (2008, Teorema 3.5) mostraron
que el estimador es aún consistente cuando X|Y se desv́ıa de la normalidad. En nuestro caso,
para evaluar el método propuesto en tal sentido, generamos ahora los datos como lo hicimos
anteriormente, pero tomando un ε que no se distribuye normalmente. En particular, suponemos
que ε tiene una distribución chi-cuadrado de la forma (ε)j ∼ χ2(5). El resto de los parámetros
de la simulación permanece como antes. Los resultados obtenidos se muestran en la Figura 3.1-
(b). Puede observarse que los ángulos obtenidos con ambos métodos son muy similares a los
obtenidos bajo normalidad condicional de los datos. En este caso, el intervalo de confianza
del 95 % para la diferencia entre los ángulos obtenidos luego de la estimación está dado por
(6.76, 8.28), mostrando aśı que las ventaja de usar el método diseñado para datos ordinales se
mantiene, y la diferencia sigue siendo significativa.
3.6.3. Inferencia sobre la dimensión d
En esta sección llevamos a cabo un estudio de simulación para evaluar los métodos para
inferir la dimensión del subespacio de reducción a partir de los datos. En particular, vamos a
comparar la inferencia de d a partir de método de test de permutación con el de validación
cruzada de 10 particiones (10-fold CV). Para esto, generamos los datos de la misma forma que en
la Sección 3.6.2, con p = 10, d = 2 y usamos una base polinomial de grado r = 4 para fY . Puesto
que d ≤ mı́n(r, p), el valor verdadero de d lo debemos buscar dentro del conjunto {0, 1, 2, 3, 4}.
Para el test de permutación, construimos la distribución de Λ̂m extrayendo muestras a partir
de los datos (re-muestreo) 500 veces, como fue discutido en la Sección 3.5, y usando un nivel de
significancia de 0.01. Para validación cruzada usamos el promedio del error cuadrático medio
de predicción sobre la partición de prueba como la medida de desempeño a seguir, utilizando
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Figura 3.1: Desempeño del Estimador PFCord: ](span(α̂),span(α)). (a) modelo normal para
Z|(Y = y); (b) modelo no normal para Z|(Y = y).
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como regla de predicción el método de los k vecinos más cercanos (i.e. k-NN). El experimento
fue repetido utilizando dos tamaños de muestra n = 200 y n = 300, y se corrió 500 veces para
cada tamaño de muestra. La Tabla 3.1 muestra los resultados obtenidos. Para n = 300, el test
de permutación encuentra la verdadera dimensión en el 81 % de los experimentos replicados,
mientras que con validación cruzada se encuentra el 58 % de las veces. El intervalo de confianza
del 95 % para la diferencia en la proporción de elección correcta de la dimensión es (0.177,
0.291), mostrando que dicha diferencia es estad́ısticamente significativa para el número utilizado
de réplicas. Además, para este tamaño de muestra, ambos métodos casi nunca recogen menos
de dos direcciones, y por lo tanto no se pierde ninguna información. La fracción de veces que
al menos una dirección adicional es elegida, esto es, d̂ = 2 o d̂ = 3, es 0.898 con el test de
permutación y 0.81 usando validación cruzada. El intervalo de confianza para esta diferencia
es de (0.043, 0.133), confirmando la ventaja del test de permutación cuando el tamaño de la
muestra es suficientemente grande. Asimismo, debemos notar que el procedimiento basado en
permutación es más rápido que validación cruzada, ya que la reducción de la dimensión de los
datos transformados permutados puede llevarse a cabo usando métodos estándares para datos
continuos. De hecho, utilizando una PC estándar para los experimentos, el procedimiento del
test de permutación es casi seis veces más rápido que el procedimiento requerido para validación
cruzada.
Para un tamaño de muestra menor, espećıficamente tomando n = 200, el método de permu-
taciones es menos preciso. En este caso se encuentra la verdadera dimensión el 69 % de las veces,
pero en el 22 % de las réplicas se recogió una sola dirección para la proyección en lugar de dos.
Por su parte, con validación cruzada la verdadera dimensión se encontró el 57 % de las veces,
pero tiende a sobrestimar la dimensión requerida d, generando con ello una potencial pérdida
de eficiencia a favor de preservar la información. Realizando un contraste para la diferencia en
la proporción de elecciones correctas de d̂ ≥ 2, obtenemos un p-valor de ≈ 10−15, evidenciando
aśı una ventaja estad́ısticamente significativa del método de validación cruzada, en este escena-
rio con un tamaño de muestra pequeño, al ser más conservativo en términos de la pérdida de la
información. Por lo tanto, podemos concluir que el test de permutaciones parece ser un mejor
procedimiento para inferir la dimensión d de la reducción cuando el tamaño de la muestra es
suficientemente grande, a la vez que la reducción del tiempo computacional es significativa. Sin
embargo, con validación cruzada se obtiene una solución más segura, en términos de pérdida
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Tabla 3.1: Fracción de veces en las que se elige un valor de d.
Permutación Validación Cruzada
d = 1 0.220 0.000
n = 200 d = 2 0.690 0.572
d = 3 0.078 0.220
d = 4 0.012 0.208
d = 1 0.082 0.000
n = 300 d = 2 0.810 0.576
d = 3 0.088 0.223
d = 4 0.020 0.190
de información, cuando la cantidad de datos es reducida.
3.6.4. Desempeño del método incluyendo regularización
Finalmente, vamos a realizar un estudio de simulación para evaluar el desempeño de la
versión regularizada (i.e. con selección de variables) del método propuesto para predictores
ordinales. A diferencia de las configuraciones anteriores, ahora la reducción suficiente depende
sólo de un subconjunto de predictores. En la presente simulación, solamente los primeros cuatro
predictores aportan información acerca de la respuesta, esto es, α = (A 02×p−4)
T , con
A =
 1/2 1/2 1/2 1/2
−1/2 1/2 1/2 −1/2
 .
Fijamos los valores para el resto de los parámetros de la misma forma que se hizo en la Sección
3.6.2. La reducción fue estimada usando PFC estándar para predictores continuos, la versión
no regularizada del método de SDR, que denominamos PFCord, y la versión regularizada que
propusimos en la Sección 2.4.2. En todos los casos hemos usado una base polinomial para fY de
grado r = 2. Para cada estimador, calculamos el ángulo entre los subespacios Sα y Sα̂ en cada
una de las 100 corridas del experimento. La Figura 3.2 muestra los resultados obtenidos para
p = 10. Podemos ver que los ángulos obtenidos son menores que en el caso donde asumimos que
todos los predictores son relevantes. Dado que todos los métodos se aplican a los mismos datos,
del diagrama de caja queda claro que los estimadores diseñados exclusivamente para datos
ordinales tienen un mejor desempeño que el PFC estándar para datos continuos. Por otra
3.6. Simulaciones 48
Figura 3.2: Desempeño del estimador reg-PFCord: ](span(α̂), span(α))
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parte, para esta situación, el estimador regularizado (que de ahora en adelante denominaremos
reg-PFCord) demuestra claramente ser superior a la versión no regularizada (PFCord).
También realizamos otra serie de experimentos con el fin de evaluar la estabilidad del sub-
conjunto de variables elegidas por el algoritmo del método regularizado propuesto. Denotamos
por S0 ⊂ {1, 2, . . . , p} al conjunto de ı́ndices para el subconjunto de variables que son realmente
relevantes para la respuesta Y (variables activas), y por Sc0 a su complemento. De forma simi-
lar, denotamos por Ŝ al subconjunto de variables elegidas por el estimador regularizado, en el
sentido de que αj = 0 para j /∈ Ŝ, y por ZS0 a un vector aleatorio con elementos Zj 6= 0 para
j ∈ S0, realizando una definición similar para ZSc0 . Estamos interesados en la evaluación de: (i)
Pr(S0 ⊂ Ŝ), como un indicador de las variables relevantes que se conservan; (ii) la cardinalidad
promedio del conjunto Ŝ (#Ŝ), como medida de la cantidad de variables no relevantes que
son preservadas luego de la estimación. Por otra parte, estamos interesados en la evaluación
de cómo vaŕıan estas medidas de performance para diferentes niveles de correlación entre ZS0
y ZSc0 . Para medir esta dependencia, usamos una medida de correlación basada en distancias
como es definida en Székely et al. (2007) y Székely and Rizzo (2009), que aqúı denotamos
por dCor(ZS0 ,ZSc0). Esta es una medida de correlación no paramétrica generalizada que resul-
ta adecuada para vectores aleatorios de diferente tamaño y que no requiere ajuste de ningún
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Tabla 3.2: Desempeño de los algoritmos de selección de variables cuando utilizamos reg-
PFCord o reg-PFC.
n ρ reg-PFCord reg-PFC
Pr(S0 ⊆ Ŝ) #Ŝ Pr(S0 ⊆ Ŝ) #Ŝ
0.0 0.98 3.98 (± 0.10) 0.92 3.88 (± 0.63)
200 0.2 0.91 3.91 (± 0.27) 0.13 2.36 (± 0.76)
0.3 0.55 3.42 (± 0.64) 0.04 2.23 (± 0.46)
0.5 0.16 2.91 (± 0.67) 0.01 2.07 (± 0.38)
0.0 1.00 4.00 (± 0.00) 1.00 4.00 (± 0.00)
500 0.2 1.00 4.01 (± 0.10) 0.96 4.52 (± 0.73)
0.3 0.96 4.02 (± 0.38) 0.63 3.52 (± 0.98)
0.5 0.49 3.95 (± 1.08) 0.17 2.53 (± 0.83)
parámetro para su cálculo. Para controlar esta cantidad, ajustamos el valor de ∆ usado para
generar los datos. En particular, fijamos ∆ = 4Ip + ραBα
T para diferentes valores de ρ. Con
esto obtenemos dCorn(ZS0 ,ZSc0) ≈ 0.3 para ρ = 0.2, 0.5 para ρ = 0.3 y aproximadamente 0.7
para ρ = 0.5. En todos los experimentos, el número de variables relevantes en S0 se fijó en 4,
con p = 20.
En la Tabla 3.2 se muestran los resultados obtenidos usando 100 réplicas del experimen-
to, para cada condición evaluada. De la misma se observa que, para un tamaño de muestra
suficientemente grande (n = 500), las versiones penalizadas de los métodos PFCord y PFC
logran una precisión perfecta en la selección del verdadero conjunto activo de variables, cuando
los predictores no están correlacionados entre śı. Para un nivel moderado de correlación entre
los predictores (ρ = 0.3), usando reg-PFCord, el verdadero conjunto de variables activas S0,
está contenido en la solución el 96 % de las veces, con una fracción muy baja de asignaciones fal-
sas. Por otro lado, si en el mismo escenario utilizamos la versión regularizada del PFC estándar
(que denotamos por reg-PFC), observamos que dicho método permite recoger el verdadero
conjunto de variables activas sólo el 63 % de las veces. Esta diferencia es estad́ısticamente signi-
ficativa a un nivel del 0.001 (p-valor). Por otra parte, el número promedio de variables escogidas
por el reg-PFC es de aproximadamente 3.50, lo que significa que algo de información se pierde
con este procedimiento. Para niveles elevados de correlación entre los predictores (ρ = 0.5), el
verdadero conjunto de variables activas es escogido sólo el 17 % de las veces cuando usamos
reg-PFC, mientras reg-PFCord aún lo escoge la mitad de las veces. La pérdida de precisión
del reg-PFCord está relacionada con el reemplazo de uno de los predictores del verdade-
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ro conjunto de variables activas, por otro predictor altamente correlacionado, manteniendo el
cardinal promedio del conjunto estimado Ŝ con un valor cercano a 4.
Cuando el tamaño de la muestra es menor (i.e. n = 200), el desempeño del reg-PFC para
seleccionar variables decae mucho más rápido respecto a su equivalente ordinal, a medida que
aumenta la correlación entre los predictores. Cuando los predictores no están correlacionados,
reg-PFC escoge el verdadero conjunto de variables activas S0 un 92 % de las veces, mientras
que el reg-PFCord lo hace un 98 % de las veces. Pero con un nivel bajo de correlación entre
los predictores (ρ = 0.2), el desempeño del reg-PFC decrece rápidamente a un nivel del
13 %, mientras que el método para variables ordinales sigue mostrando una precisión elevada,
eligiendo el verdadero conjunto de variables activas en más del 90 % de las veces. A su vez,
para niveles elevados de correlación, ambos procedimientos tienden a subestimar el número de
variables relevantes; y esta tendencia es mayor para el reg-PFC.
Por lo tanto, estos resultados muestran que el uso del método propuesto especialmente
adaptado para datos ordinales, proporciona una precisión significativamente mayor también
en este caso, cuando se decide realizar reducción suficiente de dimensiones con selección de
variables.
3.7. Análisis con datos reales
En esta sección vamos a aplicar el método propuesto en datos reales, analizando su desem-
peño y comparando con otros métodos alternativos supervisados y no supervisados.
En la primera sección se presenta la aplicación para la construcción de ı́ndices SES a lo
fines de predecir ingreso per cápita y nivel de pobreza (monetaria) utilizando una muestra de
entrenamiento. La segunda aplicación, analiza el poder predictivo de este método en el problema
de puntuación y recomendación de peĺıculas de NETFLIX.
3.7.1. Construcción de ı́ndices de Estatus Socio-Económico (SES)
Como mencionamos en el Caṕıtulo 1, existen varias aplicaciones por las que se busca un
ı́ndice SES a partir de reducir un conjunto de variables económicas y sociales. En este caṕıtulo,
3.7. Análisis con datos reales 51
como a lo largo de la tesis, la aplicación que se presenta de ı́ndices SES aborda el problema
de predecir el ingreso per cápita del hogar y/o el nivel de pobreza de los hogares a partir de
un ı́ndice SES construido aplicando reducción suficiente a un conjunto de variables observables
que caracterizan el nivel social y económico del hogar. A pesar de sus limitaciones, como
ya mencionamos en el Caṕıtulo 1, el ingreso o el gasto de consumo constituyen las medidas
tradicionales en los análisis de pobreza, lo que ha llevado a gran parte de los páıses del mundo a
adoptar el enfoque de la ĺınea de pobreza basada en el ingreso a partir de encuestas de hogares,
con el objeto de inferir sobre la situación socioeconómica de la población (Mokomane 2012,
Richardson and Bradshaw 2012).
Debido a la complejidad que encierra la captación correcta del nivel de ingreso, se busca
una variable proxy del ingreso a partir de variables más fáciles de observar; esto es, un ı́ndice
SES.
La principal metodoloǵıa que se utilizada para obtener un ı́ndice SES, es el Análisis de
Componentes Principales (PCA) (Merola and Baulch 2014, Hoque 2014). Dado que entre las
variables observadas para construir el ı́ndice predominan las categóricas ordinales, es que Ko-
lenikov and Angeles (2009) proponen una variante del PCA adaptada para datos ordinales
utilizando correlaciones policóricas entre los predictores en lugar de la matriz de covarianza
estándar.
En este ejemplo, vamos a mostrar un enfoque diferente para la construcción del ı́ndices SES,
basado en la metodoloǵıa propuesta de SDR para datos ordinales. La idea es obtener un ı́ndice
para predecir una medida unidimensional de algún aspecto socio-económico, tal como el ingreso
del hogar o la condición de pobreza en términos de ingresos. Por lo tanto, en este caso fijamos
la dimensión de la reducción en d = 1 y derivamos el ı́ndice como una versión normalizada de
la reducción suficiente α̂TX ∈ R. Contrariamente a los ı́ndices tipo PCA, este nuevo enfoque
usa la información acerca de la respuesta bajo análisis.
Los datos utilizados provienen de la base de microdatos de la Encuesta Permanente de
Hogares (EPH) de Argentina, tomando, en particular, el cuarto trimestre de 2013. La EPH
es la principal encuesta de hogares de Argentina y es realizada por el Instituto Nacional de
Estad́ısticas y Censos (INDEC).
3.7. Análisis con datos reales 52
Consideramos nueve variables ordinales sobre las condiciones de vida de los hogares, y dos
variables socio-económicas sobre el jefe/a de hogar (nivel de instrucción formal y situación
laboral). Los detalles de estas variables pueden encontrarse en el Apéndice 3.9.3. A fin de tener
en cuenta la heterogeneidad regional, estimamos ı́ndices SES de forma separada para cada
una de las siguientes cinco regiones: región metropolitana del Gran Buenos Aires (n = 2351
hogares), región Pampeana (n = 5003), el Noroeste Argentino (NOA) (n = 2852), el Noreste
Argentino (NEA) (n = 1594), y la Patagonia (n = 2398). Consideramos dos tipos de respuesta:
una continua, dada por el ingreso per cápita familiar (ipcf), y una binaria basada en el ingreso
(pobreza) que indica si el hogar está por encima o debajo de la linea de pobreza (i.e. si el hogar
es pobre o no, en términos de ingresos). Estamos interesados en mostrar que el método reg-
PFCord constituye una alternativa superior a la metodoloǵıas tipo PCA para la construcción
de ı́ndices SES, al mismo tiempo que logra tener un poder predictivo similar a considerar el
conjunto entero de predictores (i.e. sin aplicar reducción). Para ello, el desempeño en predicción
del ı́ndice propuesto (reg-PFCord) se compara con las siguientes estrategias metodológicas:
Consideración de todo el conjunto de predictores sin aplicar reducción, tratados como
predictores continuos, en el sentido métrico. Vamos a denominar a este método Full.
Todo el conjunto de predictores incluidos sin aplicar reducción, incorporados por medio
de variables dummies. Vamos a llamar a este enfoque Full-I.
Todo el conjunto de predictores es incluido pero usando un procedimiento tipo group-
lasso para predictores ordinales (Gertheiss and Tutz 2010), realizando con ello selección
de variables. A este método lo llamaremos LASSOord.
Una variante del PCA diseñada para predictores ordinales usando correlaciones policóri-
cas (Kolenikov and Angeles 2009). Lo denominaremos PCApoly.
Una variante no lineal del PCA que utiliza un escalamiento especial para aplicarse a
categoŕıas ordinales (Linting and van der Kooij 2009). A este método lo llamaremos
NLPCA.
Las primeras tres estrategias son incluidas con el objetivo de tener una base de referencia sobre
el desempeño que se obtiene cuando se usa el conjunto entero de predictores, pero debe quedar
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claro que las mismas no brindan un ı́ndice. De hecho, solamente las dos últimas alternativas de
la lista compiten en la construcción del ı́ndice SES con la metodoloǵıa propuesta.
Para cada estrategia, ajustamos una regresión loǵıstica para la respuesta pobreza (discreta)
y una regresión lineal para la variable respuesta ipcf (continua).
Cuando computamos la reducción suficiente, elegimos una fY diferente para cada respuesta.
Para la respuesta continua, usamos una base polinómica de grado r = 2. Para la respuesta
binaria, fY es simplemente una variable indicadora centrada.
Los datos son particionados en diez conjuntos disjuntos a fin de tener diez réplicas ex-
perimentales. En cada corrida, uno de los subconjuntos es usado como conjunto de prueba,
mientras que el resto de ellos conforman la muestra de entrenamiento. Con cada método se
obtiene el error cuadrático medio (MSE) de realizar validación cruzada con diez iteraciones
(10-fold cross-validation). Los resultados se muestran en la Tabla 3.3, reportándose también los
correspondientes desv́ıos estandar.
En primer lugar, de la tabla puede observarse que, para la respuesta continua, usar varia-
bles dummy para el conjunto entero de predictores (FULL-I) o realizar selección de variables
con LASSOord, constituyen estrategias más efectivas que considerar el conjunto entero de
predictores como variables continuas (FULL). Lo contrario ocurre cuando consideramos la res-
puesta binaria; esto es FULL en general brinda mejores resultados predictivos que FULL-I y
LASSOord.
Para los ı́ndices SES, tanto para la respuesta continua como discreta, los resultados muestran
que reg-PFCord es superior que PCApoly y NLPCA. A su vez, entre los ı́ndices tipo
PCA, NLPCA muestra un mejor desempeño que PCApoly. Por otra parte, los errores de
predicción obtenidos con el ı́ndice reg-PFCord son muy similares a aquellos que surgen
de la predicción con FULL. Cuando consideramos la respuesta discreta, el reg-PFCord
da mejores resultados predictivos que el LASSOord para tres de las regiones consideradas.
También debemos remarcar que, contrariamente al LASSOord, los ı́ndices obtenidos usando
la técnica de reducción suficiente de dimensiones, nos permite utilizarlos con cualquier método
predictivo.
Para ilustrar mejor el ajuste obtenido, la Figura 3.3 muestra gráficamente el resultado del
modelo de regresión de ipcf sobre el ı́ndice SES obtenido usando todos los datos. Un término
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Tabla 3.3: MSE para el ı́ndice SES (10-fold cross-validation)
Errores de Predicción -MSE
Respuesta Método GBA Pampeana NOA NEA Patagonia
Ingreso per cápita reg-PFCord 7.26 4.73 4.71 3.30 13.20
(ipcf: continua) (2.75) (1.66) (2.75) (1.35) (3.34)
PCApoly 7.60 5.10 5.07 3.68 14.7
(2.45) (0.90) (1.77) (0.90) (4.01)
NLPCA 7.38 4.95 4.89 3.52 13.67
(2.29) (0.61) (1.48) (0.65) (3.71)
FULL 7.22 4.69 4.68 3.32 13.14
(3.50) (0.88) (2.47) (0.93) (3.34)
FULL-I 7.01 4.52 4.48 3.08 12.92
(2.46) (0.83) (1.74) (0.76) (3.80)
LASSOord 7.00 4.51 4.42 3.05 12.88
(2.46) (0.83) (1.77) (0.76) (3.84)
Ĺınea de Pobreza reg-PFCord 0.208 0.167 0.279 0.287 0.129
(pobreza: discreta) (0.015) (0.011) (0.028) (0.028) (0.022)
PCApoly 0.229 0.204 0.366 0.390 0.132
(0.028) (0.018) (0.023) (0.063) (0.025)
NLPCA 0.228 0.186 0.302 0.290 0.161
(0.021) (0.019) (0.019) (0.018) (0.016)
FULL 0.202 0.162 0.274 0.287 0.129
(0.021) (0.008) (0.026) (0.036) (0.020)
FULL-I 0.206 0.171 0.286 0.298 0.126
(0.023) (0.021) (0.024) (0.065) (0.028)
LASSOord 0.206 0.171 0.286 0.298 0.129
(0.023) (0.021) (0.024) (0.065) (0.027)
Note: errores estándar entre paréntesis. Database: EPH (2013)
cuadrático SES2 es incluido para corregir la curvatura en la función de regresión estimada
y la variable respuesta fue transformada con ipcf ← ipcf1/3, a partir de realizar un análisis
de regresión Box–Cox. Puede observarse que cuando usamos el ı́ndice SES construido con el
PCApoly, los valores del ı́ndice están concentrados principalmente en el intervalo [0.5, 1.0]
mientras que, para el SES modelado usando reg-PFCord, los valores del indice se distribuyen
más regularmente sobre todo el intervalo [0, 1.0]. Esto permite obtener un mejor ajuste con el
modelo lineal, como se revela a partir un valor del R2 igual a 0.302 comparado con un 0.231
obtenido con un ı́ndice SES basado en PCA.
Las Tablas 3.4 y 3.5 muestran los vectores de coeficientes estimados que definen el ı́ndice
SES usando ipcf y pobreza como variable respuesta, respectivamente. Podemos notar que
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Figura 3.3: Ajuste del modelo lineal del ingreso per cápita como función del ı́ndice SES. Lado
izquierdo: usando ı́ndice SES con método tipo PCA. Lado derecho: resultado con el método
propuesto.
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para el método propuesto, varios coeficientes del α̂ han sido llevados a cero con la estimación
regularizada, mientras que para PCApoly y NLPCA sólo horas trabajadas pareciera no ser
muy relevante para la construcción del ı́ndice SES. Además, de los resultados reportados po-
demos apreciar varias diferencias entre el reg-PFCord y los enfoques basados en PCA (i.e.,
PCApoly y NLPCA). En primer lugar, la importancia de cada predictor para la construcción
de ı́ndice SES difiere según el método. Por ejemplo, la variable hacinamiento obtiene la mayor
ponderación con el reg-PFCord para todas las regiones y para ambas variables respuesta,
mientras que la instalación sanitaria y la ubicación del agua muestran ser las más relevan-
tes para la construcción del ı́ndice usando PCApoly, y la instalación sanitaria y el desagüe
para el método NLPCA. En segundo lugar, observamos que los ı́ndices SES construidos usan-
do ambos métodos basados en PCA dan similares ponderaciones a los predictores para todas
las regiones. En cambio, el ı́ndice SES basado en reg-PFCord logra captura la divergencia
económica regional explicada por diferencias en dotaciones de factores, productividad, niveles
de actividad y patrones de crecimiento económico regional. Más aún, en las regiones urbanas
más ricas (espećıficamente, Buenos Aires y la región Pampeana) la estimación regularizada del
reg-PFCord tiende a fijar en cero las variables con mayor ponderación en los ı́ndices basa-
dos en PCA. Esta diferencia resulta atractiva, ya que estas regiones suelen tener una mejor
infraestructura social básica general, por lo que las variables relacionadas con el drenaje, pro-
visión de agua e la instalación sanitaria de la vivienda son menos importantes para medir el
nivel socioeconómico, pues gran parte de la población estaŕıa cubierta en este sentido. Con un
fundamento similar encontramos que otras variables, tal como hacinamiento o escolaridad, son
necesarias en orden de obtener un mejor ı́ndice SES para predecir el nivel de ingreso del hogar.
En la misma ĺınea, para regiones con mayores niveles de pobreza (NOA y NEA) el ı́ndice SES
provisto por el método reg-PFCord muestra que otras variables, tal como ubicación de la
vivienda, provisión de agua o ubicación del agua, pasan a ser relevantes en la determinación del
nivel socio-económico.
Comparando ambas metodoloǵıas basadas en PCA, podemos notar que el NLPCA es más
sensible a la heterogeneidad regional que el PCApoly, pero las diferencias en las ponderaciones
del ı́ndice de estos métodos comparado con las del reg-PFCord permanecen sustanciales.
Adicionalmente, podemos apreciar que el ı́ndice SES obtenido v́ıa reg-PFCord es sensible
respecto a qué variable respuesta estamos usando para caracterizar el fenómeno social de interés.
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Por ejemplo, en las regiones del GBA, Pampeana y Patagonia, la escolaridad tiene un peso
considerable en el ı́ndice SES para explicar el ingreso per cápita, no aśı para predecir pobreza.
Esto cobra sentido debido a que, en estas regiones relativamente más ricas, el acceso a niveles
básicos de escolaridad está más garantizado en la población que habita en las mismas. Por otra
parte, muchas veces el ingreso constituye un fuerte incentivo sobre la decisión individual de
alcanzar mayores niveles de educación, reflejándose de hecho en la ponderación del ı́ndice para
predecir ingreso. Además, para estas regiones más ricas, algunas variables, tal como desagüe,
instalación sanitaria o baño compartido pasan a ser relevantes para predecir si el hogar es pobre
o no (siguiendo el criterio de la ĺınea de pobreza). Tales diferencias no pueden ser capturas por
el ı́ndice SES basado en la metodoloǵıa de PCA.
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ó
n
sa
n
it
a
ri
a
0
-0
.4
06
1
-0
.2
2
4
6
0
.3
9
9
0
-0
.4
1
0
5
-0
.2
4
1
1
-0
.1
5
2
8
-0
.4
2
1
7
-0
.2
5
4
5
ba
ñ
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3.7.2. El caso de NETFLIX
En esta sección utilizamos la base de Netflix2 para ilustrar el desempeño del método con
otra aplicación real diferente de la presentada para ı́ndices SES. Este conjunto de datos con-
tiene la puntuación o calificación (“estrellas”) sobre peĺıculas disponibles en Netflix, y dichas
puntuaciones son realizadas por suscriptores de este servicio. Estos datos podemos pensarlos
como unas matrices grandes, de n usuarios y de p peĺıculas. Como no todos los usuarios han va-
lorado todas las peliculas disponibles, esta matriz es rala (sparse) y las peĺıculas no puntuadas,
usualmente son tratadas como datos faltantes. Para el propósito de este ejemplo, consideramos
sólo un subconjunto de los datos, omitiendo las puntuaciones faltantes. Para ello, buscamos un
subconjunto de n usuarios que han evaluado las mismas p peĺıculas. Buscando en la base de
datos para p = 20, se extrajo un subconjunto de n = 8347 usuarios.
Puntualmente tenemos una matriz X = (Xij) tal que Xij ∈ {1, 2, 3, 4, 5} representa la
puntuación del usuario i de la peĺıcula j y no hay puntuaciones faltante en X. Denotamos por
X−i,j a la matriz que contiene las puntuaciones de la peĺıcula j de todos excepto del usuario
i-ésimo, y definimos Xi,−j de manera análoga. Nuestro objetivo es predecir la puntuación Xij
utilizando la información del resto de la base de datos; en particular, a partir de las puntuaciones
realizadas por i de otras peĺıculas en X.
Las siguiente reglas de predicción son consideradas para predecir Xij:
Media: X̂ij =
∑
k 6=iXkj; esto es, la puntuación predicha es la puntuación media de la
peĺıcula realizada por el resto de los usuarios.
PFC+lin: X̂ij = B
T
(
α̂TPFCXi,−j
)
. Aqúı obtenemos una reducción v́ıa PFC sobre los
predictores, usando X−i,j como la variable respuesta y X−i,−j como predictores, y luego
usamos un modelo de predicción lineal sobre los datos reducidos.
PFCord+lin: X̂ij = C
T
(
α̂TORDXi,−j
)
. Aqúı procedemos de la misma forma que antes,
pero utilizamos reg-PFCord para la reducción de dimensión.
FULL+lin: X̂ij = B
TXi,−j. Aqúı ajustamos un modelo predictivo lineal usando todo el
conjunto de predictores.
2Información respecto al Netflix Prize puede obtenerse en http://www.netflixprize.com//rules.
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PFC+svr: X̂ij = gSVR(α̂
T
PFCXi,−j). En este caso buscamos una reducción de los predicto-
res con PFC, tomando X−i,j como respuesta y X−i,−j como predictores, y luego usamos
support vector regression (SVR) como modelo predictivo, usando los datos reducidos.
PFCord+svr: X̂ij = gSVR(α̂
T
ORDXi,−j). Similar a la estrategia anterior, pero usamos el
método propuesto, reg-PFCord, para obtener la SDR.
FULL+svr: X̂ij = gSVR(Xi,−j). Aqúı utilizamos SVR sobre todo el conjunto de predic-
tores.
Usamos un kernel Gaussiano para el método SVR, con la varianza (bandwith) elegida uti-
lizando validación cruzada de 5 iteraciones (5-fold cross-validation). La Tabla 3.6 muestra el
error de predicción medio (MSE) obenido (leave-one-out) tanto para la dimensión d̂ inferida
usando el procedimiento basado en permutaciones, como también para diferentes valores de la
dimensión d. Podemos observar que, como la dimensión de fY es r = 4 en este ejemplo, y sabe-
mos que la dimensión de la reducción debe satisfacer d ≤ mı́n(r, p), las reducciones que tienen
sentido para estos datos deben tener dimensión d ≤ 4. Podemos observar que la predicción
de la puntuación usando solo puntuaciones de la misma peĺıcula realizada por otros usuarios,
es claramente superada por todos los métodos que usan puntuaciones realizadas por el mismo
usuario. Para todos los valores de d, el mejor resultado es aquel obtenido utilizando el método
propuesto (reg-PFC) para realizar reducción de dimensiones junto con SVR como modelo
predictivo. Más aún, para un d fijo, el método que hemos propuesto de reducción suficiente
para variables ordinales supera al PFC, independientemente de la regla de predicción elegida.
También podemos ver que con SVR, si reducimos los predictores con PFC se obtiene un peor
resultado que usar el conjunto entero de predictores, mientras que si usamos reg-PFCord
obtenemos menores errores de predicción cuando d = 4. También podemos notar que los resul-
tados para d̂ son muy similares a aquellos arrojados con d = 4. Esto se debe a que la dimensión
inferida de la reducción es d̂ = 4 en el 98 % de las veces.
Por lo tanto, los resultados mostrados con esta aplicación muestran que el método propues-
to es superior al PFC estándar, resaltando los beneficios de reducir la dimensión cuando los
predictores categóricos ordinales se reconocen como tales.
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Tabla 3.6: MSE obtenido para la base de datos de NETFLIX
Media PFC+lin PFCord+lin FULL+lin PFC+svr PFCord+svr FULL+svr
d = d̂ . . . 0.645 0.568 . . . 0.583 0.551 . . .
d = 4 · · · 0.642 0.565 · · · 0.574 0.549 · · ·
d = 3 · · · 0.889 0.663 · · · 0.691 0.633 · · ·
d = 2 · · · 0.901 0.857 · · · 0.874 0.821 · · ·
d = 1 · · · 0.909 0.871 · · · 0.882 0.836 · · ·
d = p 0.914 · · · · · · 0.642 · · · · · · 0.566
3.8. Conclusiones
El método de estimación propuesto basado en un algoritmo tipo EM para la reducción de
la dimensión de problemas de regresión con predictores ordinales, mostró ser superior a los
métodos estándar derivados para predictores continuos y basados en la regresión inversa. Esto
lo probamos, tanto con las simulaciones como con conjuntos de datos reales que involucran pre-
dictores categóricos ordenados. Los experimentos mostraron que esta ventaja se acentúa cuando
usamos selección de variables, donde el método propuesto supera claramente a su contraparte
para los datos continuos, cuando dicha contraparte se aplica ingenuamente a predictores ordi-
nales. Esto no es un problema menor, ya que muchos análisis en las ciencias aplicadas suelen
tratarlos como variables continuas, sin tener en cuenta su naturaleza ordinal. Además, con la
propuesta de algoritmo aproximado EM se constituye un método factible (en términos compu-
tacionales) para un conjunto mucho mayor de problemas en comparación con el uso del cálculo
exacto de los momentos truncados. Este ahorro también permite realizar test de permutación y
procedimientos de validación cruzada para inferir la dimensión de la reducción, que resultó ser
razonablemente preciso en las simulaciones. Por último, la aplicación de la metodoloǵıa pro-
puesta para la construcción de ı́ndices de estatus socio-económico (́ındices SES) mostró muchas
ventajas con respecto a los ı́ndices basados en PCA. En particular, el método no sólo ayuda a
obtener mejores predicciones sino que también permite obtener una comprensión mejor de las
relaciones entre los predictores y la respuesta. De manera más precisa, para el ı́ndice de SES,
el método propuesto brinda diferentes ponderaciones logrando capturar diferencias regionales,
históricas y/o culturales, siendo al mismo tiempo sensible respecto a la medida usada como
respuesta (como el ingreso familiar per cápita o la ĺınea de pobreza), lo que no ocurre con las
metodoloǵıas no supervisadas basadas en PCA. Esta propiedad del método de reducción sufi-
ciente de dimensiones basada en modelos tiene implicaciones relevantes para el análisis social
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aplicado.
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3.9.1. El Algoritmo EM
Con el objetivo de simplificar la notación, siempre vamos a omitir el condicionante sobre
Ω(k−1) cuando tomemos esperanza. También vamos a omitir los condicionantes sobre el resto
de las variables en el sub-́ındice. Para obtener una forma explicita de Q, vamos a computar la
esperanza condicional de la log-verosimilitud conjunta de la forma
Q(Ω|Ω(k−1)) =
n∑
i=1
E
zi|xi,yi;Ω
(k−1)
[
log fxi,zi(xi, zi|yi; Ω)
∣∣yi; Ω(k−1)] = n∑
i=1
Ezi
[
log fxi,zi(xi, zi|yi; Ω)
∣∣yi] .
Por lo tanto,
Q(Ω|Ω(k−1)) =
n∑
i=1
Ezi
[
log fxi,zi(xi, zi|yi; Ω)
∣∣yi]
=
n∑
i=1
Ezi
[
log
(
(2π)−p/2|∆|−1/2e−
1
2
tr(∆−1(zi−∆αξf̄yi )(zi−∆αξf̄yi )
T )I{zi∈C(xi,Θ)}
) ∣∣∣yi]
= −pn
2
log(2π)− n
2
log |∆|
−n
2
tr
[
∆−1
(
1
n
n∑
i=1
Ezi(ziz
T
i |xi, yi)−
2
n
∆αξ
n∑
i=1
f̄yiEzi(z
T
i |xi, yi) +
1
n
∆αξ
n∑
i=1
f̄yif
T
yi
ξTαT∆
)]
= −pn
2
log(2π)− n
2
log |∆| − n
2
tr
[
∆−1(S− 2∆αξF
TM
n
+
∆αξFTFξTαT∆
n
)
]
, (3.8)
donde S ∈ Rp×p, F ∈ Rn×r y M ∈ Rn×p están dados por S = 1
n
∑n
i=1 Ezi(ziz
T
i |xi, yi), FT =
[f̄y1 , . . . , f̄yn ] y M
T = [Ez1(z1|x1, y1), . . . , Ezn(zn|xn, yn))], respectivamente.
Maximización de la función Q (3.8).
De (3.8), tenemos que
Q(A,β,∆) = −pn
2
log(2π)− n
2
log |∆| − n
2
tr(∆−1S) + tr(αξFTM)− 1
2
tr(αξFTFξTαT∆).
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Dado que Q es una forma cuadrática en ξ, el máximo se obtiene en ξ(k) =
(αT∆α)−1αTMTF(FTF)−1. Reemplazando ξ(k) en la función Q, obtenemos la log-
verosimilitud parcial
Q(∆−1,α) =− pn
2
log(2π)− n
2
log |∆| − n
2
tr(∆−1S) +
1
2
tr
[
(αT∆α)−1αTMTF(FTF)−1FTMα
]
=− pn
2
log(2π)− n
2
log |∆| − n
2
tr(∆−1S) +
n
2
tr
[
(αT∆α)−1αTSfitα
]
, (3.9)
donde Sfit =
1
n
MTF(FTF)−1FTM. Para maximizar Q con respecto a to ∆−1 observemos que,
por la Proposición 5.14 de Eaton (1983), si α ∈ Rp×d es fija y α0 ∈ Rp×(p−d) es el complemento
semi-ortogonal de α, tenemos una correspondencia uno a uno entre ∆−1 y (H1,H2,H3), y
H1 = α
T∆α; H2 = (α
T
0 ∆
−1α0)
−1 y H3 = (α
T∆α)−1αT∆α0. De Rao (1973) y Cook and
Forzani (2009) obtenemos
∆−1 = α(αT∆α)−1αT + ∆−1α0(α
T
0 ∆
−1α0)
−1αT0 ∆
−1, (3.10)
|∆| = |αT0 ∆−1α0|−1|αT∆α|. (3.11)
La identidad (αT∆α)−1αT∆α0 = −αT∆−1α0(αT0 ∆−1α0)−1 implica que
αT∆−1α0 = −(αT∆α)−1αT∆α0αT0 ∆−1α0 = −H3H−12 ,
la cual, junto con ααT +α0α
T
0 = Id,
∆−1α0 = αα
T∆−1α0 +α0α
T
0 ∆
−1α0 = −αH3H−12 +α0H−12 = (−αH3 +α0)H−12 .
Usando todo esto en (3.10) obtenemos
∆−1 = αH−11 α
T + (−αH3 +α0)H−12 (−HT3αT +αT0 ), (3.12)
Por lo tanto, encontrar Ĥi, i = 1, 2, 3 es equivalente a encontrar (∆
−1)(k). Para escribir la
función Q en términos de H1, H2 y H3, vamos a escribir log |∆| y tr(∆−1S) in términos de las
misma. Por lo tanto, usando (3.12) y (3.11), la función Q luego puede ser escrita en términos
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de H1, H2, y H3 de la forma
Q(H1,H2,H3,α) = −
pn
2
log(2π)− n
2
log |H1| −
n
2
log |H2| −
n
2
tr
[
αH−11 α
T (S− Sfit)
]
− n
2
tr
[
(α0 −αH3)H−12 (αT0 −HT3αT )S
]
. (3.13)
Ahora, como Q es cuadrática en H3, el máximo de Q para H3 se obtiene en
Ĥ3 = (α
TSα)−1(αTSα0). (3.14)
Reemplazando (3.14) en (3.13) y definiendo Sres = S − Sfit (la cual es definida positiva),
obtenemos la función log-verosimilitud parcial
Q(H1,H2,α) = −
pn
2
log(2π)− n
2
log |H1| −
n
2
log |H2| −
n
2
tr
[
H−11 α
TSresα
]
− n
2
tr
[
H−12 (α
T
0 −αT0 Sα(αTSα)−1αT )S(α0 −α(αTSα)−1αTSα0)
]
.
El máximo de Q sobre H1 y H2 es alcanzado en
Ĥ1 = α
TSresα;
Ĥ2 = α
T
0 Sα0 −αT0 Sα(αTSα)−1αTSα0 = (αT0 S−1α0)−1.
Después de sustituir los puntos de máximo de H1, H2, y H3 en (3.12), obtenemos que el máximo
para ∆−1 es alcanzado en
(∆−1)(k) = S−1 +α(αTSresα)
−1αT −α(αTSα)−1αT .
Puesto que esta matriz estimada no necesariamente tiene unos en su diagonal, la escalamos a fin
de obtener una matriz con diagonal unitaria. Con este estimador de ∆−1, la log-verosimilitud
maximizada será
Q(α) = −pn
2
log(2π)− n
2
log |αTSresα| −
n
2
log |(αT0 S−1α0)−1| −
nd
2
− n(p− d)
2
= −pn
2
[log(2π) + 1]− n
2
log |αTSresα| −
n
2
log |S|+ n
2
log |αTSα|.
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donde para la última igualdad hemos usado (3.11). Finalmente, él máximo en α es alcanzado
en
α(k) = S−1/2ζ̂N,
donde ζ̂ son los primeros d autovectores de S−1/2SfitS
−1/2 y N es una matriz tal que α̂T α̂ = Id.
3.9.2. Aproximación de S y M
Dados Ω(k−1) = (Θ(k),∆(k−1),α(k−1), ξ(k−1)) y yi fija, necesitamos estimar S y M para
poder computar la función Q. Cada entrada de la matriz S puede escribirse como sjk =∑n
i=1 Ezi(zi,jzi,k|xi) with j, k = 1, . . . , p. Por lo tanto, para j = k tenemos el segundo mo-
mento condicional Ezi(z
2
i,j|xi). Siguiendo a (Guo et al. 2015), cuando j 6= k los términos
Ezi(zi,jzi,k|xi) pueden ser aproximados por Ezi(zi,jzi,k|xi) ≈ Ezi(zi,j|xi)Ezi(zi,k|xi). De esta
manera, podemos obtener un estimador de S a través de la estimación de los primeros y se-
gundos momentos. Lo que sigue, es una modificación del procedimiento para calcular estos
momentos, desarrollado por Guo et al. (2015), adaptado para el caso de distribuciones condi-
cionadas. En particular, podemos escribir xi como xi = (xi,j,xi,−j) y zi como zi = (zi,j, zi,−j)
donde xi,−j = (xi,1, . . . , xi,j−1, xi,j+1, . . . , xi,p) y zi,−j = (zi,1, . . . , zi,j−1, zi,j+1, . . . , zi,p). Por lo
tanto, el primer momento es
Ezi(zi,j|xi) =
∫
Rp
zi,jfzi(zi|xi)dzi
=
∫
Rp
zi,jfzi,j(zi,j|zi,−j, xi,j,xi,j)fzi,−j(zi,−j|xi)dzi
=
∫
Rp−1
[∫
R
zi,jfzi,j(zi,j|zi,−j, xi,j)dzi,j
]
fzi,−j(zi,−j|xi)dzi,−j
= Ezi,−j
{
Ezi,j(zi,j|zi,−j, xi,j)|xi
}
. (3.15)
De la misma mamnera, el segundo momento puede escribirse de la forma
Ezi(z
2
i,j|xi) = Ezi,−j
{
Ezi,j(z
2
i,j|zi,−j, xi,j)|xi
}
. (3.16)
Dados yi y Ω
(k−1), (zi,1, zi,2, . . . , zi,p) tiene una distribución normal multivariada con media µi =
Ψ(k−1)fyi = ∆
(k−1)α(k−1)ξ(k−1), y matriz de varianza-covarianza ∆(k−1). Tomando ∆
(k−1)
j,j = 1,
para cada j = 1, . . . , p, podemos escribir
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∆(k−1) =
 1 ∆(k−1)j,−j
∆
(k−1)
−j,j ∆
(k−1)
−j,−j
 y µi =
 (Ψ(k−1)f̄yi)j
(Ψ(k−1)f̄yi)−j
,
y por lo tanto, la distribución condicionada de zi,j dado zi,−j es
zi,j|zi,−j ∼ N(µ̃i,j, δ̃i,j) ,
donde la media es µ̃i,j = (Ψ
(k−1)fyi)j + ∆
(k−1)
j,−j (∆
(k−1)
−j,−j)
−1
(
zi,−j − (Ψ(k−1)fyi)−j
)T
y la varianza
δ̃2i,j = 1−∆
(k−1)
j,−j (∆
(k−1)
−j,−j)
−1∆
(k−1)
−j,j . Adicionalmente, la distribución condicionada de zi,j sobre los
datos observados xi,j es equivalente a condicionarla sobre zi,j ∈ C(xi,j,Θ) = [θ(j)xi,j−1, θ
(j)
xi,j), la
cual se distribuye como una normal truncada con densidad
f(zi,j|C(xi,j,Θ), zi,−j) =
1
δ̃i,j
φ(z̃i,j)
Φ(θ̃
(j)
xi,j)− Φ(θ̃
(j)
xi,j−1)
I{zi,j∈C(xi,j ,Θ)}.
Aqúı, z̃i,j = (zi,j − µ̃i,j)/δ̃i,j, θ̃(j)xi,j = (θ
(j)
xi,j − µ̃i,j)/δ̃i,j y θ̃
(j)
xi,j−1 = (θ
(j)
xi,j−1 − µ̃i,j)/δ̃i,j. A partir de
la función generatriz de momentos de una distribución normal truncada, el primer y segundo
momento de zi,j estarán dados por
E (zi,j|zi,−j, xi,j) = µ̃i,j + δ̃i,jai,j, (3.17)
E
(
z2i,j|zi,−j, xi,j
)
= µ̃2i,j + δ̃
2
i,j + 2ai,jµ̃i,j δ̃i,j + bi,j δ̃
2
i,j, (3.18)
donde
ai,j =
φ(θ̃
(j)
xi,j−1
)−φ(θ̃(j)xi,j )
Φ(θ̃
(j)
xi,j
)−Φ(θ̃(j)xi,j−1)
, bi,j =
θ̃
(j)
xi,j−1
φ(θ̃
(j)
xi,j−1
)−θ̃(j)xi,jφ(θ̃
(j)
xi,j
)
Φ(θ̃
(j)
xi,j
)−Φ(θ̃(j)xi,j−1)
.
Usando (3.17) y (3.18) en (3.15) y (3.16), se tiene
Ezi(zi,j|xi) = Ezi,−j (µ̃i,j|xi) + δ̃i,jEzi,−j (ai,j|xi) . (3.19)
Ezi(z
2
i,j|xi) = Ezi,−j
(
µ̃2i,j|xi
)
+ δ̃2i,j + 2δ̃i,jEzi,−j (ai,jµ̃i,j|xi) + δ̃2i,jEzi,−j (bi,j|xi) . (3.20)
Aqúı µ̃i,j es lineal en zi,−j luego, para ∆
(k−1), α̂ y yi fijos, tenemos
Ezi,−j (µ̃i,j|xi) = (Ψ(k−1)fyi)j + ∆
(k−1)
j,−j (∆
(k−1)
−j,−j)
−1Ezi,−j
(
zTi,−j|xi
)
−∆(k−1)j,−j (∆
(k−1)
−j,−j)
−1(Ψ(k−1)fyi)
T
−j (3.21)
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y
Ezi,−j
(
µ̃2i,j |xi
)
= (Ψ(k−1)fyi)
2
j + 2
(
Ψ(k−1)fyi
)
j
∆
(k−1)
j,−j (∆
(k−1)
−j,−j)
−1
[
Ezi,−j (zi,−j |xi)−
(
Ψ(k−1)fyi
)
−j
]T
+ ∆
(k−1)
j,−j (∆
(k−1)
−j,−j)
−1
[
Ezi,−j
(
zTi,−jzi,−j |xi
)
− Ezi,−j
(
zTi,−j |xi
) (
Ψ(k−1)fyi
)
−j
−
(
Ψ(k−1)fyi
)T
−j
Ezi,−j (zi,−j |xi) +
(
Ψ(k−1)fyi
)T
−j
(
Ψ(k−1)fyi
)
−j
]
(∆
(k−1)
−j,−j)
−1(∆
(k−1)
−j,−j)
T
(3.22)
Por otro lado, tenemos que las funciones ai,j y bi,j son no lineales en θ̃
j
xi,j
y θ̃jxi,j−1,
las que son funciones lineales de µ̃i,j y, por ende, de zi,−j. Entonces podemos escribir a
ai,j y bi,j como ai,j(zi,−j) y bi,j(zi,−j). Condicionando sobre xi, zi,−j tiene una distribu-
ción normal truncada con media ṽi,−j = Ezi,−j(zi,−j|xi) y matriz de varianza-covarianza
Ṽ = Ezi,−j
(
(zi,−j − ṽi,−j)(zi,−j − ṽi,−j)T |xi
)
. Si suponemos que ai,j y bi,j tienen primeras deri-
vadas parciales continuas, por el método delta de primer orden tenemos que
n1/2 {ai,j(zi,−j|xi)− ai,j(ṽi,−j)}
D−→ N
(
0,∇ai,j(ṽi,−j)Ṽ∇Tai,j(ṽi,−j)
)
y
n1/2 {bi,j(zi,−j|xi)− bi,j(ṽi,−j)}
D−→ N
(
0,∇bi,j(ṽi,−j)Ṽ∇T bi,j(ṽi,−j)
)
,
entonces podemos aproximar la esperanza Ezi,−j (ai,j|xi) por ai,j(ṽi,−j) y Ezi,−j (bi,j|xi) por
bi,j(ṽi,−j), es decir,
Ezi,−j (ai,j|xi) ≈ ai,j(ṽi,−j) =
φ(
˜̃
θ
(j)
xi,j−1)− φ(
˜̃
θ
(j)
xi,j
)
Φ(
˜̃
θ
(j)
xi,j
)− Φ(˜̃θ(j)xi,j−1) (3.23)
Ezi,−j (bi,j|xi) ≈ bi,j(ṽi,−j) =
˜̃
θ
(j)
xi,j−1φ(
˜̃
θ
(j)
xi,j−1)−
˜̃
θ
(j)
xi,j
φ(
˜̃
θ
(j)
xi,j
)
Φ(
˜̃
θ
(j)
xi,j
)− Φ(˜̃θ(j)xi,j−1) (3.24)
con
˜̃
θ
(j)
xi,j−k =
θ̃
(j)
xi,j−k
−Ezi,−j (µ̃i,j |xi)
δ̃i,j
=
θ̃
(j)
xi,j−k
−
(
Ψ(k−1)fyi
)
j
+∆(k−1)j,−j (∆
(k−1)
−j,−j)
−1
[
ṽi,−j−
(
Ψ(k−1)fyi
)
−j
]T
δ̃i,j
Usando (3.21), (3.22), (3.23), (3.24) y la aproximación Ezi,−j (ai,jµ̃i,j|xi) ≈
Ezi,−j (ai,j|xi)Ezi,−j (µ̃i,j|xi), la esperanza condicional en (3.19) puede aproximarse de la
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manera
Ezi (zi,j|xi) ≈ (Ψ(k−1)fyi)j + ∆
(k−1)
j,−j (∆
(k−1)
−j,−j)
−1
[
Ezi,−j
(
zTi,−j|xi
)
− (Ψ(k−1)fyi)−j
]T
+ δ̃i,j
φ(
˜̃
θ
(j)
xi,j−1)− φ(
˜̃
θ
(j)
xi,j
)
Φ(
˜̃
θ
(j)
xi,j
)− Φ(˜̃θ(j)xi,j−1) , (3.25)
y el segundo momento en (3.20) por
Ezi
(
z2i,j|xi
)
≈
(
Ψ(k−1)fyi
)2
j
+ 2
(
Ψ(k−1)fyi
)
j
∆
(k−1)
j,−j (∆
(k−1)
−j,−j)
−1
[
Ezi,−j (zi,−j|xi)−
(
Ψ(k−1)fyi
)
−j
]T
+ ∆
(k−1)
j,−j (∆
(k−1)
−j,−j)
−1
[
Ezi,−j
(
zTi,−jzi,−j|xi
)
− Ezi,−j
(
zTi,−j|xi
) (
Ψ(k−1)fyi
)
−j
−
(
Ψ(k−1)fyi
)T
−j
Ezi,−j (zi,−j|xi) +
(
Ψ(k−1)fyi
)T
−j
(
Ψ(k−1)fyi
)
−j
]
(∆
(k−1)
−j,−j)
−1(∆
(k−1)
−j,−j)
T + δ̃i,j
(3.26)
+ 2δ̃i,j
φ(
˜̃
θ
(j)
xi,j−1)− φ(
˜̃
θ
(j)
xi,j
)
Φ(
˜̃
θ
(j)
xi,j
)− Φ(˜̃θ(j)xi,j−1)
[
(Ψ(k−1)fyi)j + ∆
(k−1)
j,−j (∆
(k−1)
−j,−j)
−1
[
Ezi,−j
(
zTi,−j|xi
)
− (Ψ(k−1)fyi)−j
]T]
+ δ̃2i,j
˜̃
θ
(j)
xi,j−1φ(
˜̃
θ
(j)
xi,j−1)−
˜̃
θ
(j)
xi,j
φ(
˜̃
θ
(j)
xi,j
)
Φ(
˜̃
θ
(j)
xi,j
)− Φ(˜̃θ(j)xi,j−1) .
La ecuaciones (3.25) y (3.26) dan expresiones recursivas para computar (iterativamente) S y
M, respectivamente.
3.9.3. Descripción de las variables para la construcción del ı́ndice
SES
En este apéndice detallamos las variables predictoras utilizadas para la construcción de los
ı́ndices SES:
Ubicación de la vivienda: Indica si la vivienda está ubicada en una zona desfavorable o en
una área vulnerable. Más precisamente, esta variable indica si la vivienda: (i) está ubicada
en una zona inundable, (ii) o/y cerca de un basural, (iii) o/y en una villa de emergencia.
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Esta variable tiene 4 categoŕıas: vale 1 si la vivienda presenta conjuntamente las carac-
teŕısticas (i)-(iii), 2 para viviendas que presentan dos de las caracteŕısticas (i)-(iii), 3 si la
vivienda posee solo una de estas caracteŕısticas, y 4 si la vivienda no tienen ninguna de
tales caracteŕısticas.
Calidad de la vivienda: Contempla de forma conjunta la calidad (materiales) del techo,
paredes y pisos de la vivienda, en base a la la metodoloǵıa CALMAT (INDEC 2003)
usada para el Censo Poblacional de Argentina. Tiene 4 categoŕıas en orden creciente en
términos de la calidad de la vivienda (i.e. asume un valor mayor, cuando la calidad de la
vivienda es superior).
Combustible para cocinar: Indica el tipo de combustible predominante en la vivienda para
la preparación de los alimentos. Tiene 3 categoŕıas: vale 1 si el principal combustible para
cocinar es kerosene, madera o carbón, 2 si tiene gas envasado, y 3 si posee gas natural
por tubeŕıa.
Hacinamiento: Caracteriza el hacinamiento del hogar y se deriva del cómputo del ratio
entre ambientes de la vivienda y la cantidad de miembros del hogar. Tiene 4 categoŕıas:
1 si este ratio es menor o igual a 1, 2 si el ratio está en el intervalo (1,2], 3 si este está en
(2,3], y 4 el ratio es mayor a 3.
Escolaridad: Indica el nivel de instrucción formal alcanzado por el jefe/a del hogar. Tiene
7 categoŕıas: 1 si el jefe/a de hogar no posee educación formal, 2 si tiene primaria incom-
pleta, 3 si tiene primaria completa, 4 si realizó secundaria incompleta, 5 si realizó escuela
secundaria completa, 6 si tiene estudios superiores incompletos y 7 si el jefe/a posee titulo
terciario o universitario.
Horas trabajadas: Describe las situación laboral del jefe/a de hogar. Tiene 4 categoŕıas:
1 si está desempleado o inactivo, 2 cuando el jefe/a de hogar trabaja menos de 40 ho-
ras semanales, 3 para 40-45 horas semanales de trabajo, y 4 cuando el jefe/a de hogar
está empleado con más de 45 horas semanales.
Desagüe: Indica el tipo de drenaje o desagüe que posee el baño la vivienda. Tiene 4
categoŕıas: 1 si el desagüe consisten en un agujero, 2 si el desagüe es en un pozo negro, 3
si es pozo negro con cámara séptica, y 4 para tubeŕıas de desagüe en una red pública.
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Instalación sanitaria: Indica el tipo de instalación sanitaria que posee la vivienda. Tiene 3
categorias: 1 para letrinas, 2 para baño con inodoro sin descarga de agua, y 3 para baños
con descarga de agua.
Baño compartido: Indica si el baño es compartido o no. Tiene 3 categoŕıas: 1 si el baño
está fuera de la vivienda y es compartido con otras, 2 si el baño es compartido con otros
hogares dentro de la vivienda, y 3 si el baño es de uso exclusivo del hogar.
Ubicación del agua: Indica la ubicación más cercana para obtener agua potable. Tiene 3
categoŕıas: 1 si el agua potable se consigue fuera del terreno de la vivienda, 2 si el agua
se obtiene dentro del terreno, pero fuera de la vivienda, y 3 si el agua potable se obtiene
en el interior vivienda por tubeŕıa.
Provisión de agua: Indica la fuente de donde proviene el agua de la vivienda. Tiene 3
categoŕıas: 1 si el agua potable proviene de una bomba de mano o de un grifo público
compartido con los vecinos, 2 si el agua potable se obtiene mediante una bomba de
perforación automatizada, y 3 si la vivienda tiene agua potable por tubeŕıa.
Caṕıtulo 4
Reducción Suficiente de Dimensiones
para Predictores Mixtos
4.1. Introducción
Los problemas de regresión con predictores de diversa naturaleza constituyen más una regla
que una excepción en las aplicaciones con datos económicos y sociales, como aśı también en
otras disciplinas cient́ıficas aplicadas. Por ende, la extensión de los métodos de Reducción
Suficiente de Dimensiones (SDR) para variables mixtas resulta crucial para que los mismos
alcancen mayor difusión en aplicaciones con datos reales.
En el caṕıtulo anterior nos focalizamos en el caso de regresión con predictores ordinales,
motivados por el hecho de que gran parte de los micro-datos disponibles para el estudio de los
estándares de vida de la población y la elaboración de programas sociales, están conformados
por variables categóricas que generalmente presentan un orden natural respecto al fenómeno
socio-económico que se busca describir o predecir. Sin embargo, usualmente contienen también
algunas variables continuas, como ser la edad, las horas trabajadas, la cantidad de personas
por grupo etario, la tasa de hacinamiento o el ı́ndice de masa corporal, entre otras, que podŕıan
realizar un gran aporte para la construcción de un ı́ndice de estatus socio-económico. Aunque es
posible extender la metodoloǵıa propuesta para predictores ordinales al caso en el que coexisten
tanto predictores ordinales como continuos, dicha extensión no surge de manera totalmente
directa.
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En este tipo de bases de datos también es frecuente encontrar dicotómicas o binarias. Si bien
una gran mayoŕıa revela algún aspecto ordinal respecto al nivel socio-económico, como ser la
posesión de activos f́ısicos (e.g. vivienda, TV, CPU, internet, etc.), otras variables categóricas,
como ser el sexo o la adherencia religiosa, que no tienen a priori una connotación ordinal.
Aún teniendo un sentido ordinal, puede resultar algo naive o muy forzado suponer para una
binaria la existencia de una variable continua latente subyacente a la misma y que se distribuye
normalmente. Por ello, resultaŕıa más adecuado pensar en un proceso más natural de generación
de este tipo de variables, como ser uno Bernoulli.
Si bien existen metodoloǵıas desarrolladas para SDR que permiten combinar algunos tipos
de variables, como ser la extensión de Cook and Li (2002b), y la de Bura et al. (2015) pa-
ra familias exponenciales, que admiten la combinación de continuas con binarias, no existen
contribuciones de este enfoque que permitan conjuntamente predictores ordinales, continuos y
binarios. Además como expresamos en la Caṕıtulo 2, la metodoloǵıa de Cook and Li (2002b) es
bastante restringida al suponer predictores condicionalmente independientes. Por su parte, la
metodoloǵıa de Bura et al. (2015) fue aplicada sólo para el caso de tener predictores dicotómicos
únicamente, o bien con un mezcla de predictores dada por una binaria y varias continuas.
El objetivo de este caṕıtulo es estudiar la reducción suficiente de dimensiones para el pro-
blema de regresión en el que co-existen predictores continuos, dicotómicos y ordinales. Es decir,
supondremos que el modelo de regresión de interés viene dado por
Y |X,W,H (4.1)
donde WT = (W1,W2, . . . ,Ws) es un vector de s variables continuas, X
T = (X1, X2, . . . , Xp)
es un vector de p variables ordinales, HT = (H1, H2, . . . , Hq) un vector de q variables binarias,
e Y la variable respuesta que en principio puede ser de continua o discreta. El objetivo es
encontrar una función R : Rp × Rs × Rq → Rd del vector de predictores R(X,W,H) tal
que F (Y |X,W,H) = F (Y |R(X,W,H)), donde F (·|·) representa la función de distribución
condicionada.
Siguiendo el enfoque de reducción suficiente de dimensiones basado en la regresión inversa,
debemos especificar una distribución para X,W,H|Y a fin de obtener el estad́ıstico suficiente
para Y y por ende la reducción suficiente para Y dado (X,W,H). En este caṕıtulo se pre-
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sentará una cierta factorización para la distribución de X,W,H|Y que permitirá identificar y
estimar la reducción suficiente en este contexto.
Espećıficamente, la distribución conjunta condicionada de X,W,H|Y puede escribirse de
la forma
f(X,W,H|Y ) = f(X,W|Y,H)f(H|Y ). (4.2)
Esta factorización implica modelar por un lado las variables (X,W) como función de Y y H,
y por otro lado, modelar las variables dicotómicas H en función de Y .
En base a (4.2), proponemos un modelo paramétrico para X,W|Y,H y otro para H|Y ,
bajo los cuales identificamos la reducción suficiente para la regresión Y |X,W,H, pudiéndose
estimar esta reducción suficiente v́ıa máxima verosimilitud.
El modelo y los métodos propuestos resultan ser una extensión combinada de los resultados
del caṕıtulo previo de SDR para ordinales y de la generalización para familias exponenciales
de Bura et al. (2015). No obstante, como se podrá apreciar a lo largo del caṕıtulo, existen
sutilezas para nada triviales en esta extensión, obteniendo un modelo y método particular que
se diferencia sustancialmente de los aportes previos en los que se basa.
Lo que resta del presente caṕıtulo se organiza de la siguiente manera: En la Sección 4.2
se especifica el modelo, para luego identificar la reducción suficiente en la Sección 4.3. Pos-
teriormente se presenta la metodoloǵıa de estimación (Sección 4.4). En la secciones 4.5 y 4.6
se muestran resultados de simulaciones y aplicaciones con datos reales para la construcción
de ı́ndices de estatus socio-económico para predicción de ingreso y pobreza, enriqueciendo el
ejemplo de ı́ndices presentado en el caṕıtulo previo. Las conclusiones del caṕıtulo se presentan
al cierre en la Sección 4.7.
4.2. Modelo
Partiendo de (4.2) asumiremos dos modelos paramétricos para las regresiones inversas
X,W|Y,H y H|Y respectivamente. Espećıficamente, para X,W|Y utilizaremos, como en el
caṕıtulo previo, el enfoque de variables latentes para la parte ordinal X. De esta manera su-
pondremos la existencia de un vector p-dimensional Z de variables continuas latentes para el
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vector X de variables ordinales. Por ende, para cada j = 1, . . . , p, supondremos que existe un
conjunto de umbrales −∞ = θ(j)0 < θ
(j)
1 < . . . < θ
(j)
Gj
=∞ tales que
Xj = k śı y sólo si Zj ∈ (θ(j)k−1, θ
(j)
k ], k = 1, . . . , Gj. (4.4)
Considerando conjuntamente a las variables continuas latentes (Z) y a las observadas (W),
asumiremos que se distribuyen normalmente, una vez que condicionamos en Y y H. Denotando
por VT = (ZT ,WT ) al vector t-dimensional (t = p + s) de variables continuas, asumiremos el
siguiente modelo
V|H, Y ∼ N(µ+ ∆αξ(fY − f̄Y ) + β(H− µH),∆),
Pr(Xj = k|H, Y ) = Pr(θ(j)k−1 ≤ Zj < θ
(j)
k |H, Y ), k = 1, . . . , Gj, (4.5)
donde, µ = E(V|Y,H), ∆ es la matriz de covarianza t×t, α es t×d, ξ es d×r, fY es una función
conocida de Y de dimensión r×1, f̄Y = EY (fY ), β es de orden t×q y (H−µH) tiene dimensión
q×1, donde µH = EH(H). Denotamos por Θ ≡ {Θ1, . . . ,Θp) ≡ {θ
(1)
1 , . . . , θ
(1)
G1
, . . . , θ
(p)
p , . . . , θ
(p)
Gp
}
el conjunto de umbrales. Adicionalmente, podemos descomponer la media y la varianza de la
forma µT = (µTz ,µ
T
w) y ∆ =
 ∆zz ∆zw
∆wz ∆ww
, donde ∆zz y ∆ww son las matrices de varianza-
covarianza de las variables latentes y de las continuas observadas, respectivamente, y ∆zw es
la matriz de covarianza entre Z y W, con ∆wz = ∆
T
zw.
Dado que H es un vector de variables dicotómicas, es natural suponer una distribución Ber-
noulli multivariada. Debido a que esta distribución involucra todas las interacciones de segundo
orden y superiores entre las variables, para obtener una representación más parsimoniosa de
la distribución conjunta de variables Bernoulli es usual tomar el caso especial del denominado
modelo Ising (Dai et al. 2013, Dai 2013, Cheng et al. 2014), el que incorpora solo interacciones
de a pares. Siguiendo a Cheng et al. (2014), condicionando en Y , el vector de las q variables
binarias HT = (H1, H2, . . . , Hq) tienen la siguiente función de densidad conjunta
P (H|Y = y) = P (H1, . . . , Hq|Y = y)
=
1
G(Γy)
exp
(
q∑
j=1
γyjjHj +
∑
1≤j<j′≤q
γyjj′HjHj′
)
, (4.6)
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donde, para j, j′ = 1, . . . , p,
γyjj = log
(
Pr(Hj = 1|H−j = 0, y)
1− Pr(Hj = 1|H−j = 0, y)
)
,
γyjj′ = log
Pr(Hj = 1, Hj′ = 1|H−j,−j′ = 0, y) Pr(Hj = 0, Hj′ = 0|H−j,−j′ = 0, y)
Pr(Hj = 1, Hj′ = 0|H−j,−j′ = 0, y) Pr(Hj = 0, Hj′ = 1|H−j,−j′ = 0, y)
,
G(Γy) =
q∑
j=1
∑
{Hj=0,1}
exp
(
q∑
j=1
γyjjHj +
∑
1≤j<j′≤q
γyjj′HjHj′
)
,
con H−j = (H1, . . . , Hj−1, Hj+1, . . . , Hq), H−j,−j′ = (H1, . . . , Hj−1, Hj+1, . . . , Hj′−1, Hj′+1, . . . , Hq)
y Γy es una matriz simétrica cuyo elementos vienen dados por [Γy]ij = γ
y
ij. Por lo tanto, usando
la simetŕıa de Γy y el hecho de que para todo j, H2j = Hj, podemos re-escribir el modelo (4.6)
como
P (H|Y = y) = 1
G(Γy)
exp
{
vechT (HHT ) vech(Γy)
}
, (4.7)
donde vech es la vectorización en columna de la parte triangular inferior de una matriz simétrica
y G(Γy) =
∑
H∈H exp
(
vechT (HHT ) vech(Γy)
)
, donde H = {todas las posibles combinaciones
H ∈ {0, 1}q}.
Siguiendo a Cheng et al. (2016), cada γyij es modelado como función lineal de la función de
la variable respuesta Y , fY ∈ Rr, y V. Espećıficamente, supondremos que
γyij = τ
∗
ij,0 + τ
T
ij
(
fY − f̄Y
)
, i, j = 1, . . . , q (4.8)
donde τ Tij = (τij,1, . . . , τij,r) es un vector de parámetros (independientes de Y ) y τ
∗
ij,0 es el
intercepto para cada (i, j).
Para poder escribir vech(Γy) de forma matricial, definimos las matrices de orden q×q, τ 0 y
τ k (k = 1, . . . , r), de la siguiente manera: [τ
∗
0]ij = τ
∗
ij,0, y [τ k]ij = τij,k con i, j = 1, . . . , q y k =
1, . . . , r. A partir de estas matrices, definimos el vector τ 0
.
= vech(τ ∗0) de dimensión q(q+ 1)/2,
y las matriz τ = [ vech(τ 1), . . . , vech(τ r)] ∈ Rq(q+1)/2×r. Adicionalmente supondremos que τ es
de rango c ≤ mı́n (r, q(q + 1)/2) de forma tal que puede escribirse de la forma τ = κι, donde
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κ ∈ Rq(q+1)/2×c y ι ∈ Rc×r son matrices de rango completo. De esta manera, vech(Γy) puede
modelarse de la forma
vech(Γy) = τ 0 + κι(fY − f̄Y ). (4.9)
Por lo tanto, (4.7) vendrá dado por
P (H|Y = y) = 1
G(Γy)
exp
{
vechT (HHT )[τ 0 + κι(fY − f̄Y )]
}
, (4.10)
De esta manera, la regresión inversa X,W,H|Y queda caracterizada por los modelos (4.5)
y (4.10). Para que los parámetros del modelo estén identificados, debemos imponer ciertas
condiciones o restricciones sobre los mismos. En particular, debemos imponer ciertas condiciones
para el modelo X,W|H, Y , debido a que el modelo Ising H|Y como caso especial de un modelo
Bernoulli multivariado es identificable (Dai et al. 2013). Tales condiciones de identificabilidad
están explicitas en el siguiente teorema.
Teorema 4.1 Bajo las condiciones,
1. [∆zz]jj = 1 para todo j = 1, . . . , p;
2. µz = 0;
3. La matriz E
 (fY − f̄Y )(fY − f̄Y )T (fY − f̄Y )(H− µH)T
(H− µH)(fY − f̄Y )T (H− µH)(H− µH)T
 es invertible;
el modelo especificado por (4.5) es identificable.
Prueba. En la Sección 4.8.2 del Apéndice.
Presentado el modelo para esta factorización de la distribución conjunta de X,W,H|Y , en
la próxima sección identificaremos la reducción suficiente.
4.3. Reducción Suficiente
Para identificar la reducción suficiente del problema Y |X,W,H, vamos a estudiar en primer
lugar la reducción suficiente Y |Z,W,H, de forma análoga a lo realizado en Caṕıtulo 3. Para
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simplificar notación, definimos A
.
= ∆αξ. Luego, bajo los modelos (4.5) y (4.10), la distribución
para V,H|Y vendrá dada por
f(V,H|Y = y) = (2π)− t2 |∆|− 12 exp
{
− 1
2
(
(V − µ)−A(fY − f̄Y )− β(H− µH)
)T
∆−1
(
(V − µ)−A(fY − f̄Y )− β(H− µH)
)
+ vechT (HHT )[τ 0 + τ (fY − f̄Y )]− log(G(Γy))
}
. (4.11)
Re-ordenando convenientemente los términos de (4.11), podemos ver que la distribución con-
dicional conjunta de V,H|Y tiene la forma de la función de densidad general para familias
exponenciales,
f(V,H|Y = y) = h(V,H) exp{TT (V,H)ηy + UT (V,H)η̃ − ψ(ηy, η̃)}, (4.12)
donde
h(V,H) = (2π)−
t
2
ψ(ηy, η̃) =
1
2
log |∆|+ 1
2
(fY − f̄Y )TAT∆−1A(fY − f̄Y ) + µT∆−1A(fY − f̄Y )
− µTHβT∆−1A(fY − f̄Y ) + logG(Γy) +
1
2
µT∆−1µ+ µT∆−1βµH +
1
2
µTHβ
T∆−1βµH
UT (V,H)η̃ = −1
2
vecT (VVT )vec(∆−1)− 1
2
vecT (HHT )vec(βT∆−1β)
+ VT∆−1(µ− βµH) + HTβT∆−1(βµH − µ)
+ vecT (HTV)vec(∆−1β) + vechT (HHT )τ 0;
y
TT (V,H)ηy = V
T∆−1A(fY − f̄Y )−HTβT∆−1A(fY − f̄Y ) + vechT (HHT )τ (fY − f̄Y ).
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De esto se obtiene que
U(V,H) =

V
H
vec(HTV)
vech(HHT )
vec(VVT )

,
η̃ = (∆−1(µ− βµH),βT∆−1(βµH − µ), vec(∆−1β),−
1
2
vec(βT∆−1β),−1
2
vec(∆−1))T
y
T(V,H) =
 V
vech(HHT )
 . (4.13)
Definiendo L ∈ Rq(q+1)/2×r como L = [ vech(diag([βTαξ]•1), . . . , vech(diag([βTαξ]•r)], don-
de [βTαξ]•k representa la k-ésima columna de la matriz q× r βTαξ = βT∆−1A, k = 1, . . . , r,
obtenemos el siguiente parámetro natural
ηy − η̄y =
 ∆−1A(fY − f̄Y )
(τ − L)(fY − f̄Y )
 =
 αξ
κι− L
 (fY − f̄Y ), (4.14)
siendo η̄y = EY (ηy).
Por lo tanto, la densidad conjunta pertenece a una familia exponencial, por lo que podemos
utilizar los resultados del Teorema 2.1, que en el presente modelo se resumen en la siguiente
proposición:
Proposición 4.1 Suponiendo que (V,H)|Y tiene la densidad (4.11), la reducción suficiente
minimal para la regresión Y |(V,H) está dada por
R(V,H) = aT (T(V,H)− E(T(V,H))),
donde T(V,H) viene dado por (4.13) y a es tal que Sa = span{ηY − η̄, Y ∈ Y} con ηY − η̄
dado en (4.14).
Prueba. El resultado se sigue del Teorema 2.1 del Caṕıtulo 2.
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Debe notarse que si en lugar de tomar como estad́ıstico minimal suficiente (4.13) y (4.14)
como parámetro natural, consideráramos es su lugar
T(V,H) =

V
H
vech(HHT )
 , (4.15)
y
ηy − η̄y =

∆−1A(fY − f̄Y )
−βT∆−1A(fY − f̄Y )
τ (fY − f̄Y )
 =

αξ
−βTαξ
κι
 (fY − f̄Y ), (4.16)
luego la reducción suficiente R(V,H) = aT (T(V,H)−E(T(V,H))) es idéntica a la de la Propo-
sición 4.1 cuando el estad́ıstico suficiente es (4.13) y el parámetro natural (4.14). Considerando
(4.15) y (4.16), es sencillo ver que
a =
{
(αT ,−αTβ, (ξξT )−1ξιTκT )T si d ≥ c
((ιιT )−1ιαT ,−(ιιT )−1ιαTβ,κT )T si d < c.
(4.17)
La forma de expresar la reducción utilizando (4.15) y (4.16), y con ello (4.17), puede ser
conveniente para la estimación regularizada. Esto es aśı porque la regularización puede realizarse
de forma separada sobre los parámetros de componente normal por un lado, y sobre el modelo
Ising por otro, como se detallará en la próxima sección de estimación.
En el siguiente teorema probaremos que la reducción suficiente de dimensiones para la
regresión de Y sobre (X,W,H) es una combinación lineal del estad́ıstico suficiente (4.13)
donde los coeficientes forman una base del subespacio generado por las columnas de (4.14).
Por el razonamiento anterior, lo mismo vale para el estad́ıstico suficiente (4.15) y el subespacio
generado por las columnas de (4.16). Este Teorema (y su prueba) constituyen una extensión
del Teorema 3.1 para el caso de regresión con todos los predictores ordinales. Sin embargo, vale
la pena replicarlo para este caso de predictores mixtos, a los fines de tener una exposición de
la tesis más completa y detallada.
Teorema 4.2 Sea HT = (H1, H2, . . . , Hq) un vector de q variables binarias tal que verifi-
ca el modelo (4.6), WT = (W1,W2, . . . ,Ws) un vector de s variables continuas y X
T =
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(X1, X2, . . . , Xp) un vector de p variables ordinales. Suponiendo que existe un variable latente Z
subyacente de X que es continua y tal que (Z,W) verifica el modelo (4.5). Luego, una reducción
suficiente para la regresión de Y sobre (X,W,H) está dada por
R(X,W,H) = aT (T(X,W,H)− E(T(X,W,H))),
donde a es tal que Sa = span{ηY − η̄, Y ∈ Y} con ηY − η̄ dado por (4.14) y
T(X,W,H) =

X
W
vech(HHT )

Prueba. Por la proposición 4.1, R(V,H) = aT (T(V,H) − E(T(V,H))) con T(V,H) dado
por (4.13) y Sa ≡ span(a) = span{ηY − η̄, Y ∈ Y} con ηY − η̄ dado en (4.14) constituye una
reducción suficiente para Y |(V,H). De ello se deduce que (V,H)|(R(V,H), Y ) no depende de
Y . Por lo tanto, en base al mismo razonamiento del Teorema 3.1, (X,W,H)|(R(X,W,H), Y )
no depende de Y pues, tomando g = (g1, . . . , gp), gj = 1, . . . , Gj, dado que Xj = gj ⇔ Zj ∈
[θ
(j)
Xj−1, θ
(j)
Xj
) se tiene que
Pr (X = g,W,H = h|R(X,W,H) = R(g,W,h), Y )
= Pr (Z ∈ C(X,Θ),W,h|R(Z,W,H) ∈ R(C(X,Θ),W,h), Y )
= Pr (Z ∈ C(X,Θ),W,h|R(Z,W,H) ∈ R(C(X,Θ),W,h))
= Pr (X = g,W,H = h|R(X,W,H) = R(g,W,h)) ,
donde la segunda igualdad surge del hecho que (Z,W,H)|(R(Z,W,H), Y ) es independiente
de Y . Por lo tanto,
(X,W,H)|(R(X,W,H), Y ) =d (X,W,H)|R(X,W,H),
y por las equivalencias del Lema 2.1 obtenemos que R(X,W,H) es suficiente para la regresión
de Y sobre (X,W,H).
Identificada la reducción suficiente, en la siguiente sección se presenta el procedimiento de
estimación de los parámetros que involucra la misma. Básicamente, la estimación descansa en la
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factorización presentada para la regresión inversa conjunta, simplificando el problema mediante
la maximización de funciones de verosimilitud parciales condicionadas.
4.4. Estimación
Para obtener la reducción suficiente, necesitamos estimar los parámetros correspondientes
de la función de verosimilitud conjunta. Para ello, supongamos que tenemos una muestra alea-
toria de n puntos (yi,xi,wi,hi) extráıdos de la distribución conjunta (Y,X,W,H) y que para
las distribuciones condicionales rigen los modelos (4.5) y (4.10). Más espećıficamente, los esti-
madores se obtienen de maximizar el logaritmo de la función de verosimilitud para los datos
observados (yi,xi,wi,hi), la que viene dada por
n∑
i=1
log fX,W,H(xi,wi,hi|yi; Θ,∆,µ,α, ξ,β, τ 0,κ, ι). (4.18)
En base al enfoque de variables latentes, estamos suponiendo que existe un vector p-dimensional
Z = (Z1, Z2, . . . , Zp), de variables continuas subyacentes a las variables ordinales observadas.
Luego podemos escribir
fX,W,H(xi,wi,hi|yi; Θ,∆,µ,α, ξ,β, τ 0,κ, ι) =
∫
fX,Z,W,H(xi, zi,wi,hi|yi; Ω,Υ)dzi
=
{∫
fX,Z,W(xi, zi,wi|yi,hi; Ω)fH(hi|yi; Υ)dzi
}
=
{∫
fX,Z,W(xi, zi,wi|yi,hi; Ω)dzi
}
fH(hi|yi; Υ),
(4.19)
donde Ω
.
= {∆,µ,α, ξ,β} y Υ .= (τ 0,κ, ι). Por lo tanto, para maximizar la función (4.18),
separamos el problema en dos partes: En primer lugar, estimamos Ω v́ıa maximización de
n∑
i=1
log
{∫
fX,Z,W(xi, zi,wi|yi,hi; Ω)dzi
}
,
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y en segundo lugar, estimamos Υ a partir de maximizar el logaritmo de la función de verosi-
militud condicionada
n∑
i=1
log fH(hi|yi; Υ).
.
4.4.1. Estimación de Ω
Vamos a considerar el vector t-dimensional, VT = (ZT ,WT ) con t = p + s para el cual
asumimos la distribución condicional
V|H, Y ∼ N(µ+ ∆αξ(fY − f̄Y ) + β(H− µH),∆), (4.20)
con f̄Y = EY (fY ), µH = EH(H), µ
T = (0,µW)
T y matriz de covarianza ∆ de orden t× t, la cual
cumple que [∆zz]jj = 1 para todo j = 1, . . . , p; α es una matriz t× d, ξ is de orden d× r, fY es
de orden r × 1 y β de t × q. Vamos a llamar a las variables centradas de la siguiente manera:
f̄yi = fyi − f̄y con f̄y = 1n
∑n
i=1 fyi y h̄i = hi− h̄ con h̄ =
1
n
∑n
i=1 hi. Observemos que si C(X,Θ)
es el hiper-cubo C(X,Θ) = [θ
(1)
X1−1, θ
(1)
X1
)× · · · × [θ(p)Xp−1, θ
(p)
Xp
), dado que para cada g = 1, . . . , Gj,
Xj = g ⇔ Zj ∈ [θ(j)Xj−1, θ
(j)
Xj
), luego tenemos que
fX,V(xi,vi|yi,hi; Ω) =
1
((2π)t|∆|)1/2
× exp
[
−1
2
(vi − µ−∆αξf̄yi − βh̄i)T∆−1(vi − µ−∆αξf̄yi − βh̄i)
]
Izi∈C(xi,Θ).
Por lo tanto, para cada observación i la densidad marginal condicionada (X,W)|(Y,H) será
fX,W(xi,wi|yi,hi; Ω) =
{∫
fX,V(xi,vi|yi,hi; Ω)dzi
}
. (4.21)
Como en el Caṕıtulo 3, nos encontramos con el problema de cómputo de las integrales
múltiples, por lo que los estimadores máximos verośımiles también en este caso serán obtenidos
por medio del algoritmo EM. De todos modos, al tener conjuntamente la latente con la continua,
como también las discretas como predictores, los estimadores presentan algunas variantes, como
se verá a continuación.
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Algoritmo
En esta sección presentaremos el algoritmo para estimar Ω siguiendo el desarrollo expuesto
en el caṕıtulo anterior para el caso de SDR que toma solo predictores ordinales. Para iden-
tificar la k-ésima iteración del algoritmo, se utilizará el supráındice (k). El procedimiento co-
mienza con el Paso 0, donde los parámetros µ(0),α(0), ξ(0)β(0) y ∆(0) son inicializados usan-
do estimadores del PFC estándar de Cook and Forzani (2008). Luego el algoritmo itera en-
tre los dos pasos siguientes, hasta lograr convergencia: En el Paso 1 estimamos Θ(k) dados
µ(k−1),α(k−1), ξ(k−1),β(k−1),∆(k−1) y el en Paso 2 obtenemos µ(k),α(k), ξ(k)β(k),∆(k) a través
de maximizar la esperanza condicional (dado µ(k−1), α(k−1), ξ(k−1),β(k−1), ∆(k−1) y Θ(k)) del
logaritmo de la verosimilitud conjunta (4.21). Este paso es denominado paso EM.
Paso 1: Estimación de Θ: Dado µ(k−1), α(k−1), ξ(k−1),∆(k−1),β(k−1), del Paso 0 o de
un paso previo, para estimar los umbrales de cada variable ordinal Xj (i.e. θ
(j)
0 , . . . , θ
(j)
Gj
, para
j = 1, . . . , p), tomamos θ̂
(j)
0 = −∞ =, θ̂
(j)
Gj
= +∞ y, para g = 1, . . . , Gj − 1, asignamos a θ̂(j)g la
solución de la ecuación Lg(θ) = 0, donde
Lg(θ)
.
= #{i : xij ≤ g} −
n∑
i=1
Φ
(
θ −A(k−1)j f̄yi − β
(k−1)
j h̄i
δ
(k−1)
j
)
, (4.22)
donde Φ representa la función de distribución de una normal estándar, δ
(k−1)
j = (∆
(k−1))jj,
A
(k−1)
j y β
(k−1)
j son la fila j de A
(k−1) ≡ ∆(k−1)α(k−1)ξ(k−1) y β(k−1), respectivamente. A su vez,
xij es la coordenada j de xi y #S es el cardinal del conjunto S.
Observemos que, para la identificabilidad, en (4.22) µ
(k)
j = 0 para todo k and j. Por lo
tanto, en cada iteración k obtenemos Θ(k) = {θ(1)0 , . . . , θ
(1)
G1
, . . . , θ
(p)
0 , . . . , θ
(p)
Gp
}. De esta manera,
como en el caso de SDR que toma solo variables ordinales, aqúı también la definición de Lg
descansa en el supuesto de normalidad condicional de V, y por lo tanto, sobre la variable
continua latente.
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Paso 2: Estimación de µ(k),α(k), ξ(k),β(k),∆(k): Dado Θ(k) estimado en Paso 1 y µ(k),
α(k−1), ξ(k−1), ∆(k−1), β(k−1) y ∆(k−1) del Paso 0 o de un paso previo, aplicamos el algoritmo
EM para maximizar el log de la verosimilitud condicionada. Más precisamente, el algoritmo
EM busca el Ω(k)
.
= (∆(k),µ(k),α(k), ξ(k),β(k)) tal que maximiza
Q(Ω|Ω(k−1)) =
n∑
i=1
Ezi|yi,hi,xiΩ(k−1)
[
log fxi,zi,wi(xi, zi,wi|yi,hi,Ω)
∣∣yi,hiΩ(k−1)] , (4.23)
en Ω
.
= (∆,µ,α, ξ,β), de donde se obtienen los siguientes estimadores
µ(k) = (0,
1
n
n∑
i=1
wi)
T ,
α(k) = (S̃n
w
)−1/2ζ̂N
(∆−1)(k) = (S̃n
w
)−1 +α(k)((α(k))TSresα
(k))−1(α(k))T
−α(k)
(
(α(k))T S̃n
w
α(k)
)−1
(α(k))T
ξ(k) = ((α(k))T∆(k)α(k))−1(α(k))T (SF,M − SF,HS−1H SH,M)T (SF − SF,HS−1H SH,F)−1
β(k) = (SM,H −∆(k)α(k)ξ(k)SF,H)S−1H ,
donde wi es un punto muestral de W; S̃n
w
= Swn − SM,HS−1H SH,M con
Swn =
1
n
n∑
i=1
Ezi|yi,hi,xi(v̄iv̄
T
i |yi,hi,xi) =
1
n
∑
i
Ezi|yi,hi,xi
 zizTi ziw̄Ti
ziw̄
T
i w̄iw̄
T
i
∣∣∣∣∣(yi,hi,xi)

=
 Sn 1nMTn Wn
1
n
WTn Mn
1
n
WTn Wn
 ,
SH =
1
n
HTn Hn
SM,H =
1
n
(Mwn )
THn y SH,M = S
T
M,H,
con v̄i
.
= (zTi ,w
T
i − w̄T )T
.
= (zTi , w̄
T
i )
T para w̄ = n−1
∑n
i=1 wi; M
w
n = [Mn,Wn] ∈ Rn×t con
MTn = [Ez1|x1,h1,y1(z1|x1,h1, y1), . . . , Ezn|xn,hn,yn(zn|xn,hn, yn)] y WTn = [w̄1, . . . , w̄n]; y Hn es
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una matriz de orden n × q donde HTn = [h̄1, . . . , h̄n]. La matriz ζ̂ esta compuesta por los
primero d autovectores de (S̃n
w
)−1/2Sfit(S̃n
w
)−1/2 y N es una matriz tal que α̂T α̂ = Id, siendo
Sfit
.
= (SF,M − SF,HS−1H SH,M)T (SF − SF,HS−1H SH,F)−1(SF,M − SF,HS−1H SH,M) y Sres = S̃n
w
− Sfit.
Aqúı
SF,M =
1
n
FTn M
w
n and SM,F = S
T
M,F,
SF,H =
1
n
FTn Hn and SH,F = S
T
F,H,SH =
1
n
HTn Hn
con Fn ∈ Rn×r, tal que FTn = [f̄y1 , . . . , f̄yn ]. Los pasos detallados sobre cómo se obtuvieron estos
estimadores están explicados en el Apéndice 4.8.1.
Paso 3: Chequeamos convergencia a través de la inspección de Q(Ω(k)|Ω(k−1)) en cada paso.
Si la misma sigue creciendo entre un paso y otro, se retorna al Paso 1 del algoritmo.
4.4.2. Estimación de Υ
Usando la parametrización (4.8), la distribución conjunta para el modelo Ising (4.6) puede
escribirse de la forma
P (H|y) = exp
( q∑
j=1
τ ∗jj0Hj +
q∑
j=1
τ Tjj(fY − f̄Y )Hj
+
∑
1≤j<j′≤q
τ ∗jj′0HjHj′ +
∑
1≤j<j′≤q
τ Tjj′(fY − f̄Y )HjHj′
)
1
G(ΓY )
(4.24)
Tomando como base la especificación de Cheng et al. (2014) para modelos gráficos con predic-
tores, si consideramos una variable dicotómica particular j y condicionamos sobre las restantes
(H−j ≡ (H1, . . . , Hj−1, Hj+1, . . . , Hq)), obtenemos
log
P (Hj = 1|H−j, Y )
P (Hj = 0|H−j, Y )
= τ ∗jj0 + τ
T
jj(fY − f̄Y ) +
∑
j 6=j′
τ ∗jj′0Hj′ +
∑
j<j′
τ Tjj′(fY − f̄Y )Hj′ (4.25)
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De esta manera se obtiene que el log-odds condicional de una determinada variable di-
cotómica Hj es lineal en los parámetros, de forma tal que los estimadores máximos verośımiles
(condicionados) de dichos parámetros pueden obtenerse mediante una regresión loǵıstica
tomando Hj como respuesta con los predictores (fY ,H−j, fY H−j). De esta manera, ajustando
q modelos loǵısticos univariados se obtienen estimadores para τ 0 y τ . En particular, para
los puntos muestrales (hi, yi) ≡ (hi1, . . . , hiq, yi), se tiene que para cada dicotómica j, con
j = 1, . . . , q, la función log-verosimilitud, vendrá dada por
`j(τ 0, τ ; hi, yi) =
1
n
n∑
i=1
logP (hij|hi,−j, yi) =
1
n
n∑
i=1
(hijεij − log(1 + exp(εij))) (4.26)
con
εij = log
P (hij = 1|hi,−j, y)
P (hij = 0|hi,−j, yi)
= τ ∗jj0 + τ
T
jj f̄yi +
∑
j 6=j′
τ ∗jj′0hij′ +
∑
j 6=j′
τ Tjj′ f̄yihij′ .
De esta manera puede obtenerse un estimador para Υ de forma tal que que para cada
j se maximicen (4.26). Por simetŕıa, γyjj′ = γ
y
j′j, por lo que para tal parámetro tenemos dos
estimadores, i.e. el de la regresión loǵıstica de Hj sobre (fY ,H−j, fY H−j) y el de Hj′ sobre
(fY ,H−j′ , fY H−j′), pues Hj′ ∈ H−j y Hj ∈ H−j′ , y como nada nos garantiza que de la estimación
obtengamos τ ∗jj′0 = τ
∗
j′j0 y τ jj′ = τ j′j, debemos seleccionar algún criterio para que se cumpla la
simetŕıa. En la próxima sección describimos las posibilidades de simetrización en el proceso de
regularización.
4.4.3. Estimación con selección de variables
Como en el Caṕıtulo 3, podemos realizar selección de variables a fin de incorporar solo las
variables relevantes en al estimar la reducción. Mas aún en este caso, donde la modelización para
los predictores binarios conlleva a la estimación de una cantidad considerable de parámetros al
considerar las interacciones.
De (4.17) puede observarse que la regularización del método puede llevarse a cabo de forma
separada para el modelo normal (correspondiente a las continuas y ordinales) por un lado, y
para el modelo Ising (el de las binarias) por otro lado, facilitándose aśı su implementación.
Para el modelo normal estimado v́ıa EM, aplicamos selección de variable del modo análogo
al realizado para la reducción con predictores ordinales en base a Chen et al. (2010). Esto es,
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como antes, la maximización de (4.23) es equivalente a encontrar en cada iteración,
α(k) = arg min
α
{
− tr(αTSfitα)
}
, sujeto a αT S̃n
w
α = Id. (4.27)
De esta manera, la selección de variables puede realizarse incorporando un termino de penali-
zación en (4.27) utilizando la norma mixta `1/`2 de la manera
α(k) = arg min
α
{
− tr(αT (S̃n
w
)−1/2Sfit(S̃n
w
)−1/2α) + λ
p∑
i=1
||αi||2
}
, sujeto a αT S̃n
w
α = Id.
Como antes, el parámetro de regularización en este caso se elige utilizando un criterio de
información (AIC o BIC).
Para la selección de las variables binarias, utilizamos la metodoloǵıa propuesta por Cheng
et al. (2014) para el modelo Ising con covariables. Espećıficamente, utilizando regularización
con la norma `1, propone dos métodos para maximizar (4.26). En ambos solo se penaliza τ , pero
uno lo hace de forma separada para cada j, mientras que el otro lo hace de manera conjunta.
La regularizacián para regresiones loǵısticas de forma separada la realiza v́ıa
mı́n
τ j∈R(r+1)q
−`j(τ 0, τ ; hi, yi) + λ||τ jr0||1, (4.28)
donde τ j
.
= (τj10, τ
T
j1, . . . , τjq0, τ
T
jq) y τ jr0
.
= τ jr{τjj0}. Para imponer la simetŕıa, la propuesta
de Cheng et al. (2014), en base a Meinshausen and Bühlmann (2006), sugiere la comparación de
las magnitudes estimadas (pre-regularización) para τjkl y τkjl (con j, k = 1, . . . , q y l = 1, . . . , r),
eligiendo el mı́nimo o el máximo de ellos, dependiendo si se busca un método más o menos
conservativo (mayor o menor cantidad de ceros estimados).
Por otra parte, la regularización conjunta termina estimando (τ 0, τ ) de forma conjunta de
la siguiente manera
mı́n
(τ 0,τ )
q∑
j=1
−`j(τ 0, τ ; hi, yi) + λ||τ ||1. (4.29)
Una ventaja de esta regularización conjunta es que la simetrización se impone automáticamente
cuando se resuelve (4.29), sin embargo el costo computacional de este método es mayor. En las
aplicaciones del presente caṕıtulo, al no tener un H de dimensiones muy elevadas, se utiliza
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este último método, usando el código para Matlab provisto por los autores1.
4.5. Simulaciones
En esta sección estudiamos el comportamiento del método de reducción dimensional pro-
puesto para datos que contienen variables de naturaleza mixta, al que llamaremos PFCmix.
En una primera etapa evaluamos el desempeño en la estimación de la reducción para distintos
tamaños muestrales, cuando los datos cumplen con el modelo propuesto. En una segunda eta-
pa, evaluamos el desempeño en predicción cuando los datos cumplen con el modelo propuesto
y también cuando no lo hacen. En este caso comparamos los resultados obtenidos contra los
logrados por PFCord y los alcanzados sin utilizar reducción dimensional.
4.5.1. Desempeño en estimación
En este apartado queremos evaluar el desempeño del método propuesto, a partir de estudiar
la calidad de la estimación obtenida en función de la cantidad n de observaciones disponibles
para la estimación de parámetros. Para ello generamos dos conjuntos de datos independientes
de acuerdo al modelo propuesto:
(i) Un conjunto de entrenamiento de n observaciones, con el que obtenemos la estimación â.
(ii) Un conjunto de m observaciones que se reducen de acuerdo a â y sirven para evaluar la
calidad de la estimación obtenida.
Los datos se generan siguiendo la factorización (4.2). En una primera etapa generamos Y ∼
Bernoulli(pY ) con pY = 0,4. Luego generamos H|Y de acuerdo al modelo Ising. Para ello
generamos los parámetros τ 0 y τ de forma aleatoria de acuerdo a τij = sJ , donde s sigue
una distribución normal estándar y J es una variable aleatoria Bernoulli de parámetro pJ .
El valor de pJ sirve para controlar la proporción de interacciones en el modelo Ising y en
esta simulación se usó el valor pJ = 0,3. Dados H e Y , a continuación generamos Z,W|H, Y ∼
Nt(∆αξfY +β(H−µH),∆), donde fY en este caso es una variable indicadora de media cero. Los
1http://onlinelibrary.wiley.com/doi/10.1111/biom.12202/
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Figura 4.1: Desempeño del Estimador: ](span(â), span(a))
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parámetros del modelo normal fueron fijados de acuerdo al siguiente esquema: α = sign(e)/
√
t,
con e ∼ Nt(0, I). La matriz de covarianza ∆ se fijó en ∆ = I + ρααT , con ρ = 0,25, β se
generó de acuerdo a una distribución normal estándar y se tomó ξ = 1. Finalmente, las primeras
p < t componentes de Z fueron discretizadas de acuerdo a un conjunto de tres umbrales,
(−1, 0, 1), cada una, para aśı obtener X a partir de Z. Para este ejemplo adoptamos q = 6,
p = 10, t = 14.
Con los datos aśı generados usamos el algoritmo propuesto para estimar span(â). En todos
los casos usamos regularización. Medimos la calidad de la estimación calculando el ángulo entre
span(a) y span(â), El experimento se repitió para n tomando los valores 500, 1000, 2000 y 5000.
Los resultados obtenidos se muestran la Figura 1, donde claramente se observa como mejora
el estimador en precisión y eficiencia a medida que se incrementa el tamaño de la muestra. Al
pasar de n = 500 a n = 1000 se observa principalmente un aumento en la precisión (menor
ángulo) del estimador de la reducción. Luego con incrementos adicionales de n no solo se observa
una reducción del ángulo promedio, sino también una reducción considerable de su varianza.
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Tabla 4.1: Tasas de Error Promedio para el Escenario 1
PFCmix PFCord NLPCA Sin reducción Oráculo
n = 500 0.223 0.207 0.281 0.195 0.171
n = 1000 0.186 0.198 0.258 0.183 0.171
n = 2000 0.183 0.192 0.254 0.179 0.171
Nota: Datos generados favorables para PFCmix.
4.5.2. Desempeño en predicción
En esta sección nos interesa evaluar el desempeño en predicción de las reducciones obtenidas
con PFCmix, comparándolo con el obtenido por PFCord y con el uso de los datos crudos
sin reducir. Usamos regresión loǵıstica como modelo predictivo. Para facilitar la comparación
entre los resultados obtenidos con PFCmix y PFCord, las variables continuas W usadas
en PFCmix fueron discretizadas en cuatro categoŕıas ordenadas para ser incorporadas como
variables ordinales en PFCord. Por su parte, las variables binarias H consideradas de acuerdo
al modelo Ising en PFCmix fueron agregadas directamente como ordinales en PFCord.
Tuvimos en cuenta dos escenarios para la generación de los datos. Por un lado, generamos
X,W,H, Y de forma idéntica a lo descrito en la sección anterior. Estas condiciones resultan
óptimas para PFCmix.
En un segundo escenario, generamos Z|Y ∼ Nt+q(∆αξfY ,∆) y luego discretizamos la
primeras p < t variables para generar X, dejamos intactas las siguientes t − p variables para
generar W y tomamos las últimas q variables de Z y las discretizamos según Hj = sign(Zj)
para generar H. Este modelo de generación de datos es óptimo para PFCord. Los valores de
los parámetros para el modelo normal de Z|Y se fijaron de forma análoga al escenario anterior.
Los resultados obtenidos bajo el primer escenario se resumen en la Tabla 4.1. Cuando
n = 500 el método de reducción para variables ordinales (PFCord) es el que muestra el
mejor desempeño en términos del error de predicción. Sin embargo, cuando incrementamos la
cantidad de observaciones a n = 1000, la tasa de error del PFCmix se reduce considerablemente,
mostrando en este caso mejor desempeño que el (PFCord). Para n = 2000, PFCmix sigue
siendo el método de reducción que muestra mejor desempeño, acercándose al resultado de
predecir con todas las variables (sin reducción) e incluso al error de predicción que surge de
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Tabla 4.2: Tasa de Error Promedio para el Escenario 2
PFCmix PFCord NLPCA Sin reducción Oráculo
n = 500 0.226 0.197 0.252 0.207 0.186
n = 1000 0.201 0.191 0.243 0.194 0.186
n = 2000 0.198 0.193 0.246 0.191 0.186
Nota: Datos generados favorables para PFCord.
utilizar el verdadero valor de los parámetros, que denominamos Oráculo. En todos los casos,
componentes principales no lineales (NLPCA) muestra la mayor tasa de error.
Para el segundo escenario, los resultados son reportados en la Tabla 4.2. En este caso, para
todos los n el PFCord es el que muestra el mejor desempeño, lo que resultaba esperable dado
que los datos se generaron favoreciendo dicho método. Sin embargo, a medida que aumenta n,
el PFCmix va convergiendo al PFCord, como también al resultado sin reducción y al Oráculo.
Por lo tanto, aún bajo este escenario que favorece al PFCord, los resultados muestran que
el método propuesto para variables mixtas es al menos tan bueno como este; y si además
tenemos en cuenta la ventaja que tiene el PFCmix de poder realizar reducción con otros tipos
de variables además de las ordinales, la superioridad de este método se hace mas evidente.
Con la siguiente aplicación para datos reales, las conclusiones obtenidas respecto de las
ventajas del PFCmix se verán reforzadas.
4.6. Aplicación con Datos Reales: Índice SES
Consideraremos, como en el Caṕıtulo 3, la aplicación espećıfica con datos reales para la
construcción de ı́ndices de Estatus Socio-económico (́ındice SES) para su uso en predicción de
ingreso y nivel de pobreza.
A diferencia de la base de datos usada para evaluar el PFCord, la utilizada en el presente
caṕıtulo contiene tanto variables ordinales como continuas y binarias. Por ello, ex-ante, el
método extendido para predictores mixtos es preferido a los métodos acotados a un tipo de
variables. En primer lugar, porque obviamente permite incorporar más variables que antes
pudieran haberse omitido por su naturaleza. Y en segundo lugar, no menos importante, porque
brinda la posibilidad de incorporar las variables tal cual fueron captadas sin necesidad de realizar
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alguna transformación o re-construcción a partir de las mismas. Por ejemplo, para captar el
hacinamiento del hogar en el ı́ndice SES, cuando se utilizó el PFCord se construyó una variable
ordinal a partir del ratio entre número de personas en el hogar y la cantidad de ambientes de
la vivienda que habitan. Dicho ratio constituye una variable continua, sin embargo a los fines
de aplicar el método para ordinales se definieron algunos umbrales para construir a partir de la
misma una variable ordinal. Esta definición de umbrales puede ser un tanto arbitraria, pudiendo
responder o bien a alguna recomendación de un experto en el área o simplemente a partir de
adoptar algún criterio del análisis de su distribución en la muestra (e.g. balanceo). Sin embargo
esta interferencia puede terminar influyendo sobre el peso que se asigna a tal variable para la
predicción de una respuesta de interés. Por ende, resulta favorable eliminar esta componente
forzada de definición a priori de umbrales, utilizando la variable continua sin necesidad de
transformación.
Otro ejemplo sobre esta conveniencia de tomar las variables directamente como vienen en la
base, sin necesidad de definir nuevas variables que respondan a la naturaleza requerida por el
método, lo constituye la construcción de una ordinal con más de dos categoŕıas a partir de varias
binarias. Para la aplicación del PFCord esto se hizo al incorporar aspectos de la localización
de la vivienda; espećıficamente, se construyó una ordinal con cuatro categoŕıas, a partir de 3
binarias. Esto respondió a motivos metodológicos, dado que el supuesto de existencia de una
continua latente sobre una binaria es más fuerte y es esperable obtener una mejor estimación
de la latente cuanto más categoŕıas se observen. El método propuesto en este caṕıtulo permite
incorporar binarias asumiendo simplemente un proceso Bernoulli para las mismas sin necesidad
de asumir una continua latente subyacente.
Para ser consistentes con la aplicación realizada en el caṕıtulo anterior, los datos utilizados
aqúı también provienen de la base de microdatos de la Encuesta Permanente de Hogares (EPH)
elaborada por el Instituto Nacional de Estad́ısticas y Censos (INDEC) correspondiente al cuarto
trimestre de 2013, construyendo los ı́ndices para cada una de las cinco regiones consideradas
(GBA, Pampeana, NOA, NEA y Patagonia).
Como predictores se tiene un total de 8 variables categóricas ordinales, 4 variables continuas
y 7 variables binarias2. Las variables ordinales son las mismas que la presentadas en el caṕıtulo
2Cabe volver a remarcar que hay variables binarias que son ordinales en el sentido del estatus socio-económico.
Por ejemplo la tenencia de la vivienda (propietario o no) constituye una proxy de riqueza material, por lo tanto
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anterior, solo que aqúı hay un total de 8 variables en lugar de 11. Ello se debe a que 3 de dichas
variables (Hacinamiento, Horas trabajadas y Localización de la Vivienda) fueron tomadas como
se presentan directamente en la base; esto es, Hacinamiento y Horas trabajadas como continuas,
y Localización de la Vivienda como tres binarias que indican si la vivienda está cercana a un
basural, en una villa de emergencia o en una zona inundable. Además de estas últimas tres
variables binarias de localización, se consideró la ocupación y el sexo del jefe/a de hogar, si
tienen cobertura médica y si son propietarios de la vivienda. Para las variables continuas,
además del ratio de hacinamiento y de las horas trabajadas en la ultima semana por el jefe/a
de hogar, se tomó la edad de este último y la cantidad de menores en el hogar. En el Apéndice
2.9.3 se presenta una descripción detallada de las variables utilizadas.
También en esta aplicación consideramos dos tipos de respuesta: una continua dada por el
ingreso per cápita del hogar (para mayor sencillez en la implementación del método tomamos
r = 1) y una discreta que indica si el hogar es pobre o no de acuerdo con la linea de pobreza.
Para evaluar el desempeño predictivo del indice SES construido en base al PFCmix, lo
comparamos con la predicción sin aplicar reducción utilizando todas las variables como son
dadas (i.e. Full), con la que brinda la reducción no supervisada v́ıa Componentes Princi-
pales No Lineales (NLPCA) y con el método propuesto para variables ordinales (PFCord).
Espećıficamente para este último método, consideramos dos casos: utilizando solo las variables
ordinales disponibles (i.e. PFCord(X)), y tomando también las variables binarias tratadas
como ordinales (i.e. PFCord(X,H)). Esto nos permite evaluar también el desempeño de esta
metodoloǵıa para el caso de contar con binarias que puedan ser consideradas como ordinales
dentro del enfoque de variables latentes que presupone el PFCord. Del mismo modo, para el
PFCmix evaluamos dos opciones PFCmix(X,H) y PFCmix(X,W,H). Esto se realiza a los
fines de poder comparar mejor con el PFCord en ’igualdad de condiciones’, como aśı también
para visualizar el efecto de tener variables continuas entre los predictores. Para todos los méto-
dos supervisados de reducción suficiente, la estimación se realizan con selección de variables
(i.e. métodos regularizados).
La predicción de los distintos ı́ndices como la realizada por el conjunto total de variables
(Full) se realiza utilizando regresión loǵıstica para la respuesta discreta (i.e. pobreza) y re-
de no ser propietario a serlo, hay un orden. Sin embargo, solo consideramos como ordinales aquellas con más
de una categoŕıa por motivos ya expuestos.
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gresión lineal para la respuesta continua (ingreso per cápita). Los datos se particionan en diez
conjuntos disjuntos para replicar el experimento, tomando un conjunto cada vez como datos
de prueba y el resto como muestra de entrenamiento. Los errores de predicción promedio se
reportan en la Tabla 4.3. En primer lugar, podemos destacar que la predicción de pobreza y
Tabla 4.3: Validación Cruzada de 10 particiones (10-fold) para el ı́ndice SES.
Error de Predicción - ECM
Respuesta Método GBA Pampeana NOA NEA Patagonia
Pobreza PFCord(X) 0.2159 0.1933 0.3299 0.3892 0.1359
(binaria)
PFCord(X,H) 0.2008 0.1781 0.2751 0.3043 0.1277
PFCmix(X,W,H) 0.1643 0.1312 0.2469 0.2419 0.0805
PFCmix(X,H) 0.1711 0.1435 0.2703 0.2997 0.0822
NLPCA(X,W,H) 0.2335 0.2052 0.3727 0.3887 0.1318
Full 0.2194 0.1919 0.3178 0.3736 0.1360
Ingreso (pc) PFCord(X) 7.61 5.13 5.04 3.61 14.41
(continua)
PFCord(X,H) 7.42 4.93 4.91 3.41 14.01
PFCmix(X,W,H) 7.39 4.68 4.62 3.27 13.82
PFCmix(X,H) 7.45 4.71 4.93 3.46 13.88
NLPCA(X,W,H) 8.99 6.03 5.72 4.02 16.28
Full 7.58 5.12 5.04 3.61 14.39
del ingreso per cápita realizada v́ıa el ı́ndice PFCord mejora cuando se incorporan variables
binarias (i.e. PFCord(X) vs. PFCord(X,H)). Por ende, el método de reducción suficiente
para ordinales resulta funcional en términos predictivos para dicotómicas, tanto para el caso
en el que son ordinales como no. Sin embargo, cuando utilizamos el método para mixtas para
estos dos conjuntos de variables (i.e. PFCmix(X,H) vs. PFCord(X,H)), se obtiene un error
de predicción considerablemente menor en todas las regiones cuando buscamos predecir pobre-
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za. No obstante, para la predicción de ingreso per cápita del hogar, para algunas regiones (en
particular, Pampeana, NOA y NEA), el error de predicción con el PFCord es menor, aunque
los valores del ECM son muy similares a los arrojados por el PFCmix.
Evaluando los resultados del método propuesto para variables mixtas, puntualmente entre
incorporar o no predictores continuos (PFCmix(X,W,H) vs. PFCmix(X,H)), se observa
que siempre las variables continuas en la reducción permiten mejorar la predicción. Más aún,
podemos concluir que con el ı́ndice SES elaborado con PFCmix(X,W,H) se obtienen los
mejores resultados para ambas variables respuesta y todas las regiones.
Por otro lado, se observa que el ı́ndice que no toma en cuenta la información de la variable
respuesta (NLPCA) tiene los mayores errores de predicción, aun cuando incorpora todos los
predictores. Incluso, si comparamos con el PFCord usando solo ordinales , este muestra mejor
desempeño predictivo en tres de las cinco regiones cuando la respuesta es discreta y en todos
los casos cuando la respuesta es continua.
Por último, al comparar con la predicción obtenida sin reducir (Full), en general los méto-
dos de reducción supervisados dan mejores resultados, no aśı el no supervisado.
4.7. Conclusiones
En el presente caṕıtulo hemos identificado una reducción suficiente para un modelo de
regresión de una variable respuesta Y sobre un conjunto de predictores que pueden ser continuos,
categóricos ordinales y binarios. Esta generalización tuvo como motivación central el hecho de
que la mayor parte de los modelos aplicados con datos reales, y en particular en economı́a y
ciencias sociales, se incluyen variables de naturaleza mixta. La aplicación de SDR a este tipo de
modelos, demanda una nueva metodoloǵıa que permita reducir de forma conjunta el vector de
predictores, y no acotar las posibilidades de aplicación sólo en variables continuas o en aquellas
no continuas pero que necesariamente su distribución pertenezca a la familia exponencial.
La metodoloǵıa propuesta, que bautizamos como PFCmix al tener sus raices en el PFC
de Cook and Forzani (2008), se nutre básicamente del enfoque de variables latentes para el
subconjunto de variables ordinales y de una generalización del enfoque de SDR para familias
exponenciales propuesto por Bura et al. (2015) que fue presentado en el Caṕıtulo 2. Proponiendo
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una factorización para la regresión inversa, identificamos una reducción suficiente presentando
además estimadores de máxima verosimilitud para los parámetros involucrados. Adicionalmen-
te, se propone selección de variables para este método, en base a lo desarrollado en el Capitulo
3 y a la propuesta de Cheng et al. (2014) en el marco de modelos Ising.
Tanto las simulaciones realizadas como la aplicación a ı́ndices SES, muestran resultados
favorables para el método propuesto al compararlo con los PFC alternativos (i.e. el estándar
diseñado para predictores continuos, y el PFCord diseñado para predictores ordinales) y con
alternativas mejoradas del PCA, como ser su versión no lineal (NLPCA). Destacamos que
además de obtener ventaja en términos predictivos, el método propuesto a priori resulta fa-
vorecido debido a que permite combinar variables de una naturaleza variada tal como están
disponibles en la base de datos, sin necesidad de omitir algunas de ellas o aplicarle alguna
transformación para que el método las admita.
Por último, debemos recalcar que hay un punto relevante no tratado en el presente caṕıtulo,
que es la elección de la dimension de la reducción, i.e d̃ = máx(d, c). Si bien para la aplicación
de ı́ndices SES, que constituye el principal interés de aplicación de la tesis, fijamos de antemano
d̃ = 1 al concebir un concepto unitario en torno al estatus socioeconómico, en otras aplicaciones
interesaŕıa inferir de algún modo el valor de la dimensión del subespacio de reducción. Debido
al modelo utilizado, la búsqueda de la dimensión implicaŕıa inferir conjuntamente los valores
de d y c. Tomando la idea de Cook et al. (2015), una alternativa seŕıa utilizar algún criterio de
información tipo AIC o BIC para la búsqueda simultánea de (d, c). Es decir, podemos realizar
una búsqueda de (d, c) a partir de (0, 0) a (r, r), eligiendo la combinación que da los menores
valores del AIC o del BIC. También, como en la Caṕıtulo 3, podŕıa buscarse (c, d) v́ıa validación
cruzada, o bien diseñando pruebas de permutaciones, principalmente cuando el fin es predictivo.
Por ende, queda como trabajo futuro implementar y comparar el desempeño de algunos de estos
métodos para la búsqueda de d̃, para poder extender el método a otras aplicaciones donde un
d̃ > 1 sea relevante a los fines explicativos o predictivos.
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4.8.1. EM para Datos Mixtos
Como en el caso de la explicación del EM para datos ordinales, para simplificar la notación,
siempre omitimos Ω(k−1) cuando tomamos la esperanza condicionada. La forma explicita de la
función Q utilizando viene dada por
Q(Ω|Ω(k−1)) = Ezi|yi,hi,xi;Ω(k−1) log
[
n∏
i=1
fxi,vi(xi,vi|yi,hi; Ω)
]
=
n∑
i=1
Ezi|yi,hi,xi [log fxi,vi(xi,vi|yi,hi; Ω)] . (4.30)
Dados los supuestos sobre el modelo para las variables continuas (latentes y observadas),
(4.30) toma la forma
n∑
i=1
Ezi|yi,hi,xi [log fxi,vi(xi,vi|yi,hi)] = −
tn
2
log 2π − n
2
log |∆|
− 1
2
n∑
i=1
Ezi|yi,hi,xi
[
tr[∆−1(vi − µ−∆αξf̄yi − βh̄i)(vi − µ−∆αξf̄yi − βh̄i)T ]|yi,hi,xi
]
.
Desarrollando convenientemente la igualdad anterior y usando que µT = (0,µW)
T obtenemos,
Q(Ω|Ω(k−1)) ≡
n∑
i=1
Ezi|yi,hi,xi [log fxi,vi(xi,vi|yi,hi)]
= −tn
2
log 2π − n
2
log |∆|
− n
2
tr
{
∆−1
[
1
n
n∑
i=1
Ezi|yi,hi,xi(viv
T
i |yi,hi,xi)−
2
n
n∑
i=1
µEzi|yi,hi,xi(v
T
i |yi,hi,xi)
− 2
n
n∑
i=1
∆αξf̄yiEzi|yi,hi,xi(v
T
i |yi,hi,xi)−
2
n
n∑
i=1
βh̄iEzi|yi,hi,xi(v
T
i |yi,hi,xi)
+
1
n
n∑
i=1
µµT +
2
n
n∑
i=1
∆αξf̄yiµ
T +
2
n
n∑
i=1
βh̄iµ
T +
2
n
n∑
i=1
∆αξf̄yih̄
T
i β
T (4.31)
+
1
n
n∑
i=1
∆αξf̄yi f̄
T
yi
ξTαT∆ +
1
n
n∑
i=1
βh̄ih̄
T
i β
T
]}
.
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Maximización de la función Q
Tomando derivada respecto a µ y considerando la restricción de los parámetros (por iden-
tificabilidad), obtenemos que
µ̂ =
 0
w̄
 , con w̄ = 1
n
n∑
i=1
wi.
Luego, definimos
v̄i
.
= vi − µ̂ =
 zi
wi − w̄
 .=
 zi
w̄i
 .
Reemplazando en (4.31) tenemos
n∑
i=1
Ezi|yi,hi,xi [log fxi,v̄i(xi, v̄i|yi,hi)]
= −tn
2
log 2π − n
2
log |∆|
− n
2
tr
{
∆−1
[
1
n
n∑
i=1
Ezi|yi,hi,xi(v̄iv̄
T
i |yi,hi,xi)−
2
n
n∑
i=1
∆αξf̄yiEzi|yi,hi,xi(v̄
T
i |yi,hi,xi)
− 2
n
n∑
i=1
βh̄iEzi|yi,hi,xi(v̄
T
i |yi,hi,xi) +
2
n
n∑
i=1
∆αξf̄yih̄
T
i β
T (4.32)
+
1
n
n∑
i=1
∆αξf̄yi f̄
T
yi
ξTαT∆ +
1
n
n∑
i=1
βh̄ih̄
T
i β
T
]}
.
donde
v̄i =
 zi
w̄i
 y por lo tanto v̄iv̄Ti =
 zizTi ziw̄Ti
ziw̄
T
i w̄iw̄
T
i
 .
En (4.32) puede apreciarse que hay tres términos en los que aparece zi para tomar esperanza.
Primero,
1
n
n∑
i=1
Ezi|yi,hi,xi(v̄iv̄
T
i |yi,hi,xi) =
1
n
∑
i
Ezi|yi,hi,xi
 zizTi ziw̄Ti
ziw̄
T
i w̄iw̄
T
i
∣∣∣∣∣(yi,hi,xi)

=
 Sn 1nMTn Wn
1
n
WTn Mn
1
n
WTn Wn
 ≡ Swn , (4.33)
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donde Sn =
1
n
∑n
i=1Ezi|yi,hi,xi(ziz
T
i |yi,hi,xi) ∈ Rp×p, la matriz Mn ∈ Rn×p está definida
por MTn = [Ez1|x1,h1,y1(z1|x1,h1, y1), . . . , Ezn|xn,hn,yn(zn|xn,hn, yn)] y Wn ∈ Rn×s con WTn =
[w̄1, . . . , w̄n]. Luego S
w
n es una matriz t× t (pues Sn es p× p, Mn n× p y Wn n× s, por lo que
MTn Wn es p× s, WTn Mn s× p y WTn Wn s× s).
Por su parte, el segundo término al incorporar la esperanza queda
− 2
n
∆αξ
∑
i
Ezi|yi,hi,xi
(
f̄yi
[
zTi , w̄
T
i
]
|yi,hi,xi
)
= − 2
n
∆αξ
∑
i
Ezi|yi,hi,xi
([
f̄yiz
T
i , f̄yiw̄
T
i
]
|yi,hi,xi
)
= − 2
n
[∆αξFnMn,∆αξFnWn]
= − 2
n
∆αξFnM
w
n , (4.34)
con Fn = [f̄y1 , . . . , f̄yn ] ∈ Rr×n y Mwn = [Mn,Wn] ∈ Rn×t. Finalmente, para el tercer término
tenemos que
− 2
n
β
∑
i
Ezi|yi,hi,xi
(
h̄i
[
zTi , w̄
T
i
]
|yi,hi,xi
)
= − 2
n
β
[
HTn Mn,H
T
n Wn
]
= − 2
n
βHTn M
w
n , (4.35)
donde Hn es de orden n × q con [Hn]ij ∈ {0, 1} y HTn = [h̄1, . . . , h̄n]. Usando (4.33), (4.34) y
(4.35), (4.32) puede escribirse como
Q(Ω|Ω(k−1)) ≡
n∑
i=1
Ezi|yi,hi,xi [log fxi,vi(xi,vi|yi,hi)]
= −tn
2
log 2π − n
2
log |∆| − n
2
tr
{
∆−1
[
Swn −
2
n
∆αξFnM
w
n −
2
n
βHTn M
w
n
+
2
n
∆αξFnHnβ
T +
1
n
∆αξFnF
T
n ξ
TαT∆ +
1
n
βHTn Hnβ
T
]}
. (4.36)
Derivando (4.36) con respecto a β obtenemos
β̂ = (SM,H −∆αξSF,H)S−1H , (4.37)
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donde,
SH =
1
n
HTn Hn
SM,H =
1
n
(Mwn )
THn and SH,M = S
T
M,H
SF,H =
1
n
FnHn and SH,F = S
T
F,H.
Además definimos
SF =
1
n
FnF
T
n
SF,M =
1
n
FnM
w
n and SM,F = S
T
M,F
Por lo tanto,
n∑
i=1
Ezi|yi,hi,xi [log fxi ,̄vi(xi, v̄i|yi,hi)]
= −tn
2
log 2π − n
2
log |∆|
− n
2
tr
{
∆−1
[
Swn −
2
n
∆αξFnM
w
n
− 2
n
(SM,H −∆αξSF,H)S−1H HTn Mwn +
2
n
∆αξFnHnS
−1
H (SM,H −∆αξSF,H)T
+
1
n
∆αξFnF
T
n ξ
TαT∆ +
1
n
(SM,H −∆αξSF,H)S−1H HTn HnS−1H (SM,H −∆αξSF,H)T
]}
= −tn
2
log 2π − n
2
log |∆|
− n
2
tr
{
∆−1
[
Swn − 2∆αξSF,M
− 2(SM,H −∆αξSF,H)S−1H SH,M + 2∆αξSF,HS−1H (SM,H −∆αξSF,H)T
+ ∆αξSFξ
TαT∆ + (SM,H −∆αξSF,H)S−1H (SM,H −∆αξSF,H)T
]}
= −tn
2
log 2π − n
2
log |∆|
− n
2
tr
{
∆−1
[
Swn − SM,HS−1H SH,M − 2∆αξ[SF,M − SF,HS−1H SH,M]
+ ∆αξ[SF − SF,HS−1H SH,F]ξTαT∆
]}
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Luego tenemos la función Q
Q(∆,α, ξ) = −tn
2
log 2π − n
2
log |∆|
− n
2
tr
(
∆−1S̃n
w
)
+ n tr
[
αξ(SF,M − SF,HS−1H SH,M)
]
(4.38)
− n
2
tr
[
αξ(SF − SF,HS−1H SH,F)ξTαT∆
]
,
donde S̃n
w .
= Swn −SM,HS−1H SH,M. Esta función es una forma cuadrática en ξ análoga a la función
Q para el caso en que tenemos todos los predictores ordinales. Luego, (4.38) es maximizada en
ξ̂ = (αT∆α)−1αT (SF,M − SF,HS−1H SH,M)T (SF − SF,HS−1H SH,F)−1. (4.39)
Remplazando (4.39) en (4.38), obtenemos
Q(∆,α) = −tn
2
log 2π − n
2
log |∆| − n
2
tr
(
∆−1S̃n
w
−α(αT∆α)−1αTSfit
)
, (4.40)
donde Sfit
.
= (SF,M−SF,HS−1H SH,M)T (SF−SF,HS−1H SH,F)−1(SF,M−SF,HS−1H SH,M) y Sres = S̃n
w
−Sfit,
y tomando los resultados de la Sección 4.8.1, el máximo de (4.40) se obtiene en
∆̂
−1
= (S̃n
w
)−1 +α(αTSresα)
−1αT −α(αT S̃n
w
α)−1αT , (4.41)
y
α̂ = (S̃n
w
)−1/2ζ̂N (4.42)
donde ζ̂ es una matriz conformada con los primeros d autovectores de (S̃n
w
)−1/2Sfit(S̃n
w
)−1/2 y
N es una matriz tal que α̂T α̂ = Id.
4.8.2. Identificabilidad del Modelo: Prueba del Teorema 4.1
Para simplificar notación, en el modelo (4.5) vamos a tomar A de orden t× r definida por
A = ∆αξ con AT = (ATz ,A
T
w). Luego podemos re-escribir (4.5) en términos de los parámetros
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(∆,µ,A,β,Θ) de la siguiente manera
V = µ+ A(fY − f̄Y ) + β(H− µH) + ε,
ε ∼ N(0,∆), (4.43)
Pr(Xj = g|H, Y ) = Pr(θ(j)g−1 ≤ Zj < θ(j)g |H, Y ).
Para la identificabilidad necesitamos probar que si el modelo (4.43) es verdadero para los
parámetros (∆,µ,A,β,Θ) y (Λ,ν,B, ζ,Ω), entonces ∆ = Λ, µ = ν, A = B, β = ζ y
Θ = Ω. Vamos a suponer que el modelo (4.43) es válido para ambos conjuntos de parámetros.
Observemos que en tal caso podemos escribir, Z
W
 =
 µz
µw
+
 Az
Aw
 (fY − f̄Y ) +
 βz
βw
 (H− µH) +
 εz
εw
 ,
por lo tanto, si para j = 1, . . . , p llamamos [µz]j
.
= µzj y [εz]j
.
= εj, el vector 1× r [Az]j
.
= Azj ,
y el vector 1× q [βz]j
.
= βzj , tenemos que
Zj = µzj + Azj(fY − f̄Y ) + βzj(H− µH) + εj, j = 1, . . . , p
Pr(Xj = g|H, Y ) = Pr(θ(j)g−1 ≤ Zj < θ(j)g |H, Y ). (4.44)
Análogamente, para el segundo conjunto de parámetros,
Zj = νzj + Bzj(fY − f̄Y ) + ζzj(H− µH) + εj, j = 1, . . . , p
Pr(Xj = g|H, Y ) = Pr(ω(j)g−1 ≤ Zj < ω(j)g |H, Y ). (4.45)
Luego, de (4.44) y (4.45), tenemos que
Pr(Xj = g|H, Y ) = Pr(θ(j)g−1 − µzj −Azj(fY − f̄Y )− βzj(H− µH) ≤ εj
< θ(j)g − µzj −Azj(fY − f̄Y )− βzj(H− µH)), (4.46)
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y
Pr(Xj = g|H, Y ) = Pr(ω(j)g−1 − νzj −Bzj(fY − f̄Y )− ζzj(H− µH) ≤ εj
< ω(j)g − νzj −Bzj(fY − f̄Y )− ζzj(H− µH)), (4.47)
para g = 1, . . . , Gj y j = 1, . . . , p. Como consecuencia de (4.46) y (4.47), con g = 1 (teniendo
en cuenta que ω
(j)
0 = θ
(j)
0 = −∞), y utilizando el supuesto de normalidad para εj, obtenemos
Φ
(
θ
(j)
1 − µzj −Azj(fY − f̄Y )− βzj(H− µH)
δjj
)
= Φ
(
ω
(j)
1 − νzj −Bzj(fY − f̄Y )− ζzj(H− µH)
λjj
)
, (4.48)
donde δjj ≡ [∆]jj y λjj = [Λ]jj, siendo Φ(·) la función de distribución acumulada de una normal
estándar. De (4.48) tenemos que
θ
(j)
1 − µzj −Azj(fY − f̄Y )− βzj(H− µH)
δjj
=
ω
(j)
1 − νzj −Bzj(fY − f̄Y )− ζzj(H− µH)
λjj
(4.49)
o equivalentemente,
1
δjj
θ(j)1 − µzj − [Azj ,βzj ]
 fY − f̄Y
H− µH
 = 1
λjj
ω(j)1 − νzj − [Bzj , ζzj ]
 fY − f̄Y
H− µH

(4.50)
para j = 1, . . . , p. De la condición 1. δjj = λjj = 1 para todo j = 1, . . . , p y por 2. µzj = νzj = 0.
Luego si tomamos esperanza en (4.49), obtenemos que θ
(j)
1 = ω
(j)
1 para todo j = 1, . . . , p. Con
esto, para g > 1, es fácil ver que θ
(j)
g = ω
(j)
g . En particular, si tomamos g = 2, de (4.46) y (4.47)
obtenemos
Φ
(
(θ
(j)
2 − µzj −Azj(fY − f̄Y )− βzj(H− µH))
δjj
)
= Φ
(
(ω
(j)
2 − νzj −Bzj(fY − f̄Y )− ζzj(H− µH))
λjj
)
, (4.51)
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puesto que por(4.48),
Φ
(
(θ
(j)
1 − µzj −Azj(fY − f̄Y )− βzj(H− µH))/δjj
)
= Φ
(
(ω
(j)
1 − νzj −Bzj(fY − f̄Y )− ζzj(H− µH))/λjj
)
.
Por lo tanto, usando las condiciones 1. a 3. como antes obtenemos θ
(j)
2 = ω
(j)
2 . Luego, tomando
g = 3 y usando (4.51) vamos a tener que θ
(j)
3 = ω
(j)
3 y continuando de esta manera, obtendremos
θ
(j)
g = ω
(j)
g para todo k y por lo tanto Θ = Ω. Con todo esto en (4.50) tenemos,
[Azj ,βzj ]
 fY − f̄Y
H− µH
 = [Bzj , ζzj ]
 fY − f̄Y
H− µH
 , (4.52)
Multiplicando por [(fY−f̄Y )T , (H−µH)T ], tomando esperanza y usando la condición 2., llegamos
a que Azj = Bzj y βzj = ζzj para j = 1, . . . , p, y por lo tanto Az = Bz y βz = ζz.
Adicionalmente, para cualquier par de variables ordinales Xi y Xj (i, j = 1, . . . , p, i 6= j)
tenemos que,
Pr(Xi = g,Xj = l|H, Y ) = Pr(θ(i)g−1 < Zi ≤ θ(i)g , θ
(j)
l−1 < Zj ≤ θ
(j)
l ) (4.53)
= Φ2
∆−1/2ij
 θ(i)g − µzi −Azi(fY − f̄Y )− βzi(H− µH)
θ
(j)
l − µzj −Azj(fY − f̄Y )− βzj(H− µH)

− Φ2
∆−1/2ij
 θ(i)g−1 − µzi −Azi(fY − f̄Y )− βzi(H− µH)
θ
(j)
l−1 − µzj −Azj(fY − f̄Y )− βzj(H− µH)
 .
Teniendo en cuenta que (4.53) se cumple para el otro conjunto de parámetros (Λ,ν,B, ζ,Ω),
luego si tomamos g = l = 1 (y por lo tanto θ
(i)
g−1 = θ
(j)
l−1 ≡ θ0 = −∞ y ω
(i)
g−1 = ω
(j)
l−1 ≡ ω0 = −∞)
llegamos a que
Φ2
∆−1/2ij
 θ(i)1 − µzi −Azi(fY − f̄Y )− βzi(H− µH)
θ
(j)
1 − µzj −Azj(fY − f̄Y )− βzj(H− µH)

= Φ2
Λ−1/2ij
 ω(i)1 − νzi −Bzi(fY − f̄Y )− ζzi(H− µH)
ω
(j)
1 − νzj −Bzj(fY − f̄Y )− ζzj(H− µH)
 , (4.54)
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donde ∆ij =
 δii δij
δji δjj
 y Λij =
 λii λij
λji λjj
 son las matrices de covarianza para el par i, j
de sus respectivas variables latentes (i.e. (Zi, Zj)) y Φ2(.) representa la función de distribución
de una normal bivariada.
Puesto que δjj = λjj = 1, µzj = νzj = 0, Az = Bz y βz = ζz, de (4.54) obtenemos que
δij = λij (y δji = λji) para todo i 6= j y i, j = 1, . . . , p. Por lo tanto, se tiene que ∆zz = Λzz.
Por otra parte, para las variables continuas observadas W, usando la normalidad de sus
distribuciones marginales, tendremos que
W|(H, Y ) ∼ N(µw + Aw(fY − f̄Y ) + βw(H− µH),∆ww) (4.55)
y
W|(H, Y ) ∼ N(νw + Bw(fY − f̄Y ) + ζw(H− µH),Λww) (4.56)
y, usando la condición 3. vamos a obtener, µw = νw, Aw = Bw, βw = ζw and ∆ww = Λww.
Por lo tanto, resta probar que ∆zw = Λzw. Tomando una variable ordinal Xi (i = 1, . . . , p) y
una variable continua observada Wj (j = p+ 1, . . . , t), tenemos que
Pr (Xi ≤ k,Wj ≤ l|H, Y ) = Pr
(
εi ≤ θ(i)g −Azi(fY − f̄Y )− βzi(H− µH), (4.57)
εj ≤ Wj − µwj −Awj(fY − f̄Y )− βwj(H− µH)
)
= Φ2
∆−1/2ij
 θ(i)g −Azi(fY − f̄Y )− βzi(H− µH)
Wj − µwj −Awj(fY − f̄Y )− βwj(H− µH)
 ,
donde en este caso, bajo las restricciones de identificación, ∆ij =
 1 δij
δji δjj
.
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De la misma manera,
Pr (Xi ≤ k,Wj ≤ l|H, Y ) = Pr
(
εi ≤ ω(i)g −Bzi(fY − f̄Y )− ζzi(H− µH),
εj ≤ Wj − νwj −Bwj(fY − f̄Y )− ζwj(H− µH)
)
= Φ2
Λ−1/2ij
 ω(i)g −Bzi(fY − f̄Y )− ζzi(H− µH)
Wj − νwj −Bwj − ζwj(H− µH)
 , (4.58)
donde Λ
−1/2
ij
.
=
 1 λij
λji λjj
−1/2. Como θ(i)g = ω(i)g , µw = νw, ∆ww = Λww, A = B y β = ζ,
luego de (4.57) y (4.58) tenemos que ∆ij = Λij, y por lo tantoδij = λij. De esta manera, para
todo i = 1, . . . , p y j = 1, . . . , s, δij = λij (y δji = λji), por ende ∆zw = Λzw (y ∆wz = Λwz).
Con esto hemos probado que ∆ = Λ, quedando aśı demostrado el teorema. 
Caṕıtulo 5
Trabajos Posteriores
5.1. Introducción
En este breve caṕıtulo se presentan algunos puntos sobre los que se planea seguir trabajando
como continuidad de la tesis. En particular, presentamos dos temas para trabajos posteriores
que están en la misma ĺınea de la tesis. El primero constituye una ampliación de lo presentado
en el Caṕıtulo 4 sobre reducción suficiente en un contexto de predictores de naturaleza mix-
ta. En particular, se expone una parametrización alternativa del modelo de regresión inversa
X,W,H|Y , para luego mostrar que de hecho el modelo presentado en el Caṕıtulo 4 es un caso
particular del modelo aqúı presentado. Es decir, mostraremos que la factorización desarrollada
en el Caṕıtulo 4 está anidada a esta otra factorización que proponemos en el presente caṕıtulo. A
su vez, la estimación de los parámetros de los modelos que surgen de dicha factorización, pueden
obtenerse v́ıa máxima verosimilitud con las mismas metodoloǵıas anteriormente presentadas.
Sin embargo, resta encontrar una reducción suficiente para esta factorización.
El segundo tema presentado, tiene que ver más con una extensión del enfoque general
presentado en la tesis, motivado a partir de la aplicación de ı́ndices SES a modelos de regresión
en economı́a y ciencias sociales. Espećıficamente, por muchos modelos presentes en la literatura
relacionada a desarrollo económico y economı́a de la salud, entre otras, hay una necesidad de
separar el ı́ndice obtenido v́ıa reducción suficiente de otras covariables que son relevantes para
la regresión de Y sobre el conjunto de predictores, pero que no se desea reducir. Por ende,
una extensión hacia un método de reducción suficiente de dimensiones parcial para variables
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mixtas, tendŕıa un alcance mayor para la aplicabilidad académica y práctica (i.e. orientado a
poĺıticas) del enfoque de SDR.
5.2. Factorización Alternativa
En el Caṕıtulo 4 para el modelo de regresión Y |X,W,H, en base al enfoque de regresión
inversa, se factorizó la distribución conjunta condicionada de X,W,H|Y a fin de obtener la
correspondiente reducción suficiente del modelo de regresión original; a saber
f(X,W,H|Y ) = f(X,W|H, Y )f(H|Y ). (5.1)
Con esta factorización modelamos a (X,W) como función de Y y H, dejando H como función
solamente de Y . En términos de la variable latente Z subyacente de X, por (??), teńıamos
f(V,H|Y ) = f(V, |H, Y )f(H|Y ) (5.2)
donde V ≡ (Z,W). A esta factorización, desarrollada en el caṕıtulo previo, la denominaremos
Modelo 1.
Por otra parte, la distribución conjunta condicionada de X,W,H|Y puede factorizarse como
f(X,W,H|Y ) = f(X,W|Y )f(H|X,W, Y ), (5.3)
o, en términos de la variable latente,
f(V,H|Y ) = f(V|Y )f(H|V, Y ). (5.4)
Esta factorización alternativa implica modelar por un lado las variables (X,W) como función
de Y (similar, al caso del Caṕıtulo 3, pero incluyendo las continuas), y por otro lado, modelar
las variables dicotómicas H en función de (X,W, Y ). A esta factorización la denominaremos
Modelo 2.
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Para la factorización (5.1)-(5.2), suponemos los modelos
V|Y ∼ N(µ̃+ A(fY − f̄Y ) + β(H− µH),∆), (5.5)
donde A
.
= ∆αξ, con µz = 0 y diag(∆zz) = 1 por identificabilidad (ver Caṕıtulo 4), mientras
que las variables dicotómicas fueron modeladas a través de
H|Y = y ∼ Bernoulli(Γy), (5.6)
en el marco de modelos Ising (i.e. incluyendos solo interacciones dobles), donde Γy es una matriz
q × q simétrica, tal que para cada [Γy]ij = γyij se asumió el el modelo lineal
γYij = τ
∗
ij,0 + τ
T
ij
(
fY − f̄Y
)
, i, j = 1, . . . , q (5.7)
donde τ Tij = (τij,1, . . . , τij,r) es un vector de parámetros (independientes de Y ) y τ
∗
ij,0 es el
intercepto para cada (i, j). También introdujimos la siguiente notación: definimos las matrices
de orden q × q, τ 0 y τ k (k = 1, . . . , r), de la siguiente manera [τ ∗0]ij = τ ∗ij,0, y [τ k]ij = τij,k
con i, j = 1, . . . , q y k = 1, . . . , r, y luego definimos el vector τ 0
.
= vech(τ ∗0) de dimensión
q(q + 1)/2, y las matriz τ = [ vech(τ 1), . . . , vech(τ r)] ∈ Rq(q+1)/2×r. También asumimos un
modelo de rango reducido, de manera que teńıamos τ de rango c ≤ mı́n (r, q(q + 1)/2) de
forma tal que especificamos τ de la forma τ = κι, donde κ ∈ Rq(q+1)/2×c y ι ∈ Rc×r son
matrices de rango completo.
De forma equivalente, para la factorización (5.3)-(5.4) podemos suponer que
V|Y ∼ N(µ̃+ Ã(fY − f̄Y ), ∆̃), (5.8)
donde Ã
.
= ∆̃α̃ξ̃, con µ̃z = 0 y diag(∆̃zz) = 1. Ahora, para las variables binarias suponemos
el modelo,
H|V, Y ∼ Bernoulli(ΓY,v), (5.9)
y para cada parámetro de la matriz simétrica ΓY,v q× q, suponemos también un modelo lineal
de la forma
γy,vij = τ̃
∗
ij,0 + τ̃
T
ij(fY − f̄Y ) + `Tij(V − µ) (5.10)
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donde τ̃ Tij = (τ̃ij,1, . . . , τ̃ij,r) y `
T
ij = (`ij,1, `ij,2 . . . , `ij,t) son vectores de parámetros, independien-
tes de Y . Definimos τ̃ 0 y τ̃ de forma análoga al modelo anterior, y ` = [ vech(`1), . . . , vech(`t)] ∈
Rq(q+1)/2×t, con t = p+ q. También en este caso podemos asumir τ̃ = κ̃ι̃.
Con estas parametrizaciones, tenemos que para el Modelo 1 la función de densidad conjunta
condicionada a Y , está dada por
f(V,H|Y = y) = (2π)
−t/2|∆|−1/2
G(Γy)
× exp
{
− 1
2
(V − µ)T∆−1(V − µ) + (fy − f̄y)TA∆−1(V − µ)
− 1
2
(fy − f̄y)TAT∆−1A(fy − f̄y) + (H− µH)TβT∆−1(V − µ)
− (H− µH)TβT∆−1A(fy − f̄y)−
1
2
(H− µH)TβT∆−1β(H− µH) (5.11)
+ vechT (HHT )τ 0) + vech
T (HHT )τ (fy − f̄y)
}
,
donde G(Γ̃
y
) =
∑
{Hj :j=1,...,q} exp(
∑q
j=1 γ
y
jjHj +
∑
1≤j<j′≤q γ
y
jj′HjHj′).
Por su parte, para el Modelo 2, la densidad conjunta condicionada a Y será:
f(V,H|Y = y) = (2π)
−t/2|∆̃|−1/2
G(Γy,v)
× exp
{
− 1
2
(V − µ̃)T∆̃−1(V − µ̃) + (fy − f̄y)T Ã∆̃
−1
(V − µ̃)
− 1
2
(fy − f̄y)T ÃT∆̃
−1
Ã(fy − f̄y) + vechT (HHT )τ̃ 0 (5.12)
+ vechT (HHT )τ̃ (fy − f̄y) + vechT (HHT )`(V − τ̃ 0)µ)
}
,
donde G(Γ̃
y,v
) =
∑
{Hj :j=1,...,q} exp(
∑q
j=1 γ
y,v
jj Hj +
∑
1≤j<j′≤q γ
y,v
jj′ HjHj′).
Vamos a mostrar que el Modelo 1 está anidado en el Modelo 2. Espećıficamente vamos a ver
que, si en el Modelo 2 consideramos que `s es una matriz diagonal, luego hay una correspon-
dencia uno a uno entre los parámetros de ambos modelos. Por ende, el Modelo 1 estará anidado
en el Modelo 2. Dados los parámetros del Modelo 1, definimos los parámetros del Modelo 2
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como:
µ̃ = µ− βµH (5.13)
∆̃ = ∆, (5.14)
Ã = A, (5.15)
τ̃ 0 = τ 0 + vech
(
−1
2
βT∆−1β + diag([βT∆−1βµH])
)
, (5.16)
vech(τ̃ k) = vech
(
τ k − diag([βT∆−1A]•k)
)
, k = 1, . . . , r, (5.17)
vech(`s) = vech(diag([β
T∆−1]•s), s = 1, . . . , t. (5.18)
donde [βT∆−1A]•k representa la k-ésima columna de la matriz q× r βT∆−1A, [βT∆−1]•s es la
s-ésima columna de la matriz q× t βT∆−1 y diag(c) es una matriz diagonal con [diag(c)]ii = ci,
para un cierto vector c. Ademas, de (5.16)-(5.18), tenemos que Γy,v = Γy, y G(Γy,v) = G(Γy).
Rećıprocamente, dado que `s es una matriz diagonal, y dado µ̃, Ã, ∆̃, τ̃ 0, τ̃ 1, . . . , τ̃ r y `s
definimos
A = Ã, (5.19)
∆ = ∆̃, (5.20)
(5.21)
Ahora, podemos obtener β de la ecuación
vech(`s) = vech(diag([β
T∆̃
−1
]•s), s = 1, . . . , t. (5.22)
Dado β podemos obtener µH de la ecuación
µ = µ̃− βµH. (5.23)
Luego, dado β y µH, ∆ y τ̃ podemos obtener τ 0 y τ k de la ecuaciones
τ 0 = τ̃ 0 − vech
(
−1
2
βT∆−1β + diag([βT∆−1βµH])
)
,
vech(τ k) = vech
(
τ̃ k + diag([β
T∆−1A]•k)
)
, k = 1, . . . , r.
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De esta manera, vemos que el Modelo 1 está anidado en uno más general, el Modelo 2.
Con este resultado, como trabajo futuro queda por encontrar la reducción suficiente para esta
factorización alternativa, y aśı poder evaluar qué parametrización se adapta mejor al conjunto
de datos, v́ıa por ejemplo, cociente de verosimilitud.
5.3. Reducción Parcial
La aplicación considerada a la construcción de ı́ndices SES también motiva el desarrollo de
métodos de reducción parcial. Espećıficamente, al trabajar con datos sociales para la construc-
ción de un ı́ndice SES, existe información en ciertas variables que son relevantes para explicar la
respuesta que se está modelando, pero que no constituyen variables espećıficamente de ı́ndole
socio-económica para que sean incluidas en un ı́ndice, como podŕıa ser el sexo, variables re-
gionales o temporales. También en muchos casos interesa construir el ı́ndice teniendo sólo en
cuenta la información puramente económica, esto es a través de los activos y las condiciones
habitacionales, y dejar otras dimensiones como la educación o el acceso a la salud, de forma
separada del ı́ndice. Por ello, estamos interesados en considerar la información de todos los
predictores pero sólo queremos reducir un grupo de ellos (en un ı́ndice SES), manteniendo los
restantes sin alterar. Tal como se expresa comúnmente en la literatura relacionada, para una
determinada respuesta Y , el modelo de interés tiene la forma
Y = b0 + b1SES + g(U) + ε, (5.24)
donde SES es el ı́ndice de estatus socio-económico, U es un vector de variables relevantes para
el modelo pero que no forman parte del ı́ndice SES, g(·) es una cierta función, comúnmente
(pero no necesariamente) lineal de la forma g(U) = dTU y ε un término de perturbación
aleatorio. El modelo (5.24) ya contiene la reducción en la variable SES. Es decir, la regresión
primitiva al modelo (5.24) está dada por
Y |X,W,H,U (5.25)
donde (X,W,H) son las variables que interesa reducir (i.e. ordinales, continuas y dicotómicas)
a los fines de contruir la SES, y U es un vector de variables relevantes para el modelo (5.25)
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pero que no interesa reducir. Por ende, el objetivo es encontrar una reducción R(X,W,H)
para la regresión de Y sobre (X,W,H,U) de forma tal que
Y |R(X,W,H),U d= Y |X,W,H,U. (5.26)
La literatura relacionada a SDR parcial es muy escasa. Chiaromonte et al. (2002) introducen la
idea de subespacio central parcial Y|WU definido como la intersección de todos los subespacios
S que satisfacen Y W |(PSW,U) donde PS es la proyección sobre S con el producto escalar
estándar. Chiaromonte et al. (2002) proponen un estimador para el subespacio central parcial
solo para el caso en que U (i.e. las variables que no interesa reducir) son categóricas con W
continuas. Wen and Cook (2007), si bien relaja algunos supuestos de Chiaromonte et al. (2002),
también está limitado a reducciones parciales de un conjunto de predictores continuos para cada
sub-población que definen la categóricas incluidas en U. Bajo esta forma de abordar reducción
parcial, resulta dif́ıcil generalizarlo a fin de admitir cualquier naturaleza en el conjunto de
predictores U. Feng et al. (2013) propone una extensión que admite U continua, aplicando un
proceso de discretización sobre las mismas a fin de estimar el subespacio central parcial.
Como trabajo futuro se planea abordar el problema de SDR de forma que admita más
posibilidades entre los predictores, y tenga una representación más parsimoniosa respecto a estas
primeras aproximaciones basadas en estimar el subespacio central parcial. Espećıficamente, se
plantea obtener un método de reducción parcial de dimensiones para mezclas de variables de
distinta naturaleza bajo el enfoque de modelar la regresión inversa.
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Greene, W. & Hensher, D. (2010), Modeling Ordered Choices: A Primer, Cambridge University
Press.
Guo, J., Levina, E., Michailidis, G. & Zhu, J. (2015), ‘Graphical models for ordinal data’,
Journal of Computational and Graphical Statistics 24(1), 183–204.
Hoque, S. (2014), ‘Asset-based poverty analysis in rural bangladesh: A comparison of principal
component analysis and fuzzy set theory’, SRI Papers, Sustainability Research Institute 59.
Hsing, T. & Ren, H. (2009), ‘An RKHS formulation of the inverse regression dimension-
reduction problem’, The Annals of Statistics 37, 726–755.
INDEC (2003), Calidad de los materiales de la vivienda -CALMAT-Hábitat y vivienda por medio
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