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Abstract
We generalize the basic quasifibration theorem of Dold and Thom (1958), replacing quasifibrations
by weak equivalences. Ó 2000 Published by Elsevier Science B.V. All rights reserved.
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The concept of quasifibration was introduced by Dold and Thom in their paper [2]. In
particular, the technical result [2, Satz 2.2] asserts that, loosely speaking, a map which
is locally a quasifibration is in fact a quasifibration (globally). This theorem is widely
applied to construct or identify quasifibrations. After the application to symmetric products
of topological spaces, the theorem was used in [1] to construct, for a strictly associative
H-space F , a universal quasifibration having F as quasifibre. In [4] Hardie formalizes the
basic construction of [1] into a colimit theorem. There are several other applications of the
basic quasifibration theorem in topology and algebra. A very recent application in topology
is found in the work of Selick [7]. In particular in the form of the theorem [6, Theorem B]
by Quillen, quasifibrations play an important role in the topological foundations of higher
algebraic K-theory.
For decades the basic theory of quasifibrations was left virtually unchanged, until
May [5] gave a new approach, using the notion of weak homotopy equivalence, or more
precisely, n-equivalence. This more general approach supports further applications. In [8]
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for example, a generalization of the colimit theorem in [4] results in a new perspective on
the triad connectivity theorem of Blakers and Massey. Some aspects of excisive triads in
the paper of May have been revisited in [9]. The purpose of this article is to generalize
the Dold–Thom quasifibration theorem [2, Satz 2.2], following May’s point of view of
n-equivalences. The treatment is in detail and particular attention is paid to the lower
dimensions.
In Section 0 we formulate the main results. These are Theorems 0.4 and 0.6, the latter
being the generalization of the Dold–Thom theorem. The proof of Theorem 0.4 in Section 1
is based mainly on the proof of [2, Satz 2.2]. Towards this proof we require a lemma related
to homotopy lifting, versions of which appear in both [2,5]. A detailed proof of this lemma
is given in Section 4. Section 2 is devoted to a study of maps of pairs and triples. This
includes an analysis of the action of the fundamental group on the first homotopy set of
a pair, and the relationship between certain maps and their mapping path fibrations. We
obtain results closely related to the 5-lemma. These are particularly important to deduce
Theorem 0.6 from Theorem 0.4, which we do in Section 3.
0. Statement of the main theorems
Definition 0.1. A map p : (X,A)→ (Y,B) of pairs of spaces is a 0-equivalence if the first
condition below holds. If n is a positive integer then f is said to be an n-equivalence if
both conditions hold.
(1) Im[pi0(A)→ pi0(X)] = p−1∗ Im[pi0(B)→ pi0(Y )],
(2) for every a ∈ A, and b = p(a), the function p∗ :pir(X,A,a)→ pir(Y,B,b) is
bijective whenever r < n and surjective for r = n.
The map p is said to be a weak equivalence if it is an n-equivalence for all n > 0. A map
q :X→ Y is said to be a quasifibration if for every y ∈ Y and F = q−1(y), the induced
map of pairs (X,F )→ (Y, y) is a weak equivalence.
The condition (1) in this definition can be seen to hold if A = p−1(B) and p maps
every path component of X onto a path component of Y . (We wish to note that a similar
remark appearing in [8] is incorrect because it does not mention the second condition.) In
particular, the condition holds when p is a fibration. A comparison between an n-equiva-
lence and its mapping path fibration appears in Section 2.
Remark 0.2. From the definition the following is clear:
A map p : (X,A) → (Y,B) is an n-equivalence if and only if for every path
component X′ of X, and for Y ′ the path component of Y which contains p(X′),
the function p∗ :pik(X′,X′ ∩A)→ pik(Y ′, Y ′ ∩B) is bijective for 16 k 6 n− 1 and
surjective for k = n.
The following notion for pairs mimics the concept of distinguished subset defined in [2]
in relation to quasifibration.
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Definition 0.3. Let p :X→ Y be a map and V and U subspaces of Y with V ⊂ U . For a
non-negative integer n, we say that (U,V ) is an n-distinguished pair with respect to p if
for U ′ = p−1(U) and V ′ = p−1(V ), the induced map (U ′,V ′)→ (U,V ) is an n-equiva-
lence.
Theorem 0.4. Let p :X → Y be a map and let U be an open cover of Y . Let V be
the collection of all nonempty proper subsets of Y which can be obtained by taking the
intersection of finite sub-collections of U . For a non-negative integer m, let us suppose
that the following two conditions hold.
(1) For U ∈ U and V ∈ V with V ⊂ U , the pair (U,V ) is m-distinguished.
(2) If m> 1, then for U,V ∈ V with V ⊂U , the pair (U,V ) is (m− 1)-distinguished.
Then for every U ∈ U , the pair (Y,U) is m-distinguished.
Theorem 0.4 is the first of the main theorems, and its proof appears in Section 1.
Theorem 0.6 is the other major theorem, and its proof is given in Section 3. In order to
formulate the latter theorem we require the following terminology.
Definition 0.5. Let p :X→ Y be a map and n a non-negative integer. Suppose that there
is an open cover U of Y satisfying the following conditions, for U,V ∈ U .
(1) If V ⊂U , then the pair (U,V ) is n-distinguished with respect to p.
(2) Whenever x ∈ U ∩ V , then there exists W ∈ U such that x ∈W and W ⊂U ∩ V .
Then the pair (p,U) is said to be a local n-equivalence.
Theorem 0.6 (cf. [2, Satz 2.2]). Let p :X→ Y be a map and suppose that U is an open
cover of Y , such that for some non-negative integer m, (p;U) is a local m-equivalence.
Then for every U ∈ U , the pair (Y,U) is m-distinguished.
1. Proof of Theorem 0.4
Condition (1) in Definition 0.1 is equivalent to the following: If x is any point of X for
which there is a path in Y from p(x) to a point in B , then there is a path in X from x
to a point in A. The latter form of condition (1) makes it easy to see that the following
proposition is true.
Proposition 1.1. If p :X→ Y is a map and U is an open cover of Y , such that (p;U) is
a local 0-equivalence, then for every U ∈ U , with U ′ = p−1(U), the map
p : (X,U ′)→ (Y,U)
is a 0-equivalence.
The straightforward proof of the following proposition is also omitted.
Proposition 1.2. Let J be the subspace I × 0 ∪ ∂I × I of I × I . Let p : (X,A)→ (Y,B)
be a 0-equivalence. Then the following two conditions are equivalent:
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(1) The map p : (X,A)→ (Y,B) is a 1-equivalence.
(2) For any point e ∈X and any paths λ and d in Y with λ(0)= d(0), d(1)= p(e) and
λ(1) ∈ B , there exists a path ζ in X with ζ(0)= e and ζ(1) ∈A, such that the map
h :J → Y defined below can be extended to a map H : (I × I,1× I)→ (Y,B).
h(s, t)=

p ◦ ζ(s), t = 1,
d(t), s = 0,
λ(s), t = 0.
Proposition 1.3. If p :X→ Y is a map and U is an open cover of Y , such that (p;U)
is a local 1-equivalence, then for every U ⊂ Y such that U is a non-empty union of a
subcollection of U , and for U ′ = p−1(U), the map p : (X,U ′)→ (Y,U) is a 1-equiva-
lence.
Proof. Let e ∈ U ′ and let u= p(e). For a path λ : (I, ∂I,0)→ (Y,U,u) in Y , there exists
a positive integer k such that for every positive integer r 6 k, λ[(r − 1)/k, r/k] ⊂ Vr , for
some Vr ∈ U . This follows by a Lebesgue number argument. We can choose the integer k
and the subsets Vr ∈ U in such a way that V1 and Vk are contained inU . We can also choose
and fix members Wr of U such that λ(r/k) ∈Wr ⊂ Vr ∩ Vr+1, for 16 r 6 n− 1. Let d1
be the path in Y which is stationary at u. Let λr be the restriction of λ to [(r − 1)/k, r/k].
By Proposition 1.2 we can find a path ζ1 : [0,1/k] → p−1(V1) with ζ1(0) = e, such that
p ◦ ζ1 and λ1 represent the same element in pi1(V1,W1, u). For such a homotopy between
these two paths, let d2 be the resulting path in W1 from λ(1/k) to p ◦ ζ1(1/k). Repeated
application of Proposition 1.2 eventually yields a path ζ inX such that p◦ζ and λ represent
the same element in pi1(Y,U,u). 2
We use the following notation throughout the remainder of this section and when proving
Lemma 1.5.
Notation 1.4. The boundary of a topological manifold A will be denoted by ∂A. The unit
interval [0,1] is denoted by I . We fix an integer n > 1, and define the following sets:
K is the n-cube In,
K1 = In−1 × 1, and J is the closure in K of ∂K\K1.
For the proof of Theorem 0.4 we require the following lemma, the proof of which
appears in Section 4.
Lemma 1.5. Let p : (X,A)→ (Y,B) be a map of pairs and n an integer, n> 2. Then the
following three conditions are equivalent:
(a) Given maps ψ : (J, ∂J ) → (X,A) and γ : (K,K1) → (Y,B) together with a
homotopy δt :J → Y from p ◦ ψ to the restriction γ |J of γ to J , such that
δt (∂J )⊂ B for all t ∈ I , there exists an extension Ψ : (K,K1)→ (X,A) of ψ , and
a homotopy∆t :K→ Y from p ◦Ψ to γ extending δt , such that∆t(K1)⊂ B for all
t ∈ I .
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(b) Given maps f : (J, ∂J )→ (X,A) and g : (K,K1)→ (Y,B) with p ◦ f = g|J , then
there exists an extension F : (K,K1)→ (X,A) of f , and a homotopy Dt :K→ Y
from p ◦F to g, such that Dt is stationary on J and Dt(K1)⊂ B for all t ∈ I .
(c) For every e ∈ A and u = p(e), the function p∗ :pir(X,A, e)→ pir(Y,B,u) is
injective for r = n− 1 and surjective for r = n.
Proof of Theorem 0.4. The proof is by induction. We denote the theorem by Sm and
inductively prove the statements for m> 0. In view of Propositions 1.1 and 1.3, S0 and S1
are true. Let us assume that, for some positive integer n, Sm is true whenever 06m< n.
Now let us suppose that (p,U) is a local n-equivalence. In order to prove Sn it suffices to
show that condition (c) of Lemma 1.5 holds, taking B ∈ U and A= p−1(B). We prove the
equivalent condition 1.5(b).
So suppose we have maps f : (J, ∂J )→ (X,A) and g : (K,K1)→ (Y,B) with p ◦ f =
g|J , and let dt be the stationary homotopy between p ◦ f and g|J . We show how f and
dt can be extended systematically over the subsets Tu of K , where
Tu = J ∪
(
In−1 × [0, u
k
])
, u= 1,2, . . . , k, for some k.
The compact subset g(K) of Y can be covered by a finite subcollection U1 of U . We can
assume that B ∈ U1. The open cover {g−1(U): U ∈ U1} has a Lebesgue number. Therefore
there exists an integer k such that for every subcube φ ofK with side lengths not exceeding
1/k, g(φ) lies entirely in one of the sets in the collection U1. Let V1 be the collection of all
non-empty proper subsets of Y which can be obtained as intersections of subcollections of
U1. Then V1 is finite and V1 ⊂ V . The members of V1 are now indexed V1,V2, . . . , Vm in
such a way that for 16 i < j 6m, we have either Vi ∩ Vj = ∅ or Vi ∩ Vj = Vr for some






, . . . ,1
}
of I , let Qn−1 be the product of n − 1 copies of Q. Let Φ be the set of all subcubes
of In−1 with vertices in Qn−1 and volume in Rn−1 equal to (1/k)n−1. Let Φr be the
set of all r-faces, r = 0,1,2, . . . , n− 1, of members of Φ . Dt(I1) ⊂ B for all t ∈ I . For
φ ∈ Φr , we say that φ is of type (i, j) if i is the least among the integers q for which
g(φ × 1/k) ⊂ Vq and j is the least of the integers s such that g(φ × [0,1/k])⊂ Vs . We
now construct the extensions of f and dt over T1. Put Γr = J ∪ (Φr × [0,1/k]) ⊂ T1.
Applying Proposition 1.2, we can extend f and dt over Γ0, obtaining F and Dt partially,





)⊂ p−1(Vi) and Dt (φ × 1k )⊂ Vi,
F
(
φ × [0, 1
k
])⊂ p−1(Vj ) and Dt(φ × [0, 1k ])⊂ Vj .
Of course for a subcube φ ∈ Φ such that φ ⊂ ∂In−1, F and Dt are already defined on
φ × [0,1/k] by f and dt .
We proceed with this construction over Γ1 and then over Γ2, . . . ,Γn−1 using the
implication (c) ⇒ (a) of Lemma 1.5. At each of these stages we do it for all φ ∈ Φr ,
in such a way that if φ is of type (i, j), then F and Dt satisfy the conditions above.
234 P.J. Witbooi / Topology and its Applications 100 (2000) 229–240
Note that we do not use the fact that dt is stationary. What we do use is the fact that
for a face φ of type (i, j), dt (φ × 0)⊂ Vj . The extended homotopy works similarly in the
consecutive phases of the extension process. Thus our construction can be repeated over
T2, T3, . . . , Tk and it yields the required extensions. 2
2. Maps of pairs and triples
For a map of triples there is a ladder formed by the long exact homotopy sequences and
the maps of homotopy sets of the different pairs. In lower dimensions the objects fail to be
groups and we need to be particularly wary. Suppose that we have a path connected space
X and b ∈A⊂X. Then there is an action of pi1(X,b) on pi1(X,A,b).
2.1. The action of pi1(X,b) on pi1(X,A,b). For paths v and w in X, i.e., maps I → X,
such that v(1)=w(0), we define a path v+w in X from v(0) to w(1) in the obvious way.
If v(0)= b = v(1) and w is a path from w(0)= b to w(1)= c ∈ A, then v +w is a path
from b to c. This addition of paths induces the group action.
Let us denote pi1(X,b) by G. Let S = pi0(A), and denote the path components of A by
Cs , s ∈ S. Note that if for every s ∈ S we let Fs be the subset of pi1(X,A,b) determined by
paths terminating in Cs , then the subsets Fs forms a partition of pi1(X,A,b). Every subset
Fs is closed with respect to the action. Moreover, pi1(X,b) acts transitively on Fs .
For every s ∈ S we fix a path ws : I → X with initial point ws(0) = b and terminal
point ws(1) = cs ∈ Cs . Let Ws :pi1(X, cs) → pi1(X,b) be the change of base point
homomorphism determined by the path ws . Now let
Gs =Ws Im
[
pi1(A, cs)→ pi1(X, cs)
]
.
We prove the following.
Claim. As a G-set, Fs is equivalent to G/Gs .
Proof. Since the action is transitive on Fs , we only need to show that the isotropy subgroup
Fix[ws] of [ws] coincides with Gs (here the square bracket denotes the relevant homotopy
class). Now let v be a loop in X representing an element α of pi1(X,b). Suppose that
α[ws] = [ws ]. Then there is a homotopy H : (I × I, ∂I × I,0× I)→ (X,A,b) such that:
H(t,0)= (v +ws)(t) for all t ∈ I,
H(t,1)=ws(t) for all t ∈ I,
H(0, u)= b for all u ∈ I, and
H(1, u) ∈A for all t ∈ I.
The formula h(t) = H(1, t) defines a loop in A based at cs . Let β be the element of
pi1(A, cs) represented by h′ (this is the path h traversed in the opposite sense), and
let β1 be its image in pi1(X, cs). Then since v + ws + h + w′s represents the identity
element of pi1(X,b), it follows that α = Ws(β1). This proves that Fix[ws] ⊂ Gs . The
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opposite inclusion is established by reversing the above argument. So we have shown that
Fix[ws] =Gs , and the proof of the claim is completed. 2
Of course then as a G-set, pi1(X,A,b) is equivalent to the disjoint union of theseG-sets
G/Gs . This relationship between the low dimensional homotopy sets supports an easy
proof of the following fundamental fact (which is the motivation for Definition 0.1—see
also the definition of quasifibration by Goodwillie [3]).
Proposition 2.2. Let r :Z→ Y be the mapping path fibration of a map p :X→ Y and
let i :X→ Z be the natural inclusion. Let B ⊂ Y , let B ′ = r−1(B), and let A⊂ p−1(B).
Then for a positive integer n, the following two conditions are equivalent:
(1) The map of pairs p : (X,A)→ (Y,B) is an n-equivalence.
(2) The map A→B ′ induced by i is an (n− 1)-equivalence.
Proof. The homotopy equivalence i sets up a bijection i∗ :pi0(X)→ pi0(Z). Thus in view
of Remark 0.2 it suffices to assume that Y and X are path connected, and we make this
assumption. Since r is a fibration, condition (1) is equivalent to the following statement:
(1′) The map (X,A)→ (Z,B ′) is an n-equivalence.
Now suppose that (1′) holds. Since i :X→ Z is a homotopy equivalence, from the
formula for the first relative homotopy set as in Section 2.1, it follows that pi0(A)→ pi0(A′)
is surjective (proving (2) for n= 1), and if n > 1, bijective. So for n > 1, (2) follows by
the 5-lemma applied to the ladder formed by the exact homotopy sequences and homotopy
set morphisms arising from the map of pairs i : (X,A)→ (Z,B ′).
pi1(A) pi1(X) pi1(X,A) pi0(A) pi0(X)
pi1(B ′) pi1(Z) pi1(Z,B ′) pi0(B ′) pi0(Z)
.
Conversely, let us assume (2). Surjectivity of pi0(A)→ pi0(B ′) implies the condition
Definition 0.1(1). In what follows, we refer to the action discussed in Section 2.1 above.
Since pi0(A)→ pi0(B ′) is surjective, it follows that i is a surjection from the Fs -partition of
pi1(X,A,b) to the corresponding partition of pi1(Z,B ′, b). Since pi1(X,b)→ pi1(Z,b) is
an epimorphism, it follows that every Fs maps (surjectively) onto its counterpart. So (1′) is
proved for the case n= 1. If n > 1, then injectivity of pi1(X,A,b)→ pi1(Z,A′, b) follows
similarly, and the rest of (1′) follows by the 5-lemma. 2
Remark 2.3. With similar arguments it follows that the conditions in Proposition 2.2 are
equivalent to the following one:
(3) The inclusion of the homotopy fibre of A→ B into the corresponding homotopy
fibre of X→ Y is an (n− 1)-equivalence.
The latter equivalence provides us with simple proofs of 5-lemma-type theorems
regarding maps of triples. We also observe the following.
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(a) If α is an n-equivalence and γ is an (n + 1)-equivalence, then β is an (n + 1)-
equivalence.
(b) If α and β are n-equivalences, then γ is an n-equivalence.
(c) If γ is an n-equivalence and β is an (n+1)-equivalence, then α is an n-equivalence.
Proof. The proof is a simple exercise on functions between sets. 2
The following proposition is of crucial importance for the proof of Theorem 0.6, and the
homotopy fibres approach provides a simple proof.
Proposition 2.5. Fix an integer n > 1. Let p : (X,A,U)→ (Y,B,V ) be a map of triples,
such that the induced map p : (X,U)→ (Y,V ) is an (n − 1)-equivalence, p : (A,U)→
(B,V ) is an n-equivalence and the inclusion V ⊂ B induces a surjective function
pi0(V )→ pi0(B).
Then p : (X,A)→ (Y,B) is an n-equivalence.
Proof. Let us denote the maps U→ V , A→B and X→ Y induced by the map of triples
by p0, p1 and p2. Then set inclusion provides us with the following commutative triangle







From Remark 2.3 it follows that α is an (n − 1)-equivalence of homotopy fibres and
γ is an n-equivalence of homotopy fibres. Thus by Proposition 2.4(a) it follows that β
is an (n − 1)-equivalence of homotopy fibres over points of V . Since pi0(V )→ pi0(B)
is a surjection, it follows that β is an (n − 1)-equivalence of homotopy fibres. So by
Remark 2.3 the map p : (X,A)→ (Y,B) is an n-equivalence. This finishes the proof of
Proposition 2.5. 2
Remark 2.6. If in the statement of Proposition 2.5 we relax the requirement that the
function pi0(V )→ pi0(B) be surjective, then one can conclude that:
For every x ∈ U , the function p∗ :pik(X,A,x)→ pik(Y,B,p(x)) is bijective for
k < n and surjective for k = n.
In a similar way one can prove the following for a map of triples p : (X,A,U)→
(Y,B,V ).
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Proposition 2.7.
(a) If the map (X,U)→ (Y,V ) is an (n− 1)-equivalence, and (X,A)→ (Y,B) is an
n-equivalence, then (A,U)→ (B,V ) is an (n− 1)-equivalence.
(b) If the maps (A,U) → (B,V ) and (X,A) → (Y,B) are n-equivalences, then
(X,U)→ (Y,V ) is an n-equivalence.
3. Proof of Theorem 0.6
Let p :X→ Y be a map and let U be an open covering of Y such that (p,U) is a local
n-equivalence, for some positive integer n. Let Y0 be a non-empty set which is the
intersection of a finite subcollection of U . Let p0 :X0→ Y0 be the pull-back of p over
the inclusion map Y0 ⊂ Y , and let V be the subcollection of U consisting of all those
members lying entirely inside Y0. Then (p0,V) is a local n-equivalence. Also note that for
n a positive integer, a local n-equivalence is a local (n− 1)-equivalence.
Proof of Theorem 0.6. We denote the statement of the theorem by Tm. The proof is by
induction. By Propositions 1.1 and 1.3, T0 and T1 is true. Let us assume that for n> 2, Tm
is true for all 06m< n. In view of Theorem 0.4 it suffices to prove the following.
Claim. LetC andD be non-empty proper subsets of Y which are obtained as intersections
of finite subcollections of U , and let U ∈ U . Suppose that C ⊂D ⊂ U . Then the following
holds:
(1) the pair (D,C) is (n− 1)-distinguished,
(2) the pair (U,D) is n-distinguished.
Proof. For a subset W of Y we write p−1(W) = W ′. Now for any V ∈ U such that
V ⊂ D, by Tn−1 the pair and (D,V ) is (n − 1)-distinguished. Since U is a local
n-equivalence, (U,V ) is n-distinguished. Thus by Proposition 2.5, for every x ∈ V ′, the
functions p∗ :pik(U ′,D′, x)→ pik(U,D,p(x)) are bijective for 1 6 k < n and surjective
for k = n. Since D can be covered by such subsets V ∈ U , part (2) of the claim follows.
The proof of (1) is similar. This completes the proof of Theorem 0.6. 2
4. The proof of Lemma 1.5
Towards the proof of Lemma 1.5 we require certain homeomorphisms of K . We use the
notation as introduced in Notation 1.4. The center of the cube K1 is denoted by c. For a
point x ∈ K\{c}, we define x to be the point in J which is colinear with the points x, c
and we define xc to be the real number xc = ‖x − c‖/‖x − c‖. If x = c then we define
xc = 0. Then 06 xc 6 1. For i = 0 and i = 1 let Zi be the subspace Zi =K × {i} ∪ J × I
of K × I . We define homeomorphisms hi :K × {i}→ Zi by the formulae:
h0(x,0)=
{
(2x − c,0), 06 xc 6 12 ,
(x,2xc − 1), 12 6 xc 6 1,
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h1(x,1)=
{
(2x − c,1), 06 xc 6 12 ,
(x,2− 2xc), 12 6 xc 6 1.
Now let J1 be the closure in K × I of the subspace ∂(K × I)\(K1 × I). Then the
following formula defines a self-homeomorphism of J1.
h2(z)=
{
h0(z), z ∈K × {0},
h−11 (z), z ∈ Z1.
Note that h2 maps ∂J homeomorphically onto itself. This self-homeomorphism of
∂J can be extended to give a self-homeomorphism h4 of K1 × I , the closed n-cell
complementary to J1 in ∂K × I . This in turn yields a self-homeomorphism H of K × I
by regardingK × I as the cone on ∂(K × I).
Proof of Lemma 1.5. We prove the sequence of implications (b)⇒ (a)⇒ (c)⇒ (b). Let
us assume (b) and suppose that ψ , γ and δ are as in (a). We observe that δt and g jointly
define a map G1 :Z1→ Y by the rule:
G1(x, t)=
{
δt (x), (x, t) ∈ J × I ,
γ (x), (x, t) ∈K × {1}.
Now we define a map g :K → Y as g(x) = G1 ◦ h1(x,1), and let f = ψ . Then
g(K1) ⊂ B and p ◦ f = g|J . Applying (b) to the data f,g we obtain F and Dt . The
formulaD(x, t)=Dt(x) defines a mapD :K × I → Y . Let ∆=D ◦H . Let G0 :Z0→X
be the map defined by the following formula:
G0(x, t)= F(x), (x, t) ∈Z0 ⊂K × I.
We define a mapΨ :K→X by the formulaΨ (x)=G0◦h0(x,0). ThenΨ together with
∆t (obtained from ∆), fulfill the requirements of (a), and we have proved the implication
(b)⇒ (a). In retrospect we note that g absorbs the information of δt , via h1. This is released
again after (b) has been exploited, by precomposition with H . This rectification of the
homotopy calls for an adjustment of F to get the map Ψ .
(a) ⇒ (c): Assume condition (a). We first prove the injectivity part of (c). In the
case n = 2, we note that for elements ν1, ν2 ∈ pi1(X,A, e), path composition (one of the
paths traversed in the opposite sense) associates with these path classes a third path class
ν ∈ pi1(X,A, e′), for some e′ ∈A. The association is such that ν1 = ν2 if and only if ν = 0.
So even in this case of the homotopy sets not being groups, the following conditions are
equivalent:
(1) p∗ :pin−1(X,A, e)→ pin−1(Y,B,u) is injective for every e ∈A and u= p(e),
(2) given any e ∈A, and any ν ∈ pin−1(X,A, e), then ν = 0 whenever p∗(ν)= 0.
We use (2) to prove injectivity. Let ν ∈ pin−1(X,A, e) such that p∗(ν) = 0. We can
represent ν by a map ψ : (J, ∂J )→ (X,A). Since p∗(ν) = 0, the map p ◦ ψ can be
extended to a map γ : (K,K1)→ (Y,B). We apply (a), taking δt to be the constant
homotopy. Existence of the map Ψ guaranteed by (a) means that ν = 0. So the injectivity
follows.
To prove surjectivity, let µ ∈ pin−1(Y,B,u) be an arbitrary element. We representµ by a
map γ : (K, ∂K,J )→ (Y,B,u). Let ψ :J →X be the constant map onto the point e ∈A.
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Let δt :J → B be the constant homotopy between the maps γ |J and p ◦ ψ . By (a) there
exists Ψ and∆t . The map Ψ represents an element ν ∈ pin−1(X,A, e), and∆t ensures that
in pin−1(Y,B,u), p∗(ν)= µ. This completes the proof of the implication (a)⇒ (c).
Finally we prove (c) ⇒ (b). Suppose that f and g are as in (b). Let s be the vertex
(1,1, . . . ,1) of K , let e = f (s) and u= p(e). Then in pin−1(Y,B,u), [p ◦ f ] = 0 due to
the extension g. Since p∗ is injective, in pin−1(X,A, e) we have [f ] = 0. So there exists
an extension F0 : (K, I)→ (X,A) of f . Let
C = {x ∈K: xi > 12 for all 16 i 6 n}.
Let M be the closure of K\C in K , and let M1 =M ∩ J . Let N be the union of all the
(n− 1)-faces of K which do not contain s. Given any x ∈K\{s}, let xs be the point in N
which is colinear with the pair of points x, s. Define g1 :K→ Y and F1 :K→X as below.
g1(x)=
{
g(s), x ∈ C,
g(2x − xs), x ∈M ,
F1(x)=
{
F0(s), x ∈ C,
F0(2x − xs), x ∈M .
These functions can routinely be shown to be continuous. Note that g1|J = p ◦ F1|J
and that F1(C)= e. Now we define Γ : (J1, ∂J1)→ (Y,B) by the formula below (and we
recall that J1 =K × {0,1} ∪ J × I ⊂K × I ).
Γ (x, t)=
{
p ◦ F1(x), (x, t) ∈K × 0,
g1(x), (x, t) ∈ J × I ∪K × 1.
Since the pair (J1, ∂J1) is homeomorphic to (K, ∂K), Γ represents an element α ∈
pin(Y,B,u). By surjectivity in condition (c) there is an element β ∈ pin(X,A, e) such that
p∗(β) =−α. Represent β by a map F2 : (K, ∂K,J )→ (X,A, e). Now we define a map
F3 : (K, ∂K)→ (X,A) by:
F3(x)=
{
F2(2x − s) for x ∈ C,
F1(x) otherwise.




p ◦ F3(x), (x, t) ∈K × 0,
g1(x), (x, t) ∈ J × I ∪K × 1.
Then from the choice of F2, it follows that as an element of pin(Y,B,u), [Γ0] = 0.
ThereforeΓ0 can be extended to a mapE : (K×I, I1×I)→ (Y,B). We solve the problem
of (b) by way of the following quotient construction, which transforms E and F3 into the
desired maps D (or more precisely, a homotopyDt ) and F , respectively.
Let U and Us be the following subsets of K × I .
U = (J ∩C)× I ∪C × {1}, and Us = {s} × I.
Let r0 :U → Us be defined by the formula, for (x, t) ∈ U ⊂ K × I , r0(x, t) = (s, t).
Recall that Z1 = J × I ∪ K × 1. Extend r0 to a map r1 :Z1→ Z1 by mapping a point
(x, t) belonging to the closure in K × I of Z1\U , onto the point (2x − xs, t). Extend
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r1 to a relative homeomorphism r2 : (J1,Z1)→ (J1,Z1), i.e., such that the restriction
to J1\Z1 maps homeomorphically onto J1\Z1. Similarly we can extend r2 to a relative
homeomorphism q : (K × I, J1)→ (K × I, J1).
Since for every z ∈ K × I the set Eq−1(z) is a one-point set, it follows by a basic
theorem on quotient maps that there exists a map D :K × I → Y such that D ◦ q = E.
Similarly F3 gives rise to a map F , in such a way that the specifications of (b) are fulfilled.
This completes the proof of Lemma 1.5. 2
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