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ABSTRACT
This integrated report catalogs the response of different rough surfaces in rough-to-smooth
(RTS) channel flow configurations. Two types of roughness shapes are investigated using
direct numerical simulations (DNS): square bars aligned in a direction transverse to the flow
and cubes arranged in a staggered manner. The underlying motivations are four fold: to
provide accurate data on statistical and structural state of turbulence in RTS configurations;
to expand on previous experimental studies; to determine the recovery rate and longitudinal
distances required to attain the asymptotic states; and to contrast the differences in adjust-
ment between different rough walls. The frictional Reynolds number, Reτ , at the different
rough walls ranges between 1500− 2500, while at the smooth wall it reduces to around 920.
The effective sand-grain lengthscale, k+s = 300− 2100, falls within the fully-rough regime.
The gross recovery − particularly in the outer regions of the flow where it is of the order
of 50δ − is slow and incomplete by the streamwise exit of the computational domains, at
x/δ ≈ 10. Skin friction profiles after the step change in roughness decrease below the smooth-
wall level due to the sudden expansion of the mean flow. This expansion also produces strong
advection in the developing regime. The skin friction then recovers rapidly and essentially
levels off at the level of the fully developed smooth-wall by x/δ = 1 − 2. The pressure
gradient at the wall, however, stays slightly adverse for most of the streamwise extent of the
non-equilibrium wall, only becoming favourable at x/δ > 5.
Other statistics demonstrate comparatively quick adjustment by x/δ = 1 to a ‘near’
equilibrium state close to the wall. This is a consequence of strong mean shear emerging im-
mediately after the change in surface condition. The term ‘near’ equilibrium implies similar
xxi
profile shapes and identical vertical locations of local features to those for fully developed
flows; magnitude of these features could be higher. The penetrations at the wall by roughness
induced large-scales is the difference between ‘near’ and complete equilibrium, and this is ul-
timately responsible for incomplete recovery even within the inner layer. Flow visualizations
reveal immediate appearance of elongated streamwise streaks, which are characteristic of
turbulent smooth walls, after the abrupt change in shear at the wall. Disturbances by large
structures emanating from the outer layer, however, cause a thickening of the turbulence
structure in the inner layer. The absence of a logarithmic region is attributed to the afore-
mentioned advection, and approximate curve-fits estimate their relaxation at x = 15− 20δ.
The dominant momentum balance in the developing flow within the extent of the com-
putational domains is between advection and turbulence fluxes, while pressure fluxes are
much smaller. These strong momentum fluxes are directly influenced by the upstream rough
surfaces.
The high TKE dissipation rate, ǫ, above the rough wall decays rapidly upon the transition
as roughness induced small scales disappear. Even so, ǫ remains significantly higher than that
at the fully developed smooth wall and relaxes slowly with downstream fetch. This higher
level of ǫ is arguably associated with higher levels of large-scale TKE from the upstream
rough walls cascading down towards dissipation length-scales.
A statistically stationary state exists at the upper smooth wall albeit at a higher Reτ
than that observed for equivalent channels where both walls are smooth. This is attributed
to a different bulk flow as seen from this wall, i.e. a smaller δU . Absence of streamwise
development at this wall is due to a negligible change in mean shear.
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CHAPTER 1. INTRODUCTION
That a rough surface affects turbulent flows differently than a smooth one was docu-
mented rigorously using experiments of rough pipes by Nikuradse (1933). The amount,
however, by which the flow properties differ from their smooth-surface equivalents depends
upon the ‘degree of roughness’ of the surface under examination. From an applied view-
point, understanding the effects of roughness on flow physics is paramount because as the
Reynolds number grows, even the most smooth surface could become hydrodynamically
rough. Roughness effects are of importance in engineering and environmental flows alike. In
the former, they emerge in applications involving thermal power generation, transportation
and fluid supply pipelines, etc., while in the later, they manifest in atmospheric boundary
layers (ABL) above urban terrains, plant canopies and wind-turbine farms, etc. These prac-
tically relevant implications have led to a large number of experimental, numerical and field
studies being performed over the last eighty years. Therefore, presently there exists an im-
mense amount of scientific work cataloging and explaining the influence on flow properties
of numerous rough surfaces under changing flow regimes.
Roughness in fluid flows is often thought of as small imperfections or indentations on
an otherwise smooth surface; Nikuradse’s roughness consisted of uniformly-sized sand grains
glued to the surface of his circular pipes. Perry et al. (1969) identified two different types of
rough surfaces: k−type, which is the subject matter of the present study, and d−type rough-
nesses. k−type surfaces are defined by a flow field in the innermost part of the equilibrium
layer that is determined locally and for which the flow features scale with k, a roughness
lengthscale. The results by Nikuradse (1933), specifically his figures 11 (this figure is repro-
duced here in figure 1.1) and 16, identify two asymptotic regimes: fully smooth and fully
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Figure 1.1: Variation of the log-law wall intercept with increasing roughness Reynolds num-
ber for the experiments by Nikuradse (1933); this is figure 11 in Nikuradse (1933).
rough. Within the fully-smooth scenario, the viscous lengthscale, δν = ν/uτ >> ks, where
ν is the kinematic viscosity and uτ is the friction velocity at the surface, and the surface
is hydrodynamically smooth. ks is the roughness lengthscale by Nikuradse (1933). Data
generated when studying rough surfaces is often compared with the set of experiments by
Nikuradse (1933). This involves expressing the roughness lengthscale under examination, k,
in terms of an effective sand-grain lengthscale, ks (or Nikurdase’s lengthscale). The com-
parison allows one to compare the ‘degree of roughness’ of the surface under study with the
sand-grain type roughness used by Nikuradse (1933).
In fully-rough cases, ks >> δν ; surfaces with k
+
s = ksuτ/ν > 100 are usually classified
as fully rough. The most appreciated feature of a fully-rough surface is its greatly enhanced
impedance, i.e. higher uτ , to the flow above it in comparison to the smooth counterpart. The
region between these asymptotic fully-rough and fully-smooth regimes is defined as transi-
tionally rough. According to Townsend (1976), at distances from the wall large compared to
the flow structures produced by the roughness elements, the flow is unlikely to be directly
influenced by the underlying roughness. And, like flows over smooth surfaces, it would be de-
termined by uτ , ν and the global lengthscale, e.g. the pipe diameter. This is often referred
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to as Townsend’s similarity hypothesis. Ample experimental and computational evidence
exists in its support; see references in Squire et al. (2016) and Volino et al. (2011).
A notable modification to the conventional, mean-velocity logarithmic law above rough






log(y+) + C −∆U+.
Here, U is the averaged mean velocity, κ is the von-Karman constant, y is the surface
normal coordinate, C is the smooth-wall intercept and ∆U
+
is the roughness function. This
smaller wall intercept is a direct consequence of an altered flow structure at the surface.








The results by Nikuradse (1933) demonstrate that in fully-rough regimes, A becomes
independent of the Reynolds number, which is evident from figure 1.1. This is equivalent
to linear variation of ∆U
+
with k+ and a constant value of ks/k. Additionally, for a fixed
rough surface in the fully-rough regime, the insensitivity of mean velocity in the overlap
region with increasing k+ implies independence of uτ with Reynolds number.
Although investigating d−type roughnesses is beyond the scope of this study, a short
introduction could be useful. Such rough-walls are defined by an effective roughness length-
scale that is proportional to the boundary layer height, δ, instead of the roughness height, k,
which is the case for k−type roughness (Jimenez, 2004). d−type rough walls have narrowly
spaced and mutually sheltered roughness elements, with stable vortices in between them.
This suggests that flow around the narrow roughness elements is essentially decoupled from
the outer-flow region. However, it has been speculated that these roughness elements still
interact with the outer layer in the form of an ejection/sweep pair (Townsend, 1976). Rough
walls with spacing among roughness elements larger than 3 − 4k behave like k−type sur-
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faces. For such widely-spaced roughness element, the separated flow reattaches before the
next roughness element (Leonardi et al., 2003). When performing resolved simulations of
rough-wall flows, where k could be a non-negligible fraction of δ, it is important to establish
if the rough surface is either k−type or the other. This could be achieved by performing a
set of experiments by varying δ, while the rough surface is fixed. The resulting ks/k ratio
should remain unchanged in these tests for a k−type surface.
Most resolved simulations of rough walls in literature have focused on using structured
roughness patterns. These involve individual roughness elements, e.g. square spanwise
aligned rods, cubes and hemispheres (Miyake et al., 2002; Leonardi et al., 2003; Ashrafian
et al., 2004; Nagano et al., 2004; Orlandi et al., 2006; Orlandi and Leonardi, 2006; Ikeda and
Durbin, 2007; Leonardi and Castro, 2010). This choice of using roughness elements is mainly
motivated by the small number simple modifications required to adapt flow solvers designed
for smooth walls to handling roughness geometries. The slow development of numerical
approaches aimed at simulating complex rough surfaces is also partially responsible.
The prime objective of these aforementioned DNS was to understand the alteration of
the flow structure in the region around the roughness elements. They collectively show
that the near-wall flow is three dimensional, chaotic and relatively isotropic even when two-
dimensional square bars are used as roughness elements. It displays little organization and
high degree of anisotropy observed above smooth walls. Partial support for Townsend’s
similarity hypothesis was provided by cube-roughened DNS by Orlandi and Leonardi (2006)
and Leonardi and Castro (2010). However, a similar collapse of turbulence stresses in the
outer layer of strongly asymmetric rib-roughened channels was not observed by Ikeda and
Durbin (2007). Additionally, the enhancement in the vertical turbulent fluctuations, v′rms, at
the roughness height coupled with strong ejection events observed during flow visualizations
suggest the existence of a correlation between v′rms and the downward shift in logarithmic
law, ∆U
+
. The data generated using rough-wall DNS in the fully-rough regime purport that
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parameterizing a rough surface, i.e. its characteristics like the effective sand-grain roughness
k+s and ∆U
+
, using a turbulent flow scale, e.g. v′rms , is a logically more appropriate choice.
Some work in this regard has been performed by Orlandi et al. (2003) and Flores and Jimenez
(2006). Notwithstanding, numerous studies attempting to parameterize rough surfaces using
their geometrical properties are also available.
A few studies employing more general type of rough surfaces have appeared recently
(Yuan and Piomelli, 2014; Thakkar et al., 2017). Thakkar et al. (2017) was able to sucessfuly
replicate, at low Reynolds numbers, the roughness function ∆U
+
by Nikuradse (1933) in
both transitionally- and fully-rough regimes using a rough surface based on a scan of a
standard grit-blasted comparator. This is important because the exact compostion of the
rough surface used by Nikuradse (1933) is unknown.
All the DNS studies quoted above have made use of channel-type flow configurations.
To the knowledge of this author, only a few rough-wall boundary layer DNS studies are
available at this point, e.g. Lee and Sung (2007) and Cardillo et al. (2013). This is due
to the associated high computational cost when simulating turbulent boundary layers. It is
further exacerbated by the difficulty in setting meaningful δ/k ratios, where the roughness
should be sufficiently resolved but the δ/k ratio should still be large enough such that the
direct influence of roughness does not extend to the outer regions of the flow.
1.1 Rough-to-smooth flows
The discussion provided above is largely restricted to regimens in which the flow is self
preserving. In between the statistically stationary states, it continuously develops and non-
equilibrium effects appear. Understanding one sub-class of such flow configurations, in par-
ticular rough-to-smooth (RTS) channels, is the main focus of this study. RTS flows comprise
of an initial, fully developed flow over a rough wall. A change in boundary condition from
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a rough surface to a smooth one then allows this statistically stationary flow to develop on
a smooth wall. With sufficient downstream distance, this spatially evolving flow is expected
to attain the canonical, fully developed state above smooth walls. This document contains
results from several fully resolved simulations. The numerical experiments are aimed at
probing the influence of roughness type, roughness lengthscale and Reynolds number on
the relaxation of turbulent flows after they encounter the aforementioned step change in
roughness.
Our DNS studies are a first attempt towards understanding RTS channels using resolved
simulations; RTS flows have only been investigated in few previous works using laboratory
and field experiments. These previous experiments, particularly the ones published before
the work by Antonia and Luxton (1972), do not provide a consensus view on the relaxation
of RTS flows. Instead in some, the observations are directly contradictory to those observed
by others. For example, the the channel flow experiments by Jacobs (1939) show that the
gradient of mean velocity in the outer flow relaxes slowly for the RTS setup than for the
smooth-to-rough (STR) case. Furthermore, the shear gradient in the outer flow of their
STR configuration recovers to the canonical linear profile by 17δ. This is in contrast to the
measurements made by Makita (1968), where both the STR and RTS mean flow profiles in
the outer layer adjust at a similar rate.
The STR and RTS experiments by Antonia and Luxton (1971) and Antonia and Luxton
(1972), respectively, were arguably the first fairly complete set of hot-wire measurements
from a modern standpoint. These experiments were performed in boundary-layer config-
urations with rough-walls constructed using spanwise-aligned square bars. Their results
supported the observation by Jacobs (1939), in that the recovery of outer flow was slower for
RTS configurations. This slow evolution was also a feature of their inner layer. A logarithmic
profile was reported immediately after the transition but its intercept and slope was notice-
ably different than that for fully developed smooth walls. But, their substantially different
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skin friction profiles, especially in the region immediately after the step change, create doubt
over the validity of this logarithmic region. They estimated skin friction independently using
the Clauser chart approach and a direct method utilizing a Preston tube. The accuracy of
data is one reason why DNS is a particularly attractive tool for non-equilibrium rough-wall
flows, albeit at low Reynolds numbers. Their results provide further evidence that the afore-
mentioned slow response is also a feature of turbulence stresses; the turbulence shear stress
increased with downstream distance in the upper parts of the boundary layer, at y/δ > 0.7.
This was perhaps a consequence of large-scale effects of perturbation recovering slowly while
moving away from the wall due to strong vertical transport. A two-peak situation existed in
their profiles for the streamwise turbulence stress. The outer peak was carried downstream
from the rough-wall and a new inner peak developed after the change in boundary condition.
The budget analysis of turbulence energy indicated the importance of advection − a strong
sign of non-equilibrium, which was comparable to both production and dissipation.
Recently, Hanson and Ganapathisubramani (2016) examined RTS boundary layers using
hot-wire measurements as well. Two different types of more general rough walls were ex-
plored: the first was made up of grit-type roughness, and the second made use of mesh-type
roughness. Even though the conclusion drawn by Hanson and Ganapathisubramani (2016)
was that the boundary layer does not recover to a self-preserving state by x/δ = 16, their
figure 5 clearly suggests that in viscous scaling the mean velocity at x/δ = 12.5 overlaps the
fully developed smooth-wall profile. This is very much true for the logarithmic region in the
inner layer. It will be shown in Chapter 4 that for the present RTS simulations, the logarith-
mic region is expected to emerge by x/δ = 15− 20, which is comparable to the observation
made from the results by Hanson and Ganapathisubramani (2016). Their outer layer also
displayed a strong wake region, which in turn influenced the evolution of the inner-peak of
streamwise turbulence stress. Spectral profiles were used to provide some additional evidence
for the interaction between the inner and outer layers. The outer peak of the streamwise
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turbulence stress was successfully tracked by the downstream development of the internal
layer. Apart from this, however, utility of the internal layer as a similarity lengthscale and
as a discriminant between an inner region influenced by the new surface condition and an
outer region characteristic of the upstream rough wall was not supported by evidence.
1.2 Organization
The organization of this document in the upcoming chapters is as listed below:
• Chapter 2 is devoted to the numerical features of the flow solver, including spatial
discretization, time integration and linear solvers. In addition, verification studies and
other preliminary aspects essential for performing the RTS direct numerical simulations
are also presented.
• Chapter 3 discusses in detail the results of rib-roughened RTS simulations. The con-
tents of this chapter are reproduced from “Ismail, U., Zaki, T. A., and Durbin, P. A.
(2018b). Simulations of rib-roughened rough-to-smooth turbulent channel flows. Jour-
nal of Fluid Mechanics, 843:419–449 ”.
• Chapter 4 examines the results of cube-roughened RTS channels. This includes the
setup of the simulations and analyses of the turbulent flow fields using statistics and
visualizations. The contents of this chapter are reproduced from “Ismail, U., Zaki,
T. A., and Durbin, P. A. (2018a). The effect of cube-roughened walls on the response
of rough-to-smooth (rts) turbulent channel flows. International Journal of Heat and
Fluid Flow, 72:174 – 185 ”.
• Chapter 5 encompasses few miscellaneous results not included in either Chapters 3 or
4. Included among these are short discussions on Lumley triangles in RTS channels
and on the role of minimal-span channels in rough-wall flows.
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• Chapter 6 briefly summarizes the focal points and main accomplishments of this work.
Conclusions of the two articles in Chapters 3 and 4 are also discussed at the end of
these respective chapters.
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CHAPTER 2. COMPUTATIONAL ASPECTS
This chapter describes several computationally and numerically relevant aspects essen-























equations, respectively. Here, ui is the instantaneous velocity vector, ui = {U, V,W}, P is
the pressure, ρ is the fluid density, ν is the kinematic viscosity, t is the computational time
and xi is the vector for spatial coordinates, xi = {x, y, z}. Our objective is to perform direct
numerical simulations (DNS). Such resolved simulations require direct computation of all dy-
namically important time and length scales. Equations 2.1 and 2.2 are therefore exact and
do not include any turbulence modeling terms. These terms, including the Reynolds-stress
term, would otherwise emerge in reduced momentum equations, e.g. the Reynolds-averaged
equation and the filtered equation for large-eddy simulations. Section 2.1 defines the numer-
ical algorithm adopted to perform the computer simulations. This includes details on the
fractional time-step method and the time-integration scheme. Section 2.2 discusses the spa-
tial discretization of different differential operators appearing in equation 2.2, along with the
role of the computational mesh and the arrangement of different flow variables on it. Addi-
tionally, the treatment of boundary surfaces is also examined. Section 2.3 is devoted towards
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the solution of the linear, pressure Poisson equation. It also touches upon the background of
two different types of multigrid solvers that have been implemented. Section 2.4 then briefly
covers the approach used to introduce solid obstacles, e.g. roughness elements, in otherwise
continuous, undisturbed flow fields. Methodology for calculating different flow statistics from
instantaneous data and details on multitude of such flow statistics documented during the
course of this study are both provided in section 2.5. Test cases for studying grid sensitivity
are included in section 2.6, while verification cases for fully developed, cube-roughened flows
are presented in section 2.7.
2.1 Numerical Scheme
The numerical scheme adopted in this work uses the fractional time-step (FTS) method
described in Pierce (2001). An FTS approach decomposes the discrete momentum equation
first into a predictor step, where a non-solenoidal velocity field is calculated by ignoring the
pressure at the next, unknown, time instant, n+1. The pressure is then used as a projection
operator in the corrector step to compute a final, divergence-free velocity field. The discrete
momentum equation could be written as,
un+1i − uni
∆t






The superscript n refers to the current, known, time step, and F (u+i ) on the right-hand side
(RHS) is non-linear due to the advection term. Using the decomposition: δP = P n+1 − P n,
equation 2.3 can be recast into the predictor step,
u∗i − uni
∆t















respectively. F (u+i ) in equation 2.4 may be evaluated at the mid-point of the intermediate
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term ignored, this is identical to the popular Crank-Nicolson method for time advancement.
F (u+i ) in equation 2.3 can then be expanded using Taylor series expansion,
F (u+i ) = F (u
n
i ) + (u
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After substituting equation 2.6 into 2.4 and some algebra, the predictor step is written in














To enhance accuracy and stability, Newton iterations are introduced into the FTS scheme
described above. This produces a set of algebraic equations each corresponding to one
Newton iteration that are all solved at every time step. It should be noted that the Newton
method is merely a restatement of the Taylor series with the quadratic and other higher-
order terms ignored. With F (u+i ) modified to F (u
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Then, by using the Taylor series linearization of F (u+i,k+1) around the k−th iteration,
F (u+i,k+1) = F [u
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According to Pierce (2001), equation 2.10 is second-order accurate when two Newton iter-
ations are employed. Additional iterations improve stability, but do not increase the time
accuracy. Three such iterations for each computational time step have been used while per-
forming the simulations presented in this work. This implies that k = 0, 1, 2 while solving
for the intermediate velocity field in equation 2.10. Additionally, in order to solve for u∗i,1,
u∗i,0 = u
n
i is chosen as an initial guess in the definition of u
−
i . For the pressure field, P0 = P
n
is used as an initial guess in equations 2.8 to 2.10. The choice of three Newton iterations of-
fers an acceptable compromise between required time accuracy, stability and computational








However, before the final solenoidal velocity field can be estimated using this corrector step,
a Poisson equation for the unknown pressure field is solved first; in this case for delta-P , δP .
This is treated in section 2.3 below.
2.2 Spatial discretization
The previous section outlines the time-marching method followed while advancing the
discretized momentum equations. Here instead, we briefly explore the spatial discretization
aspect of the numerical scheme introduced above. Central finite difference approximations,
that are second-order accurate, are made for all the different differential operators in equation
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Figure 2.1: Schematic of a three-dimensional fluid grid cell. The velocity nodes are located
at the center of their respective faces, while the pressure node lies at the geometric center of
the fluid element.
2.10. These include the ∂P/∂xi term, which is explicitly highlighted in equation 2.10, along
with the convective and diffusion operators for the velocity field. The last two are lumped
together in F [ui].
A staggered arrangement for the velocity-pressure pairs is utilized; the pressure variable
is located at the center of a grid cell, while the three velocity vectors are positioned at its
different faces. This is evident from the schematic of a three-dimensional grid cell in figure
2.1. Additionally, the velocity nodes are staggered half a grid cell in the positive direction
with respect to a pressure grid point (see the labeling of nodes in figure 2.1). The in-house
DNS program that is used to perform these simulations allows for mesh stretching in the
streamwise (x) and the wall-nomral (y) directions, while the spanwise (z) grid spacing is
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uniform. This computer program is written in Fortran-90 and it makes use of the Message
Passing Interface (MPI) to allow parallel computations on a domain-decomposed numerical
grid. The exact finite difference relations for the advection, diffusion and gradient operators
are relatively straight forward. Therefore, their treatment is not repeated here. The reader
is referred to consult Akselvoll and Moin (1995) for their description.
It would instead be more useful to analyze the approach taken to tackle the Jacobian,
∂F/∂ui, in equation 2.10. Equation 2.10 is algebraic of the form: Ax = b, where A is
a square matrix, b is the vector containing the right-hand side and x is the solution vec-
tor. Setting ∂F/∂ui = 0 converts it into an explicit equation. Such an explicit system,
though computationally very economical, would be restricted in its choice of ∆t by the
Courant—Friedrichs—Lewy (CFL) condition. As pointed out by Akselvoll and Moin (1995)
and Pierce (2001), a judicious choice of treating some terms explicitly and others implicitly,
results in semi-implicit numerical schemes that are computationally economical, while being
stable and robust. Simply put, this implies that ∆t can be larger than in an otherwise fully
explicit situation. Simplification of the Jacobian in equation 2.10 by eliminating few terms,
while preserving others results in our required semi-implicit scheme. In the present work,
this is accomplished by treating implicitly the diffusion and advection terms in the vertical,
wall-normal, direction. The Jacobian of F [ui],



























































for the U, V,W components of ∂F/∂ui, respectively. With these simplifications, equation
2.10 reduces to a set of independent algebraic equations, that are only implicit in the vertical
direction, y. Using a three-point stencil, the matrix A is cast into a tridiagonal form. It can
then be solved using the tridiagonal matrix algorithm (TDMA)
It might be imprudent to not consider the treatment of these finite difference operators
at boundaries. For staggered variables, special attention must be paid to the estimation of
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different finite differences at boundaries. Clearly if a boundary surface is fixed in space, all
the different velocity and pressure variables cannot simultaneously lie on this surface. This
requires the introduction of ghost cells, and hence of ghost boundary conditions. Ghost cells
are simply artificial cells (see figure 2.2) constructed on the non-fluid side of the boundary
surface. Their nodes have numerical values ascribed to them such that the required boundary
value of the variable under consideration is obtained. For example, assuming that the grid
drawn in the schematic of figure 2.2 is uniformly spaced both in x and y, the required no-slip




A similar approach involving ghost cells is used to enforce other Dirichlet and Neumann
conditions at different boundaries. These include no-slip and constant-flux types of boundary
surfaces. Inflow and outflow boundary surfaces are handled differently. Their treatment is
left to later chapters, where they are explored separately for each type of rough- or smooth-
wall simulation.
This work is meant to understand turbulent flows in channel and boundary layer type of
flow configurations. Such geometries are characterized by an infinite domain size in the cross-
flow direction parallel to the wall, which in our case is the spanwise direction, z. However,
this is impractical from a computational perspective. The problem is alleviated by choosing a
finite domain size in z, and then imposing periodic boundary conditions for the velocity field.
For a spanwise grid ranging from k = 1, Nz, where Nz is the total number of interior grid
points in the spanwise direction, periodic boundary conditions are imposed in the following





The subscripts 0 and Nz + 1 refer to the ghost points.
2.3 Pressure solver










This equation is linear, also with the form: Ax = b. Here, b is the vector containing
the divergence of the intermediate velocity. Solution of this Poisson equation constitutes
the most computationally expensive sub-step during time integration, and it is the major
bottle-neck when speed-up of incompressible flow solvers is the objective. Similar to the
treatment of spatial derivatives in the predictor and corrector steps, as described above, the
Poisson equation is also approximated using a second-order, central difference operators. Its











(δP )i,j,k = ri,j,k. (2.17)





This linear, finite-differenced Poisson equation could be solved using a plethora of either
direct or iterative linear solvers. However, since the grid is uniform in z with periodic bound-
ary conditions, a combination of a spectral and an iterative method is particularly attractive.
This requires the use of discrete Fourier transform (DFT) to decompose a three dimensional
(3D) Poisson equation from physical space into a set of uncoupled, two-dimensional (2D)
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Poisson equations. The transformation occurs from euclidean space (i, j, k) to a pseudo-
physical-spectral space (i, j, q), where q indicates the wavenumber axis. After applying the












ˆ(δP )i,j,q = r̂i,j,q. (2.18)







. The variables with an over-hat .̂ in equation 2.18 represent
Fourier coefficients. Since each wavenumber is mutually independent in the new spectral
direction, the resulting Poisson equation is therefore a set of uncoupled 2D equations. Each
of these uncoupled equations are non-local only in their 2D (i, j) space. A five-point stencil
is used for the finite-difference version of equation 2.17. After this set of 2D uncoupled
equations is solved for ˆ(δP )i,j,q using an appropriate iterative solver, the inverse DFT could
then be employed to convert ˆ(δP )i,j,q back to (δP )i,j,k.
Once equation 2.18 is cast into an Ax = b form, a solver from the Hypre library provided
by Falgout and Yang (2002) is called for solving this linear, algebraic equation. The Hypre
library is a suite of linear solvers developed by a team at Lawrence Livermore National
Laboratory. It offers scalability for large-scale scientific computations with the help of parallel
multigrid methods. Although the Hypre library provides interfaces for both unstructured
and a structured grids, the latter appears to be the most useful for our Cartesian CFD
solver and is the only one incorporated. The structured interface makes use of geometric
multigrid methods, while the unstructured interface is based on Boomer AMG, an algebraic
multigrid (AMG) method by Henson and Yang (2002). The Hypre wrapper is available in
both Fortran and C++ programming languages. Here too, the Fortran version seems to be
the most appropriate one for our requirements.
Linear solvers like the Jacobi and Gauss-Seidel methods are efficient at removing high
frequencies in the residual vector using a few iterations. The same is not true for low
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Table 2.1: Comparison among different linear multigrid solvers for a smooth-walled turbulent
channel flow simulation at Reτ = 180; 25 iterations are performed by each solver and the









frequencies in the residual vector, which may decay slow and convergence can take a long
time. Simply, multigrid methods work by transferring down from the actual grid to a coarse
one, where these low frequencies act as high frequencies. At the coarse level, they can then
be removed with only a few iterations. A transfer back to the original, fine grid can be made
once the new high frequencies have been removed at the coarse level. Convergence could
thus be achieved at a rate much faster than linear solvers without multigrid preconditioners.
The idea of multigrid methods is note merely restricted to two grids; in fact it can go down
from ∆s to even coarser grids (2∆s, 4∆s, 8∆s) and then back up to (4∆s, 2∆s,∆s). Here,
∆s or 4∆s refers to the grid spacing at each coarsening level. Such fine-coarse-fine transition
is called a V-cycle in multigrid terminology. Additional, more efficient cycles variations, e.g.
the W-cycle and the full multigrid cycle, are also commonplace.
The structured interface is meant for rectangular grids, with cell-centered grid points
and fixed stencils. From nearly dozen available linear solvers for this interface, three were
implemented: SMG, PFMG and PCG. SMG or the ‘parallel semicoarsening multigrid solver’
is a robust parallel solver employing line relaxation. It is intended for finite difference and
alike discretizations of the diffusion equation. PFMG is similar to SMG; the main difference is
that PFMG uses point relaxation. Finally, PCG utilizes a pre-conditioned conjugate gradient
algorithm. Conjugate gradient methods are applied to sparse, positive-definite matrices and
work by essentially solving an optimization problem. Of the three linear-solver algorithms
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implemented, SMG offered the best compromise to achieve a certain divergence value for
the final solenoidal velocity field, ∂un+1i,k+1/∂xi, and the computer time used to attain this
divergence value. This is evidenced by the comparison between these three different solvers
presented in table 2.1 for a smooth-walled turbulent channel flow simulation at a frictional
Reynolds number of Reτ = 180. The maximum divergence value obtained for the final
velocity after 25 iterations of each solver and the time taken for these number of iterations
are compared. Clearly, the SMG algorithm was the algorithm of choice for rib-roughened
rough-wall simulations because of its vastly superior performance.
Rib-roughened walls are defined by infinite cylindrical bars in the spanwsie direction.
The pressure field for such roughness elements is, understandably, continuous across the
spanwsie width of the channel. This is not true for cube-roughened walls; pressure is non-
zero at the xy−faces, while it is zero within the roughness element. DFTs are intended
for non-discontinuous variables, sampled at uniformly-spaced points, along periodic direc-
tions. Therefore, cube-roughened walls require the solution of the entire 3D pressure Poisson
equation without using the advantage of employing a combination of spectral and iterative
methods. This renders the simulations of cube-roughened walls a lot more expensive than
their rib-roughened counterparts.
The Hypre package along with its structured interfaced is still used to solve the pres-
sure Poisson equation for simulations involving cube-roughened walls. However, instead of
a 5-point stencil, as used above when describing the solution of the Poisson equation for
rib roughness, a 7-point stencil must be adopted. These additional two points include the
influence of the two spanwise neighbors on either side of every interior grid point into the
second-order central-difference equation. A built-in flag option of the Hypre library imposes
the periodic boundary conditions at the xy−boundaries. From amongst the three linear
solvers implemented, experience shows that PCG, instead of SMG, offers the best perfor-
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mance. Again, the performance is measured in terms of computational time and maximum
final divergence of the velocity field attained when solving 3D linear algebraic equations.
Solution process of the above described numerical scheme for solving the momentum equation
can be itemized as follows:
1. The velocity field from an initial condition or the previous time step is chosen as u∗i,0.
2. The predictor step, equation 2.10, is used to estimate the intermediate velocity field u∗i,1
at iteration step k = 0. The three components of the velocity vector could be calculated
in any order; presently, U is determined first, followed by V and W , receptively. This
is different from the numerical scheme described by Akselvoll and Moin (1995), where
V must be evaluated before U and W .
3. Perform a DFT of the divergence of the intermediate velocity field evaluated in the
previous step.
4. Use the Fourier transformed intermediate velocity on the right-hand side of the mod-
ified Helmholtz equation, equation 2.18, to solve for delta-P in the pseudo-physical-
spectral space.
5. Perform an inverse DFT of this δP to convert it back from the pseudo-physical-spectral
space to the physical, euclidean space.
6. The gradient of δP is now used as a projection operator in the corrector step, equation
2.11, to determine the final, divergence-free velocity field, un+1i,1 .
7. Repeat points 2,3, 4, 5 and 6 for additional steps in the Newton iteration cycle. As
alluded to earlier, we have chosen three as the number of steps in our Newton iteration
cycle. This corresponds to k = 2 in un+1i,k+1, the final solenoidal velocity field at the new
time step.
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8. Repeat from step 1.
2.4 Masked boundaries
The CFD solver allows the inclusion of solid obstacles within the flow field, e.g. a back
step or a spanwise-aligned bar, using the iblanking/imasking methodology. This approach
works by simply forcing the variables to zero at all non-fluid grid points other than the ghost
points. This procedure is included within the boundary-condition subroutines. A different,
non-explicit, treatment is needed when solving linear equations. Solution of linear equations
falls in the more computationally expensive part of the time integration scheme. These
include the pressure Poisson equation and the implicit, algebraic equations in the predictor
step. The treatment entails forcing the stencil of the solid grid points (excluding the ghost
points) to an identity before the linear solver is called. This way, even though the entire
computational grid is solved, the influence of solid nodes is effectively decoupled from fluid
grid points.
2.5 Evaluation of flow statistics
A turbulent flow field is characterized by velocity and pressure fields that are strong
functions of time. Although visualizing an unsteady flow field could be beneficial in its own
right, more useful insights are gained by evaluating the statistics of the turbulent flow. The

















The overbar indicates time averaging; three different Reynolds average variables are present




The first order statistics, namely ui and P , are calculated at their respective grid locations.
The calculation of u′iu
′
j is as follows,
u′iu
′
j = uiuj − uiuj . (2.20)
The three diagonal components of the Reynolds stress tensor are evaluated at their respective
grid locations. The other three, non-diagonal, components require linear interpolation. u′v′
is determined at the top-right corner and in the same plane in which the pressure node is
located. For an instantaneously fluctuating variable, φ, the time-averaged φ from a time





However, before calculation of statistics could commence, the flow must attain a statis-
tically stationary state. This is ensured by examining the time variation of the spanwise-
averaged skin friction at some particular streamwise location in the computational grid. This
approach is similar to the one followed by Choi and Moin (1994). The skin friction, which
could be calculated as ν∂U/∂y, fluctuates between two roughly defined bounds once the flow
become statistically stationary. It is at this point the calculation of statistics begins. The
statistics are then gathered for approximately 500 additional non-dimensional time units,
where the normalization is done using the bulk velocity, Ub, and the channel half height, δ.
A statistically stationary state usually develops within 50 such non-dimensional time units










Figure 2.3: (a) Momentum and (b) TKE budget terms for a smooth-wall channel at Reτ =
180. Symbols: DNS by Moser et al. (1999). The vertical axes are scaled by the bulk velocity,
Ub, and channel half height, δ.
In addition to evaluating first- and second-order statistics appearing in the mean-momentum
equation, budget-term analyses of equations 2.19 and that of the transport equation for tur-









































+ ¶ − ǫ, (2.22)










is the turbulence dissipation term. With the Reynolds stress tensor evaluated, ¶, advection
and viscous transport can be determined during post processing. The other three terms on
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the right-hand side of equation 2.22, however, need to be calculated with other statistics
while the simulations are being performed. Similar to evaluation of the Reynolds stresses in
equation 2.20, P ′u′i is computed using,
P ′u′i = Pui − Pui, (2.23)






















(uiuiuj − uiui.uj − 2uiuj.ui + 2u2iuj). (2.25)
Figure 2.4 compares the wall-normal variation of the budget terms in equations 2.19 and 2.22
for fully developed, smooth-wall channel at Reτ = 180. A very good agreement is observed
from the comparison between our TKE budget terms and the results by Moser et al. (1999).
The quadrant analysis (QA) approach, introduced by Wallace et al. (1972), divides the
the Reynolds shear-stress contributions due to individual quadrants of u′v′. This division is
based upon the signs of both u′ and v′. The QA diagnostic could be useful in investigating the
near-wall behavior of developing flows over smooth and rough surfaces. Figure 2.4 compares
the QA profiles across a fully developed, smooth-wall channel at Reτ = 180 with the results
by Wallace (2016) and Jelly et al. (2014); a good agreement is obtained.
Additional statistical diagnostics, including turbulence spectra, two-point correlations in
space and time and integral length and timescales, have also been calculated to complement
the statistical picture painted by one-point statistics introduced above. As a test, spectral
energy profiles in the spanwise direction for a smooth-wall channle at Reτ = 180 are validated






























Figure 2.4: Quadrant analysis profiles for a smooth-wall channel at Reτ = 180; comparison
with the results by (a) Wallace (2016) and (b) Jelly et al. (2014). The normalization proce-
dure for the vertical axes in (a) and (b) is same as that by Wallace (2016) and Jelly et al.
(2014), respectively. q1: contribution due to quadrant 1, q2: contribution due to quadrant
2, etc.
Figure 2.5: Energy spectra in the spanwise direction from a smooth-wall channel at
Reτ = 180; left: at y
+ = 5, right: at y+ = 40. Symbols: DNS by Moser et al. (1999).
The normalization of the vertical axes uses frictional velocity, uτ , and kz is the spanwise
wavenumber.
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Table 2.2: Setup details of different test cases used during the grid sensitivity study . The
normalization in wall units of the grid spacing employs frictional velocity at the upper wall,
uτU .







A 270× 186× 96 8δ, 2δ, πδ 4 6.71, 7.42 0.36, 4.74
B 400× 186× 128 8δ, 2δ, πδ 4 4.54, 5.57 0.36, 4.74
C 600× 186× 192 8δ, 2δ, πδ 4 3.04, 3.72 0.36, 4.75
D 800× 186× 192 16δ, 2δ, 1.5πδ 8 4.66, 5.72 0.36, 4.86
2.6 Grid sensitivity study
A systematic study of mesh sensitivity on turbulence statistics has been performed using
a fully developed, rib-roughened channel at a bulk Reynolds number, Reb = Ubδ/ν = 2800.
This Reynolds number is equivalent to Reτ = 180 for a smooth-wall channel. The chosen
ratio for the roughness height (k) is δ/k = 5, while the streamwise cavity length is w/k = 9.
This k−type roughness geometry is one of the test cases documented by Leonardi et al.
(2003). Downstream recycling is used to maintain a fully developed regime.
Table 2.2 presents some additional details on the computational setup of these test cases.
Four separate simulations were performed; among the first three, cases A, B and C in table
2.2, the grid was successfully halved in the streamwise and spanwise directions. The last
simulation, case D, involved a grid spacing similar to that in case B but with streamwise
domain size double and a spanwise domain size 1.5 times that of case B. Table 2.3 compares
the frictional Reynolds numbers obtained at the upper and lower walls for the four test cases.
The lower wall, which appears to be more sensitive due to a large form-drag component,
shows less than 2% difference for cases B, C and D when compared against case D. The
upper wall is even less sensitive.
Figure 2.6 compares the variation of turbulence statistics for the four test cases. It is
clear from figures 2.6a, 2.6b and 2.6c that the near-wall region shows negligible influence
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Figure 2.6: Grid sensitivity study for a fully developed, rib-roughened channel at Reb = 2800.
(a,b) Mean velocity across the channel, (c) Skin friction, Cf = (1/2.25U
2
b )∂U/∂y, variation
in a roughness cavity and (d) RMS fluctuating velocities sacled by the bulk velocity, Ub,
across the channel. The labels for different profiles in (b,c,d) is the same as that in (a).
Symbols in (c): DNS by Leonardi et al. (2003).
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Table 2.3: Comparison of frictional Reynolds numbers, Reτ , at both walls for different cases






of grid spacing and domain size. The location x/k = 0 in figure 2.6c corresponds to the
trailing edge of a roughness element. The perfect collapse of the log-law profiles in all four
cases in figure 2.6b provides the strongest point in support. However, the sensitivity to grid
spacing in the outer regions of the flow is obvious from figure 2.6a. This is indicated by slight
deviations among different profiles of mean velocity at y/δ > 0.2 − 0.3. Furthermore, the
discrepancies among different cases in the outer flow (y/δ > 0.3) in the streamwise fluctuating
velocity, urms, are perhaps associated with roughness induced large structures. The other
fluctuating velocities, vrms and wrms, which are predominantly composed of much smaller
turbulence structures show little variation among the four cases. A similar observation can
also be made using the grid sensitivity analysis by Ikeda and Durbin (2002). Therefore, when
performing resolved simulations of rough-wall flows, the effect of grid spacing and domain
size on turbulence statistics due to large turbulent structures away from the roughness should
be given a considered thought. Since the outer regions of smooth-wall flows are not occupied
by as large structures as those above rough walls, a similar severe influence of grid spacing
and domain size is not expected for smooth-wall channels and boundary layers.
Additionally, grid sensitivity analyses are usually conducted from a grid convergence
view-point, where the statistics are expected to converge as the grid spacing is reduced.
This expectation is not satisfied by the results in table 2.3 and figure 2.6. Instead, the re-
sults appear to be influenced by a multitude of parameters: grid spacing in each direction,
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Table 2.4: Setup details of a fully developed cube-roughened test case from Orlandi and
Leonardi (2006) with Reb = 2800 and Ac/At = 1/4. The normalization in wall units of the
grid spacing employs frictional velocity at the upper wall, uτU .







525× 186× 256 10.5δ, 2.2δ, πδ 3.86, 2.4 0.30, 4.0
streamwise and spanwise domain lengths, recycling location, time step, length of time inte-
gration, etc. It is therefore better to regard the differences due to these factors as uncertainty
associated with the numerical experiments. A grid convergence idea in its true sense does
not necessarily apply for eddy-resolving simulations.
2.7 Verification study for cube-roughened channels
As described in section 2.3, a new linear solver capable of handling the pressure Pois-
son equation in configurations involving cube-roughened walls was implemented in this work.
This section verifies the performance of this linear solver by comparing the turbulence statis-
tics from a cube-roughened, fully developed channel simulation with those by Orlandi and
Leonardi (2006) for a case at Reb = 2800, δ/k = 5.5 and Ac/At = 1/4. Here, Ac is the
planar area in one repeating unit occupied by the cube and At is the total planar area in
the repeating unit. A staggered arrangement is used for cubes on the lower wall. Table 2.4
documents few details on the numerical setup of this verification case. Verification results
for rib-roughened channels are reported in Chapter 3.
The computed frictional Reynolds number at the upper wall, ReτUh = uτUh/ν = 135,
is within 1% of the value reported by Orlandi and Leonardi (2006). Here, h is the vertical
location of the peak of U measured from the top wall. Figure 2.7 compares the wall-normal
variation of (1/2.25U2b )∂U/∂y and RMS fluctuating velocities. Except for the streamwise








































Figure 2.7: Comparison of turbulence statistics for a staggered, cube-roughened channel
with the DNS results by Orlandi and Leonardi (2006). (a) Gradient of the mean velocity,
(b) turbulence shear stress and (c) normal turbulence stresses. Symbols: DNS by Orlandi
and Leonardi (2006).
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Orlandi and Leonardi (2006). The discrepancy for u′u′ is not unexpected due to the same
reason touched upon in the previous section. The enhancement in turbulence fluctuations
above the roughness in figure 2.7 is not as strong as that observed above 2D square bars that
represent k−type roughness (see next chapter). This is a result of relatively weak shedding
of turbulent eddies with smaller streamwise extent from the roughness elements into the
outer flow. However, the increment in TKE above the roughness canopy is still considerably
stronger than that observed above rough walls with square bars of similar streamwise spacing,
i.e. w/k = 1 (Orlandi and Leonardi, 2006). For walls with 2D bars of spacing w/k = 1,
the pressure drag does not constitute a major component of the total skin friction. They
also demonstrates a near-wall flow structure typical of d−type rough surfaces. Such type of
rough walls are characterized by stable, isolated vortices occupying the entire space between
roughness elements (Townsend, 1976).
The effective sand-grain roughness lengthscales, ks/k, for cube-roughened channels re-
ported in chapter 4, cases A1 (ks/k = 2.53) and B1 (ks/k = 1.84), also agree favorably with
the corresponding values estimated using the results by Leonardi and Castro (2010). These
serve as an additional measure of accuracy and provide confidence in the performance of the
flow solver.
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CHAPTER 3. SIMULATIONS OF RIB-ROUGHENED
ROUGH-TO-SMOOTH TURBULENT CHANNEL FLOWS
Adapted from “Ismail, U., Zaki, T. A., and Durbin, P. A. (2018b). Simulations of rib-
roughened rough-to-smooth turbulent channel flows. Journal of Fluid Mechanics, 843:419–
449 ”
Abstract
High fidelity simulations of turbulent flow through a channel with a rough wall, followed
by a smooth wall, demonstrate a high degree of non-equilibrium within the recovery region.
In fact, the recovery of all the flow statistics studied is incomplete by the streamwsie exit
of the computational domain. Above a thin wall layer, turbulence intensities significantly
higher than fully developed, smooth-wall levels persist in the developing region. Within
the thin wall layer, the profile shapes for turbulence stresses recover very quickly and wall-
normal locations of characteristic peaks are established. However, even in this thin layer,
complete recovery of magnitudes of turbulence stresses is exceptionally slow. A similar
initially swift but eventually incomplete and slow relaxation behaviour is also shown by
the skin friction. Between the turbulence shear and streamwise stresses, the turbulence
shear stress shows a comparatively quick rate of recovery above a thin wall layer. Over
the developing smooth wall, the balance is not merely between fluxes due to pressure and
shear stresses. Strong momentum fluxes, which are directly influenced by the upstream
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roughness size, contribute significantly to this balance. Approximate curve fits estimate the
streamwise distance required by the outer peaks of Reynolds stresses to attain near-fully-
developed levels at about 20δ − 25δ. An even longer distance, of more than 50δ, might be
needed by the mean velocity to approach near-fully-developed magnitudes. Visualizations
and correlations show that large scale eddies that are created above the roughness persist
downstream, and sporadically perturb the elongated streaks. These streaks of alternating
high and low momentum appear almost instantly after the roughness is removed. The mean
flow does not re-establish an equilibrium log layer within the computational domain, and
the velocity deficit created by the roughness continues throughout the domain. On the step
change in roughness, near the wall, profiles for turbulence kinetic energy dissipation rate, ǫ,
and energy spectra indicate sharp reduction in energy at small scales. Despite this, reversion
towards equilibrium smooth-wall levels is slow, and ultimately incomplete, due to a rather
slow adjustment of the turbulence cascade. The non-dimensional roughness height, k+ ranges
from 42 to 254 and the friction velocity Reynolds number at the smooth wall, ReτS , ranges
from 284 to 1160 in the various simulations.
3.1 Introduction
It is not uncommon that rough surfaces with significant variation in the roughness height
occur in engineering and environmental flows. Examples include gas turbine blades, atmo-
spheric boundary layers, and ship hulls. Idealizations of such non-equilibrium, rough-wall
turbulent flows have been investigated by laboratory experiments (Antonia and Luxton, 1971,
1972; Pearson et al., 1997; Cheng and Castro, 2002; Jacobi and Mckeon, 2011). Particularly
relevant to the present work, Antonia and Luxton (1972), Hosni and Coleman (1993) and
Hanson and Ganapathisubramani (2016) studied the relaxation of fully developed, rough-
wall turbulent boundary layers towards fully developed smooth-wall states, on encountering
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a sudden change in boundary condition, from rough to a smooth (RTS). RTS flows form a
subset of more general non-equilibrium rough-wall flows, and are the subject of numerical
experiments presented herein. Despite the obvious importance in understanding rough to
smooth evolution, to the best of our knowledge, there have been no previous, fully resolved,
numerical simulations of RTS flows.
Many high Reynolds, turbulent flows of engineering significance are, in essence, hydrody-
namically rough. For such flows the viscous sublayer and buffer layer, that are encountered
on smooth walls, are replaced by a roughness sublayer which extends above the surface to
between 2 and 5 times the roughness height (Raupach et al., 1991). Within this roughness
sublayer, in addition to intensification of turbulence, the large-scale structure is enhanced
and shows strong interaction with the overlying outer-flow. The high intensity turbulence in
this sublayer transfers momentum between the surface and the outer regions — as is clear
from the instantaneous streamwise velocity fluctuations, u′, of a rib-roughened, fully devel-
oped turbulent flow in figure 3.1. Inside the roughness cavities in figure 3.1, turbulence is
characterized by three-dimensional unstable eddies with size of the order of the roughness
height (Ikeda and Durbin, 2007), which is typical of k-type rough-wall flows (Perry et al.,
1969).
Figure 3.1: Instantaneous streamwise velocity fluctuations, u′, in the xy−plane for a fully
developed, rough-wall turbulent channel flow. Scale: white +0.2, black -0.2.
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In RTS flows, the rough wall structure carries downstream over the smooth wall. The
skin friction shows a sharp reduction, as the drag of roughness elements is removed, but
followed by a quick recovery towards equilibrium smooth-wall levels. This is accompanied
by a comparatively slow recovery of the mean velocity towards the smooth-wall values. This
behavior has been seen in RTS lab experiments; in Antonia and Luxton (1972), profiles
of both mean velocity and turbulence stresses showed incomplete relaxation by the last
measuring station, located at approximately 16 boundary-layer thicknesses downstream of
the step change. These authors argued that this slow recovery is a feature of both inner
and outer layers. Although they were able to fit conventional log-laws to the mean velocity
profiles on the developing smooth wall, the intercept was considerably higher than the fully
developed, smooth-wall value of about 5.1. The present simulations show that the log-law it
not established, at all, in the recovery region.
More recently, Hanson and Ganapathisubramani (2016), in their RTS boundary layer
experiments, with mesh-type and grit-type roughnesses, showed virtually complete recov-
ery of mean velocity profiles, but the streamwise turbulence stresses remained higher than
equilibrium all the way to the last measuring station. Hanson and Ganapathisubramani
(2016) proposed the internal boundary height as an appropriate length-scale in the tran-
sitional regime. The internal boundary layer height was meant to discriminate between a
region influenced by the new boundary condition, and an overlying region, that is primarily
determined by the upstream rough-wall. However, except for tracking the outer-peaks of
streamwise turbulence stress, and providing a gross demarcation between the two aforemen-
tioned regions, the utility of this internal layer concept was rather limited.
The present study aims to contribute to the existing literature on non-equilibrium RTS
turbulent flows by,
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1. being the first, fully resolved computer simulations of transition from a fully developed
rough-wall state to the developing smooth-wall behavior in turbulent channel flows,
highlighting the non-equilibrium turbulent flow development;
2. providing an accurate estimation of skin-friction levels, which are difficult to measure
by experimental techniques (Jacobi and Mckeon, 2011);
3. examining the transitional behavior of the turbulent flow, by systematically varying
the downstream viscous and the upstream roughness length-scales;
4. elaborating on the existing statistical picture of similar turbulent flows, as painted
by laboratory experiments, using turbulence stresses, quadrant analysis and energy
spectra;
5. and visualizing instantaneous fluctuating flow fields to complement these statistical
measures.
3.2 Simulation preliminaries

















are solved by the fractional time-step method described in Pierce and Moin (2004). In (3.2)
ui = {U, V,W} are the instantaneous velocities in the streamwise, wall-normal and spanwise
directions (x , y , z), respectively, p is the pressure and ν is the kinematic viscosity. In this
study, the superscript ′ is used to identify the fluctuating component and an over-bar will
be used to signify the mean value of various turbulence statistics. The algorithm employs
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Figure 3.2: Computational domain and coordinate system. Spanwise (z) direction is outward
from the figure.
finite-differences on a three dimensional, staggered, Cartesian mesh. Second-order central
differences are used for all spatial derivatives. The discrete equations are advanced in time by
a semi-implicit scheme based on Newton-Raphson iterations, which is second-order accurate.
The computational domain is divided into two sections: an initial rough-wall section
of length Lrs is followed by a smooth-wall section. A schematic is provided in figure 3.2.
Square cylindrical ribs of height k are placed on the bottom, rough-wall, while the upper
wall is kept smooth. The geometry of the rough wall is similar to the fully developed rough-
wall simulations by Ikeda and Durbin (2002, 2007) and Leonardi et al. (2003). Following
Ikeda and Durbin (2007), the spacing between successive roughness elements is w/k = 9.
This spacing is sufficiently wide to ensure k−type roughness, while providing near-maximum
form-drag. A recycling plane is used to generate a fully developed rough wall in the initial
section, of length Lfdr, and to establish realistic turbulent inflow conditions for the smooth
section. This recycling plane can, alternatively, be thought of as the inflow plane for the
subsequent, downstream developing, channel flow. The procedure involves extracting an
instantaneous cross-flow plane of the velocity field at the streamwise recycling station and
applying it at the inflow. The inflow mass flow rate is maintained constant at every time
step.
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Four test cases have been simulated, all of which have identical streamwise and wall-
normal extents of the domain, which are Lx = 15.83δ and Ly = 2.00δ. The spanwise domain
size for the low-Reynolds-number case is Lz = 1.96δ, and for the high-Reynolds-number
cases Lz = 2.08δ. Additional parameters are summarized in table 4.1. These test cases are
primarily differentiated by their δ/k ratio and by their bulk Reynolds number, Reb = Ubδ/ν,
where Ub is the bulk velocity.
The initial, fully developed, rough-wall regime includes enough roughness elements within
its length, Lfdr, for the near-wall, streamwise two-point correlations to become low at large
streamwise separations. Ikeda and Durbin (2007) and Leonardi et al. (2003) both had four
roughness elements for their fully developed rough-wall simulations, which is around half the
number we have used for any of our test cases. Two roughness cavities after the recycling
station were found adequate to provide a short, yet naturally developing evolution between
the initial fully developed rough-wall regime and the developing, smooth-wall regime. The
difference in the mean reattachment lengths of the primary re-circulation region between the
last roughness element and a roughness element in the fully developed, rough-wall regime
was about 5%. The spanwise domain is sufficiently wide to avoid spurious correlation in
that direction. Figure 3.3, for case B, shows the normalized two-point correlations of the
fluctuating velocities,
Rzαα(x, z) =
α′(x, z)α′(x, z +∆z)
α′α′
, (3.3)
where α = (u, v, w). The two figures are in the near-wall region, at the center of a cavity
in the fully developed rough-wall region, and at x/δ = 5.0 in the developing, smooth-wall
region. The drop of these two-point correlations to levels close to zero indicates that the
spanwise domain size is adequate.
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Table 3.1: Summary of simulation parameters.
Case Reb Number of grid points δ/k Lrs/δ Lfdr/δ
A 4000 1900× 326× 192 12.0 7.50 5.83
B 18000 2280× 379× 288 12.0 7.50 5.83
C 18000 2280× 374× 288 16.0 7.50 5.63
D 18000 2280× 396× 288 9.6 8.33 6.25










(a) At x/δ = 0.0










(b) At x/δ = 5.0
Figure 3.3: Two-point correlations of fluctuating velocities in the spanwise direction at






Table 3.2: Spatial and temporal resolutions for the RTS cases. The normalization is with





s |min ∆y+s |max
A 2.35 3.01 0.179 2.46
B 7.73 8.05 0.436 7.65
C 7.60 7.92 0.429 7.52
D 8.04 8.38 0.454 7.95
Jimenez (2004) recommended a δb/k > 40 for similarity laws to appear in turbulent
rough-wall boundary layers, where δb is the 99% boundary layer thickness. Many earlier
laboratory experiments and direct simulations have used smaller values (Cheng and Castro,
2002; Ikeda and Durbin, 2007; Orlandi et al., 2006). Some recent physical experiments have
exceeded the criterion (Volino et al., 2011; Squire et al., 2016). Here, we assume the channel
half-height δ and δb are equivalent. For their square-rib simulations Leonardi et al. (2003)
and Miyake et al. (2002) used δ/k = 5, while Ikeda and Durbin (2007) used δ/k = 8.5.
Ashrafian et al. (2004) used a higher ratio of δ/k ≈ 30, but their simulations were only
transitionally rough. Nagano et al. (2004) used three different ratios, δ/k = 5, 10 and 20.
Although they did not directly report their effective sand-grain length scales, by using the
reported k+ we infer that δ/k = 20, and that the flow was transitionally rough. It should
be noted that a higher δ/k, although desirable, reduces the effective sand grain roughness
r+ for a given bulk Reynolds number, Reb. The present choices of δ/k = 9.6, 12 and 16, are
larger than those used by most previous DNS studies, and ensure that the rough-wall falls in
the fully-rough regime, i.e r+ > 90 (Durbin and Reif, 2011). In this fully-rough category, if
the roughness geometry is fixed, the flow becomes independent of ν; or, the friction velocity
on the rough-wall uτR becomes independent of Reb.
Following Antonia and Luxton (1972), the start of the developing, smooth-wall regime
(x = 0) is located at a distance w/2 after the last roughness element. This origin is located
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Table 3.3: Approximate maxima of local grid spacing normalized by the local Kolmogorov
lengthscale η = (ν3/ǫ)0.25 for the RTS cases.
Cases ∆x/η|max ∆z/η|max ∆y/η|max
A 5.2 6.4 1.7
B, C and D 10.6 10.9 4.6
downstream of the primary re-circulation zone following the last roughness element. Also
such a choice means that the rough-wall section has an integer number of roughness-cavities
of equal size. For each roughness-cavity the skin friction is calculated using both form drag
and viscous drag, whereas in the developing smooth-wall section skin friction is simply the
viscous drag.
The no-slip condition is applied on the upper and lower walls. Periodic boundary con-
ditions are used in the spanwise direction and the convective outflow condition ∂ui/∂t +
c∂ui/∂x = 0 is applied at the outlet boundary, where c is the local bulk velocity. Uniform
grid spacing is used in the streamwise and spanwise directions, while a non-uniform grid
is used in the wall-normal direction, with mesh clustering near the bottom wall, near the
top of the roughness elements and near the upper smooth wall. About 75 grid points are
nestled below y/δ = 0.10 for all three high Reynolds number cases. Stringent restrictions
on the spatial resolution are imposed by the initial rough-wall section. The spatial resolu-
tions in the present simulations (see table 4.2) are comparable to those used by Ikeda and
Durbin (2002, 2007), and are better than those adopted for the cube-roughened turbulent
flow simulations by Leonardi and Castro (2010). Table 3.3 shows local spatial resolution
maxima of about 10η, which occurs near the corners of the roughness elements. Although
the calculation of η is a function of ǫ, which itself depends on the resolution, the Kolmogorov
legnthscale provides an additional measure of grid adequacy, along with the viscous scaling
of the grid spacing (table 4.2). For the majority of the domain, particularly in the developing
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smooth-wall regime, the maximum local spatial spacing of grid cells lies within a couple of
Kolmogorov lengthscales. The simulations are initially advanced for about 50δ/Ub time-units
to drive out the transients, after which the calculation of statistics begins and carries on for
an additional 450δ/Ub time units.
3.3 Results
3.3.1 Validation
An extensive validation study was carried out to build confidence in the accuracy the
simulations. Results from three validation cases are presented in figure 3.4. One is the low-
Reynolds-number, fully developed, smooth-wall channel flow DNS by Moser et al. (1999),
at Reτ = 180. The other two have the same Reb and a wall-normal domain extent of
Ly = 2δ + k, and are taken from Orlandi et al. (2006). The first of these involves k-type
roughness with δ/k = 5 and w/k = 7, while the second has d-type roughness with w/k = 1
and the same δ/k ratio.
Excellent agreement is obtained with reference data for the smooth-wall channel flow.
For the rough-walls a very good agreement is achieved by u and ν∂u/∂y as well. However,
higher turbulence shear stress u′v′ values are observed near the top of the roughness-elements
than were seen by Orlandi et al. (2006). It is unclear why this difference occurs, but it should
be noted that the present simulations have better resolved computational grids, particularly
in the wall-normal direction near the bottom-wall and near the roughness-element height.
The streamlines for the k-type roughness case in figure 3.4d demonstrate all the essential
mean-flow features observed in Ikeda and Durbin (2007) and Leonardi et al. (2003). Among
them are the primary separation bubble downstram of the roughness-element, a small posi-
tive re-circulation region nestled between the roughness-element and the primary separation
bubble, a small separation bubble upstream of the roughness-element, and another thin sep-
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Figure 3.4: Validation profiles for fully developed channel flows: variation in the wall-normal
direction of (a) mean streamwise velocity u, (b) wall-normal mean velocity gradient ν∂u/∂y,
and (c) turbulence shear stress u′v′. rough-wall flow with w/k = 7 and k/δ = 0.2,
rough-wall flow with w/k = 1 and k/δ = 0.2, and smooth-wall channel flow
with k/δ = 0. (d) Mean streamlines for the rough-wall flow with w/k = 7 and k/δ = 0.2.
In these figures uτC is the friction velocity at the wall for the smooth-wall channel flow.
Filled-symbols: data from Orlandi et al. (2006) and open-symbols: data from Moser et al.
(1999). Triangles represent d-type and squares represent k-type roughnesses.
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Table 3.4: Parameters obtained in the fully developed regime. Here the roughness Reynolds
number k+ is defined as k+ = uτRk/ν.
Case k+ Dp Dv r/δ r
+ ReτS M
A 42 0.0161 -0.000875 0.694 343 284 3.94
B 185 0.0158 -0.000609 0.694 1540 1115 5.10
C 132 0.0145 -0.000607 0.521 1105 1090 4.81
D 254 0.0188 -0.000614 0.868 2105 1160 5.32
arated film above the roughness-element with reattachment just before its trailing edge. The
reattachment length of the primary separation bubble is 4.7k − 4.8k from the trailing edge
of the roughness element. The secondary separation bubble starts at about −1.5k from the
leading-edge of the roughness-element. These compare favorably with the values of ∼ 4.8k
and −1.5k reported by Leonardi et al. (2003). Additionally, another case from Leonardi
et al. (2003) with spacing similar to that used in present test cases (w/k = 9 and Ly = 2δ)
was simulated. The computed form-drag was ∼ 0.0122, within 3% of the value inferred from
their figure 9.
3.3.2 Fully developed regime
Figure 3.5 shows the inner-scaled mean streamwise velocity profiles at both the bottom
rough wall and the upper smooth wall, in the fully developed regime. Hot-wire measurements
by Hanjalic and Launder (1972) are also shown. The experimental data were obtained at
the same w/k as in the present work — albeit one with a comparatively small δ/k = 8.5.
These measurements were taken at a Reynolds number of ReUmax = Umaxδ/ν = 35, 500,
where Umax is the maximum mean velocity. Above both rough and smooth walls, and within
the log-law region, the comparison with the DNS results is favourable. The displacement to
the right in figure 3.5b is a result of a higher ReτS for the lab experiments, and the small
















































Figure 3.5: (a) Inner-scaled rough-wall mean streamwise velocity, U
+
R, in the fully developed
regime. The straight line is give by: U
+
R = (1/0.40)ln(y/k) + 3.2. (b) Inner-scaled upper
smooth-wall mean streamwise velocity, U
+
S , in the fully developed regime. The straight lines




s )+C. The additive constant C are 5.1 and 5.5. Symbols:
experiments by Hanjalic and Launder (1972).
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on the bottom wall and top of the roughness elements (the height of these two different types








(P f − P b)dy
due to the pressure difference across these discrete roughness elements: u2τR = Dp +Dv. In
the expression for Dp, N is the number of roughness elements in the fully developed regime,
and P f and P b are mean pressure values on the front and back of the roughness elements.
Details on the parameters obtained in the fully developed regime are listed in table 3.4. For
test cases A and B the two uτR values are within 0.6% of each other, thus demonstrating
their fully-rough nature. The contribution of Dv is only a very small fraction of the entire
u2τR — 5.7% for case A, 3.9% for case B, 4.4% for case C and 3.3% for case D. The form
drag contribution, Dp, is essentially the same for cases A and B, which have the same δ/k;
whereas Dv shows an approximately 30% change for the high Reb simulations. Also, the net
contribution of Dv is negative due to the mean separation bubbles forming behind and in
front of the roughness elements.
The effective sand-grain roughness, r, is estimated as r = k exp[−κ(B−8.5)], where B is
the wall-intercept of the log-law, fitted to the inner-scaled mean streamwise velocity profiles.
The value of B = 3.2 is the same as found by Ikeda and Durbin (2007) and Hanjalic and
Launder (1972). For our test cases r/k = 8.33, which is comparable to the ratio obtained
by Volino et al. (2011) for their boundary layer lab experiments, involving small square
bars. The effective sand-grain roughness is a significant fraction of the channel half-height
(r = 0.694δ); however, r is merely a parameter that equates the log-layer displacement
with the experiments by Nikuradse (1933). Ikeda and Durbin (2007) obtained an effective




















Figure 3.6: Inner-scaled mean streamwise velocity at different streamwise positions in the
fully developed rough-wall regime for case B. fitted log-law profile, at s/k =
1.13, at s/k = 2.80, at s/k = 4.50, at s/k = 6.25, at s/k = 7.80
and at s/k = 9.50. The straight line is given by: U
+
R = (1/0.40)ln(y/k) + 3.2. s is
distance from the trailing edge of a roughness element.
The upper, smooth wall establishes a log-law region with wall-intercepts of C = 5.5
and C = 5.1 as shown in figure 3.5b. These are similar to intercepts measured in fully
developed smooth-wall channel flows of comparable Reb. But the friction velocity at this
wall, uτS, is higher than equivalent fully developed smooth-wall channel flows, which signals
an interaction between the two walls.
We can define a roughness sublayer (RS) that is dynamically influenced by the underlying
rough wall, and that is spatially inhomogeneous. For case B, as shown in figure 3.6, the extent
of this RS can be identified as the wall-normal distance from the lower wall where horizontal
inhomogeneity in the mean velocity disappears. It is at y/k ≈ 4.5; for other cases too, this
height is between y/k = 4 and 5. Additionally, it is noticeable from figures 3.5a and 3.6
that the fitted log-law enters the RS, extending down to about y ≈ 2k. Ikeda and Durbin
(2007) used the onset of the fitted log-law for mean velocity and P/ǫ ≈ 1 to identify their
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roughness sublayer height as y ≈ 2k, where P and ǫ are the production and dissipation rates
of the turbulence kinetic energy.
Above smooth-wall boundary layers, Wei et al. (2005) defined the onset of the log-law
region, yI , as the wall-normal location where viscous forces lose dominance. Using the mean-
momentum budget terms, they showed that yI occurred just above the vertical location of
the maxima of turbulence shear stress, at ym. For rough-wall boundary layers, Mehdi et al.
(2013) proposed yI = CIym, with CI ∼ O(1). Their argument was based on qualitative
similarity of mean dynamics with smooth-wall flows in the zone where transition to the log-
law region takes place. They further proposed functions of the following form for estimating
ym:
ym = Cm(ν/uτ )
arbδc.
Here, Cm, a, b and c are empirically determined constants based on three different classi-
fication regimes of ym/r. Using their function for ym/r < O(1), for case B, ym ≈ 1.18k,
which is close to the exact location at ym = 1.25k. Based on this estimate of ym and
the above mentioned approximate location for the onset of the log-law region, at y ≈ 2k,
Cm ≈ 1.70 ∼ O(1).
Following Andreopoulos and Wood (1982) the hydrodynamic roughness length-scales can
be used to compute the strength of roughness step M = ln(zr/zs) in order to quantify the de-
gree of perturbation for these RTS simulations. Here, zr = r exp(−8.5κ) is the hydrodynamic
roughness length-scale in the fully developed rough-wall regime, and zs = (ν/uτ ) exp(−κC)
is an equivalent roughness length-scale from a separate fully developed smooth-wall channel
flow at the same Reb. The expression for zs is derived by equating the log-law in terms of
viscous length-scale, δν = ν/uτ , to an equivalent log-law in terms of a hydrodynamic rough-
ness length-scale, zs. Values of M given in table 3.4 are comparable to M = 3.4 and 5.1,
reported by Hanson and Ganapathisubramani (2016). Hosni and Coleman (1993) reported
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Figure 3.7: Skin friction, Cf , profiles in the developing, smooth-wall regime. Bold, black
lines: fully developed rough-wall regimes, fully developed smooth-wall channel flows.
M = 3.15 for their RTS boundary layer experiments. It should be noted that, for cases A
and B, the difference in M is due to different downstream lengthscales, δv, and the difference
in M between cases B, C and D is due to different upstream lengthscales, r.
On a side note, the so-called Townsend’s similarity hypothesis (Townsend, 1976), which
states that when scaled by uτ and δ turbulent motions in the outer-flow become independent
of the surface boundary condition, is not established in the present configurations. In other
words the hypothesis states that turbulence parameters like Reynolds stresses in the outer-
flow from rough-wall and smooth-wall flows should collapse provided they are normalized by
the above mentioned scales. For our simulations the failure is likely due to the considered
scenarios being channel flows with asymmetry in the surface boundary conditions and not
turbulent boundary layers, and comparatively small δ/k ratios.
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Figure 3.8: Streamwise variation of (1/ρ)∂P/∂x at the lower wall in the developing regime,
with x scaled by (a) the roughness length-scale, k, and (b) the channel half height, δ.
3.3.3 Skin friction
The skin-friction coefficient Cf = (ν/2.25U
2
b )(∂U/∂y) in the developing, smooth-wall
regime is plotted in figure 4.4. It first reduces sharply, to levels well below the fully devel-
oped smooth-wall levels (gray lines) before growing quickly and then gradually leveling off
(immediately after the step change in roughness, it becomes negative due to the separation
bubble following the last roughness element). The skin friction profiles above the rough wall
in figure 4.4 include contributions from both viscous and form drags. By x ≈ 2δ, the high-
Reynolds-number cases plateau very close to fully developed smooth-wall levels. It would,
however, be misleading to conclude that the Cf has equilibrated. Its incomplete recovery
is more evident for the low-Reynolds-number case. Close inspection of (1/ρ)∂P/∂x at the
wall, shows that it is adverse over most of the domain, becoming negative near the end of the
domain (figure 4.4d). Preliminary results, not included here, from RTS simulations using
cube roughness evidence this same behaviour.
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Figure 3.9: Outer scaled mean streamwise velocity U/Ub in the developing section scaled
from the lower wall for case A. in the fully developed rough-wall regime, at
x/δ = 0.42, at x/δ = 2.08, at x/δ = 3.75, at x/δ = 5.42, at
x/δ = 7.08, from fully developed smooth-wall channel flow.
Case A shows a steeper increase of Cf compared to the other cases, which is consistent
with observations made by Antonia and Luxton (1972). The initial recovery of Cf is differ-
ent for the three cases at high Reynolds numbers; they do not collapse when the streamwise
distance is normalized by either δ or k. However, the initial response of (1/ρ)∂P/∂x at
the wall does collapse when plotted against x/k (figure 3.8a), but not when the streamwise
distance is scaled by δ (figure 3.8b). This implies that, for the type of the roughness con-
sidered and for initial recovery, the streamwise variation (x/k) of the pressure gradient at
the wall can be determined independently of δ/k. (1/ρ)∂P/∂x can be extrapolated to large
x/k, to estimate the streamwise distance required to reach the fully developed, smooth-wall
gradient. A non-linear regression fit, using a dissociation curve (Hill, 1913), estimates this
distance as x ≈ 450k (or 37δ).
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(a) at x/δ = 0.42












(b) at x/δ = 7.08
Figure 3.10: Outer-scaled mean streamwise velocity U/Ub at different streamwise stations
for the high-Reynolds-number cases. case B, case C, case D, and
from fully developed smooth-wall channel flow.
3.3.4 Mean velocity
After the step change in roughness the retarded mean flow above the rough-wall expe-
riences strong near-wall acceleration as shown in figure 3.9 for case A. By conservation of
mass-flow rate, this is compensated by deceleration further away from the bottom wall, and
both acceleration and deceleration gradually decrease in magnitude with downstream dis-
tance. By the last streamwise station in figure 3.9, at x/δ = 7.1, the mean velocity has not
recovered to the fully developed smooth wall profile, which is the symmetric gray curve.
The point of intersection between two successive and equally spaced streamwise stations
from figure 3.9 has been used as an indicator of the ‘internal layer’ height (Antonia and
Luxton, 1972). It moves away from the wall with downstream distance. However, the
consequent mean flow deceleration above these points of intersection is evidence that, for
such internal flows, the entire wall-normal domain is affected by the change in roughness,

























































Figure 3.11: Mean streamwise velocity for case B in the developing, smooth-wall regime
scaled from (a,b) the bottom wall and in inner coordinates, U
+
and y+; (c) the top wall




u . (a,c) in the fully developed rough-wall regime,
at x/δ = 0.42, at x/δ = 2.08, at x/δ = 3.75, at x/δ = 5.42, at
x/δ = 7.08, from fully developed smooth-wall channel flow. (b) In the initial strongly
non-equilibrium region with at x/δ = 0.08, at x/δ = 0.17, at x/δ = 0.25,
at x/δ = 0.33, at x/δ = 0.42, from fully developed smooth-wall channel
flow.
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velocity profiles in the developing smooth-wall regime for the three high-Reynolds number
cases. The profiles in outer variables are very similar. A hyperbolic-decline curve was fitted
to the downstream decay of the outer peak of U . For case B, it estimates the streamwise
distance needed to reduce to near-fully-developed, smooth-wall channel flow levels at x = 55δ.
Expectedly, the acceleration and deceleration at different x-stations for the three cases,
although very close to each other, are directly influenced by the degree of roughness, or
the roughness element height. Case C with the smallest roughness height demonstrates
the strongest and case D with the largest roughness height shows the weakest close-wall
acceleration and deceleration far away from the bottom wall.
The inner-scaled mean velocity U
+
in the developing smooth-wall regime is shown in
figure 3.11a for case B. Like the outer-scaled velocity profiles, it too shows quick initial
recovery, but a fully developed, smooth wall profile has not developed by the domain exit.
In the fully developed rough-wall regime, mean velocity levels are well below and towards
the right of the developing regime profiles, due to the higher to high friction velocity uτR.
Very close to the bottom-wall (y+ ≤ 20) nearly complete recovery and good collapse of the
profiles with smooth-wall channel flow occurs by the end of the domain.
By the second streamwise station, at x = 2.08 in figure 3.11a, U
+
has attained a qualita-
tive shape that remains essentially unchanged and gradually shifts upwards with downstream
distance. This slow upward shift is contrary to the trend observed by Hanson and Ganap-
athisubramani (2016). With downstream fetch, their profiles were initially pushed up, well
above the smooth wall level (a consequence of low uτ ) and then settled down toward it. The
mean velocity results in our initial strong non-equilibrium zone, between 0 < x/δ < 0.5,
are plotted in figure 3.11b, and demonstrate this decay trend — but only at short distances
where Cf is increasing.
Using these inner-scaled plots, it might seem interesting to investigate the existence of a
log-law region in the transitional regime and possibly to fit log-law profiles. Marusic et al.
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(2013), for high Reynolds number, fully developed, smooth-wall boundary layers, provided
empirical functions for the bounds of the log-law region: y+I = 3
√
Reτ for lower onset location
and y+ = 0.15Reτ for the upper bound, which for the current Reτ falls between 90 ∼ 140.
After the first streamwise station in figure 3.11a, at the wall-normal height where a log-law
might possibly exist, it might appear that κ is higher than typical levels of 0.40− 0.41. This
is not a warranted conclusion; the impression of a modified κ above y+ > 40 − 50 in figure
3.11a is misleading. The large velocity deficit created by roughness persists with downstream
distance. The warranted conclusion is that an equilibrium log-law has not established, even
by the end of the computational domain.
By contrast, the upper, smooth wall remains near to equilibrium, as evidenced by negli-
gible difference between the profiles at successive streamwise stations and by establishment
of the conventional log-law profiles in figure 3.11c. The frictional Reynolds number at this
wall Reτu = uτUδ/ν for case B shows less than 8% reduction, from 1115 down to about
1030, between the fully rough region and the last streamwise station. At the last measuring
station in the developing regime the top wall shows an Reτ that is more than 10% higher
than the fully developed smooth-wall channel flow, while on the more active, bottom wall,
uτ has already plateaued very close to the fully developed magnitude. Although inner-scaled
profiles are only presented for case B, the trends noted and conclusions drawn also apply to
the other cases.
3.3.5 Turbulence stresses
Profiles of turbulence kinetic energy, K, and turbulence stresses in the developing smooth-
wall regime are presented in figures 3.12 and 3.13. Plots in the fully developed regime exhibit
a small discontinuity at y/k = 1. This is a result of the length of the streamwise averaging
changing abruptly at the crests of the roughness elements. The wall-normal location of
the outer-peaks of u′u′ in the fully developed rough-wall regime stays virtually fixed at
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Figure 3.12: Normal turbulence stresses and TKE in the developing smooth-wall regime
for case B. in the fully developed rough-wall regime, at x/δ = 0.42, at
x/δ = 2.08, at x/δ = 3.75, at x/δ = 5.42, at x/δ = 7.08, from fully
developed smooth-wall channel flow. (a,c,e) Using outer-scaled coordinates; (b,d,f ) using
inner-scaled coordinates. Vertical lines identify the location of inner peaks at y+ = 17 in (b)
and y+ = 14 in (d).
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Figure 3.13: Turbulence shear stress in the developing smooth-wall regime for case B.
in the fully developed rough-wall regime, at x/δ = 0.42, at x/δ = 2.08, at
x/δ = 3.75, at x/δ = 5.42, at x/δ = 7.08, from fully developed smooth-wall
channel flow. (a) Using outer-scaled coordinates; (b) using inner-scaled coordinates.
y/δ ≈ 0.11, 0.11, 0.084 and 0.13 for cases A, B, C and D, respectively, which lies between
y/k = 1.25 and 1.35. This is within the y/δ = 0.05 − 0.2 range observed for rough-wall
boundary layers (Jimenez, 2004; Jacobi and Mckeon, 2011). Using inner coordinates, the
outer-peak for case B in the fully developed rough-wall regime is located at about y+ = 600.
The aforementioned range of y/k = 1.25 − 1.35 also applies to the wall-normal location of
the rough-wall peaks of u′v′ for all four cases.
From all the plots, particularly those using outer scaling, over the developing smooth-wall,
higher levels of turbulence, characteristic of the upstream rough-wall, persist to the domain
exit. Outer peaks, attributable to the rough-wall, decay in magnitude with downstream
distance, while being driven away from the lower wall. By the last streamwise station, these
peaks are still vaguely discernible. However, despite this strong initial decrease and vertical
transport, a very large mismatch remains with the fully developed smooth-wall profiles,
shown by the light-gray curves in the figures.
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By the second streamwise station in figure 3.12d, at x/δ ≥ 2.08, the wall-normal gradi-
ent of u′u′
+
changes sign from positive to negative in vicinity of y/δ ≈ 0.02, indicating the
establishment of a near-wall, inner peak. This inner peak is consistent with the near-wall
of turbulent flow over smooth walls. Its wall-normal location shows negligible change with
downstream distance. By the last streamwise station in figure 3.12d, the inner-peak magni-
tude is still about 10% higher than the fully developed, smooth wall level. Comments and
observation made for the streamwise turbulence stress also apply to the turbulence kinetic
energy (TKE), as is evident from figures 3.12a and 3.12b.
It is worthwhile to contrast the near-wall recovery of the streamwise turbulence stress
with that of the outer flow. The near-wall region shows a strong initial recovery, with the
profile shape closely matching that of the fully developed smooth-wall, after which there is
only weak downstream reduction in magnitude. The outer-flow, on the other hand, shows a
stronger decay rate throughout the horizontal extent of the domain. It remains well above
the asymptotic smooth wall profiles, which have a low level of turbulence in this region.
The turbulence wall-normal, v′v′, and shear stress, u′v′ (figures 3.12e, 3.12f, 3.13a and
3.13b) present another interesting picture, with the fully developed smooth-wall counterpart
having inner-layer peaks that lie further away from the wall. For our low-Reynolds-number
case the peak of v′v′ lies at y+ ≈ 58 and of u′v′ at y+ ≈ 34, while for the high-Reynolds-
number case the two are located at y+ ≈ 105 and y+ ≈ 53, respectively. At Reτ = 590,
Moser et al. (1999) obtained peaks of v′v′
+
at y+ ≈ 78 and of u′v′+ at y+ ≈ 44. Since these
peaks for wall-normal and spanwise turbulence stresses are further away from the wall than
for u′u′, their re-establishment is overshadowed by the higher turbulence magnitudes in the
outer flow. This is especially true for v′v′, where the near-wall peak is not established at all
by the last streamwise station. The near-wall peak for u′v′, however, appears to have formed











































(b) at x/δ = 0.42




turbulence levels. As for the mean velocity data, discussed earlier, the upper-wall shows
negligible downstream development, remaining similar to what is seen above the rough wall.
In the near-wall region for fully developed smooth-wall flows,
u′u′ > w′w′ > v′v′,
whereas for fully developed rib-roughened rough-wall flows
w′w′ > u′u′ > v′v′.
Ikeda and Durbin (2007), who reported this particular precedence of turbulence stresses
for rough wall flows, also noted that the 2-D, square ribs suppress the streamwise stress,
which in turn enhances the spanwise motions. In our transitional regime, however, at the
first streamwise station located downstream of the step change (x/δ = 0.42) the effect of
upstream roughness elements on the near-wall turbulence anisotropy has already been lost
and the normal stresses have re-attained their smooth-wall hierarchy: u′u′ > w′w′ (see figure
3.14). This is understandable because, once the roughness elements are removed, the source
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Figure 3.15: (a) IBL thickness profiles for RTS test cases; symbols: from lab experiments by
Antonia and Luxton (1972) and Hanson and Ganapathisubramani (2016). represents
the fitted power laws: δi/δ ∼ (x/δ)0.41 for the set of profiles labelled I and δi/δ ∼ (x/δ)0.36
for the set of profiles labelled II. The grey envelope indicates the ±10% extent for case B.
case B, case C and case D. (b) Profiles of u′u′ in the developing regime as
a function of y/δi. at x/δ = 0.42, at x/δ = 3.75 and at x/δ = 7.08.
at y/δi = 1.00.
for damping of streamwise turbulence motions disappears, allowing them to increase above
the spanwise motions.
Although the role of the internal boundary layer (IBL) height, δi, might not be apparent,
its growth rate and utility as a length-scale for normalizing the wall-normal coordinate could
prove instructive. Figure 3.15a shows the downstream variation of the IBL heights, which are
defined as the wall-normal location where the developing, smooth-wall velocity first crosses
the upstream, rough-wall mean-velocity profile. The fitted power law δi ∝ x0.41 agrees well
with the trend of δi ∝ x0.43 reported by Antonia and Luxton (1972). Additionally, IBL
profiles estimated by identifying the wall-normal location where ∂U/∂x vanishes (Antonia
and Luxton, 1972) are also shown in 3.15a and labelled II. The lack of smoothness in these





























































Figure 3.16: (a) Downstream variation of the outer peaks of u′u′ and u′v′ as a function of
x/k. (b) Downstream growth of the wall-normal location, y/k, of u′u′ and u′v′ with x/k.
for both (a) and (b) represents profiles of approximate fitted functions.
Table 3.5: Values of the unknowns in the interpolation functions for γ = a + b(δ/k) and







there does not appear to be a systematic difference in the growth rate for different test cases,
and a major fraction of the profiles lie within the ±10% envelope of case B. Compared to
the experimental results in figure 3.15a, the present δi are much larger. For channel flows,
due to continuity, the entire wall-normal domain is affected by the step change in roughness.
This is shown by mean flow acceleration near the lower wall and mean deceleration further
away from it in figure 3.9.
Downstream development of u′u′ as a function of y/δi is reported in figure 3.15b. Here,
we use the first definition of IBL. No collapse of profiles is observed within the streamwise
extent examined. The same was seen for other turbulence stresses. One concludes from
the lack of collapse that δi is not a similarity length-scale. Furthermore, it is misleading to
construe δi as a demarcator of a developing mean-flow region below an unaffected, upstream
region. Rather, it should simply be regarded as a point where the developing mean velocity
equals the velocity above the rough wall.
The behaviour of the outer peaks of the Reynolds stresses can be used to estimate the
streamwise distance needed by the turbulence stresses to recover to near-fully-developed
smooth-wall levels. Figure 3.16a shows the downstream decay of the outer peaks of u′u′ and
u′v′. The decay with x/k is more severe when δ/k is smaller. Approximate curve fits, for
x > 10k, of the type
u′u′
U2b







for u′v′ have been added to the figure. The unknowns γ and θ for these three high-Reynolds-
number cases are fitted to the form, a+ b(δ/k), and the values of a and b are listed in table
3.5. The downstream development of the wall-normal location, y/k, of these outer peaks of
u′u′ is shown in figure 3.16b, while that of u′v′ is in the inset. Power law fits, (y/k) ∼ (x/k)m,
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(a) β11 (b) β12
Figure 3.17: Normalized recovery magnitudes of turbulence stresses for case B. Scale: black
0.0, white 1.0.
have also been included in figure 3.16b; where m = 0.29 for u′u′ and m = 0.47 for u′v′. Using
these approximate functions, we can estimate that the outer peak of u′u′ for case B would
require about 250k (or 20.8δ) of downstream distance to reach levels similar to those of fully
developed smooth-wall channel flows. Rewriting the expression for the outer peaks of u′u′
as a function of x/δ, instead of x/k, still results in the exponents displaying a decay rate
inversely related to δ/k, albeit one that is comparatively slower. This confirms the argument
made earlier that the downstream response of the outer flow turbulence is directly influenced
by the roughness size. It is worth mentioning that this downstream distance for recovery to
near-fully-developed levels do not imply reversion to complete equilibrium. Even at these
distances, the profile of u′u′ might not necessarily fully match the smooth-wall equivalents.
Let subscript R denote values at the start of the smooth-wall regime, and S denote fully










(Jacobi and Mckeon, 2011) measures the extent of recovery. β11 and β12 are contour plotted
in figure 3.17. Darker contours are lower values of β, tending to black at the fully developed,
smooth-wall value of β = 0.
The presence of a large black patch for u′v′ close to the wall (y/δ < 0.2), but above
y+ = 40 ∼ 50, indicates its swift recovery. u′u′ recovers more slowly. This, along with the
results of energy spectra presented later in figure 3.21, supports the argument that large,
inactive structures associated with u′u′ show a relative slow return to their fully developed
smooth-wall characteristics. This is in contrast to the near wall, shear-stress producing
motions responsible for u′v′. The light-gray regions above about y/δ = 0.2 indicate the large
deficit, high turbulence outer-flow zone, as seen previously in figures 3.12 and 3.13.
To further illustrate the comparatively quick near-wall recovery of shear producing mo-
tions, quadrant analysis (Wallace et al., 1972; Wallace, 2016) is used to identify different
components of u′v′ that make up the averaged turbulent shear stress u′v′. Events from all
four quadrants in figure 3.18 show increased magnitude in the fully developed rough-wall
regime. Quadrant 2 (Q2) and quadrant 4 (Q4) events account for negative u′v′ and, hence,
positive production of TKE (P = −u′iu′j∂ui/∂xj). They are, at least in absolute terms,
the dominant events in all three regimes: fully developed rough wall, transitional, and fully
developed smooth wall. Results for fully developed smooth walls are well documented in the
literature (Wallace, 2016). In the transitional regime, by the last station, Q2 has recovered
the most, followed closely by Q4, which is distinctly apparent from the normalized recovery
contours given figure 3.19.
Coherent, instantaneous streamwise motions of alternating high and low momentum are
characterized by a large positive and negative u′, while v′ is smaller, often times by an order
of magnitude. Occasionally, however, the low-speed streaks are slowly lifted up, followed by
a strong vertical transport away from the wall. This sequence of events was referred to as









−u′v′ for Q2 (u′ < 0, v′ > 0) u′v′ for Q1 (u′ > 0, v′ > 0)
u′v′ for Q3 (u′ < 0, v′ < 0) −u′v′ for Q4 (u′ > 0, v′ < 0)
Figure 3.18: Quadrant analysis profiles of u′v′ for case B. in the fully developed
rough-wall regime, at x/δ = 0.42, at x/δ = 2.08, at x/δ = 3.75, at
x/δ = 5.42, at x/δ = 7.08, from fully developed smooth-wall channel flow.
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(a) βQ1 (b) βQ2
(c) βQ3 (d) βQ4
Figure 3.19: Normalized recovery magnitudes for different components of the quadrant anal-
ysis of u′v′ for case B. Scale: black 0.0, white 1.0.
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and sweep events, due to their large, negative u′v′ infusions, contribute to the dominance of
quadrants 2 and 4. Events from both of these quadrants, according to figure 3.19, show a
comparatively quick relaxation close to the wall. Furthermore, it is evident that in the fully
developed rough-wall regime the roughness elements greatly enhance the near-wall turbulence
activity, thus severely altering the profiles tracked by different quadrants, particularly Q2
and Q4. In the transitional regime, once these roughness elements disappear the source for
this disruption vanishes as well, and the near-wall balance between Q2 and Q4 over smooth
walls is re-established relatively quickly.
3.3.6 Turbulence scales
In the fully developed rough-wall regime, the production rate of TKE, P , in figure 3.20a
manifests a single peak, just above the roughness elements, which coincides with the peaks
observed in turbulence stresses earlier. Above the two-dimensional roughness elements and
within the roughness sublayer, heterogeneities only manifest in the streamwise and wall-
normal directions. Within this roughness sublayer, the contributions to P are only from
terms with streamwise and wall-normal gradients of the mean velocity field. However, the
fully developed, rough-wall profiles in figure 3.20, like other fully developed results presented
earlier, incorporate streamwise averaging as well. The dissipation rate of K is of significantly
larger magnitude than a fully developed smooth wall, both very close to the wall, and in
the outer-flow. This behaviour is more apparent from the local Kolmogorov lengthscale,
η = (ν3/ǫ)0.25, in figure 3.20d.
P too, as a general rule, shows higher levels caused by the underlying roughness, ex-
cept within the roughness cavity, where destruction of the smooth-wall buffer layer inhibits
near-wall turbulence generation. On the developing smooth wall, however, by the second
streamwise profile the roughness peak of P has virtually vanished, and has been replaced by














































Figure 3.20: Wall normal variation of (a)P and ǫ terms in the TKE budget equation, (b) P/ǫ,
(c) turbulence time-scale K/ǫ and (d) the Kolmogorov length-scale η = (ν3/ǫ)0.25 for case B.
in the fully developed rough-wall regime, at x/δ = 0.42, at x/δ = 2.08,
at x/δ = 3.75, at x/δ = 5.42, at x/δ = 7.08, from fully developed
smooth-wall channel flow. Normalization of vertical axes is using the outer variables: Ub and
δ.
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source, disappear rapidly, resulting in a sharp initial reduction of ǫ. Despite this, at the last
streamwise station, it is still about 50% higher than its fully developed counterpart.
The behaviour of P/ǫ in figure 3.20b is primarily determined by ǫ. The continuing
stronger ǫ, along with more complete and quick recovery of P , results in P/ǫ showing a
minimum, not different from that observed in fully developed smooth walls, but displaced
upwards due to the top-wall bias of the mean velocity. Closer to the lower wall, in the region
where P/ǫ is near unity for fully developed smooth walls, and again due to much a stronger
dissipation rate, P/ǫ is suppressed to about 0.5− 0.6. The momentary increase at the first
streamwise station is a consequence of strong streamwise inhomogeneity in P/ǫ just above
the roughness.
Because of higher ǫ, the turbulence time-scale K/ǫ in figure 3.20c is also diminished below
the fully developed smooth-wall value. With downstream distance, the turbulence time-scale
shows a slow increase towards the higher, fully developed levels. This can only be due to
a faster recovery of ǫ towards equilibrium values, in relation to K, which is predominantly
composed of slow recovering large-scales.
The near-wall energy spectra of turbulence fluctuations allow the recovery at small and
at large scales of turbulence to be distinguished. The near-wall behaviour of pre-multiplied,
energy spectra, kzEαα(x, y), as a function of spanwise wavenumber, kz, is shown in figure 3.21.
For fully developed smooth-wall flow, the wall-normal location in this figure corresponds to
y+ ≈ 20. To account for downstream decay of turbulence, at each streamwise station
kzEαα/U
2







Here, Nk is the total number of wavenumbers in the spanwise direction. On entering the
transitional regime, the energy in the small scales shows the expected immediate drop, while





























At x/δ = 0.42
At x/δ = 3.75
At x/δ = 7.08
Fully developed smooth wall
Fully developed rough wall
(a)
(b)
Figure 3.21: Normalized, pre-multiplied spanwise energy spectra at y/δ = 0.023 for case B.
(a) (kzEuu/U
2
b )/χuu at discrete streamwise stations. The fully developed rough-wall profile
is located at x/δ = 0. (b) (kzEuu/U
2
b )/χuu in the continuous domain. Scale: white 10
−2,
black 5(10−4). The vertical lines for x < 0 in (b) indicate the location of the roughness
elements.
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the contour plot in figure 3.21b. The initial increment of energy is attributed to downward
reversion of the upward shifted turbulence structure over the rough-wall. The intermediate
scales exhibit slow downstream evolution, which in turn implies slow readjustment of the
turbulence cascade near the developing smooth wall.
To compare the spectral recovery among different cases, profiles at fixed streamwise
stations (x/δ) are plotted in figure 3.22. For intermediate and large wavenumbers (kzδ > 30),
a reasonable collapse is observed. The recovery at these intermediate and small scales thus
progresses very similarly for all roughness cases considered here. Nonetheless, further studies
with different roughnesses are needed to shed more light on the matter.
Figure 3.23 shows the energy spectra, Euu/U
2
b , as a function of the spanwise wavenumber
at different streamwise locations and two wall-normal heights. The k
−5/3
z scaling is clearly
established, both near the wall, at y/δ = 0.1 in figure 3.23a, and at the channel center-line in
figure 3.23b. There is a sharp reduction in energy at large wavenumbers, but clearly not as
severe as seen in figure 3.21, at y/δ = 0.023. The channel center-line shows negligible spectral
recovery at large wavenumbers, which agrees with the results of ǫ from figure 3.20. The wall-
normal dependence of energy spectra is plotted in figure 3.24 for two streamwise locations.
Little change occurs with downstream distance near the upper smooth wall. However, close
to the lower wall, at about y/δ < 0.4, significant reduction in energy is observed. This
reduction is broadband and a direct result of the removal of roughness. The decrease in
energy is particularly intense at small wavenumbers; these small wavenumbers also show an
increase in the spanwise lengthscale. At large wavenumbers and near the channel center, the
asymmetry in the wall-normal distribution of energy persists. This trend is consistent with
the downstream relaxation of ǫ in figures 3.20a and 3.20b.
The spectra highlight that very close to the wall, at y+ = 20, the rough-wall induced fine-
scale motion quickly disappear once the roughness is removed. At large-scales, however, there
































































































Fully developed smooth wall
(c)
Figure 3.22: Normalized, pre-multiplied spanwise energy spectra, (kzEuu/U
2
b )/χuu, at y/δ =






















































Figure 3.23: Energy spectra, Euu/U
2
b , as a function of spanwise wavenumber for case B (a)
at y/δ = 0.1 and (b) at y/δ = 1.0. at x/δ = −1.67, at x/δ = 0.42, at





Figure 3.24: Wall-normal distribution of spanwise energy spectra, Euu/U
2
b , for case B.
Grayscale contours: at x/δ = −1.67, and dashed lines: at x/δ = 3.75. Scale: white 0.02,
black 10−8.
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Figure 3.25: Instantaneous streamwise velocity fluctuations u′ in the xy−plane for case B.
Scale: white +0.3, black -0.3.
roughness, and which shifts downwards on transitioning to the smooth section. The expected
streamwise decay follows, after this initial increase. Like the results of other turbulence
quantities presented earlier, e.g. u′iu
′
j and ǫ, the recovery over the entire wavenumber range
progresses quickly near the wall relative to a slow recovery in the outer flow.
3.3.7 Instantaneous visualizations
Figure 4.12 is a side-view of the instantaneous streamwise velocity fluctuations, for a
portion of the RTS regime. A fully developed smooth-wall is characterized by intermittent,
low-intensity eddies, that diffuse into the outer flow. This is in contrast to a rib-roughened
wall, which is highly active and shows large-scale structures, of several rib-spacings in length,
above the roughness, along with much stronger, three-dimensional eddies, being created by
the roughness elements (figure 3.1). Instantaneously, the size of these large-scale structures
can vary between 3 and less than one rib-spacings. Such large structures are seen in figure
4.12 for x/δ ≤ 1, y/δ ≤ 1. Figure 3.1 also shows these large structures above the roughness
in the form of three separate white patches with streamwise size of approximately 2 rib-
spacings. The origin of these structures is uncertain; they seem to emerge from an interaction
between the underlying roughness and the flow above it. Preliminary visualizations from




Figure 3.26: Instantaneous streamwise velocity fluctuations u′ in the xz−plane for case B at
y/δ = 0.023. (a) at tUb/δ = t1, and (b) at tUb/δ = t1 + 8.2. Scale: white +0.2, black -0.2.
The vertical lines for x < 0 indicate the location of the roughness elements.
of large-scale structures above the roughness, albeit of comparatively smaller size and weaker
intensity. The turbulence statistics for these cube-roughened walls, however, including the
mean velocity and turbulence stresses, are qualitatively quite similar to the results presented
here.
The impact of the upstream rough wall on qualitative recovery of the near-wall large-scale
turbulence structure is more apparent from the xz-plane visualizations of instantaneous u′
in figure 4.10. The wall-normal height for these xz-planes lies within the buffer-layer and
corresponds to y+ ≈ 20 in fully developed smooth-wall flows. At this wall-normal height, the
rough-wall zone contains high-intensity fluctuations, of small length and time-scales. After
RTS transition, however, there is an immediate reversion towards much larger length-scales
that are evident as early as x/δ ≈ 0.5 in figure 4.10. Much stronger and larger turbulence
structures, continue to hinder the near-wall structural recovery and intermittently perturb
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Figure 3.27: Instantaneous streamwise velocity fluctuations u′ in the xz−plane for case B
at y/δ = 0.108. This wall-normal location corresponds to y+ ≈ 100 in a fully developed
smooth-wall channel flow. Scale: white +0.3, black -0.3.











Figure 3.28: Variation of the streamwise integral length-scale, Luu, in the vicinity of step
change in roughness for case B in the wall-normal direction. at x/δ = −0.55,
at x/δ = −0.21, at x/δ = 0.49, at x/δ = 1.18, at x/δ = 1.88, at
x/δ = 2.57, from fully developed smooth-wall channel flow.
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the familiar high-speed and low-speed streaks, which are characteristic of fully developed
smooth walls (Durbin and Reif, 2011). As mentioned earlier, these large-scale structures are
an injection of turbulence that had shifted upwards over the rough-wall, and now reverts
downwards. Figure 3.27 shows an instantaneous u′ snapshot in the xz-plane just above
the roughness elements, at y/δ = 0.108. This wall-normal location is characterized by
large structures with spanwise size of the order of about one rib-spacing, that show slight
thickening after the RTS transition. This is indicated by the large white patch forming at
x/δ ≈ 3 and z/δ ≈ 1 in figure 3.27. The spanwise enlargement of turbulence structure
is coupled with the expected reduction in turbulence intensity, which is reflected by the
contours becoming less distinct.
Further evidence for presence of these wider turbulence structures in the developing
regime, is provided by the integral of spanwise two-point correlations, Rzαα, in figure 3.3.
Compared to the rough wall, the developing smooth wall at x/δ = 5 in figure 3.3 shows a
significant increase in the spanwise integral length-scale, for all three fluctuating velocities.
As also shown in figure 3.28, immediately after the RTS transition, there is a sharp
increase in the streamwise integral length-scale of u′ fluctuations, Luu, for y/δ ≤ 0.2. The
streamwise integral length-scale, Luu, for our RTS simulations is calculated by identifying
the first minimum in the correlation curve for Rxuu and then calculating the integral up to
this minimum. The near-wall streamwise structures immediately after the step change in
roughness, that are influenced by large-scales above the rough wall, are larger than their
fully developed counterparts. As mentioned previously, these rough-wall large-scales have a
streamwise extent of about 1.5δ (or approximately two rib-spacings).
After the RTS transition, near the wall the reversion to much stronger mean shear (see
figures 3.4b and 3.9) results in quick re-emergence of the characteristic smooth-wall streaky
structure. However, this strong mean shear near the wall does not prevent the large rough-
wall structures from sporadically influencing the elongated streaks. Furthermore, further
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out, the weaker mean shear fails to effectively break up the large structures, which results in
them continuing downstream. This, in addition to figure 3.28, can also be seen from figure
4.12 in the form of black patches continuing in the developing regime at about y/δ ≈ 0.8.
3.4 Summary and conclusions
The development of a fully developed, rib-roughened turbulent channel flow, proceeding
a over a smooth wall, has been studied by direct numerical simulations. These numerical
experiments are the first of this configuration. Both statically averaged data and instan-
taneous visualizations have been discussed. The parameter δ/k is kept larger than most
previous fully developed rough-wall simulations. All four test cases fall in the fully-rough
regime, r+ > 90.
The initial, fully developed regime generates realistic turbulent inflow conditions for the
subsequent transitional regime, and is long enough to effectively break up the large structures.
A long rough wall region is necessary to minimize the contamination of large scale statistics
like u′u′ over the developing smooth wall.
After the RTS transition, the skin friction, Cf , shows a sharp reduction before recovering
quickly and virtually levelling off by x ≈ 2δ. Even so, reversion to fully developed magnitudes
fails to occur. The mean velocity and Reynolds stress profiles show a slow recovery; by the
last streamwise station, at x/δ = 7.08, considerable mismatch with the symmetric, smooth-
wall channel flow profiles remains. Extrapolations are provided that recovery might occur
after x ≈ 40 to 55δ. Since the effect of step change in roughness is spread across the whole
wall-normal extent of the channel, the traditional concept of an internal boundary layer
height does not apply. An equilibrium log layer, also, does not develop within the domain.
From mean-velocity and skin-friction viewpoints, the transitional regime could be divided
roughly into two zones: an initial strong non-equilibrium zone within 0 < x/δ < 0.5, followed
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by a weak non-equilibrium zone from x/δ > 0.5. In the near-wall region of the strong
non-equilibrium zone (see figure 3.11b), U
+
increases with downstream distance, while the
opposite trend is observed farther from the wall. This is a consequence of strong variation
in Cf immediately after the RTS transition.
By the end of the computational domain, turbulence stresses still show a strong mismatch
with smooth-wall channel flow results, except in a thin layer very close to the wall. Above
the thin wall layer, much higher turbulence persists throughout. It is carried downstream
from the upstream, rough wall. From normalized recovery magnitudes (βij) and quadrant
analysis, it is evident that the shear-stress producing motions recover more quickly than large
structures associated with u′u′ above the thin, wall layer. Gradients of momentum fluxes,
that are influenced by the roughness size, contribute significantly to the overall momentum
balance, and this balance is not just between pressure gradient and shear-stress — as in fully
developed regimes.
The rough wall creates a high dissipation rate, ǫ. In the transitional regime, upon removal
of the roughness elements, ǫ decays rapidly. But by the end of the computational domain, ǫ
is still about 50% higher than the equilibrium smooth wall level. The higher ǫ results in a
smaller turbulence time-scale, K/ǫ, persisting over the smooth wall.
Instantaneous visualizations of u′ contours display the presence of large structures, of
several ribs-spacings in size, above the rough wall. These large structures continue down-
stream into the transitional regime, except for reverting downwards. They influence the
near-wall structural recovery. Evidence for these large structures is also provided by the
spanwise energy spectra in figure 3.21 and by the streamwise integral length-scale in fig-
ure 3.28. Elongated streaks, appear promptly after the RTS transition, but they are being
intermittently perturbed by the ambient large structures.
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CHAPTER 4. THE EFFECT OF CUBE-ROUGHENED
WALLS ON THE RESPONSE OF ROUGH-TO-SMOOTH (RTS)
TURBULENT CHANNEL FLOWS
Adapted from “Ismail, U., Zaki, T. A., and Durbin, P. A. (2018a). The effect of cube-
roughened walls on the response of rough-to-smooth (rts) turbulent channel flows. Interna-
tional Journal of Heat and Fluid Flow, 72:174 – 185”. This invited article is part of a special
issue of the International Journal of Heat and Fluid Flow. The special issue covers the Tenth
International Symposium on Turbulence Shear Flow Phenomena (TSFP).
Abstract
Direct numerical simulations of cube-roughened rough-to-smooth channel flows are per-
formed with the objective of studying the response of turbulence statistics in the developing
flow over smooth walls. Non-equilibrium effects persist and the global recovery is slow and
incomplete by the streamwise exit of the computational domains, which is at about 10 chan-
nel half heights. The estimated recovery distance in the outer regions of the flow is on the
order of 50 channel half heights, but different statistics have disparate relaxation rates. The
turbulence structure swiftly relaxes to a ‘near’ equilibrium very close to the wall. Within
this wall layer, due to a strong mean shear, turbulence statistics and instantaneous motions
resemble their fully-smooth equivalents. However, the reversion is not complete because it
is interrupted by large structures that persist from the upstream roughness. As the flow
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encounters the step change in roughness, it expands producing strong mean-advection ef-
fects, which prevent the canonical log-law region from being established. The expansion of
the mean flow also results in an adverse pressure gradient across the channel. It recovers
gradually, only becoming favourable near the exit of the computational domains.
4.1 Introduction
Extensive experimental and computational studies of fully developed, smooth- and rough-
wall turbulent flows have led to a detailed picture of the dynamics of turbulence in these
configurations. However, the non-equilibrium, intermediate regimes where the flow under-
goes rough-to-smooth or smooth-to-rough transition are less clear. In addition to providing
estimates for the distances required to achieve one fully developed state when starting from
the other, experiments with these configurations can also highlight near-wall effects that are
otherwise concealed in statistically stationary flows.
The chief difference between fully developed rough- and smooth-wall flows is in their tur-
bulence structures. For the smooth case, the region very close to the wall is occupied by the
viscous and buffer layers, that form part of a larger self-sustaining ‘cycle’. Within the buffer
layer, the predominant momentum balance is between the viscous and the Reynolds-stress
gradients, while the pressure term is negligible. Above fully-rough walls, a roughness sub-
layer exists in which spatial inhomogeneity persists despite time averaging (Raupach et al.,
1991). The term fully-rough refers to configurations where ks is larger than about 90 viscous
units (Durbin and Reif, 2011), where ks is the effective sand-grain lengthscale – a roughness
parameter obtained when the results from a particular rough-wall experiment are equated
with the lab experiments by Nikuradse (1933). The frictional drag of fully-rough walls is
independent of the kinematic viscosity, ν, and only a function of the roughness type and
size. Part of this roughness sublayer, unlike fully-smooth walls, shows a momentum balance
85
among all four terms, including the advection term (Ikeda and Durbin, 2002). Additionally,
rough walls serve the purpose of shifting the turbulence structure away from it. In the con-
text of channels flows with asymmetric roughness, this leads to mean-velocity profiles with
their peaks located closer to the smooth wall.
This study is an extension of the preiliminary results presented at the Tenth International
Turbulence Shear Flow Phenomena conference (Ismail et al., 2017). It examines rough-to-
smooth (RTS) transition in cube-roughened channel flows. This configuration is a subset
of the larger class of non-equilibrium flows between two statistically stationary states. Pre-
vious studies include the lab experiments by Antonia and Luxton (1972) and Hanson and
Ganapathisubramani (2016), which are perhaps the most comprehensive. These experiments
show that the turbulence statistics near the wall recover quickly in comparison to the outer
flow, but the overall recovery progresses slowly. Furthermore, the uncertainties involved in
measuring the skin friction and other flow statistics both at the rough wall and immediately
after the change in roughness complicate the ability to draw conclusions. These difficul-
ties motivate performing resolved computer simulations that can accurately measure the
skin friction, and enable identification of dynamical effects near the wall that are difficult
to probe experimentally. It is worth emphasizing that after a sudden change in roughness,
channel flows respond differently from experimental predictions for boundary layers, partic-
ularly away from the wall. This is evidenced by our earlier work on rib-roughened, RTS
channel flow (Ismail et al., 2018b), and is also clear from the results discussed herein.
4.2 Numerical approach
The incompressible Navier-Stokes equations are solved using the iterative, semi-implicit,
fractional time-step method by Pierce and Moin (2004), which is second-order accurate
in both space and time. The time discretization is similar to the Crank-Nicolson time-
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Table 4.1: Summary of few of the computational parameters from different simulations. RU:
repeating unit.
Case Number of grid points (Lx × Ly × Lz)/δ Lrs/δ Lfdr/δ w/k Ac/At RUs in x RUs in z Lip/δ
A1 1200× 376× 288 8.33 × 2.00 × 2.00 7.00 6.00 - 1/9 28 8 0.25
B1 1300× 376× 240 10.83 × 2.00 × 2.00 7.33 6.00 - 1/16 22 6 0.33
C1 1200× 379× 288 8.33 × 2.00 × 2.08 7.50 5.83 9 - 9 - -1.67
A2 1200× 376× 288 8.33 × 2.00 × 2.00 - - - - - - -
B2 1300× 376× 240 10.83 × 2.00 × 2.00 - - - - - - -
C2 1200× 379× 288 8.33 × 2.00 × 2.08 1.67 - 9 - 2 - -
advancement scheme. Both the viscous and advection terms in the wall-normal direction are
treated implicitly. The three-dimensional, finite-differenced, pressure Poisson equation for
simulations with cube-roughened walls is solved using an iterative, preconditioned multigrid
linear solver from the Hypre library (Falgout and Yang, 2002). For cases with rib-roughened
and smooth walls, to improve computational efficiency, Fourier decomposition is used in the
spanwise direction, and the resulting two-dimensional Helmholtz equation is solved using a
linear solver from the Hypre library. Roughness is modelled using an ‘iblanking’ approach,
where the non-fluid grid points are effectively decoupled from the fluid points before solving a
system of linear equations. Validation was performed against the direct numerical simulation
(DNS) studies by Moser et al. (1999), Leonardi et al. (2003) and Orlandi et al. (2006) in order
to establish the accuracy of our DNS. Some of these smooth-wall and rough-wall simulations
are discussed by Ismail et al. (2018b).
4.3 Computational setup
The simulations are divided into two parts: an initial, auxiliary computation is used
to simulate the flow over the rough wall and to generate inflow conditions for the main,
downstream simulation. The later is meant to calculate the developing flow within a channel.
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Table 4.2: Spatial resolutions for the different cases. The normalization is with the friction





s |min ∆y+s |max
A 7.08 7.08 0.400 7.00
B 9.00 9.00 0.399 6.99
C 7.73 8.05 0.436 7.65
The connection between the two parts is shown schematically in figure 4.1. The upper walls
in both the auxiliary and main components are kept smooth.
The streamwise extent of the rough-wall section is denoted by Lrs. The inflow condition
to that section is provided by recycling; a cross-flow plane of the instantaneous velocity
field, ui, located at Lfdr downstream of the inflow is extracted and then applied at the
inflow. Here, i = 1, 2, 3 indicate the streamwise (x), wall-normal (y) and spanwise (z)
directions, respectively. In this study, overline and prime, e.g.α and α′, indicate the mean
and fluctuating components of an instantaneous field α.
Results from two types of rough surfaces, cube- and rib-roughened walls, are discussed.
For the former, a staggered arrangement of the roughness elements is employed and each
surface is parametrized using Ac/At, where At is the total area of the wall covered by one
repeating unit and Ac is the area occupied by a cube within a repeating unit. An example
with four repeating units highlighted is shown schematically in figure 4.2a.
The start of the transitional regime, at x/δ = 0, is identified as the point where the
last roughness repeating unit ends. Since we document results for three different developing
smooth walls, six simulations in total were performed. Three of these are for the initial
rough walls, and the other three compute the downstream flow developing over smooth
walls. The bulk Reynolds number is maintained at Reb = Ubδ/ν = 18000. Here, Ub and δ
are the bulk velocity and the channel half height. This Reb is equivalent to a fully developed,
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Figure 4.1: Schematic of side view (xy−plane) of the computational domain. This schematic
is not drawn to scale.
smooth-wall channel flow with an approximate friction Reynolds number, Reτ = 920. The
roughness height for both the cube- and rib-roughened cases is fixed at δ/k = 12. Details
of the flow configurations, e.g. the domain sizes (Lx, Ly, Lz), are listed in table 4.1. In
the table and throughout this work, the numeral in the labels for different cases is used
to denote whether the simulation is of the fully developed rough wall or of the developing
smooth wall. For example, the fully developed rough wall portion of case A is labelled A1
and the developing smooth wall component as A2. To generate inflow conditions for the cases
labelled X2, instantaneous cross-flow planes from the fully developed, rough wall simulations
are extracted and stored. These planes are located at a distance Lip downstream of x = 0.
The only rib-roughened simulation (case C) in the present study is the same as case B
by Ismail et al. (2018b). Except, over there, both the initial rough wall and the downstream




Figure 4.2: Schematics of top views (xz−plane) of the rough wall setups (a) for case B with
Ac/At = 1/16 and (b) for case C with w/k = 9. These schematics are not to scale.
between successive roughness elements is w = 9k (see the schematic in figure 4.2b). This
spacing is wide enough to ensure k−type roughness behaviour (Leonardi et al., 2003; Ikeda
and Durbin, 2007). Unlike the cube-roughened cases, the inflow generation plane for case C is
located in the rough-wall section, at x/δ = −1.67, which coincides with the recycling station.
Figure 4.4, presented in a later section, compares the skin friction over the developing, smooth
wall from case C2 and case B by Ismail et al. (2018b), and a favourable agreement is observed.
Furthermore, above the rough wall, the skin friction between the two only differs by about
1%. This ensures that the turbulence statistics are nicely reproduced when inflow boundary
conditions generated from a separate simulation are used to compute the developing flow
over the smooth wall.
Uniform grid spacing is used in the streamwise and spanwise directions, with grid stretch-
ing in the wall-normal direction. About 75 grid points are packed below y/δ = 0.1 for all
cases. The grid resolution is reported in table 4.2, and is comparable to that used by Leonardi


































Figure 4.3: (a) Inner-scaled mean streamwise velocity, U
+
R, in the fully developed rough-wall
regime. (b) Mean-momentum budget in the fully developed rough-wall regime for case A.
All the terms are on the right hand side of the mean momentum equation and have been
normalized by U2b /δ.
conditions are applied at all solid surfaces, and a convective boundary condition of the form
∂ui/∂t + c∂ui/∂x = 0 is applied at the outflow, where c is the local bulk velocity.
4.4 Flow over the rough wall
In this section, we characterize the initial rough-wall regime. Some relevant parame-
ters are listed in table 4.3. The friction Reynolds number on the rough wall is defined as
ReτR = uτRδ/ν, where uτR is the friction velocity and is calculated using both the viscous
and pressure drags, Dv and Dp, on the lower wall. The viscous term Dv involves viscous
contributions from horizontal no-slip surfaces at y = 0 and y = k, and from vertical, x − y,
no-slip planes of the roughness elements. Inner-scaled mean-velocity profiles, U
+
R, for the
three different cases are shown in figure 4.3a. Also plotted are rough wall logarithmic fits of
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Table 4.3: Parameters categorizing the different rough wall setups. ReτRU is the frictional-
Reynolds-number at the upper wall.
Case ReτR ReτRU A ks/k k
+
s Dv/Dp (in %)
A1 1602 1019 -5.7 2.53 338 7.8
B1 1519 1013 -4.8 1.84 233 18.4




= (1/0.41) log(y+m) + A,
where ym = y − d and A is the wall intercept. Using d in the definition of ym is akin to
shifting the lower wall upwards. The utility of fitting the logarithmic law to the mean velocity
is simply to equate the present results with those by Nikuradse (1933), and then estimate
an equivalent sand-grain roughness size, ks. The expected increase in k
+
s with increasing
ReτR is evident from table 4.3. The value of d, which is typically between 0 < d < k,
is determined by optimizing a logarithmic fit to the averaged mean-velocity profiles; it is
d = 0.6k and d = 0.5k for case A and B, respectively. This compares favourably with the
range reported by Leonardi and Castro (2010), which is about d/k = 0.4 − 0.6 at similar
Ac/At. Squire et al. (2016) adopted a value of d = 0.5k in their boundary-layer experiments,
but they did not resolve the roughness canopy. It is worth emphasizing that using a non-zero
d, while keeping κ fixed within its commonly accepted range of 0.40 − 0.42, is essential in
order to produce an acceptable log-law fit. Using d = 0 would result in a κ that varies
with the present roughness morphology, Ac/At. In fact, some literature on atmoshpheric
boundary layers indeed argues in the favor of a non-universal κ (Frenzen and Vogel, 1995).
Alternatively, calculating d independently, e.g. using the approach by Jackson (1981), still
produces a von-Karman constant that depends on the roughness. This methodology was
one of the two approaches used by Leonardi and Castro (2010) to optimize their logarithmic
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fits. We have used d = 0 for the rib-roughened surface, case C. As done by Ismail et al.
(2018b) and Ikeda and Durbin (2007), an acceptable log-law profile was successfully identified
without displacing the rib-roughened wall. The observation that the fitted logarithmic profile
extends down into the region with spatial mean flow inhomogeneity suggests the existence
of an overlap between the roughness sublayer (RS) and the log-law region. Here, the notion
of a RS is used to identify the region above the rough wall where horizontal inhomogeneity
in the mean velocity persists. For cube-roughened walls, case A and B, the RS extends up
till 2k− 2.5k. This is smaller than the extent of the RS for rib-roughened walls, case C here
and other simulations by Ismail et al. (2018b), which is about 4.5k. Leonardi and Castro
(2010) identified this height at y = 1.5k from the approximate convergence of turbulence
stress profiles in their cube-roughened, half-channel simulations. Like the values for d, a
good agreement with the results by Leonardi and Castro (2010) is also obtained for Dv/Dp.
These ratios for different cases are reported in table 4.3.
Figure 4.3b shows the wall-normal variation of the mean momentum balance in the
fully developed rough regime for case A1. Within the roughness canopy, all four terms are
active. The Reynolds stress term, ∂(−u′iu′j)/∂xj , shows a positive contribution to the mean-
momentum balance from the rough wall up till approximately y ≃ 1.2k. Since this Reynolds-
stress term is essentially ∂(−u′v′)/∂y, this translates to vertical fluxes of u′v′ towards the
wall. Slightly above this height, at y/δ = 1.6, the viscous term becomes negligible and the
situation reverts to the balance characteristic of fully developed smooth-wall flow, between
the pressure and Reynolds stress gradient, only.
4.5 Developing flow over the smooth wall
The flow in the developing, smooth-wall regime (simulations A2, B2 and C2 from table
4.1) is discussed in this section. The skin friction is reported first, followed by mean-flow and
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turbulence statistics. Finally, instantaneous fields are shown to provide an empirical view of
the changes in the turbulence.
4.5.1 Skin friction
The streamwise variation of skin friction for different cases is plotted in figures 4.4a, 4.4b
and 4.4c. These profiles are calculated simply as Cf = (1/Uc)
2(ν∂U/∂y) at the horizontal,
no-slip surfaces. Here, Uc = 1.5Ub is the laminar centerline velocity. Additionally, the
constant, total skin friction levels in the fully developed rough-wall regime (labelled FDR)
are also shown, and include both the viscous and form drags, as noted in the previous section.
Figure 4.4a includes an additional developing smooth-wall case labelled A22. Unlike A2,
the inflow plane for this case is extracted from between two roughness repeating units, at
x/δ = −1. The results demonstrate that the location of the inflow plane does not alter the
development of Cf , as the profiles for both cases A2 and A22 are identical for x/δ > 0.25.
To simplify identifying different profiles in figure 4, the Cf variation in figure 4b at the
lower wall, upper wall and in the fully developed regime are labelled individually using curly
braces.
On entering the transitional regime, at x/δ = 0, the skin friction first decreases sharply
to levels below those shown by fully developed smooth walls. For cube-roughened walls, the
minimas in the transitional regime stay positive. Separation bubbles behind these cubes only
occupy a small fraction of the entire spanwise width of the computational domains. This is
not true for the rib-roughened case where, due to a separation bubble downstream of the
last roughness element, the Cf is forced below zero.
After that adjustment, the skin friction shows a sharp initial increase and then virtually
levels off by x/δ ≈ 2 − 3. Despite this plateau, the skin friction has not recovered to fully
developed, smooth-wall levels. Recovery is incomplete by the end of the computational









































































Figure 4.4: Cf variation with the streamwise distance for cases labelled (a) A, (b) B and (c)
C. For x/δ > 0, the profiles above Cf = 0 are over the developing smooth wall at y = 0 and
the profiles below Cf = 0 are at the developing upper wall at y = 2δ. The profile labelled
X in (c) is case B from Ismail et al. (2018b). FDR: Fully developed rough wall, FDS: Fully
developed smooth wall. (d) Streamwise variation of (1/ρ)∂P/∂x over the lower, developing
smooth wall.
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4.4b). For case B which has a lower k+s , a sharper increase is observed after the initial
decrease in the transitional regime. This is consistent with the observation made from case
A and case B by Ismail et al. (2018b) and from the results by Antonia and Luxton (1972);
however, it should be emphasized that simulations by Ismail et al. (2018b) had different bulk
Reynolds numbers and the same δ/k ratios.
Further details of this incomplete recovery of Cf are provided by evaluating (1/ρ)∂P/∂x
at the lower wall, where P is the mean pressure (figure 4.4d). As a consequence of the mean
momentum equation, (1/ρ)∂P/∂x = ν∂2U/∂y2 at the wall. The adverse pressure gradient at
the rough wall continues to persist downstream, only becoming favourable by the streamwise
end of the computational domain. As will be seen later, the behaviour of the skin friction is
paralleled by a slow and incomplete recovery of the mean velocity field.
The recovery at the upper wall is no different. However, there the skin friction does not
plateau; instead it decays steadily. Exponential fit of the form Cf ∼ (x/δ)−0.008 reveals that,
for case A, a streamwise fetch length of about 26δ might be needed for the skin friction at
the upper wall to attain fully developed levels.
The skin friction can be interpreted as the force input by the wall into the flow, which is
required to accelerate the mean profile, overcome the dissipation in the mean and to produce
the turbulence kinetic energy (Renard and Deck, 2016). The slow recovery of the skin friction
is thus tied to a gradual change in the mean-flow profile and the turbulence stresses as they
relax towards the smooth-wall values.
4.5.2 Mean velocity
The downstream variation of the mean streamwise velocity, U/Ub, is reported in figures
4.5a, 4.5b and 4.5c. The fully developed profiles in figure 4.5a are labelled explicitly to
improve readability of the mean-velocity profiles at different streamwise stations. Above the
rough wall, both horizontal and time averaging are employed, while in the non-equilibrium
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Figure 4.5: U/Ub variation with the streamwise distance for cases labelled (a) A, (b) B and
(c) C. FDR: Fully developed rough wall, FDS: Fully developed smooth wall. (d) Streamwise
variation of the peaks of U for different cases.
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region the profiles are only averaged in time and the spanwise direction. In the fully developed
rough-wall regime, the influence of k+s is evident below y = k. Among the three cases studied,
the rib-roughened wall shows the smallest slope of U near the lower wall. This is due to
its large blockage effect and hence a large form drag. At the upper smooth wall, the profile
appears fuller for case C, that is the one with a higher ReτRU . This is consistent with the
appearance of fully developed smooth-wall profiles at different Reτ by Moser et al. (1999).
In the developing regime, the mean velocity accelerates near the lower wall with stream-
wise distance, and decelerates in the outer flow. The acceleration and deceleration are a mere
consequence of continuity. Again, the effect of different rough surfaces on the streamwise
relaxation in the different cases is evident. The relaxation of mean velocity in the outer flow
between different cases can be compared by tracking the peak of U with x/δ (figure 4.5d).
Clearly, the peaks for the cube-roughened cases decay at a slower rate. It should, however, be
emphasized that peak for the rib-roughened surface lies further away from the lower wall. It
has to, therefore, decrease more in magnitude when approaching the smooth-wall level. This
relatively quick decay for the rib-roughened walls is attributed to their stronger advective and
turbulence-stress fluxes over the entire wall-normal range. Supporting evidence is provided
by the mean-momentum budgets at two streamwise stations (figure 4.6). With downstream
distance, the momentum fluxes diminish but the influence of the roughness continues. When
the mean flow expands after the step-change in roughness, it creates an adverse pressure
gradient across the whole channel; however, unlike fully developed smooth-wall flows, this
pressure gradient is a small component among all the momentum-balance terms.
It could be instructive to use the wall-normal variation of different terms in the mean-
momentum balance to classify the developing flow over smooth walls. Very close to the wall,
at x/δ = 4 in figure 4.6c, there is a qualitative resemblance among the terms of different RTS
cases and the fully developed smooth-wall channel. The resemblance is in profile shapes and
virtually identical locations of the respective peaks. Nonetheless, the influence of upstream
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Figure 4.6: Mean-momentum budget terms for the three cases in the transitional regime at
(a) x/δ = 1, and at (b) at x/δ = 4. (c) Near-wall budget terms of the mean momentum in
the transitional regime at x/δ = 4. Thinnest lines: case A, thickest lines: case C. Gray lines
in (c): fully developed smooth-wall channel. All the terms are on the right hand side of the
mean-momentum equation and have been normalized by U2b /δ.
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roughness lengthscales is not absent entirely, as the peak magnitudes differs across the three
RTS cases. The influence of the upstream rough wall also appears in turbulence statistics
and instantaneous, coherent structures presented in later sections. The predominant balance
below y+ ≈ 30−40 is between viscous-diffusion and Reynolds-stress terms. Only as the edge
of this layer (layer I) is approached, terms that are otherwise zero on a fully developed smooth
wall are activated and a new layer develops. Within this new layer (layer II), as noted earlier,
the balance is primarily between advective and Reynolds-stress fluxes. This is different from
fully developed smooth walls where the balance within the equivalent layer is instead between
Reynolds-stress and pressure fluxes, while mean advection is zero. Furthermore, it might be
more appropriate to interpret this new layer as two separate regions, IIa and IIb. IIa exists
immediately above layer I, and the vertical fluxes due to turbulence stresses point away from
wall. The opposite effect occurs in IIb, where turbulence-stress fluxes transport momentum
towards the wall. This behaviour of layer IIb is similar to fully developed smooth walls.
Within layer II, streamwise turbulence-stress fluxes are already an order of magnitude smaller
than their vertical counterparts by x/δ = 1 (not shown in figure 4.6). With downstream
distance, the exact point of intersection between IIa and IIb moves away from the wall (see
figures 4.6a and 4.6b). This is a consequence of the perturbation travelling outwards.
The inner-scaled mean-velocity field for case A is shown in figure 4.7. The abscissa in
figure 7a does not include the wall displacement height, d, while that in figure 7b is normalized
using δνu = Reτu/δ, where Reτu is the friction Reynolds number at the upper wall. According
the relations given by Marusic et al. (2013), the logarithmic region (used synonymously with
the inertial sublayer) over fully-smooth walls at this Reτ should exist between 90 < y
+ < 140.
Within this wall-normal height, downstream development persists in figure 4.7a. The deficit
created by the roughness decreases with downstream distance, but it prevents a log-law
from being established before the end of the computational domain. In terms of mean-





















at x/δ = 1
at x/δ = 4






















at x/δ = 1
at x/δ = 4
at x/δ = 7
FDS
FDR




variation with the streamwise distance for case A. The wall-normal coordi-
nates are in wall units. (a) Scaling from the lower wall, at y = 0 and (b) scaling from the up-
per wall, at y = 2δ. The straight line in both figures is given by: U
+
= (1/0.41) log(y+)+5.1.
advection effects, which is evident from figure 4.6. Hyperbolic-decline extrapolations of the
percentage difference (not shown) between the mean velocity in the developing flow and that
at the canonical, smooth-wall level estimates the recovery of the log-law at x/δ = 15−20 for
the three cases. Here, the log-law is assumed recovered when the aforementioned percentage
difference within the specified range of y+ falls below 2%. Despite its higher k+s , the log-law
for the rib-roughened case is the slowest to recover due to a large velocity deficit created
after the RTS transition.
At the upper wall, a log-law region identical to the one observed above smooth walls is
clearly established in the fully developed regime. This, along with the results of turbulence
stresses presented later, point to a virtual insensitivity of this wall to the roughness effects.
However, slightly higher uτ (table 4.3) and turbulence stress levels (figures 4.8a and 4.8b)
suggest that the upper wall is not entirely independent of the underlying roughness.
After the step change in roughness, U
+
at the upper wall shows negligible streamwise devel-
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opment. This statistical picture of the wall layer implies a near-equilibrium velocity field in
the transitional regime. The term ‘near’ is chosen because the results discussed in the next
section will show that the turbulence field at this wall has not fully attained the canonical
state.
4.5.3 Turbulence statistics
The Reynolds stress profiles are plotted in figure 4.8. The peak of u′u′ above the rough
wall, at y = 1.09k, reduces in magnitude while moving away from the lower wall with
downstream distance x. A similar trend is shown by v′v′, w′w′ and u′v′ as well. This
outward displacement of the peaks can be attributed to the strong, vertical fluxes of mean
and turbulence flow fields (figure 4.6). Once their source, the rough wall, is removed, these
peaks simply decay while being advected downstream by the mean flow. Tracking this decay
with x offers an estimation of the distance needed to approach near fully developed levels.
Profiles of the streamwise variation of these outer peaks of u′u′ are shown in figure 4.8d.
Extrapolations of the form,
u′u′/U2b |outer peaks ∼ eθ(x/δ),
where θ depends on the roughness size and type, to large x/δ approximate the required
distances to first cross the fully-smooth levels at more than 40δ for the cube-roughened
cases, and 21δ for the rib-roughened wall. The peak of v′v′
+
above fully developed smooth-
walls occurs at y+ ≈ 100. This location is the wall-normal height where the log-law region
exists in the mean velocity profile (figure 4.7). In the transitional regime, however, the
downstream continuations of this turbulence and the mean-flow deficit restricts both the
log-law region and the near-wall peak of v′v′ from becoming established.
In the developing regime, the gross near-wall turbulence structures recover swiftly. Above
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Figure 4.8: Reynolds stress terms in the transitional regime for case A, (a) u′u′/U2b and
u′v′/U2b , (b) v




. (d) Streamwise (x/δ) variation
of the outer peaks of u′u′.
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streamwise coherent motions, that result from strong vertical momentum transport and
contribute the bulk of the turbulence kinetic energy (Kim et al., 1971; Durbin and Reif, 2011;
Pope, 2001). The peak of streamwise Reynolds stress above such walls is located at y+ ≈ 14.
By the second streamwise station, at x/δ = 4, this peak has clearly been established, resulting
in a double-peaked profile (see figure 4.8c). With downstream distance, it shows negligible
wall-normal displacement; its magnitude, however, remains about 8% higher than fully-
smooth levels. A similar behaviour is shown by rib-roughened RTS channel flows, case C;
also refer to figure 12d by Ismail et al. (2018b). These small differences in magnitudes of
u′u′ exist because although the turbulence structures above fully smooth walls are chiefly
re-established, they are still intermittently influenced by large-scale rough-wall structures
that have been advected downstream. Further empirical evidence can be established from
visualizations of instantaneous motions.
The upper wall remains virtually inactive, displaying little streamwise change. As evi-
denced by figure 4.7b, and also clear from figure 4.8, the near-wall turbulence at the upper
smooth-wall of the fully-rough regime is nearly identical to that observed above fully-smooth
walls. Differences in the magnitudes of turbulence statistics are arguably due to the spo-
radic interruptions caused by large-scale structures from the lower, rough wall. This nearly
smooth-wall profile persists into the transitional regime, where the aforementioned intrusions
into the wall layer by large structures of the fluctuating field persist as well.
Compared to the mean-momentum balance presented earlier, the turbulence kinetic en-
ergy (TKE) budgets above fully developed smooth walls are slightly more involved and three
distinct regions could be defined. The first region occurs very close to the wall, y+ < 40,
and is the most active. Within this region, production (P ) exceeds dissipation (ǫ) in the
buffer layer and this excess energy produced is transported towards the wall. The second
region, in which P ≈ ǫ, is nestled between the first and third regions, and roughly overlaps
































Figure 4.9: Budget terms of the turbulence kinetic energy in the transitional regime at
x/δ = 4 (a) in the near-wall region and (b) across the lower half of the channel. The
pressure-transport term is small near the wall, and therefore not shown. Black lines: case
B2; gray lines: fully developed smooth-wall channel. All the terms are on the right hand
side of the TKE equation and have been normalized by U3b /δ.
turbulence transport, while P is negligible. Like the mean-momentum balance in figure 4.6c,
the first region is restored quickly above the developing smooth wall by x/δ ≈ 2. Despite this
near-complete recovery, ǫ is significantly higher at the wall (figure 4.9a). Additionally, small
influences (not shown) of different upstream roughness lengthscales are also present. The
other two distinct regions identified above fully developed smooth walls are not reproduced in
the transitional regime by the streamwise end of the computational domain. This is evident
from figure 4.9b. Also, a balance between P and ǫ is not established, and transport of TKE
due to turbulence and advection redistributes energy across the channel. Higher magnitudes
of P and ǫ generated by the rough wall merely decay with downstream distance, x, while
these transport effects are created as the flow expands after the step change in roughness.
The aforementioned enhancement of P above fully developed smooth-wall levels is primarily
a consequence of stronger turbulence shear stress rather than mean-velocity gradients.
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Figure 4.10: Instantaneous streamwise velocity fluctuations u′ in the xz−plane at y/δ =
0.023 for (a) case B1 and (b) case B2. Scale: white +0.2, black -0.2.
Figure 4.11: Instantaneous streamwise velocity fluctuations u′ in the xz−plane from a sep-
arate cube-roughened, RTS half channel flow simulation at y/δ = 0.023 with Ac/At = 1/9.
Scale: white +0.2, black -0.2.
4.5.4 Instantaneous motions
Visualizations of instantaneous, turbulent flow fields can offer support to the arguments
made earlier regarding the response of flow statistics in the transitional region. Figure 4.10
shows contours of the instantaneous, streamwise, fluctuating velocity, u′, in a horizontal
plane near the wall from case B. For equivalent fully-smooth flows, this wall-normal location
is in the buffer layer at y+ ≈ 15. An instantaneous plan view at the same wall-normal height
from a separate but complete RTS half-channel simulation with Ac/At = 1/9 is reported in
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Figure 4.12: Instantaneous streamwise velocity fluctuations u′ in the xy−plane for case B1
at z/δ = 1.25. Scale: white +0.25, black -0.25.
figure 4.11. This half-channel flow has a wall-normal extent equal to δ, with no-flux boundary
conditions applied at the top interface; that makes it like a symmetrically roughened channel.
As early as x/δ ≈ 1, elongated streamwise motions are distinguishable in figures 4.10
and 4.11. These streamwise, alternating coherent structures near the wall are characteristic
of fully-smooth turbulent flows (Durbin and Reif, 2011; Pope, 2001). The difference with
fully-smooth walls occurs in the from of occasional interruptions by large structures, a few
of which are marked by rectangular boxes in figures 4.10 and 4.11. Contours of xy−planes
from case B1 (figure 4.12) suggest the existence of these large structures, of the order δ in
size, above the rough wall. One such large structure over the rough wall is highlighted in
figure 4.12. They are comparatively smaller than those above rib-roughened walls, which
indicates that their size depends on the roughness size. Additionally, the aforementioned
interjections into the wall layers at both walls by these large structures from outer regions
of the channel are also evident. Two such interjections are identified in figure 4.12; one at
x/δ ≈ 2.5 and y/δ ≈ 0.3, and another at x/δ ≈ −2 and y/δ ≈ 1.7. Figures 4.10 and 4.11
are also suggestive of an increase in integral lengthscale of u′ from a fully developed rough
wall to a developing smooth wall, in both the streamwise and spanwise directions.
Extensive research on smooth-wall turbulent flows has put forward the notion of an
autonomous, near-wall ‘cycle’ (Jiménez and Moin, 1991; Jimenez and Pinelli, 1999). This
‘cycle’ is chiefly, if not entirely, determined by strong mean shear at the wall. Its wall-normal
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Figure 4.13: Two-point correlations, Rzuu, in the spanwise direction at (a) y
+ = 7 and (b)
y+ = 20 for case A. Solid line: at x/δ = 4, dashed line: at x/δ = 7 and gray line: fully
developed smooth-wall channel.
extent is often defined as the point up to which viscous effects in the mean-momentum budget
remain significant. Alternatively, its height can also be thought of as a location above which
there is an approximate local equilibrium between production and dissipation of turbulence
kinetic energy. Our RTS channel flow results suggest that this near-wall ‘cycle’ is restored
almost immediately after the step-change in roughness. This is evidenced by the prompt
emergence of near-wall streaks. However, as shown by figures 4.10, 4.11 and 4.12, the cycle is
not impervious to the influence of the outer flow and also to the presence of large structures
that originate from above the rough wall and persist downstream. This can also be inferred
from near-wall, two-point correlations of streamwise velocity in the spanwise direction, Rzuu.
Here, Rzuu is calculated as,
Rzuu(x) =
u′(x, z)u′(x, z +∆z)
u′u′(x)
.
These two-point correlations are plotted in figure 4.13 for case A2 at two heights in the near-
wall region. The time averaging for calculating Rzuu is performed for approximately tUb/δ =
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25 time uints. Using the location of the first minima from these two-point correlations as
the spacing between consecutive high- and low-speed streaks, we can estimate the spacing
between two low-speed streaks in a fully developed channel at approximately 100 and 200
wall units in the viscous sublayer and the buffer layer, respectively. This compares favourably
with the values reported by Bakewell and Lumley (1967). As noted above while discussing
figures 4.10, 4.11 and 4.12, there is a definite enhancement of the spanwise structure size
within the transitional regime. This is also indicated by a higher value of the integral
∫ Lz
0
Rzuudz in figure 4.13. Even though the two-point correlations within the transitional
regime do not reflect the presence of near-wall streaks, clear evidence of them is available
from the surface plots in figures 4.10, 4.11 and 4.14a. Visual inspection of individual streaks
from these figures reveals that the spacing among low-speed, elongated motions is of the
same order as reported earlier for a fully developed smooth-wall channel.
It is often speculated that the streaks are a consequence of streamwise vortices that
displace momentum towards and away from the wall (Blackwelder and Eckelmann, 1979).
Figure 4.14 examines this effect in the viscous sublayer after the step change in roughness.
The elongated streamwise structures are shouldered by strong, streamwise vorticity (one
such instance is highlighted by a rectangular box in figure 4.14b); a similar observation
is also made above fully developed smooth-wall channels. A high-speed sweeping event
can be seen occuring towards the left of the recatgular box in figure 4.14b. Naturally, the
conceptual models including the one by Blackwelder and Eckelmann (1979), among others,
are not exactly replicated in wall-bounded turbulent flows. Instead, the coherent structures
are continuously being contaminated by background, random, non-coherent fluctuations,
which is evident from figure 4.14. Finally, the conclusions drawn here also tie up with the
discussions in previous sections on near-wall adjustment of the mean-momentum budget




Figure 4.14: Instantaneous streamwise velocity fluctuations u′ in the (a) xz−plane at y+ = 7
and in the (b) yz−plane at x/δ ≈ 4.5 for case A2. The vertical, dashed line in (a) indicates
the location of the yz−plane from (b), while the horizontal, dashed line in (b) identifies the
location of the xz−plane from (a). The arrows in (b) indicate the two-dimensional vector
field: ~G = Wî+V ĵ, where unit vectors î and ĵ represent the horizontal and vertical directions
in the figure, respectively. Scale: white +0.15, black -0.15.
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4.6 Summary and conclusions
DNS of cube-roughened RTS channel flows are performed, where the fully developed
flow over the initial rough-wall regime and the developing flow over the smooth wall have
been simulated independently. Cross-flow planes extracted downstream of the rough walls
are used as inflow boundary conditions for the developing flow over smooth walls. By the
streamwise end of the computational domains, the statistical profiles have not recovered to
fully-smooth levels. The skin friction, after an initial strong streamwise variation, plateaus
by x/δ ≃ 1−2, and then shows an exceedingly slow reversion to the fully-smooth magnitudes.
For cube-roughened walls, extrapolations to the streamwise variation of the outer peaks of
u′u′ suggest that the distance needed to relax close to fully-smooth levels is of an order 50δ.
Near the lower wall, the relaxation progresses more swiftly, while in the outer flow regions,
roughness induced large structures continue to persist throughout the domain. A thin wall
layer (below y+ ≃ 50), characteristic of fully-smooth walls, re-establishes as early as x/δ ≃ 1.
This is due to a strong mean shear in close proximity to the wall that occurs after the step
change in roughness. Supporting evidence is provided by profiles of mean velocity and
turbulence stresses, and by visualizations of instantaneous motions. Above this thin layer,
despite the presence of strong shear, a log-law region could not be identified. Arguably, it is
the large contribution of mean advection to the momentum balance that prevents a log-law
region from being established. This is seen in the mean-momentum budgets (figure 4.6).
The absence of such strong mean shear is responsible for negligible streamwise develop-
ment at the upper wall. However, the turbulence structure within the fully developed regime
at this wall is already in ‘near’ equilibrium.
The observations and conclusions from the present simulations of cube-roughened walls,
are generally in congruence with our earlier work on rib-roughened RTS channel flows. The
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results are, therefore, suggestive of similar flow phenomenology for more general RTS channel
flows.
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CHAPTER 5. MISCELLANEOUS TOPICS
This short chapter discusses few items related to fully developed rough walls and RTS
flows that are not part of the articles presented in the last two chapters. Section 5.1 covers
the structure of turbulence anisotropy using Lumley triangles in rib-roughened RTS flows
and section 5.2 is devoted to assessing the utility of minimal-span channels in parameterizing
fully developed rough-wall flows.
5.1 Reynolds stress anisotropy









is often a crucial parameter in turbulence modeling, particularly for models with normal-
stress predictive capabilities, e.g. the algebraic structure based model of Kassinos et al.
(2006). Only the characteristics of case B from chapter 3 are discussed over here. Since the
four rib-roughened RTS cases differ either in the δ/k ratio or the Reynolds number, it is
expected that qualitative turbulence anisotropy behaviour among different cases is similar.
In the near-wall region of fully developed rough-wall regime, as pointed out earlier by Ikeda
and Durbin (2007), b11 is reduced below the smooth-wall level and shows a local maximum
at the roughness element height, with b33 changing sign at that location. At the wall, b33 is
positive due to quick growth for small y in the rough-wall regime. This is in contrast to the
negative b33 at the wall for smooth-wall channel flows. At the lower non-equilibrium wall, b11
































Figure 5.1: The anistropy stress tensor. (a) and (b): b11 above and b22 below the horizontal
line. in the fully developed rough-wall regime, at x/δ = 0.42, at x/δ =
2.08, at x/δ = 3.75, at x/δ = 5.42, at x/δ = 7.08, from fully
developed smooth-wall channel.
levels. Among the three normal components of the anisotropy tensor, b22 shows the least
variation between the two fully developed extremes, and by the last streamwise station its
recovery is virtually complete. As evident from Reynolds stresses earlier, strong recovery is
demonstrated between the first two streamwise stations.
Lumley triangles (see figure 5.2) can be used to identify the near-wall componentality
information from the Reynolds stress tensors using its principal invariants, as explained by
Simonsen and Krogstad (2005). In the rough-wall regime, bij is at the two-component (2C)
limit at the wall, before becoming increasingly isotropic (I2 = I3 = 0), i.e. 3C with increasing
wall-normal distance and approaching a minimum in the second invariant I2. It then gradu-
ally increases and moves to the axisymmetric limit with I3 > 0. Fully developed smooth-wall
channel flows, as also illustrated by Kassinos et al. (2001), start at the 2C boundary while
approaching the 1C limit with increasing wall-normal distance, before breaking off and be-
coming 3C and dropping towards the isotropic limit. In the transitional regime, however,



















Figure 5.2: The anisotropy invariant map (AIM) for turbulent stresses in the region y/k < 1.
FDR: fully developed rough-wall regime, FDS: smooth-wall channel.
clearly persists. But by x/δ = 3.75, the qualitative trend of fully developed smooth walls
has essentially recovered. With downstream distance, the turbulence information at y = k
becomes increasingly less 3C, and near the wall the 1C limit is approached more closely.
5.2 Minimal-span channels
Jiménez and Moin (1991) were the first to show using DNS of minimal-span smooth-
wall channels that the near-wall lower-order characteristics could be reproduced fairly well,
even when the flow structure in the outer region was severely altered. These minimal-unit
channels, with a spanwise width of the order of 100 viscous units, were wide enough for near-
wall structures, e.g. high- and low-spead streaks, but surely not for structures in the outer
layer, which scaled with δ. This supported the theoretical models that purport the near-
wall region as essentially independent and autonomous, which is only indirectly influenced
by the outer flow. The indirect influence emerges during the Reynolds number (bulk flow)
dependence on inner scaling of mean velocity (Wei and Willmarth, 1989). This general
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Table 5.1: Computational setup of different cases used for tests with minimal-span channels.
Case Type Domain size Grid points ∆x+,∆z+,∆y+|min,∆y+|max Reτ
Minimal I Smooth 10.00δ, 1.00δ, 0.44δ 1440, 216, 64 5.71, 5.71, 0.32, 5.65 822
Full Smooth 10.00δ, 1.00δ, 2.08δ 1440, 216, 288 6.47, 6.74, 0.37, 6.41 932
Minimal I Rough 10.00δ, 1.00δ, 0.44δ 1440, 216, 64 13.06, 13.06, 0.74, 12.90 1880
Full Rough 10.00δ, 1.00δ, 2.08δ 1440, 216, 288 20.06, 20.06, 1.13, 19.90 2890
Minimal II Rough 10.00δ, 1.00δ, 0.67δ 1440, 216, 96 15.56, 15.56, 0.88, 15.60 2240
mutual independence of the inner and outer layers is the reason why near-wall behavior of
boundary layers and channels is quite similar despite their outer regions showing different
wakes. Recently, Chung et al. (2015) used minimal-span simulations of egg-carton-type
rough-wall channels to show that the mean velocity up till the lower parts of the logarithmic
law could be reproduced accurately. Their results demonstrate that the downward shift of the
log law, the correct estimation of which is necessary to properly characterize a rough surface,
is possible using minimal-span channels. This avoids the need to perform comparatively more
expensive full DNS in order to get a measure of k+s and ∆U
+
.
Here, we have performed similar minimal-span simulation of a fully developed rib-roughened
channel with the objective to examine the efficacy of the proposed method. The overarching
motivation is to explore if similar minimal-span simulations could be helpful in estimating the
streamwise distances necessary for complete near-wall adjustment in non-equilibrium config-
urations. Our results in previous chapters prove the expensive nature of performing full DNS
to study the complete recovery of near-wall statistics. The recovery was incomplete by the
streamwise exit of the domains and approximate curve fits were, therefore, used to estimate
the streamwise distances required for complete relaxation. Five separate simulations are
performed at Reb = 18000; details on their computational setup are listed in table 5.1. The
rib-roughened wall has the following setup: δ/k = 12 and w/k = 9. To reduce computational







































































Figure 5.3: Mean velocity profiles in inner scaling over the (a) smooth and (b) rough walls. In
(a,b), solid black lines: minimal channels labeled I, solid red lines: minimal channels labeled
II, dashed lines: full channels and straight lines represent the fitted logarithmic profiles.
Reynolds stress profiles over the (c) smooth and (d) rough walls. In (c,d), solid lines: full
channels and dashed lines: minimal channels labeled I. The normalization of vertical axes in
(c,d) uses U2b .
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This is equivalent to simulating half channels, which are also the configurations used by
Yuan and Piomelli (2014) and Chung et al. (2015).
Figure 5.3a compares the mean velocity profile over the smooth wall for both the minimal
and full smooth channels. The minimal channel reproduces the mean velocity faithfully up
till y+ ≈ 120, which encompasses the log-law region. The upper limit for the existence of a
smooth-wall log law at this Reynolds number is y+ = 0.15Reτ = 123. In other words, the
mean velocity in the entire inner layer is effectively reproduced using this minimal channel.
Chung et al. (2015) suggest that for smooth walls, minimal channels are able to reproduce
full-channel profiles up till y+c = 0.4L
+
z |min as long as y+c is in the logarithmic region. Here,
L+z |min is the spanwise width of a minimal channel in viscous unit; it is L+z = 365 for the
present case. Above y+c , the velocity profile lifts up and looks significantly different from a
full channel. This observation is common with the results by Chung et al. (2015).
The situation is slightly more involved when minimal channels are used for rough walls.
The minimal channel should be wide enough such that the vertical distance up till which
the velocity profile must be faithfully reproduced is above the crest of the roughness. This
is required to capture the log law, and hence k+s , for which the onset is above the roughness
elements. Chung et al. (2015) provide two constraints both of which must be satisfied when
using minimal-span channels in rough walls:
Lz|min/k > 2.5 and L+z |min > 100.
Both of these constraints are satisfied by our rough-wall minimal channels: Lz|min/k =
5.33 and L+z |min = 836 for channel labelled I, and Lz|min/k = 8 and L+z |min = 1493 for
channel labelled II. The overlap of the full-channel profile is up till y/k = 1.9 (y+ = 300) for
channel I and y/k = 2.7 (y+ = 508) for channel II (figure 5.3b). This is just below the limit
estimated using the constraint provided by Chung et al. (2015), at y+c = 0.4L
+
z |min = 335
and y+c = 597, for channels I and II, respectively. The overlap is more apparent using the
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linear-linear plot from the inset in figure 5.3b. Clearly, the vertical extent up till which
the velocity is faithfully duplicated increases as width of the minimal channel increases. It
must be noted that the minimal channels described here and by Chung et al. (2015) are not
truly ‘minimal’ in the manner described by Jiménez and Moin (1991), where L+z |min ≈ 100.
Here, the task is to replicate at least some part of the logarithmic layer, and not just have
a channel in which turbulence can be sustained.
An interesting observation from table 5.1 is that Reτ is severely reduced for our minimal
channels. This is understandable because the bulk flow is responsible for setting uτ , and it
gets heavily damped in minimal channels. The resulting effective sand-grain length-scale is
k+s = 1500, which is about 35% less than the actual full channel k
+
s = 2300. This means
that the downward shift, ∆U
+
, of the logarithmic profile is comparatively smaller.
Figures 5.3c and 5.3d compare the turbulence stresses between minimal and full channels
for smooth and rough walls, respectively. Even though the profile shapes and the vertical
location of the peaks agree reasonably well with the results of full channels, turbulence
magnitudes are appreciably lower. Like uτ for minimal channels and as observed from
near-wall recovery of turbulence stresses in RTS flows previously, this is certainly caused
by a severely altered bulk flow structure. Minimal channels are wide enough to sustain
turbulence, but they do not replicate even the lower-order statistics in the near-wall region
completely. This is because these statistics in unconfined configurations are at least under
an indirect influence of the outer flow, if not more. This outer flow, as mentioned above, is
noticeably different for minimal channels.
If the objective is to characterize a rough surface and construct a chart of ∆U
+
against
k+s , minimal channels might be useful. A sweep from a low k
+
s to higher values could be
performed to completely define the logarithmic shift for the surface from a fully-smooth
state to a transitionally-rough one and finally to the fully-rough regime. This procedure has
been followed by Chung et al. (2015). However, if the task at hand is to study the response
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of a flow after the step change in roughness, the initial difficulty to match Reτ could be a
handful. One would have to play around with different Reb values hoping to get a close
match with the required Reτ . This could prove to be an expensive extra step. Additionally,
the diminished TKE content (figures 5.3c and 5.3d) in minimal channels further reduces




This dissertation describes results from several direct numerical simulations of rough-to-
smooth channel flows using different upstream rough surfaces. Detailed analyses and dis-
cussions of these results have been published in Ismail et al. (2018b) (Chapter 3) and Ismail
et al. (2018a) (Chapter 4). A significant initial portion of the project focused on developing
a flow solver capable of simulating general rough-wall flows. Some notable achievements
during the course of the work are listed below:
6.1 Main accomplishments
• An array of two- and three-dimensional linear solvers from the Hypre library have been
implemented and integrated with the solution of the pressure Poisson equation.
• The flow solver has been updated, and it can now perform DNS of turbulent flows over
three-dimensional obstacles. This required, among other aspects, modifying the data
structures, the pressure solver and the framework for parallel-computations.
• An extensive verification study has been conducted to establish confidence in the ac-
curacy of the flow solver.
• Results from DNS of rib- and cube-roughened RTS channels show that non-equilibrium
effects persist and the global recovery is slow and incomplete by the streamwise exit
of the computational domain. The estimated recovery distance in the outer flow is on
the order of 50 channel half-heights, and different statistics adjust at dissimilar rates.
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• The turbulence structure swiftly relaxes to a ‘near’ equilibrium very close to the wall.
This reversion is not complete, however, because it is interrupted by large structures
that continue from the upstream roughness.
• Expansion of the flow after the step change in roughness produces strong advection
effects and an adverse pressure gradient. These advection effects prevent the canonical
logarithmic law from establishing. Curve-fit extrapolations estimate the emergence of
the logarithmic law at x/δ = 15−20, with rib-roughened RTS flows showing the slowest
response. The dominant momentum balance in the developing regime is between strong
advection and turbulence fluxes. Pressure fluxes that are dominant in fully developed
regimes are small.
• The budget terms of mean momentum and turbulence kinetic energy, above the non-
equilibrium walls have been examined and contrasted against the flow above fully
developed smooth walls. Spectral and quadrant analyses support the observations
made using flow visualizations.
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Simonsen, A. and Krogstad, P.-Å. (2005). Turbulent stress invariant analysis: Clarification
of existing terminology. Physics of Fluids, 17(8):088103.
Squire, D., Morrill-Winter, C., Hutchins, N., Schultz, M., Klewicki, J., and Marusic, I.
(2016). Comparison of turbulent boundary layers over smooth and rough surfaces up to
high reynolds numbers. Journal of Fluid Mechanics, 795:210–240.
Thakkar, M., Busse, A., and Sandham, N. (2017). Surface correlations of hydrodynamic
drag for transitionally rough engineering surfaces. Journal of Turbulence, 18(2):138–169.
Townsend, A. A. (1976). The structure of turbulent shear flow /2nd edition/. Cambridge
and New York, Cambridge University Press.
129
Volino, R. J., Schultz, M. P., and Flack, K. A. (2011). Turbulence structure in boundary
layers over periodic two-and three-dimensional roughness. Journal of Fluid Mechanics,
676:172–190.
Wallace, J. M. (2016). Quadrant analysis in turbulence research: history and evolution.
Annual Review of Fluid Mechanics, 48:131–158.
Wallace, J. M., Eckelmann, H., and Brodkey, R. S. (1972). The wall region in turbulent
shear flow. Journal of Fluid Mechanics, 54(1):39–48.
Wei, T., Fife, P., Klewicki, J., and McMurtry, P. (2005). Properties of the mean momentum
balance in turbulent boundary layer, pipe and channel flows. Journal of Fluid Mechanics,
522:303–327.
Wei, T. and Willmarth, W. W. (1989). Reynolds-number effects on the structure of a
turbulent channel flow. Journal of Fluid Mechanics, 204:5795.
Yuan, J. and Piomelli, U. (2014). Estimation and prediction of the roughness function on
realistic surfaces. Journal of Turbulence, 15(6):350–365.
