The increasing demand of computing, storage and communication resources by cloud-based applications is fostering new forms of infrastructure sharing such as cloud federations, which can take advantage of virtualization technologies and, in particular, of virtual machine live migration techniques. Such a scenario requires a quantitative characterization of the performance of the inter-data center communication considering possible limitations in both network and computing resource availability. This paper provides an analytical model for joint dimensioning of shared network and data center capacity in a federate cloud.
INTRODUCTION
Applications based on the cloud computing paradigm have become very popular in the last few years, both for entertainment and business purposes, resulting in tens of new services -including entire virtual IT infrastructures -that are commonly considered part of "the Cloud" [1] . Such an idea of the cloud as a sort of computing utility has become a reality owing to the recent advances in Data Center (DC) technologies. However, in order to cope with the exponentially increasing number of cloud service subscribers -especially mobile cloud users -more advanced networking infrastructures and technologies are expected to be deployed for both intra-DC and inter-DC communications [2] .
Data center processing power over-provisioning may not always be the right answer, since increasing the size of a DC Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. can become a very expensive and energy demanding operation. For this reason, the emerging federated cloud computing model is based on the idea of a smart sharing of the workload across the DC resources of multiple cloud providers following some kind of mutual agreement [3] . Before cloud federations become current practice, several issues still remain to be solved, among which the correct dimensioning of shared network and computing resources.
The use of Virtual Machines (VMs) to implement end-user services is one of the key enablers of cloud federations. In fact, decoupling service instances from the underlying processing and storage hardware allows to flexibly deploy any application on any server within any DC independently of the specific operating system used. One of the main advantages is that a VM can be instantiated, cloned, migrated, rolled-back to a previous state without expensive hardware interventions. This is particularly useful in a cloud federation, where VMs can be easily moved from one DC to another as long as hypervisor compatibility is guaranteed. Live VM migration is an additional feature that allows to move services from one server/DC to another with minimal disruption to end-user service availability [4] .
An analytical model is proposed in this paper that could represent a useful design tool to dimension the inter-DC network capacity as well as the shared DC computing resources within a federate cloud to achieve some given performance level, specifically assuming VM live migration traffic. To the best of the author's knowledge, this kind of quantitative performance analysis has not been previously investigated and deserves specific attention. Indeed, most of the previous work related to cross-layer resource management in cloud federations (e.g. [5] ) focuses on optimization issues and allocation algorithms, but not on dimensioning aspects.
CLOUD FEDERATION MODEL
The general federated cloud network scenario assumed here consists of a number of DCs remotely interconnected by a full mesh of guaranteed-bandwidth network pipes. For instance, such network pipes could be implemented as MPLS Label Switched Paths (LSPs) or as lightpaths established between the edge nodes of an inter-DC optical network. Traffic exchanged between any pair of cloud federation members is assumed to be generated mainly by VM migrations, which must be performed for load balancing, energy saving, server consolidation or DC maintenance reasons. Additional control and management traffic is considered negligible with respect to data traffic.
When a generic VM migration request is generated, due to either a customer directive or an internal maintenance task, the federated cloud management system must find a suitable DC where the VM can be hosted. In principle, any DC within the cloud federation could be chosen. However, it is more realistic to assume that only a subset of the DCs are actually available to receive the workload of the VM to be migrated. This can be true for a number of reasons: for instance, not all DCs may provide the specific kind of hypervisor or computing/storage resources required by the given VM; or maybe the specific kind of services provided by the VM has some latency requirement that cannot be satisfied if they are migrated to a DC located too far from their final users; also, not all DCs in a cloud federation are equivalent in terms of energy savings or maintenance schedules; last but not least, load balancing reasons may force to choose some DCs instead of others. Therefore, this model assumes that the request of migrating a given VM z can be satisfied by m(z) computing resources, which are available in a subset of the n + 1 DCs that constitute the cloud federation. In general, different requests may need different kind of resources. It is assumed that the m(z) computing resources are uniformly distributed over the n remote DCs, which are reachable from the source DC via n established network pipes. Any of the m(z) resource instances is equivalent for hosting the VM, according to the general anycast service model.
Then the management system is in charge of finding the location of the most suitable computing resource instance according to two availability conditions: (i) the unused capacity available on the network pipe towards a remote DC must be larger than the bit-rate b(z) required to migrate VM z; (ii) the requested computing resource must not be occupied by other running VMs.
The purpose of the model described in this paper is to evaluate the performance of the aforementioned inter-DC network scenario considering limitations in the availability of both network capacity and computing resources, and to provide a useful design tool for dimensioning the cloud federation considering the specific nature of VM migration traffic. As a first approximation and in order to keep the model simple enough to be tractable, the following assumptions are made: (A.1) each VM migration request is assigned the same amount of guaranteed capacity b(z) = b; (A.2) each network pipe provides the same total amount of capacity B; (A.3) each migration request can be satisfied by the same number m(z) = m of computing resources; (A.4) each DC shares the same number k of computing resources within the cloud federation; (A.5) to avoid overload and keep the system model in stochastic equilibrium, each DC tries to maintain the k resources available by adding a new shared resource for each one being consumed with an average renewal interval τDC = 1/µDC proportional to the average VM migration time.
The migration request blocking model is obtained in two steps. First, an exact formulation of the VM migration time is derived, so that it is possible to compute how long each migration request consumes the given amount of capacity (section 3). Then, the previous result is used to characterize the service time of a simple Markov chain that is able to approximate the state of both network and computing resources (section 4).
VM LIVE MIGRATION MODEL
The main advantage of moving a VM from one hosting server to another while it is still running, i.e., the so-called live migration, is that the current state of running processes is maintained and the migration itself has minimum impact on the service offered by the VM. Of course, any live migration procedure must ensure consistency of the VM state before and after the transfer. In particular, consistency must be maintained for memory, storage and network states. This work focuses mainly on the memory migration issue. If needed, storage space in different locations can be synchronized by means of distributed Network Attached Storage (NAS) solutions, but this procedure is less critical as it can be performed off-line. As for the network state consistency, the emerging SDN paradigm allows the adoption of different solutions to migrate virtual networks from one DC to another [6] .
The most typical memory-oriented live migration technique is the so-called pre-copy strategy [4] , which is currently adopted by many virtualization systems such as Xen and KVM [7] . The migration starts by transferring a first snapshot of the whole VM memory, while the VM is still running. During such transfer time, some memory pages are likely to be modified by the running processes. Therefore, the memory migration enters an iterative push phase, where "dirty" memory pages (i.e., pages modified during a given transfer) are retransmitted during the next round, until the total size of dirty pages is below a given threshold V th or the maximum number of iterations nmax is reached. After that, the stop-and-copy phase takes place: the VM is suspended at the source host and the remaining dirty pages are copied to the destination. Finally, during the resume phase the VM is brought back on-line at the destination host with consistent memory and network state. The two key performance parameters that are typically considered in the single VM migration process are the socalled downtime (T down ) and migration time (Tmig). The former is defined as the amount of time the VM is paused during the transfer and measures the impact of the migration on the end-user's perceived quality of the offered service. Keeping the downtime as small as possible helps to make the migration process look transparent to the end-user, even for time-critical services such as audio/video streaming and online gaming. On the other hand, the total migration time is also very important because it measures the impact of the migration process on the whole cloud federation infrastructure: in fact, the network pipe capacity consumed for transferring the VM as well as the computing resources reserved by the VM in both source and destination DCs are busy during the whole migration phase and cannot be used to perform other tasks. For this reason, the focus here is mainly on the migration time.
A simple model used to evaluate Tmig assuming the precopy strategy was proposed in [8] . The same model is applied here with the following assumptions: (A.6) the applications running on each VM show the same constant memory page dirtying rate D; (A.7) all VMs have the same memory page size P ; (A.8) the bit rate b reserved to trans-fer each VM is constant during the whole migration process. One must be aware that assumption (A.6) may not be completely true in a real-word scenario, since the memory intensiveness of each VM strongly depends on the specific applications that are being executed. However, assuming a constant dirtying rate allows to simplify the equations and to capture the macroscopic performance aspects of VM live migration. A more refined model is left for future work.
Considering a generic VM z, let V0(z) be its memory size, Vi(z) the amount of dirty memory to be copied during the i-th round, Ti(z) the time needed to transfer Vi(z), and I(z) the number of iterations. Then the equations that rule the migration process of VM z are:
from which it is obtained
where γ = P D/b is the ratio between memory dirtying rate and transfer rate. It is assumed that γ < 1, the condition under which the pre-copy migration algorithm is sustainable.
The stop-and-copy phase starts either when the smallest i is reached such that
or when Imax iterations are performed. Therefore
and the total migration time of VM z is given by
RESOURCE ALLOCATION MODEL
According to the federated cloud network scenario described in section 2, the migration request of a VM is refused when at least one of the following conditions occurs: (i) other ongoing transfers consume all the capacity on network pipes reaching the m remote DCs suitable to host the VM; (ii) all computing resources shared in the m remote DCs are currently busy. These two conditions can be determined using the same resource allocation model, which can be derived with relation to condition (i) and then extended to condition (ii), to finally obtain a formulation that correctly balances the two phenomena.
Being B the total capacity of each of the n network pipes connecting the source DC to the remote ones and b the capacity consumed by each migration, the maximum number of transfers that each network pipe is able to carry is h = ⌊B/b⌋, and the total number of possible simultaneous transfers originating from the the source DC is nh. Therefore, the state of the inter-DC network, defined as the number of ongoing migrations originating from the source DC, is r = 0, 1, . . . , nh.
Assume that VM migration requests follow a Poisson arrival process with rate λ. In terms of network resource utilization, the service rate is given by the reciprocal of the average migration time, i.e. µNET = 1/E [Tmig(z)], computed according to the statistical distribution of V0(z). In Figure 1 : Possible sub-states of states r = 0, . . . , 5 and related "forward" transition probabilities, for the case n = 3 and h = 3.
this case, the network state evolution can be modeled as a Markov chain 2 where blocking events may occur in a generic state r, depending on the requested computing resource locations. In fact, the transition to state r+1 occurs only when at least one of the m requested computing resources is placed in a DC reachable via a network pipe with enough available capacity, otherwise the request is blocked. Let P NET|r be the blocking probability in state r. Transitions from state r to state r + 1 occur with rate λr = (1 − P NET|r ) λ, whereas transitions from state r to state r −1 occur with rate rµNET.
To obtain P NET|r , the combinatorial behavior of the anycast approach must be analyzed first. Considering assumptions A.3 and A.4 from section 2, when the number of fully occupied network pipes is ℓ, the probability of choosing the m computing resources inside the ℓ unreachable DCs is given by
Then, to correctly use formula (4), for any given state r, one must consider all the possible ways the r ongoing migrations can be arranged over the n remote DCs. This requires to define as many sub-states of state r as the number of partitions of r into q ≤ min{n, r} positive terms not greater than h. Let r1 + r2 + . . . + rq = r be one of such partitions. Then let (r1, r2, . . . , rq) be the corresponding sub-state and s(r1, r2, . . . , rq|r) the probability of sub-state (r1, r2, . . . , rq) given state r. In principle, a more complex, multi-dimensional Markov chain describing the system evolution at the sub-state level should be solved. However, this approach may become impractical, as the number of substates quickly becomes very large. Therefore, it was decided to study the evolution of the system at the state level as a birth-death process, and to approximate the sub-state probabilities s(r1, r2, . . . , rq|r) within each state by recursively computing only the "forward" sub-state transition probabilities.
As an example, consider the case when n = 3, h = 3 and r = 0, 1, . . . , 9. Figure 1 shows the possible sub-states of the first 6 states and the probabilities of moving from a sub-state to another when a new request arrives, based on the location of the chosen resource. When the system is in sub-state (1), a new request is always accepted and the probability that the next sub-state is (2) is the probability of choosing a computing resource located in the same DC as the one (out of n) that is receiving the currently ongoing migration, i.e. 1/3. Therefore, the sub-state probabilities, given state r = 2, are s(2|2) = 1/3 and s(1, 1|2) = 2/3. Then, when moving to state r = 3, the sub-state probabilities are s(3|3) = 1/3 s(2|2) = 1/9, s(2, 1|3) = 2/3 s(2|2) + 2/3 s(1, 1|2) = 2/3 and s(1, 1, 1|3) = 1/3 s(1, 1|2) = 2/9. If the system is in sub-state (3), one of the remote DC has a full network pipe and a new request is blocked with probability p(m|1), otherwise the system moves forward to sub-state (3, 1) . When computing the sub-state probabilities for state r = 4, the chance of blocked transitions must be taken into account by normalizing to the sum of all the possible sub-state transitions, e.g.
The blocking probability in state r can then be computed by averaging p(m|ℓ) over all sub-states such that at least one DC has a full network pipe, e.g. for r = 6:
It is possible to generalize the above computation in a recursive form that is easy to compute. Then, after solving the Markov chain, the following steady-state probabilities are obtained ∀ r = 1, 2, . . . , nh:
where P0 is computed from the probability normalizing condition P0 +P1 +· · ·+P nh = 1. Finally, the migration request blocking probability due to lack of network resources can be obtained by adding the contributions from each state, resulting in
A similar model can be used to derive the blocking probability due to lack of computing resources PB,DC. In this case the service rate is given by the computing resource renewal rate µDC, whereas the state represents the number of busy computing resources. Since each of the n remote DCs provides k computing resources, the state space is r = 0, 1, . . . , nk. Then the same reasoning that led to (5) can be repeated, considering that a migration request is blocked due to lack of computing resources when all the m suitable resources are busy.
To find the total blocking probability due to both network and computing resource limitations, one must consider that any migration request blocked due to lack of computing resources will not consume any network pipe capacity. Therefore, the actual load on network resources is given by λ (1 − PB,DC)/µNET, resulting in a reduced blocking rate P ′ B,NET . Finally, considering that joint blocking events can happen, the total blocking probability is computed as
NUMERICAL RESULTS
This section reports a few numerical results from the federated cloud network model introduced above, showing the impact of the most relevant parameters and design choices on the performance. Unless explicitly mentioned, the charts show the VM migration request blocking probability as a function of the request arrival rate when the model parameters are assigned the reference values reported in Table  1 . As a representative case study, it is assumed that the VM memory size V (z) follows a bimodal distribution, i.e., V (z) = V0 = 512 MB with probability 0.75 and V (z) = 4 V0 = 2 GB with probability 0.25. The curves have been obtained by applying the proposed analytical model, whereas the points correspond to validation measurements obtained with an event-based simulator, which was run long enough (i.e., 10 7 events) to get results with a very good confidence level. The analytical model, although approximate, shows a quite good match with simulation results. Figure 2 shows the blocking probability caused only by lack of bandwidth PB,NET as a function of λ, for different values of the total network pipe capacity B, assuming k = ∞. This chart allows to assess the impact of network resource sharing on the performance and can be used to dimension the inter-DC network pipe capacity independently of the amount of computing resources available. Similarly, Fig. 3 shows the blocking probability caused only by computing resource availability PB,DC as a function of λ, for different values of the number of computing resources per DC k, assuming B = ∞. This chart is useful to understand the role and to dimension the amount of DC computing resources to be made available to the cloud federation, independently of the amount of network resources. The joint impact of limited amounts of both network and computing resources is presented in Fig. 4 , where the total blocking probability PB is plotted as a function of the total network pipe capacity B for different values of the number of computing resources per DC k, when the migration request arrival rate is λ = 0.8 req/s. When k is small, the lack of computing resources is the most significant factor ruling the performance, and increasing the network pipe capacity does not help. On the other hand, when k increases, the role of the available bandwidth becomes more relevant. The step-like shape of the curves is due to the specific value chosen for the bit-rate dedicated to each VM migration, i.e. b = 1 Gbps. However, the result is valid in general and charts similar to this one can be used to dimension the cloud federation in terms of both computing and network resources based on a target quality factor, such as a maximum tolerable request blocking rate. Figure 6 : Migration request blocking probability as a function of the arrival rate for different values of the computing resource renewal rate, when B = 5 Gbps. Lines: analysis. Points: simulation.
An important aspect to be quantified is the impact of the size of the cloud federation. To this purpose, Fig. 5 shows how the request blocking rate can be reduced by increasing the number of DCs interconnected by the federated cloud network. Obviously, the performance improvement is a direct consequence of the higher number of both computing and network resources available when n increases. However, increasing the size of the federated cloud network may have a significant infrastructure cost: the proposed model can also help in finding a good cost/performance trade-off, given that a complementary cost model is developed.
Another degree of freedom in cloud federation dimensioning is given by how fast a new computing resource is added by a cloud provider when another one is occupied by an incoming migration. As shown in Fig. 6 , increasing the computing resource renewal rate µDC significantly reduces the blocking probability, until the limit on network capacity becomes the dominant effect.
CONCLUSION
In this paper, a model to evaluate the performance of network and computing resource sharing in cloud federations was presented, assuming the network load generated by VM live migration. After characterizing the VM migration time, its impact on network capacity and computing resource availability was evaluated. The proposed model can be used to properly dimension inter-DC network and DC capacity trading-off resource usage and service availability. Although some assumptions used to derive the model may not be completely realistic, the obtained results give an interesting insight to the macroscopic performance of a federated cloud network. Some of these assumptions will be removed in future works so that a more general formulation can be derived, taking into account real DC traffic profiles as well as multiple correlated VM live migration models [10] , more suitable to describe multi-tier cloud-based applications.
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