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¨Uberblick
Der vorliegende Artikel beschreibt ein Verfahren zur globalen Anna¨herung von Grund-
frequenzverla¨ufen durch bandbegrenzte Funktionen. Der Grundfrequenzverlauf wird da-
bei durch eine Fourierreihe so angena¨hert, daß der mittlere quadratische Fehler zwischen
den gegebenen Grundfrequenzwerten und den Funktionswerten an diesen Stellen minimal
wird. Aus dem Vergleich von Grundfrequenzverlauf und interpolierender Funktion ko¨nnen
mo¨gliche Meßfehler detektiert werden.
1 Einleitung
Die Grundfrequenz (F0) von gesprochener Sprache hat auf die Wahrnehmung prosodischer
Eigenschaften wie Betonung und Akzentuierung einen entscheidenen Einfluß. Sie pra¨gt ne-
ben der Sprachintensita¨t und der zeitlichen Strukturierung (z.B. Pausen, Dehnungen) der
Sprache den prosodischen Eindruck des Ho¨rers.
Aus der Auswertung dieses prosodischen Merkmales ko¨nnen wichtige Informationen
fu¨r die Semantik und Pragmatik einer ¨Außerung gewonnen werden [PAULUS1990],
[SHAUGHESSY1983]. Die Nutzung dieser Information in einem automatischen System
erfordert aber eine weitgehend fehlerfreie Bestimmung des Grundfrequenzverlaufes.
Fu¨r die Bestimmung des Grundfrequenzverlaufes von gesprochener Sprache gibtes zahl-
reiche Algorithmen [HESS1983]. Aber nur sehr wenige Verfahren beru¨cksichtigen dabei
die Eigenschaft, daß sich die Grundfrequenz von Sprache auf Grund der anatomischen Ge-
gebenheiten des menschlichen Sprechapparates nicht beliebig schnell a¨ndern kann.
In dem vorgestellten Verfahren wird daher vorgeschlagen, den gemessenen und feh-
lerbehafteten Grundfrequenzverlauf durch eine bandbegrenzte Funktion in seinem globa-
len Verlauf anzuna¨hern, so daß auch gro¨ßere fehlerbehaftete Bereiche detektiert werden
ko¨nnen. Lokal operierende Verfahren (z.B. Gla¨ttung mit Median-Filtern oder lineare In-
terpolation [KUNDU1987]) versagen an solchen Stellen.
Als bandbegrenzte Funktion wird eine Fourierreihe gewa¨hlt. Die Vorfaktoren fu¨r die
harmonischen Funktionen werden dabei so bestimmt, daß die gegebenen nicht a¨quidistanten
F0-Werte optimal angena¨hert werden. Als Fehlerkriterium wird dabei die Summe der qua-
dratischen Distanzen zwischen den gegebenen Grundfrequenzwerten und den an diesen Stel-
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len bestimmten Funktionswerten herangezogen. Fu¨r die Lo¨sung des Problems wird auf das
Verfahren der Singula¨rwertzerlegung(SingularValue Decomposition)zuru¨ckgegriffen [SULLIVAN1984],[WILKINSON1986].
Jedem F0-Wert kann dabei auch ein Wert fu¨r die statistische Sicherheit, mit der der F0-
Wert berechnet wurde, zugeordnet werden. Die statistische Sicherheit kann entweder aus
dem F0-Berechnungsverfahren selbst (bei Korrelationsverfahren z.B. der erreichte Korrela-
tionsgrad) oder aus anderen Sprachsignalparametern (z.B. Stimmhaftigkeit)gewonnen wer-
den.
In einem Nachverarbeitungsschritt ko¨nnen dann die Werte, die zu sehr vom interpolier-
ten Verlauf abweichen, verworfen bzw. durch Alternativwerte, die auch von anderen F0-
Berechnungsverfahren geliefert werden ko¨nnen, ersetzt werden. Dieses Verfahren erlaubt
eine gute Detektion bzw. Korrektur von Ausreißern und Oktavfehlern. Dieses Vorgehen
kann iterativ wiederholt werden, bis der F0-Verlauf hinreichend gut durch die bandbegrenz-
te Funktion angena¨hert wird. Auf diese Weise kann ein fehlerbereinigter F0-Verlauf be-
stimmt werden.
2 Bandbegrenzte Grundfrequenzinterpolation
Wie o.a. sollen die gemessenen Grundfrequenzwerte s
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gemessen wurden, durch eine bandbegrenzte Funktion angena¨hert werden. Ne-
ben der Gla¨ttung des geg. Verlaufes werden auch Lu¨cken, die durch stimmlose Bereiche
entstanden sind, geschlossen. Um fu¨r den Grundfrequenzverlauf eine Anna¨herung durch
eine periodische Funktion durchfu¨hren zu ko¨nnen, denkt man sich den Grundfrequenzver-
lauf mit der Periodendauer T periodisch fortgesetzt. Die Na¨herungswerte  s
i
werden aus der
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Gleichung (1) beschreibt die interpolierendeFunktionals Fourierreihenentwicklung,die
nach dem K-ten Glied abbricht und somit bandbegrenzt ist. Die K  	 Fourierkoeffizi-
enten sind derart zu bestimmen, daß der Gesamtfehler Err zwischen gemessenen und an-
gena¨herten Werten minimal wird [REINECKE1991].
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Gleichung (2) zeigt die Definition des Gesamtfehlers Err, wobei s
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ein gegebener F
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der zugeho¨rige Na¨herungswert. Der Gesamtfehler ist mi-
nimal, wenn alle K	 partiellen Ableitungen vonErr nach den Koeffizienten A

,...,A
K
und B
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K
verschwinden [MELENTJEW1967] . Die partiellen Ableitungen bilden ein
lineares Gleichungssystem zur Bestimmung der K  	 unbekannten Fourierkoeffizienten
(siehe Anhang)
Die Lo¨sung dieses Gleichungssystems ist nicht trivial, da es mitunter schlecht konditio-
niert sein kann [VARAH1973]. Aus diesem Grund wird auf die sogenannte Singula¨rwertzerlegung
zuru¨ckgegriffen. Das beschriebene Verfahren beinhaltet zwei frei wa¨hlbare Parameter T
und K, durch die der Verlauf der interpolierenden Funktion beeinflußt werden kann. Mit
einer Erho¨hung der Oberwellenzahl (K) na¨hert sich die Funktion den gegebenen Werten
besser an, was allerdings auch dazu fu¨hren kann, daß an fehlerhaften Stellen im F0-Verlauf
die interpolierende Funktion diese Fehler gut anna¨hert und somit deren Detektion verhin-
dert.
Wird andererseits die Anzahl der Oberwellen zu klein gewa¨hlt, ist es mo¨glich, daß der
Grundfrequenzverlauf stark gegla¨ttet wird und somit F0-Werte in Bereichen starker F0-Bewegungen
als Fehler gewertet werden.
3 Beispiele
Der Grundfrequenzverlauf des folgenden Beispielsatzes wurde mit dem korrelationsbasier-
ten AMDF-Verfahren gemessen [ROSS1974]. Im Abstand von 10 ms wurde ein Grundfrequenz-
wert ermittelt, wenn die gemittelte Energie innerhalb des Analysefensters u¨ber einer frei
wa¨hlbaren Energieschwelle lag. Das Sprachmaterial stammt aus dem BMFT-Projekt Verb-
mobil. Bei dem Szenario handelt es sich um eine Terminabsprache ohne visuellen Kontakt
zwischen zwei Personen.
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Bild 1: Gemessener Grundfrequenzverlauf
Man sieht, daß der dargestellte Grundfrequenzverlauf Fehler aufweist. Die Anna¨herung
des Grundfrequenzverlaufes durch eine Fourierreihe vierter Ordnung (K  
) mit einer
Grundperiode von T   ergibt den in Bild  dargestellten Verlauf a.
Da u¨blicherweise in Bereichen ho¨herer Intensita¨t und Stimmhaftigkeit der Grundfre-
quenzverlauf sicherer bestimmt werden kann als in den Bereichen niedriger Intensita¨t, ist
es sinnvoll, jedem F0-Wert noch einen Konfidenzwert K
i

 

i
zuzuordnen, mit dem der
Abweichungsfehler zwischen interpolierender Funktion und jedem einzelnen Meßwert ge-
wichtet werden kann [PRESS1988], S. 521ff:
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Als Konfidenzwert wird im folgenden Beispiel die Energie des mit Hz tiefpaßgefil-
terten Sprachsignals herangezogen (siehe Grundfrequenzverlauf b im Bild ).
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Bild 2: Interpolierter Grundfrequenzverlauf (im unteren Bildbereich ist der Verlauf der
Sprachsignalenergie vergro¨ßert dargestellt)
Man sieht, daß die Tendenz der interpolierenden Funktion b in Richtung der Meßfehler
auszureißen, deutlich abgenommen hat.
Durch Vergleich der interpolierenden Funktion mit den Originalwerten lassen sich nun
die Meßfehler beseitigen. Eine erneute Interpolation des bereinigten Verlaufes ist im fol-
genden Bild dargestellt:
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Bild 3: Interpolation des bereinigten Grundfrequenzverlaufes (mit Energieverlauf)
4 Zusammenfassung
Aus der Darstellung ist ersichtlich, daß die Detektion von Ausreißern und Blockfehlern im
F0-Verlauf mit dem beschriebenen Verfahren gut mo¨glich ist. Eine Anwendung auf andere
fehlerbehaftete und bandbegrenzte Merkmalsverla¨ufe (z.B. Formantverlauf) ist problemlos
mo¨glich, da das Verfahren kein spezifisches Wissen u¨ber den Verlauf der Grundfrequenz
benutzt. Neben der Beseitigung der Meßfehler ko¨nnen Meßlu¨cken durch das Verfahren ge-
schlossen und eine parametrische Beschreibung des Verlaufes durch Auswertung der Koef-
fizienten der Fourierreihe gewonnen werden.
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A Na¨herung von tabellarisch gegebenen Werten durch ei-
ne bandbegrenzte Funktion
A.1 Theoretische Grundlagen
Es sindLWerte s
i
t
i
 gegeben. Die t
i
ko¨nnen ungleichabsta¨ndig sein. Durch diese L Werte
soll nun eine Funktion f
n
t  F t v

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 gelegt werden. Diese Funktion be-
sitzt demnach n freie Parameter. Die Parameter sollen so bestimmt werden, daß die Summe
der quadratischen Abweichungen zwischen der Funktion und den gegebenen Werten mini-
mal wird. Die Na¨herung erfolgt also nach dem Prinzip der minimalen Summe der Fehler-
quadrate. Diese Forderung la¨ßt sich mathematisch wie folgt formulieren:
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A.2 Berechnung der Lo¨sung
Zur Erfu¨llungdieser Forderung ist es notwendig, daß dien partiellenAbleitungen vonSv
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sa¨mtlich null sind. Aus dieser Forderung ergibt sich somit folgendes Gleichungssystem:
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A.3 Anwendung des Verfahrens fu¨r die Fourierreihe
Im vorliegendem Fall sollen die vorgegebenen Werte durch eine Fourierreihe angena¨hert
werden. Bei einer Fourierreihe, die bis zum Indexf
max
entwickelt wird, ergeben sich f
max

	 Parameter. Im vorliegenden Fall wird die Normalform der Fourierreihe benutzt:
f
n
t  A


f
max
X
k 
A
k
cos

P
kt 
f
max
X
k 
B
k
sin

P
kt
P entspricht dabei der Periodenla¨nge der Funktion f
n
t. Die Zuordnung zu den o.g. Para-
metern wird nun wie folgt vorgenommen:
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Werden die Parameter so umbenannt, ergibt sich folgende Darstellung der Fourierreihe:
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Fu¨r die partiellen Ableitungen ergeben sich somit folgende Gleichungen:
df
n
t
dv
l




	 f ur l  
cos

P
lt f ur l  	    f
max
sin

P
l   f
max
t f ur l  f
max
 	     f
max
Mit diesen partiellen Ableitungen ergibt sich folgende Darstellung des oben angegebenen
Gleichungssystems:
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Dieses Gleichungsystem la¨ßt sich auch in Matrizenschreibweise angeben:
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Die Elemente des Vektorsb bestimmen sich wie folgt:
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