On the stabilization of the Betti numbers of the moduli space of sheaves on P 2
Introduction
Let X be a smooth projective surface over an algebraically closed field K, and let H be an ample divisor on X. We denote the Chern character of a torsion-free coherent sheaf on X by γ = (r, c, ∆), where r is the rank, c is the first Chern class, and ∆ = ch 2 1 −2·r·ch2 2r 2 is the discriminant. We denote by M X,H (γ), the moduli-space parameterizing slope-H-semistable sheaves with Chern character γ. These spaces were constructed by Gieseker [Gi] and Maruyama [Mar] , and play a central role in many areas of mathematics including algebraic geometry, topology, representation theory, etc. For example, they are used to study linear systems on curves and in the Donaldson theory of 4-manifolds.
A crucial step to understand the geometry of these moduli spaces is by scrutinizing the cohomology groups associated with them. Consequently, determining the Betti numbers of these spaces are of utmost importance. In this paper, we look at the special case when X = P 2 and H = c 1 (O P 2 (1)). We show that stabilizes.
The general philosophy of Donaldson, Gieseker and Li is that the geometry of the moduli space M X,H (γ) behaves better as ∆ tends to infinity. O'Grady [O] showed that M X,H (γ) is irreducible and generically smooth if ∆ is sufficiently large. Li [L] showed the stabilization of the first and the second Betti numbers of M X,H (γ) when the rank is two. When the rank is one, the moduli space M X,H (1, c, ∆) is isomorphic to P ic c (X) × X [∆] , where X [n] denotes the Hilbert scheme of n points in X. The Betti numbers of X [n] were computed by Göttsche [Go90] . Using the Künneth formula, Coskun and Woolf [CW] [Proposition 3.3] showed that the Betti numbers of M X,H (1, c, ∆) stabilizes as ∆ tends to infinity. In general, we don't know much about the Betti numbers of M X,H (γ). Yoshioka [Y95] , [Y96b] and Göttsche [Go96] computed the Betti and Hodge numbers of M X,H (γ) when X is a ruled surface and the rank is two. Yoshioka [Y95] , [Y96a] observed the stabilization of the Betti numbers for rank two bundles on ruled surfaces. Göttsche [Go99] extended his results to rank two bundles on rational surfaces with polarizations which are K X -Additionally, we define the Chern character of F as γ = (r, c, ∆) where r is the rank, c is the first Chern class, and ∆ is the discriminant defined as
We define a sheaf F to be µ H -semistable if for every proper subsheaf E, we have µ H (E) ≤ µ H (F ). Likewise, we define a sheaf F to be µ H -stable if the inequality is strict. Every µ H -semistable sheaf has a Jordan Hölder filtration with the sub-quotients being µ H -stable [HL] [Proposition 1.5.2]. We say two µ H -semistable sheaves are S-equivalent if the corresponding direct sum of subquotients appearing in the Jordan Hölder filtration are isomorphic. Given a Chern character γ = (r, c, ∆), we denote by M X,H (γ) the moduli space of Sequivalence classes of µ H -semistable sheaves with Chern character γ. We denote by M X,H (γ) the moduli stack of µ H -semistable sheaves with Chern character γ. When X is smooth projective surface and H is ample divisor with K X · H < 0, the moduli space M X,H (γ) is smooth at every stable sheaf In our case, we fix r and c and look at the collection of polynomials P MX,H (r,c,∆) for ∆ ≥ 0. If this collection of polynomials stabilize, we say that the Betti numbers of M X,H (r, c, ∆) stabilize.
Consider the generating functioñ
We have
Proposition 2 ([CW], Proposition 3.1). The polynomials P d (t) stabilize iff the coefficient of t i in (1 − q)F (q, t) is a Laurent polynomial in q.
Moreover, if the polynomials stabilize, the stable limit is obtained by evaluating (1 − q)F (q, t) at q = 1.
The proof of Proposition 2 due to Coskun and Woolf [CW] essentially follows from the following Lemma.
Lemma 3. For any j ≥ 0, the coefficient of
Proof. Let us define b j,d = 0 for j < −s d . It follows from equation 2 that
and assume that the polynomials P d (t) satisfy Poincaré duality i.e. t 
Let K 0 (var k ) denote the Grothendieck ring of varieties over the field k of characteristic zero. The Poincaré polynomials for smooth varieties induces [J07] the virtual Poincaré polynomial map
We have a Z-graded filtration F on R, where for any given variety Y , we have
We define the ring A − to be the inverse limit 
Given any smooth projective variety Y of dimension d, it follows from Poincaré duality that we have 
In particular, we see that
is a Laurent polynomial of q of degree at most ∆ 0 (N ). As a result, it follows from Proposition 7 that the generating function
yields the Poincaré polynomials of [X i ] also stabilize. Consequently, it follows from equation 4, Lemma 3, and definition 1 that the 2N th Betti number of X ∆ stabilize when ∆ ≥ ∆ 0 (N ) − 1.
Let F 1 −−−→ P 2 be blow-up of P 2 at a point p. Let E be the exceptional divisor and let F be the fiber class. We are going to look at the moduli stacks M P 2 ,H (r, c, ∆) and M F1,E+F (r,c,∆) where γ = (r, c, ∆) is Chern character on P 2 andγ = (r,c,∆) is Chern character on F 1 . We define generating functions
Coskun and Woolf have shown that
Our goal is to determine lower bounds for the stabilization of the Betti numbers for the moduli space M P 2 ,H (r, c, ∆) in the special case when r and c · H are coprime. The way we do this is by relating the stabilization of the Betti numbers with the convergence of the generating function (1 − q)G r,c (q) at q = 1. A key ingredient in this method is to relate the classes of the moduli stack and the moduli space in A − , which was shown by Coskun and Woolf. 
By our assumption, r and c · H are coprime, a posteriori, all µ H -semistable sheaves are µ Hstable. As a consequence, we can use Proposition 10 to relate the moduli stack and the moduli space.
Estimating the Generating Functions when the rank is one
In this section, our goal is to analyze the generating functions G 1,c (q) andG 1,c (q). More precisely, we are going to show that when ∆ > 2N the coefficient of L −N q ∆ in the generating functions
As a consequence, we are going to show that the 2N th Betti number of M P 2 ,H (1, c, c 2 ) stabilize when c 2 ≥ 2N .
Recall that given a smooth projective surface X with an ample divisor H on X, the moduli space
, where P ic c (X) is the abelian variety of line bundles on X with first Chern class c, and X [n] is the Hilbert scheme of n points on X. The
Betti numbers of X [n] were computed by Göttsche [Go90] . Using the Künneth formula, Coskun c2] and showed that the 2N th Betti number stabilize when c 2 ≥ 2N . In this section, our goal is to re-derive this result in a flavor similar to the higher rank case. We infer from equation 5 that
Proof. We have the following equality of generating functions due to Göttsche [Go01] [Example
Replacing q with L −2 q in above equation, we get
Note that we have
Thus, we get
Each non-zero term contributing to the coefficient of
where α
3 ≥ 0 for all j ≥ 1, and m
3 ≥ 0 for all j ≥ 1. Therefore, we see that
In a similar fashion as above, we use the following equality of generating functions due to Göttsche [Go01] 
Replacing q with L −2 q and using the fact
1 ], we obtain the following equation
As a consequence of above Proposition 11, we have the following:
Proof. Note that all µ H -semistable sheaves of rank one on P 2 are µ H -stable, because the rank is coprime to the first Chern class. As a consequence, we can use Proposition 10 due to Coskun and Woolf and the fact that c 2 = r∆+ r−1 2r c 2 1 to get the following equality of generating functions
where γ denotes the Chern character (r, c, ∆).
Each term contributing to the coefficient of
where ε ∈ {−1, 0} accounts for the contribution of the coefficient coming from (1 − L −1 ), and (∆, N ′ ) accounts for the contribution coming from the terms in coefficient of . Throughout this section, we are going to assume that r is at least two. We recall two theorems due to Mozgovoy [Mo] and Joyce [J08] respectively.
Let M F1,F (γ) denote the moduli stack of torsion free µ F semistable sheaves on F 1 with Chern character γ = (r, c, ∆). We define generating function
(1−q)(1−Lq) be the motivic Zeta function for P 1 . Then, we have 
Before proceeding to Joyce's theorem, in a similar vein as in Proposition 11, we would like to show that for ∆ ≫ N , the coefficient of
Proof. Clearly we can assume that r | c · F , because otherwise by Mozgovoy's theorem (Theorem 13) we have [M F1,F (r, c, ∆)] = 0. Observe that
Moreover, we have the following equations
where all the α's are non-negative integers and all the δ's and k's are positive integers except k
which is at least 2, for all 1 ≤ j 3 ≤ δ 3 . We see that
Since j ≤ r − 1 and k
≥ 2, we see that (rk
(rk
We now proceed to state Joyce's theorem. Let X be a surface with two ample line-bundles
Assume that l ≥ 2, and consider the following conditions for all 1
Let u be the number of times that Case B occurs. We define 
In our case, we would like to take X = F 1 , H 1 = F and H 2 = E + F . Clearly, since 
We would like to manipulate equation 11 so that the left hand side term of equation 11 becomesG r,c (q) and get rid of ∆ from the right hand side term of equation 11.
It is easy to see that
We now list down some equations expressing the various Euler characteristics
Using the above equations we get
We now replace q by L −2r q in both sides of equation 11, multiply both sides of 11 by L r 2 , and use equation 12. We get
Note that we are yet to get rid of ∆ from right hand side term in equation 13. To do that, we need to use Yoshioka's relation for discriminants [Y96b] 
It follows from Yoshioka's relation that the difference r∆ − l i=1 r i ∆ i depends only on (r, c) and
Using equation 15 back in equation 13 yields
Observe that all the terms except the last one involving products on right hand side of equality in equation 16 depends only on (r, c) and (r i , c i ) for 1 ≤ i ≤ l, and the last term depends only on the ∆ i 's for 1 ≤ i ≤ l. Therefore, we havẽ
Recall that we previously defined in equation 7 the generating function
The second summation term in equation 17 can be expressed in terms of H r,c (q) as follows
Therefore, we havẽ
It follows from the definition of 
Proposition 17. There is a constant C 0 depending only on r and c such that
Moreover, we can take C 0 to be
Proof. Our approach is to look at each summand of (1 − q)G r,c (q) corresponding to a equation
and find a lower bound for ∆ corresponding to the term
If l = 1, then equation 20 becomes
It follows from Proposition 14 and equation 8 that for ∆ > N , the coefficient of
Assume l ≥ 2. We would like to estimate a lower bound for ∆
is zero, and then use that to figure out a lower bound for ∆ in equation 20. It follows from Mozgovoy's theorem (Theorem 13) that
Each nonzero term contributing to the coefficient of
from a pair of equations
where all the α's are non-negative integers, δ and the k's are positive integers. Hence, we get
Since j 2 ≤ r i − 1 and k (j) ≥ 1, we see that j 2 ≤ r i (rk (j) − j 2 ). Moreover, because l ≥ 2 we have r i ≤ (r − 1), and so r i ≤ r i (rk (j) − r i ). These two inequalities yield
In summary, we get r∆ 
where ε ∈ {0, 1} which accounts for contribution to the coefficient coming from (1 − q), and (
Clearly, to bound ∆ ′ , we need to bound the last term in above equation 22. We are going to show later (in Lemma 18) that
is bounded below by a constant κ which depends only on (r, c) and r i for all 1 ≤ i ≤ l, except when l = 2 and µ F (γ 2 ) − µ F (γ 1 ) = −1. Thus, we have
We would like to scrutinize the special case when l = 2 and µ F (γ 2 ) − µ F (γ 1 ) = −1. Note that it follows from Mozgovoy's theorem (Theorem 13) that H r,c only depends on whether or not r | c · F . Let r = r 1 + r 2 , c = aE + bF , c 1 = r 1 a 1 E + b 1 F and c 2 = r 2 a 2 E + b 2 F . We will denote H ri,ci by H ri for i = 1, 2 because we are assuming that r i | c i · F for i = 1, 2. It follows from equation 10 that for S µ (γ 1 , γ 2 ; F, E + F ) to be nonzero, we must have
or equivalently, we have b 2 ≥ br2 r . Furthermore, we see that
Using these equations together with the fact that a 2 −a 1 = −1, we see that equation 20 transforms to
whenever b 2 ≥ br2 r and is zero otherwise. Adding all these terms for
Each nonzero term appearing in the coefficient of
We have shown before that we must have ∆ 
In conclusion, we have
where C 0 is the supremum of 0, the terms 1 + is bounded above by r 8 , whence the terms corresponding to r = r 1 + r 2 and µ F (γ 2 ) − µ F (γ 1 ) = −1 are bounded above by r 8 + 1. In summary, we can take C 0 to be
Lemma 18. The following expression
is bounded below by some constant κ which depends only on (r, c) and
Proof. We can assume that 
Similarly, following Manschot [Ma14] [Proof of Proposition 4.1] we see that
Using these two equations we get
We would like to show that both the first and second summand of right hand side of equation 25 are bounded below. Let us call the first summand S 1 and the second summand S 2 .
We now proceed to scrutinize S 1 to determine its lower bound. We are going to use the following identity of Manschot [Ma14] [Proof of Proposition 4.1]
Since a = l i=1 r i a i , it follows from equation 26 that
Consider the smooth polynomial function
Clearly, the Hessian of f , given by
is positive definite. We define
Our goal is to minimize f along the locus of g = 0 for integer values of the x i 's. Using the Lagrange's multiplier method, we see that f assumes minima at for all 1 ≤ i ≤ l. Thus, to find a lower bound for S 1 we need to find the minimum value of f when x i ∈ {−1, 0, 1, 2} for all 1 ≤ i ≤ l. We have the following partition
where x iα = −1, x j β = 1, x kγ = 2, and x m δ = 0. We see that
Note that since r ≥ 2 all the summands in equation 27 except the last one have non-negative coefficient. By further examining the summands with non-negative coefficient, we see that together they must be bounded below by (2r − 4) because all the inequalities in the summations cannot be simultaneously compatible. Moreover, the negative summand is bounded below by −(r 2 − r). Hence, S 1 is bounded below by −r + 3 − 4 r . Our next goal is to determine a lower bound for S 2 . We are going to use the following identities of Manschot [Ma14] 
In Case A, we see that (r − 1)(a i − a i−1 ) + r i + r i−1 ≤ 0 except when l = 2 and a 2 − a 1 = −1, which is not possible by our assumption. Hence, the term
is non-negative. Similarly, in Case B, we see that (r − 1)(a i − a i−1 ) + r i + r i−1 ≥ (r i + r i−1 ), hence the term in equation 31 is non-negative. Additionally, by using the fact that s i are integers, it follows from equation 30 that we have a slightly better bound of equation 31
where sgn is the sign function and {•} is the fractional part of any real number.
In conclusion, we can take κ to be
which is our lower bound for equation 24.
Now that we have shown that for∆ ≫Ñ , the coefficient of
(see Proposition 17), our goal is to relate G r,c (q) withG r,c using the blow-up formula, and conclude a similar result for G r,c (q).
Estimating the generating function G r,c (q) when rank is at least two
In this section, our goal is to show that there is a constant C depending only on r and c such that when ∆ > N + C, the coefficient of Recall from section 2 that we have a blow-up
be a Chern character on P 2 . Let m be the multiplicity of c at the point p. Letγ = (r, c − mE,∆) be a Chern character on F 1 . The blow-up formula due to Mozgovoy [Mo] [Proposition 7.3] is the following equation
where
Note that on P 2 , we have −ch 2 (γ) = r∆ − 
Replacing q by L −2r q and multiplying both sides by L r 2 in equation 35 yields
It follows from equation 36 that in order to achieve our goal, we need to analyze F m (L −2r q) and find an estimate for ∆ in this expression. By examining the definition of F m in equation 34, we conclude that it depends only on the remainder of m modulo r, which we shall denote bym, which we will think of as an integer between 0 and r − 1.
We see that
We now use the following substitutions
These substitutions yield the following equations
Employing the above equations 38 leads to the following expression for
For sake of convenience, we define
Thus, we can think of the last summation term of Fm(L −2r q) as a power series
Remark 19. Recall that any power series of the form f (x) = 1 + a 1 x + a 2 x 2 + · · · is invertible, and its inverse is given by 1 + b 1 x + b 2 x 2 + · · · , where for any positive integer n, we have
To analyze G r,c (q), we need to invert Fm(L −2r q) (equation 36), and a posteriori, we need to invert the power series
To do this, we need to figure out the least
Lemma 20. The smallest non-negative integer d for which
where ρ ν is the cardinality of the set
when ν is a positive integer, and ρ 0 = 1.
Proof. Note that
Consequently, we need to figure out the smallest value ofm
, where , which occurs whenm − 1 orm of the b i 's are (−1) and the remaining are zero. Hence, we have
Before proceeding further, we need to tie the loose ends of Lemma 20 by analyzing the real valued polynomial function y
Lemma 21. Consider the smooth real valued function
where A is any real number. The Hessian of f is positive definite. Furthermore, the function f has a global minima at y 1 = · · · = y n = − A n+1 , and the minimum value for f is
Proof. Clearly, we see that for 1
Thus, H is positive definite. As a consequence, f has a global minimum when Lemma 20, we see that
Finally, using remark 19, we can invert , then the coefficient of
Proof. We are going to produce an expression for Λ 
In a similar fashion as in remark 19, it follows that
It follows from equation 41 that
where the α's, the ν's, and l are non-negative integers; the k's are positive integers; and the b
Subsequently, we will show (in Lemma 23) that
Therefore, we see that 
Moreover, let n 1 , n 2 , n 3 be non-negative integers such that
, and
Therefore, we have
We observe that to complete our proof it is enough to show that
42 that it is enough to show that
If n 2 +m ≤ n 3 , then we are done because b
Otherwise, it follows from Lemma 21 that
≥ 2 for 1 ≤ l ≤ n 1 and n 2 +m ≥ n 3 + 1, we have
Now we are going to specialize to the case when r ≥ 3 and 2 ≤m ≤ r − 1. Clearly, sincē m ≥ 2, we see thatm
As a consequence, we see that
Additionally, we can rewrite equation 42 in terms of b ′ j 's as follows
As a result, to prove our claim, it is enough to show that
for integer values of b ′ j , for all 1 ≤ j ≤ r − 1. Consider the smooth polynomial function
and, the second partial derivatives are
Since r ≥ 3 and the Hessian matrix for f is 
For ease of notation, let's call the right hand side of inequality in equation 43 as g (x, y, z, w) . Upon further scrutinizing, we deduce that 2g(x, y, z, w) = (r −1)(x−y +z −w) 2 +(x 2 +y 2 +z 2 +w 2 )+(r −2)x+(2m−r)y +(r −2m)z +rw If r = 2m, then 2g(x, y, z, w) ≥ 0 because x and w are non-negative integers. If r > 2m, then we see that
Similarly, if r < 2m, then using the fact that (r − 1) > (2m − r), we get
In conclusion, the function f is non-negative for all integer values of x j , for all 1 ≤ j ≤ r − 1.
We are finally ready to analyze (1 − q)G r,c (q).
Proof. Recall that if follows from the blow-up equation (equation 36) that
Each nonzero term appearing in the co-efficient of L −N q ∆ arises from a pair of equations ∆ =m
where (∆ 1 , −N 1 ) accounts for the contribution of terms from the co-efficient of
, and (∆ 2 , −N 2 ) accounts for the contribution of terms from the co-efficient of
It follows from Lemma 22 and Proposition 17 that
These inequalities yield
In conclusion, for ∆ > N + (2−2r)m 2 −rm 2r
zero.
Bounds for stabilization of Betti numbers
In this section, our goal is to determine lower bounds such that the Betti numbers of the moduli space stabilize. More precisely, we look at P 2 equipped with the ample divisor H = c 1 (O P 2 (1)).
We assume that r and a are coprime and consider the moduli space M P 2 ,H (r, aH, c 2 
We note that χ(γ, γ) = 1−ext 1 (γ, γ) and c 2 = r∆+ r−1 2r c 2 1 . Proposition 10 yields the following equality in A
Thus, we have the following equality of generating functions
Each term contributing to the coefficient of we must have ∆ ′ ≤ N ′ + C 0 (using m = 0). Moreover, it follows from Proposition 17 that we can
to be nonzero, we must have
For the remainder of this section, we look at some examples. Yoshioka [Y94] [Page 194] has computed the Betti numbers b 2N (M P 2 ,H (2, −H, c 2 )), where M P 2 ,H (2, −H, c 2 ) is the moduli space of µ H -stable sheaves with Chern classes (2, −H, c 2 ), which we will denote by γ. We observe from the table in [Y94] [Page 194 ] that the Betti numbers b 2N (M P 2 ,H (γ)) stabilize when c 2 ≥ N + 1. Since r = 2 and a = −1, we get from Theorem 26 that the Betti numbers stabilize when c 2 ≥ N + 2. Therefore, we need to improve our lower bound. Since a 1 and b 1 are integers, in Case A, we see that a 1 ≥ 0 and −b 1 ≥ 1. When a 1 = 0, we must have a 2 = −1, whence a 2 − a 1 = −1 which is not possible by our assumption. Hence, we must have a 1 ≥ 1, which yields 2b 1 (1 − 2a 1 ) = (2a 1 − 1)(−2b 1 ) ≥ (2 (1) − 1) (2(1)) = 2
Similarly, in Case B, we see that −a 1 ≥ 1 and b 1 ≥ 0, thereby yielding 2b 1 (1 − 2a 1 ) ≥ (2(0)) (1 + 2(1)) = 0
In either case we see that 2b 1 (1 − 2a 1 ) ≥ 0, and hence we can take κ = 5 2 . Clearly, in our case r = 2 and r 1 = r 2 = 1, whence Manschot [Ma11] [ Table 1 ], [Ma14] [ Table 1 ] computed the Betti numbers of the moduli space M P 2 ,H (3, −H, c 2 ) and the virtual Betti numbers of the moduli space M P 2 ,H (4, 2H, c 2 ). We observe from the tables in these papers that the Betti numbers of M P 2 ,H (3, −H, c 2 ) stabilize when c 2 ≥ N + 2 and the virtual Betti numbers of M P 2 ,H (4, 2H, c 2 ) stabilize when c 2 ≥ N + 3. In the first case, we have r = 3 and a = −1, we get from Theorem 26 that the Betti numbers stabilize when c 2 ≥ N + 5.
As our second example, we scrutinize the Betti numbers of the moduli space M P 2 ,H (4, H, c 2 ). In this case, Theorem 26 yields the stabilization of the Betti numbers when c 2 ≥ N + 8. We improve this bound in the following Proposition. (1 − L −1 )(1 − q)G 4,H (q) must be zero. Therefore, to complete our proof, we need to determine the value of C 0 . Adopting the notation used in proof of Proposition 17 and Lemma 18 in our situation, we get r = 4, a = b = 1. Recall that C 0 is the maximum of the terms 1 + In summary, as we see in our examples (Proposition 27, 28) , the constant C 0 in Proposition 17 can be improved further, which will lead to better bounds for the stabilization of Betti numbers in Theorem 26.
