Abstract: This is an extended abstract. Hence some details have been skipped and only the main ideas on how to estimate parameters in state-space models linear in either states or parameters are sketched.
INTRODUCTION
In this contribution, the particle filter (Doucet et al., 2001a ) is applied to some classical system identification problems (Ljung, 1999) based on time-varying parametric state-space models
y t = h(z t ; θ t ) + e t ,
where z ∈ R n is the state variable, and y ∈ R m is the output variable. The additive noise terms are assumed to be independent and identically distributed. By augmenting the state vector with the parameters, x t = (z T and assuming a random walk parameter variation (of which constant parameters is a special case), we get
where the noises, w z,t and w θ,t have been added in order to improve the efficiency of the particle filter. These noises are refered to as roughening 1 This work was supported by the Swedish Research Council.
noise (Gordon et al., 1993) . We know that the particle filter is applicable to this problem (Doucet et al., 2001a) , and for a sufficiently large number of particles it provides a tool to approximate the posterior p(z t , θ t |Y t ), where Y t = {y i } t i=0 , arbitrarily well. However, the large state dimension might be prohibitive for its use in practice. For that reason, we will consider two special cases where marginalization, or so called Rao-Blackwellization, can be applied to reduce the particle dimension and thus allow the particle filter application in more realistic problems. The two special cases mentioned above are
(1) The model is linear in the parameters and possibly non-linear in the states, i.e.,
(2) The model is linear in the states and possibly non-linear in the parameters, i.e.,
The main steps in our approach are sketched below, and the details follow (Chen and Liu, 2000; Doucet et al., 2001b; Nordlund, 2002) .
In the subsequent section the particle filter and marginalization are briefely introduced. In Section 3 it is described how the marginalized particle filter can be used to recursively estimate the parameters and the states in models in the form (3), and (4). In Section 4 the ideas are related to sub-space identification. Finally, the conclusions are given in Section 5.
THE PARTICLE FILTER
There are several variations of the particle filter presented in the literature, and the algorithm has several names, e.g., Bayesian bootstrap, Sampling Importance Resampling, condensation, and sequential Monte Carlo filter. Here it will be introduced in its' most basic form as it was originally proposed by Gordon et al., in their seminal paper (Gordon et al., 1993) . However, the basic ideas have been around since the end of the 1940s. The first article, known to the authors, introducing the overall ideas is the one by Metropolis and Ulam (Metropolis and Ulam, 1949) .
Bayesian Estimation
The particle filter provides an approximative solution for the problem of recursively estimating the posterior density function p(x t |Y t ), for a non-linear discrete time system on the form (2). In other words it provides an approximative solution to the optimal recursive Bayesian filter given by
For expressions on p(x t+1 |x t ) and p(y t |x t ) in (5) we use the known probability densities pv t and p et
For details concerning these equations see e.g. (Jazwinski, 1970) . A numerical approximation to (5) is given by
where δ(·) is the Dirac delta function. A straightforward way to recursively update the particles x (i) t and the weightsq (i) t is given by (Doucet et al., 2001a) 
initiated at time t = 0 with
The Algorithm
The discussion in the previous section is formalized in the algorithm below. All the operations in the algorithm has to be done for all the particles x (i)
t . For ease of notation the index i will be suppressed.
Algorithm 1. The Particle Filter
(1) Sample x 0|−1 ∼ p(x 0 ). (2) Calculate the weights q t = p(y t |x t ) and normalize, i.e.,q
The key-step allowing recursive estimation is the resampling step, introduced by (Gordon et al., 1993) , based on the weighted bootstrap presented in (Smith and Gelfand, 1992) .
Marginalization
If we assume that the model (1) is linear and the noise is Gaussian the solution to (5) is given by the Kalman filter (Anderson and Moore, 1979) . Now, consider the case where the model is linear in some of the states. Then the Kalman filter can be used to estimate the linear states and the particle filter to estimate the non-linear states. This is also referred to as RaoBlackwellization.
Asymptotically as the number of particles tends to infinity there is nothing to gain in using marginalization, since then the particle filter will provide a perfect description of p(z t , θ t |Y t ). However, since we only can use a finite number of particles it is certainly useful to marginalize and use the optimal filter, i.e., the Kalman filter, for the linear states.
By marginalization of the parameter, the particles live in a lower-dimensional space, and it can be proven (Nordlund, 2002; Doucet et al., 2001b ) that the variance of any function of the state and parameter is decreased when using marginalization for a given number of particles. For details on the marginalized particle filter, the reader is referred to e.g., (Chen and Liu, 2000) , (Doucet et al., 2001b) , (Nordlund, 2002) .
MODELS
In this section it will be shown how the particle filter can be used to estimate the non-linear states and the Kalman filter to estimate the linear states, using the marginalization discussed above. All noise terms are here assumed to be Gaussian, which means that the optimal estimator for the linear states/parameters is given by the Kalman filter. First there will be a discussion on models that are linear in the states and non-linear in the parameters. This is followed by the reversed case, i.e., linear in the parameters and nonlinear in the states.
State-space models linear in the states
A state-space model linear in the states and possibly non-linear in the parameters is written as
The posterior will here be split using Bayes' rule as
Note that we here consider the posterior of the complete parameter trajectory Θ t , but only the last state vector z t . The first density above is simply given by the Kalman filter, while the second one is approximated by the particle filter. That is, we randomize particles in the parameter space according to our prior, and then each particle trajectory will be associated with one Kalman filter. The exact algorithm is given below. In some cases the same Kalman filter can be used for all the particles, and hence a lot of computations can be saved, more on this can be found in (Gustafsson et al., 2002) .
Algorithm 2. Filter for linear states
(1) Sample θ 0|−1 ∼ p(θ 0 ) and set z 0|−1 = z 0 and P 0|−1 = Π 0 . (2) Calculate the weights q t = p(y t |Θ t ) and normalize, i.e.,q
(3) Resample, P (θ t|t = θ t|t−1 ) =q t (4) Predict (i.e., simulate) new particles by θ t+1|t = θ t|t + w θ,t . (5) The Kalman filter is used to estimate z t in
This gives usẑ t|t ,ẑ t+1|t , P t|t , and P t+1|t . (6) Compute relevant estimates from p(z t , Θ t |Y t ). (7) Iterate from step (2).
The Kalman filter algorithm is not given here, see e.g., (Anderson and Moore, 1979) for details.
State-space models linear in the parameters
A state-space model that is linear in the parameters can be written as
In this case the posterior will here be split the other way around, compared to the previous section, i.e.,
The last density is approximated by the particle filter, while the first one can be solved by a Kalman filter for a parameter estimation problem in a linear regression framework. The corresponding algorithm will thus be
Algorithm 3. Filter for linear parameters
(1) Sample z 0|−1 ∼ p(z 0 ) and set θ 0|−1 = θ 0 and P 0|−1 = Π 0 . (2) Calculate the weights q t = p(y t |Z t ) and normalize, i.e.,q
(3) Resample, P (z t|t = z t|t−1 ) =q t (4) Predict (i.e., simulate) new particles by z t+1|t = f (z t|t ) + v t + w z,t . (5) The Kalman filter is used to estimate θ t in
This gives usθ t|t ,θ t+1|t , P t|t , and P t+1|t . (6) Compute relevant estimates from p(θ t , Z t |Y t ). (7) Iterate from step (2).
The measurements used in the Kalman filter are thus the predicted state strajectory z t+1|t , i.e., the particles from the particle filter and the "normal" measurements y t .
AN ALTERNATIVE TO SUB-SPACE IDENTIFICATION
An interesting special case of the two different types of models that have been discussed above is when we consider "the intersection" of the two types, i.e., a model that is bi-linear in the states z t and the parameters θ t .
A particular case of interest is a general state-space model in innovation form
where the parameters enter linearly in A, K, and C. The posterior will here be split by considering the state trajectory Z t ,
The last density is approximated by the particle filter, while the first one can be solved by a Kalman filter for a parameter estimation problem in a linear regression framework. Assume, to avoid ambiguities in the state coordinates, an observer canonical form and scalar output, where C = (1, 0, . . . 0) and that all parameters in A and K are unknown. Then, given the state trajectory and measurement, we have from (13) the linear regression y t = Az t + K(y t − z
(1) t ). In the case where there are more states to be estimated than parameters, i.e., dim z > dim θ it is better to split the density p(Z t , θ t |Y t ) in (17) the other way around, i.e., as in (11). In this way the dimension of the state estimated by the particle filter is keept as small as possible. An example where this situation typically occurs is in gray-box identification.
CONCLUSIONS
In this extended abstract a way of estimating parameters using the marginalized particle filter is proposed. In this way the particle filter is used to take care of the estimation of the non-linear part, while the linear part is estimated using optimal estimators.
