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Abstract
By means of complex representation of a quaternion matrix, we study the relationship between the solutions of the quaternion
equality constrained least squares problemand that of complex equality constrained least squares problem, and obtain a new technique
of ﬁnding a solution of the quaternion equality constrained least squares problem.
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1. Introduction
Many problems in signal processing, system theory, automatic control and in general engineering, physics and
economics give rise to an overdetermined set of linear equations AX ≈ b with equality constraints BX = d which are
usually solved with the complex equality constrained least squares (LSE) method [5–7,11–14,16–18,25,26]. In recent
years, applications of quaternion matrices are getting more and more important and extensive in quantum mechanics,
rigid mechanics and control theory [1–4,8–10,15,19,21–24], it is getting more and more necessary to study the theory
and methods of quaternion matrices. In [20], we studied the equality constrained least squares problem of quaternion
matrices by means of GSVD and complex representations of quaternion matrices, gave the necessary and sufﬁcient
conditions for the quaternion LSE problem to have solutions, and derived a practical algorithm.
In this paper, we study the quaternion LSE problem by introducing a new complex representation of a quaternion
matrix, discuss the relationship between the solutions of the quaternion LSE problem and that of complex representation
LSE problem, and obtain a new technique of ﬁnding a solution of the quaternion LSE problem.
Let R denote the real number ﬁeld, C the complex number ﬁeld, Q=R⊕Ri ⊕Rj ⊕Rk the quaternion ﬁeld, where
i2=j2=k2=−1, ij =−ji=k. For any quaternion x=x1+x2i+x3j +x4k where xs ∈ R , the conjugate of quaternion
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x is x = x1 − x2i − x3j − x4k, and xx = x21 + x22 + x23 + x24 . For any quaternion matrix A, AT, A and AH denote the
transpose, conjugate and conjugate transpose of A over quaternion ﬁeld, respectively. Fm×n denotes the set of m × n
matrices on a ﬁeld F. For any quaternion matrix A = A1 + A2i + A3j + A4k ∈ Qm×n, As ∈ Rm×n, s = 1, 2, 3, 4, A
can be uniquely written as A = (A1 + A2i) + (A3 + A4i)j = B1 + B2j , B1, B2 ∈ Cm×n. It is easy to verify that for
any A ∈ Cm×n, we have Aj = jA, and jAj = −A. For anyA ∈ Qn×n, A is unitary if AHA = In.
2. Complex representation and norms
For any quaternion matrix A ∈ Qm×n, A can be uniquely written as A = B1 + B2j , B1, B2 ∈ Cm×n, and deﬁne
complex representation matrix A
A =
(
B1 B2
−B2 B1
)
∈ C2m×2n. (2.1)
Let A,B ∈ Qm×n, C ∈ Qn×s , a ∈ R. By the deﬁnition of complex representation we easily obtain following results:
(A + B) = A + B, (aA) = aA, (2.2)
(AC) = AC, (AH ) = (A)H , (2.3)
A = P−1m APn, (2.4)
where Pt =
(
0
It
−It
0
)
is a unitary matrix, It is t × t identity matrix.
For A ∈ Qm×m, by (2.3) we easily know that the quaternion matrix A is nonsingular if and only if A is nonsingular
and the quaternion matrix A is unitary if and only if A is unitary.
Let  be a unitarily invariant norm of complex matrices. For any quaternion matrix A ∈ Qm×n, we deﬁne the norm
of the quaternion matrix A as follows:
(A) ≡ (A). (2.5)
It is easy to verify by the similar way in [20] that the norm is also a unitarily invariant norm. Especially, forA ∈ Qm×n,
by the Frobenius norm(or Euclid norm) ‖ · ‖F and 2 norm (or spectral norm) ‖ · ‖2 of complex matrices we derive two
unitarily invariant norms of quaternion matrices as follows:
‖A‖F ≡ ‖A‖F, (2.6)
‖A‖2 ≡ ‖A‖2. (2.7)
3. Quaternion LSE problem
In this section, we study the quaternion LSE problem by means of complex representation given in last section, and
give a new Algorithm of ﬁnding a solution of the quaternion LSE problem:
‖AX − B‖ = min , (3.1a)
subject to CX = D, (3.1b)
where A ∈ Qm×n, B ∈ Qm×q , C ∈ Qp×n, D ∈ Qp×q , and ‖ · ‖ denotes the Frobenius norm of quaternion matrices.
Consider the complex representation LSE problem as follows:
‖AY − B‖ = min , (3.2a)
subject to CY = D. (3.2b)
It is easy to verify by the deﬁnition of a quaternion matrix and (2.2)–(2.3) that the quaternion LSE problem (3.1) has
a solution X if and only if the complex representation LSE problem (3.2) has a solution Y = X.
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Theorem 3.1. The quaternion LSE problem (3.1) has a solution X ∈ Qn×p if and only if complex representation LSE
problem (3.2) has a solution Y ∈ C2n×2p, in which case, if Y is a solution to complex representation LSE problem (3.2),
then following matrix is a solution to the quaternion LSE problem (3.1):
X = 1
4
(In,−jIn)(Y + P−1n YPq)
(
Iq
jI q
)
. (3.3)
Proof. If the quaternion LSE problem (3.1) has a solution X ∈ Qn×p, then by (2.2)–(2.3) the complex LSE problem
(3.2) has a solution Y = X ∈ C2n×2p.
Conversely if the complex LSE problem (3.2) has a solution Y ∈ C2n×2p, and let
Y =
(
Y11 Y12
Y21 Y22
)
, Yrs ∈ Cn×q, r, s = 1, 2, (3.4)
it remains to prove that X in (3.3) is a solution to the quaternion LSE problem (3.1).
By (2.4) and (3.2) we have
A = PmAP−1n , B = PnBP−1q ,
C = PpCP−1n , D = PpDP−1q
and
‖AY − B‖ = ‖A(P−1n YPq) − B‖ = ‖A(P−1n YPq) − B‖, (3.5a)
C(P
−1
n YPq) = D. (3.5b)
i.e., if Y is a solution to (3.2), then P−1n YPq is also a solution to (3.2). Let
Yˆ = 12 (Y + P−1n YPq). (3.6)
Since
‖AY − B‖‖AYˆ − B‖ = 12 ‖(AY − B) + (AP−1n YPq − B)‖,
 12 (‖AY − B‖ + ‖A(P−1n YPq) − B‖) = ‖AY − B‖
and CYˆ = D, hence
‖AY − B‖ = ‖AYˆ − B‖, (3.7a)
CYˆ = D. (3.7b)
This means that if Y is a solution to (3.2), then Yˆ is also a solution to (3.2).
It is easy to get by direct calculation
Yˆ =
(
Yˆ1 Yˆ2
−Yˆ 2 Yˆ 1
)
, (3.8)
where
Yˆ1 = 12 (Y11 + Y 22), Yˆ2 = 12 (Y12 − Y 21). (3.9)
From (3.8) we construct a quaternion matrix
X = Yˆ1 + Yˆ2j = 12 (In,−jIn)Yˆ
(
Iq
jI q
)
. (3.10)
Clearly X = Yˆ . So X is a solution to (3.1). 
512 T. Jiang et al. / Journal of Computational and Applied Mathematics 216 (2008) 509–513
Corollary 3.2. Let A ∈ Qm×n(mn), b ∈ Qm×1, C ∈ Qp×n, d ∈ Qp×1. Then quaternion LSE problem
‖AX − b‖ = min ,
subject to CX = d
has a solution X ∈ Qn×1 if and only if complex representation LSE problem (3.2) has a solution Y ∈ C2n×2, in which
case, ifY is a solution to complex representation LSE problem (3.2), then following matrix is a solution to the quaternion
LSE problem (3.1).
X = 1
4
(In,−jIn)(Y + P−1n YP1)
(
1
j
)
.
Corollary 3.3. Let A ∈ Qm×n(mn), b ∈ Qm×1. Then quaternion LS problem
‖AX − b‖ = min
has a solution X ∈ Qn×1 if and only if complex representation LS problem (3.2) has a solution Y ∈ C2n×2, in which
case, if Y is a solution to complex representation LS problem (3.2), then following matrix is a solution to the quaternion
LS problem (3.1).
X = 1
4
(In,−jIn)(Y + P−1n YP1)
(
1
j
)
.
Remark. (1) Theorem 3.1 and Corollary 3.2 study the relationship between the solutions of the quaternion LSE
problem and that of complex representation LSE problem, and turn the problems of quaternion LSE problem into the
corresponding complex representation LSE problem by means of complex representations of quaternion matrices.
(2) Theorem 3.1 and Corollary 3.2 also give a practical algorithm of ﬁnding a solution of the quaternion LSE problem.
The solutions of quaternion LSE problem (3.1) can be easily obtained from that of complex representation LSE problem
(3.2) by formula (3.3). Compared with the algorithm given in [20], this paper gives an easier algorithm for ﬁnding the
solutions of the quaternion LSE problem (3.1).
4. Algorithm
In this section we list an algorithm for the quaternion equality constrained least squares problem and give a practical
example.
Algorithm. Let A ∈ Qm×n, B ∈ Qm×q , C ∈ Qp×n, D ∈ Qp×q .
Step 1: Find complex representation matrices A,B,C and D.
Step 2: If the complex representation LSE problem (3.2) has a solution, then ﬁnd a complex solution Y of (3.2).
Step 3: If Y is a solution to the complex representation LSE problem (3.2), construct a quaternion matrix
X = 1
4
(In,−jIn)(Y + P−1n YPp)
(
Ip
jIp
)
,
then X is a solution to the quaternion LSE problem (3.1).
Example. Let
A =
(−1 + j −k
i 1 + j
)
, B =
(−1
i
)
, C = 0, D = 0.
Find a solution of the quaternion LSE problem (3.1).
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Solution: It is easy to know that by the deﬁnition of the complex representation matrix (2.1),
A =
⎛
⎜⎝
−1 0 1 −i
i 1 0 1
−1 −i −1 0
0 −1 −i 1
⎞
⎟⎠ , B =
⎛
⎜⎝
−1 0
i 0
0 −1
0 −i
⎞
⎟⎠ .
By means of the complex equality constrained least squares problem we found a solution of the complex representation
LSE problem (3.2)
Y =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
2
3
1
3
i
3
0
−1
3
2
3
0 − i
3
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
By (3.3), we easily ﬁnd a solution of the quaternion LSE problem (3.1)
X = 1
4
(I2,−jI 2)(Y + P−12 YP1)
(
1
j
)
=
⎛
⎝
2
3
+ 1
3
j
1
3
i
⎞
⎠
.
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