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Abstract—Task offloading is a promising technology to exploit
the benefits of fog computing. An effective task offloading strategy
is needed to utilize the computational resources efficiently. In this
paper, we endeavor to seek an online task offloading strategy to
minimize the long-term latency. In particular, we formulate a
stochastic programming problem, where the expectations of the
system parameters change abruptly at unknown time instants.
Meanwhile, we consider the fact that the queried nodes can only
feed back the processing results after finishing the tasks. We
then put forward an effective algorithm to solve this challenging
stochastic programming under the non-stationary bandit model.
We further prove that our proposed algorithm is asymptotically
optimal in a non-stationary fog-enabled network. Numerical
simulations are carried out to corroborate our designs.
Index Terms—Online learning, task offloading, fog computing,
stochastic programming, multi-armed bandit (MAB).
I. INTRODUCTION
With the ever-increasing demands for intelligent services,
devices such as the smart phones are facing challenges in both
battery life and computing power [1]. Rather than offloading
computation to remote clouds, fog computing distributes com-
puting, storage, control, and communication services along the
Cloud-to-Thing continuum [2], [3].
In recent years, task offloading becomes a promising tech-
nology and attracts significant attentions from researchers. In
general, tasks with high-complexity are usually offloaded to
other nodes such that the battery lifetime and computational
resources of an individual user can be saved [4]. For example,
ThinkAir [5] provided a code offloading framework, which
was capable of on-demand computational resource allocation
and parallel execution for each task. In some literatures, the
task offloading was modeled as a deterministic optimization
problem, e.g. the maximization of energy efficiency in [6],
the joint minimization of energy and latency in [7], and the
minimization of energy consumption under delay constraints
in [8]. However, one task offloading strategy needs to rely
on the real-time states of the users and the servers, e.g.
the length of the computation queue. From this aspect, the
task offloading is a typical stochastic programming problem
and the conventional optimization methods with deterministic
parameters are not applicable. To circumvent this dilemma,
the Lyapunov optimization method was invoked in [9]–[12]
to transform the challenging stochastic programming problem
to a sequential decision problem, which included a series of
deterministic problems in each time slot. Besides, the authors
in [13] provided one game-theoretic decentralized approach,
where each user can make offloading decisions autonomously.
The aforementioned task offloading schemes all assumed the
availability of perfect knowledge about the system parameters.
However, there are some cases where these parameters are
unknown or partially known at the user. For example, some
particular values (a.k.a. bandit feedbacks) are only revealed
for the nodes that are queried. Specifically, the authors in [14]
treated the communication delay and the computation delay of
each task as a posteriori. In [15], the mobility of each user was
assumed to be unpredictable. When the number of nodes that
can be queried is limited due to the finite available resources,
there exists a tradeoff between exploiting the empirically best
node as often as possible and exploring other nodes to find
more profitable actions [16], [17]. To balance this tradeoff,
one popular approach is to model the exploration versus
exploitation dilemma as a multi-armed bandit (MAB) problem,
which has been extensively studied in statistics [18].
There are very few prior works addressing this exploration
vs. exploitation tradeoff during task offloading in a fog-
enabled network. In this paper, we assume the processing
delay of each task is unknown when we start to process
the task and endeavor to find an efficient task offloading
scheme with bandit feedback to minimize the user’s long-
term latency. Our main contributions are as follows. Firstly,
we introduce a non-stationary bandit model to capture the
unknown latency variation, which is more practical than
the previous model-based ones, e.g. [7]–[11]. Secondly, an
efficient task offloading algorithm is put forward based on
the upper-confidence bound (UCB) policy. Note our proposed
scheme is not a straightforward application of the UCB policy
and thus the conventional analysis is not applicable. We also
provide performance guarantees for the proposed algorithm.
The rest of this paper is organized as follows. Section II
introduces the task offloading model and system assumptions.
Section III presents one efficient algorithm and the correspond-
ing performance guarantee. Numerical results are presented in
Section IV and Section V concludes the paper.
Notations: Notation |A|, Unif(a, b), E(A), and P(A) stand
for the cardinality of set A, the uniform distribution on (a, b),
the expectation of random variable A, and the probability of
event A. Notation An
a.s.−→ A indicates the sequence {An}∞n=1
converges almost surely towards A. One indicator function
1{·} takes the value of 1(0) when the specified condition is
met (otherwise).
II. SYSTEM MODEL
A. Network Model
We are interested in a fog-enabled network (see also Fig. 1)
where both task nodes and helper nodes co-exist. Computation
tasks are generated at each fog node. Each fog node can
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Fig. 1. A fog-enabled network. Different colors indicate the tasks from
different types of nodes. The task node is busy dealing with computation
tasks, some of which are offloaded to its nearby helper nodes, i.e. helper
node-1, 2, 3, and 4.
also communicate with nearby nodes. The unfinished tasks are
assumed to be cached in a first-input first-output (FIFO) queue
at each node. Due to the limited computation and storage re-
sources within one individual node, the tasks that are processed
locally usually experience high latency, which degrades the
quality of service (QoS) and the quality of experience (QoE).
To enable low-latency processing, one task node may offload
some of its computation tasks to the nearby helper nodes.
These helper nodes typically possess more computation and
storage resources and are deployed to help other task nodes
on demand. In typical applications such as the online gaming,
the tasks are usually generated periodically and cannot be
split arbitrarily. Thus we assume one task is generated at the
beginning of each time slot. Meanwhile, it can be allocated as
one whole piece to one neighboring helper node.
Our goal is to minimize the long-term latency at a particular
task node. In particular, the set of K fog nodes can be
classified as
I :=

1, 2, · · · ,K − 1︸ ︷︷ ︸
Helper nodes
, K︸︷︷︸
Task node

 . (1)
In this paper, we assume the task node cannot offload tasks
to a helper node when it is communicating with others. We
also assume each task is generated independently and the task
nodes do not cooperate with each other1.
We use T (i) to represent the amount of time needed to
deliver one bit of information to node-i. It is a distance-
dependent value and can be measured before transmission2.
Denote the data length of task-t by Lt. We also assume the
task size is such that the transmission delay LtT (i) is no more
than one time slot. Note the transmission delay is zero for a
locally processed task, i.e. LtT (K) = 0.
1 The cooperation among multiple task nodes is beyond the scope of the
current paper and is left for our future works.
2We assume different task nodes occupy pre-allocated orthogonal time or
spectrum resources for the communication to the helper nodes, e.g. TDMA or
FDMA. Note the optimal time/spectrum reusing is itself a non-trivial research
problem [21].
Let Qt(i) denote the queue length of node-i at the beginning
of time slot-t. Meanwhile, we denote the time needed to
process one bit waiting in the queue at node-i by Wt(i), and
denote the time needed to process one bit in task-t at node-i
by Pt(i) when all the tasks ahead in the queue are completed.
Furthermore, we treat Wt(i) and Pt(i) as random variables in
this paper. Accordingly, the expectations are defined as:
µWt (i) := E[Wt(i)], µ
P
t (i) := E[Pt(i)]. (2)
We assume the total latency of each task is dominated
by the delays mentioned above, i.e. the transmission delay
LtT (i), the waiting delay Qt(i)Wt(i) in the queue, and the
processing delay LtPt(i). We ignore the latency introduced
during the transmitting of the computing results. Therefore, the
total latency when allocating task-t to node-i can be written
as follows.
Ut(i) := LtT (i) +Qt(i)Wt(i) + LtPt(i). (3)
Before we proceed further, here we make the following
assumptions:
• AS-1: The total latency Ut(i) is unknown before the task
is completed;
• AS-2: The queue length Qt(i) is broadcasted by node-i
at the beginning of each slot and is available for all the
nearby fog nodes;
• AS-3: The waiting delay and the processing delay, i.e.
Wt(i) and Pt(i), follow unknown distributions. The cor-
responding expectations, i.e. µWt (i) and µ
P
t (i), change
abruptly at unknown time instants (a.k.a. breakpoints).
Different from the model-based task offloading problems
addressed in [7]–[11], we do not require any specific relation-
ships between the CPU frequencies and the processing delays
in AS-1 and AS-3 as in [14]. This is a more realistic setting
due to the following reasons. Firstly, the data lengths and the
computation complexities of tasks should be modeled as a se-
quence of independent random variables. This is because their
distributions may change abruptly and be completely different
due to the changes in task types. Additionally, the computation
capability, e.g. CPU frequencies, CPU cores, and memory
size, of each node is different and may also follow abruptly-
changing distributions. All of these uncertainties mentioned
above make it very tough for an individual node to forecast
the amount of time spent in processing different tasks. It also
costs a lot of overheads for an individual node to obtain the
global information about the whole system. As a result, the
processing delay and the waiting delay cannot be calculated
accurately in a practical system with the conventional model,
where the delays are simply determined by the data length and
the configured CPU frequency [10].
In our paper, the processing delay and the waiting delay
are only reported after the corresponding task is finished.
Namely, the observations of the waiting delay τWt and the
processing delay τPt are treated as posterior information. Note
these delays can be obtained via the timestamp feedback from
the corresponding node after finishing task-t. Accordingly, we
obtain the realizations of Wt(i) and Pt(i) as
wt(i) =
τWt
Qt(i)
1{It = i}, pt(i) = τ
P
t
Lt
1{It = i}. (4)
B. Problem Formulation
The general minimization of the long-term average latency
of tasks can be formulated as follows.
minimize
{It,∀t}
lim
T→∞
1
T
T∑
t=1
K∑
i=1
Ut(i)1{It = i}
subject to It ∈ I, t = 1, 2, · · · , T,
(5)
where It represents the index of the node to process task-t.
There are two difficulties in solving the above problem. Firstly,
it is a stochastic programming problem. The exact information
about the latency Ut(i) is not available before the t-th task
is completed. Additionally, even if Ut(i) is known apriori,
this problem is still a combinatorial optimization problem
and the complexity is in the order of O(KT ). This is due
to the fact that the previous offloading decisions determine
the queue length in each fog node and further affect the
decisions of future tasks. See [15] for an example. To render
the task offloading strategies welcome online updating, one
popular way is to convert this challenging stochastic and
combinatorial optimization problem into one low-complexity
sequential decision problem at each time slot [9]–[12]. Given
the task offloading decisions made in the previous (t−1) time
slots, the optimal strategy turns into allocating task-t to the
node with minimal latency at time slot-t. Meanwhile, under
the stochastic framework [20], it is more natural to focus on
the expectation, i.e. E[Ut(i)]. Accordingly, the problem in (5)
becomes the following one in the t-th time slot:
minimize
It∈I
∑
i∈I
E[Ut(i)]1{It = i} (6)
However, the above formulation is still a stochastic pro-
gramming problem. Although the tasks offloaded previously
do enable an empirical average as an estimate of the expec-
tation E[Ut(i)], this information may be inaccurate due to
limited number of observations. Note the information about
node-i is from the feedbacks from node-i when it finishes the
corresponding tasks. In order to get more information about
one specific node, the task node has to offload more tasks
to that node even though it may not be the empirically best
node to offload. Therefore, an exploration-exploitation tradeoff
exists in this problem. In the following parts, we endeavor to
find one efficient scheme to solve the problem in (6).
III. EFFICIENT OFFLOADING ALGORITHM
A. Task Offloading with Discounted-UCB
To strike a balance between the aforementioned exploration
and exploitation, we model the task offloading as a non-
stationary multi-armed bandit (MAB) problem [17], where
each node in I is regarded as one arm. When a particular task
is generated, we need to determine one fog node, either one
helper node or the task node, to deal with it. This corresponds
to choosing one arm to play in the MAB.
Recall that the task node generates one task at the beginning
of each time slot. Let τs ≤ s + τmax be the time when
the feedback of the s-th task is received, where τmax is the
maximum permitted latency. If τs > s + τmax, the task fails
and is discarded. According to [17], we can estimate Wt(i)
and Pt(i) with the UCB policy as
W¯t(γ, i) :=
1
Nt(γ, i)
t∑
s=1
γt−τsws(i)1{Is = i, τs ≤ t},
P¯t(γ, i) :=
1
Nt(γ, i)
t∑
s=1
γt−τsps(i)1{Is = i, τs ≤ t},
(7)
where γ ∈ (0, 1) represents the discount factor, and
Nt(γ, i) :=
t∑
s=1
γt−τs1{Is = i, τs ≤ t}. (8)
Then the latency Ut(i) can be estimated as
µ¯t(γ, i) := LtT (i) +Qt(i)W¯t(γ, i) + LtP¯t(γ, i). (9)
Note that the latency in (9) is estimated based on the history
information ofWs(i) and Ps(i) instead of the previous latency
values, i.e. Us(i), s < t. This is due to the fact that the
individual latency closely depends on the queue length Qt and
the task length Lt, which may vary significantly for different
types of tasks. Thus it is not trustworthy to estimate Ut(i) with
the previous latency values directly. On the other hand, the
time needed to process one bit of a task is typically determined
by the node capability, which is relatively stable and thus
suitable to be estimated with the sample mean.
At node-i, the total amount of time utilized to process task-
k is compared with the maximal tolerable latency and the time
difference is defined as a reward, i.e. Xt(i) := τmax − Ut(i).
Clearly, a negative reward indicates a task failure. Based on
the estimated latency in (9), the estimated reward is given by
X¯t(γ, i) := τmax − µ¯t(γ, i). (10)
The parameters Nt+1(γ, i), W¯t+1(γ, i), and P¯t+1(γ, i) can be
updated iteratively with low complexity. Particularly, let St :=
{s|t < τs ≤ t+1} denote the set of indices of tasks completed
within the interval (t, t+ 1] and we can have
Nt+1(γ, i) = γNt(γ, i) +
∑
s∈St
γt+1−τs1{Is = i}, (11)
W¯t+1(γ, i) =
1
Nt+1(γ, i)
[
γNt(γ, i)W¯t(γ, i)
+
∑
s∈St
γt+1−τsws(i)1{Is = i}
]
,
(12)
P¯t+1(γ, i) =
1
Nt+1(γ, i)
[
γNt(γ, i)P¯t(γ, i)
+
∑
s∈St
γt+1−τsps(i)1{Is = i}
]
.
(13)
Algorithm 1 TOD (Task Offloading with Discounted-UCB)
Algorithm
1: Initialization: Set appropriate γ. Set t = 1, X¯t(γ, i) =
W¯t(γ, i) = P¯t(γ, i) = 0, ∀i ∈ I.
2: Repeat
3: Let It = t, offload task-t to node-It; t = t+ 1;
4: Until t > K;
5: Update W¯t(γ, i), P¯t(γ, i) and N¯t(γ, i) as (7) and (8);
6: Repeat
7: Update X¯t(γ, i) and c¯t(γ, i) as (10) and (14);
8: Determine It as (16), offload task-t to node-It;
9: t = t+ 1;
10: Update N¯t(γ, i), W¯t(γ, i), and P¯t(γ, i) as (11)-(13);
11: Until t > T ;
The exploration-exploitation tradeoff is then handled by ap-
plying the UCB policies as in [17]. An UCB is constructed as
X¯t(γ, i)+ct(γ, i). The padding function ct(γ, i) characterizes
the exploration bonus, which is defined as
ct(γ, i) := 2τmax
√
ξ log nt(γ)
Nt(γ, i)
, (14)
where ξ stands for an exploration constant and
nt(γ) :=
K∑
i=1
Nt(γ, i). (15)
The node selected to process task-t is then determined by
It = argmax
i∈I
X¯t(γ, i) + ct(γ, i). (16)
Our proposed strategy, i.e. Task Offloading with Discounted-
UCB (TOD), is summarized in Algorithm 1.
Although the above proposed task offloading model is
essentially a non-stationary MAB model, there are two main
differences compared with the conventional model as proposed
in [17]. First, the feedback was obtained instantaneously with
the decision making in the conventional model. While in
our model, as indicated in (7), the feedback is not available
until the task is finished. The corresponding latency should
not be ignored since it is exactly the information we need.
Note the delayed feedback affects the performance analyses as
discussed in [19]. Second, the best arm is assumed to change
only at the breakpoints in [17]. However, our model allows the
best node to vary when processing different tasks. Therefore,
the performance guarantee for the conventional discounted-
UCB algorithm cannot be applied directly to our proposed
TOD.
B. Performance Analysis
According to (2) and (3), the expected latency E[Ut(i)] can
be expressed as
µt(i) := E[Ut(i)] = LtT (i) +Qt(i)µ
W
t (i) + Ltµ
P
t (i). (17)
Given the offloading strategies for the first (t − 1) tasks,
according to (6), the best node to handle task-t is given by
i∗t := argmini∈I µt(i). Additionally, we use
N˜T (i) :=
T∑
t=1
1{It = i 6= i∗t}
to denote the number of tasks offloaded to node-i while it
is not the best node during the first T time slots. From
AS-3, we know the expectations of system parameters could
change abruptly at each breakpoint. We use ΥT to denote
the number of breakpoints before time T . The following
proposition provides an upper bound for E(N˜T (i)).
Proposition 1. Assume ξ > 1/2 and γ ∈ (0, 1) satisfies
γτmax(1 − γ1/(1−γ))/(1− γ) > e.
For each node i ∈ I, we have the following upper bound for
E(N˜T (i)):
E
[
N˜T (i)
]
≤ 1 + T (1− γ)B(γ) + ΥTC(γ) + 2
1− γ , (18)
where
C(γ) := logγ((1− γ)ξ lognK(γ)) + τmax,
B(γ) :=
(−16τ2maxξ log [γτmax(1− γ)]
(∆µT (i))2
+ τmax
)
· ⌈T (1− γ)⌉
T (1− γ) γ
− 1
1−γ +
2
γτmax
log
γτmax
1− γ ,
∆µT (i) := min
t∈{1,··· ,T},i∗t 6=i
µt(i)− µt(i∗t ).
Detailed proof for the above proposition can be found in
arXiv and is omitted here due to the space limitation3. Clearly,
the upper bound depends on the number of total tasks, the
number of breakpoints ΥT , and the choice of discount factor
γ. From (18), we see the term T (1−γ)B(γ) decreases as the
feasible γ increases. On the other hand, the last two terms,
i.e. ΥTC(γ) and 2/(1− γ), are increasing when the feasible
γ is increasing. This is consistent with our intuition that a
higher discount factor γ contributes to a better estimation
in the stationary case, while it results in slow reaction to
abrupt changes of environments. Therefore, there is a tradeoff
between different terms in (18). To strike a balance between
the stable and the abruptly-changing environments, similar to
[17], we choose γ as
γ = 1− (4τmax)−1
√
ΥT /T . (19)
Accordingly, we can establish the following proposition.
Proposition 2. When ΥT = O(T β), β ∈ [0, 1), and T →∞,
the value of E(N˜T (i)) is in the order of
E
[
N˜T (i)
]
= O
(√
TΥT logT
)
.
Proof. Let γ = 1 − (4τmax)−1
√
ΥT/T , then the three
terms in (18), i.e. T (1 − γ)B(γ), ΥTC(γ), and 2/(1 − γ),
3arXiv:1804.08416, https://arxiv.org/abs/1804.08416.
are in the order of O(√ΥTT logT ), O(
√
ΥTT log T ), and
O(
√
T/ΥT ), respectively. Thus E[N˜T (i)] is in the order of
O(√TΥT logT ).
To show the optimality of our proposed Algorithm 1, we
define the pseudo-regret in offloading the first T tasks as [20]
ζT :=
1
T
E
[
T∑
t=1
(Ut(It)− E[Ut(i∗t )])
]
. (20)
We have the following result regarding the pseudo-regret ζT .
Proposition 3. When ΥT = O(T β), β ∈ [0, 1), the proposed
approach in Algorithm 1 is asymptotically optimal in the sense
that limT→∞ ζT
a.s.−→ 0.
Proof. Note Ut(It)− E[Ut(i∗t )] ≤ τmax1{It 6= i∗t }. We have
ζT ≤ 1
T
E
[
T∑
t=1
τmax1{It 6= i∗t }
]
≤ τmax
T
∑
i∈I
E
[
N˜T (i)
]
.
(21)
According to Proposition 1 and Proposition 2, we obtain
ζT = O
(√
ΥT /T logT
)
= O
(
T
β−1
2 logT
)
. (22)
Then for any ε > 0, there exists a finite integer Nε, such that
P(|ζT | ≥ ε) = 0, ∀T ≥ Nε. (23)
Therefore,
∞∑
T=1
P(|ζT | ≥ ε) ≤ Nε <∞. (24)
The above equation indicates ζT
a.s.−→ 0.
IV. NUMERICAL RESULTS
In this section, we evaluate the performance of our proposed
offloading algorithm by testing 10, 000 rounds of task of-
floading. One task is generated in each round. Some common
system parameters are set as follows.
• The network consists of 1 task node and 9 helper nodes;
• Each time slot is 20 ms. Data size follows Unif(1, 15) KB;
• Maximal latency is τmax = 20 slots, ξ = 0.6;
• The delay of processing one bit of the task is simulated
following Pt(i) = σ
cplx
t /σ
CPU
i , where σ
cplx
t characterizes the
complexity of task-t, and σCPUi reflects the CPU capability of
node-i. Both variables follow Unif(1, 10);
• The CPU capability of node-i is changed as σCPUi =
σCPUi × 16 or σCPUi = σCPUi /16 at each breakpoint.
We compare the performance of TOD with two other
schemes, i.e. Greedy and Round-Robin. In the greedy scheme,
we assume full information of every realization and offload
the task to the node achieving minimal latency in each time
slot. Note that the greedy scheme is not causal and cannot
be applied in practice. In the round-robin scheme, each task is
offloaded to the fog nodes in a cyclic way with equal chances.
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Fig. 2. CDFs of the latency of processing 10, 000 tasks. TOD-Opt.: solution
with TOD using γopt = 0.9993 (left), γopt = 0.9995 (right); TOD-Cal.:
solution with TOD using γcal = 0.9985 (left), γcal = 0.9996 (right).
0 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000
# Time Slots
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Su
cc
es
s 
Ra
tio
TOD-Opt.
TOD-Cal.
Round-Robin
Greedy
7000 8000 9000 10000
0.92
0.94
0.96
0.98
1
Fig. 3. Cumulative success ratio versus time. The number of breakpoints is
set as ΥT = 150.
In Fig. 2, with different number of breakpoints, i.e ΥT , we
demonstrate the effectiveness and robustness of TOD by show-
ing cumulative distribution functions (CDFs) of the latency of
processing 10, 000 tasks with different schemes. TOD-Opt and
TOD-Cal in Fig. 2 represent two different criteria to choose
γ in TOD. The discount factor γ in the former criterion is
searched over (0, 1) to achieve the minimal average latency,
while the other one is calculated following (19). Both the
left and the right parts in Fig. 2 show the proposed TOD
algorithm performs much better than the round-robin scheme,
and performs close to the greedy method, which achieves the
minimal realization of latency in each round. Additionally, we
can learn from Fig. 2 that the γ calculated following (19)
performs as well as the optimal one. In Fig. 2(a), there exists
one breakpoint every 67 tasks on average as ΥT = 150,
which indicates TOD is able to learn the system under frequent
changes of parameter distribution. It is also worth noting that,
in Fig. 2(b), TOD achieves even less average latency than
the greedy scheme in the case of limited abrupt changes, i.e.
ΥT = 10. This phenomenon reveals that the decision with
minimal latency in each time slot may not be the global
optimum of (5). It also corroborates our previous analysis that
every choice will affect the future state of the node, and further
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Fig. 4. Average regret versus time. The regret is calculated as ζˆ
T
:=
1
T
∑
T
t=1(Ut(It)− Ut(it)). (R): Regret by taking it = argmaxi∈I Ut(i);
(P): Pseudo-regret by taking it = argmaxi∈I µt(i). TOD-Sel.: solution
with TOD using γsel = 0.98; IIR: solution with separated exploration and
exploitation using the same discount factor as TOD-Opt. The number of
breakpoints is set as ΥT = 150.
affects the following offloading decisions.
Fig. 3 presents the ratio of the number of successfully
processed tasks to the number of tasks. A task is successful if
the latency is less than τmax. Although the success ratios of
TOD are lower than the greedy scheme due to the exploration
of nodes, they show the tendencies to approaching the greedy
scheme with time going on.
Fig. 4 depicts the regrets from different schemes. Note the
regret is based on the optimal realization (greedy method), and
the pseudo-regret is based on the optimal expectation. In IIR,
we separate the exploration and the exploitation to two phases.
In the exploration phase, the round-robin method is adopted. In
the exploitation phase, we focus on maximizing the estimated
reward defined in (10), which is actually an estimate based
on the infinite impulse response (IIR) filter. The ratio of two
phases is searched to achieve the minimal regret. It can be
observed that, either in the sense of the regret or in the sense
of the pseudo-regret, the proposed TOD algorithm achieves
much lower regrets than the round-robin scheme and the IIR
scheme. This phenomenon shows that our proposed method
performs well in dealing with the exploration-exploitation
tradeoff. Besides, as the discount factor is set to γsel, the
TOD performance deteriorates a lot. This further indicates the
importance of the exploration bonus.
V. CONCLUSION
In this paper, an efficient online task offloading strategy
and the corresponding performance guarantee in a fog-enabled
network have been studied. Considering that the expectations
of processing speeds change abruptly at unknown time in-
stants, and the system information is available only after
finishing the corresponding tasks, we have formulated it as
a stochastic programming with delayed bandit feedbacks. To
solve this problem, we have provided TOD, an efficient online
task offloading algorithm based on the UCB policy. Given a
particular number of breakpoints ΥT , we have proven that the
bound on the number of tasks offloaded to a particular non-
optimal node is in the order of O(√ΥTT logT ). Besides, we
have also proven that the pseudo-regret goes to zero almost
surely when the number of tasks goes to infinity. Simulations
have demonstrated that the proposed TOD algorithm is capable
of learning and picking the right node to offload tasks under
non-stationary circumstances.
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VI. APPENDIX
Proof. According to the definition of N˜T (i), it can be decom-
posed as
N˜T (i) ≤1 +
T∑
t=K+1
1{It = i 6= i∗t , Nt(γ, i) < A(γ, i)}
+
T∑
t=K+1
1{It = i 6= i∗t , Nt(γ, i) ≥ A(γ, i)},
(25)
where A(γ, i) is a particular function with respect to γ. The
number of missing feedbacks when task-t is offloaded can be
defined as
Gt(i) :=
t−1∑
s=1
1{Is = i} −Nt(1, i). (26)
Clearly, the number of missing feedbacks is no larger than
τmax, i.e. Gt(i) ≤ τmax, ∀t, i. According to Lemma 1 in [17],
for any i ∈ I, τ > 0,m > 0, the following inequality is
derived:
T∑
t=K+1
1{It = i,
t−1∑
s=t−τ
1{Is = i} < m} ≤ ⌈T/τ⌉m. (27)
Due to the fact that{
t|
t−1∑
s=t−τ
1{Is = i} < m
}
=
{
t|
t−1∑
s=t−τ
γτ1{Is=i} < γ
τm
}
⊇
{
t|
t−1∑
s=t−τ
γt−τs1{Is = i, τs ≤ t}+Gt(i) < γτm
}
⊇{t|Nt(γ, i) + τmax < γτm} ,
(28)
we have
T∑
t=K+1
1{It = i, Nt(γ, i) + τmax < γτm} ≤ ⌈T/τ⌉m. (29)
Let m = γ−τ (A(γ, i) + τmax), we have
T∑
t=K+1
1{It = i 6= i∗t , Nt(γ, i) < A(γ, i)}
≤⌈T/τ⌉γ−τ (A(γ, i) + τmax).
(30)
Let ΥT denote the number of breakpoints before time T , and
T (γ) denote the set of “well offloaded” tasks. Mathematically,
these tasks are defined as follows.
T (γ) :={t|t ∈ {K + 1, · · · , T };
µs(j) = µt(j), ∀s ∈ (t− C(γ), t), ∀j ∈ I},
(31)
where C(γ) indicates the number of tasks, of which the delay
is poorly estimated. Because of this, the D-UCB policy may
not offload tasks to the optimal node, which leads to the
following bound:
T∑
t=K+1
1{It = i 6= i∗t , Nt(γ, i) ≥ A(γ, i)}
≤ΥTC(γ) +
∑
t∈T (γ)
1{It = i 6= i∗t , Nt(γ, i) ≥ A(γ, i)}.
(32)
Next, we need to upper-bound the last term in (32). There are
three facts:
i) The event {It = i 6= i∗t } occurs if and only if the event
Et(γ, i) = {µ¯t(γ, i∗t )− ct(γ, i∗t ) ≥ µ¯t(γ, i)− ct(γ, i)} occurs;
ii) Et(γ, i) ⊆ {µ¯t(γ, i∗t ) − ct(γ, i∗t ) ≥ µt(i∗t )} ∪ {µ¯t(γ, i) −
ct(γ, i) < µt(i
∗
t )};
iii) {µ¯t(γ, i) − ct(γ, i) < µt(i∗t )} ⊆ {µ¯t(γ, i) + ct(γ, i) <
µt(i)} ∪ {µt(i)− µt(i∗t ) < 2ct(γ, i)}.
Based on these facts, the following inequality is obtained:
{It = i 6= i∗t , Nt(γ, i) ≥ A(γ, i)}
⊆{µ¯t(γ, i∗t )− ct(γ, i∗t ) ≥ µt(i∗t )}
∪ {µ¯t(γ, i) + ct(γ, i) < µt(i)}
∪ {µt(i)− µt(i∗t ) < 2ct(γ, i), Nt(γ, i) ≥ A(γ, i)}.
(33)
Namely, when node-i is tested enough times by the task node,
the event {It = i 6= i∗t } only occurs under three circumstances:
i) the delay of the optimal node is substantially overestimated;
ii) the delay of node-i is substantially underestimated; iii) both
delay expectations, i.e. µt(i
∗
t ) and µt(i), are close enough.
However, if A(γ, i) is chosen appropriately, the event
{µt(i)− µt(i∗t ) < 2ct(γ, i), Nt(γ, i) ≥ A(γ, i)} never occurs.
Denote the minimal difference between the expected delay of
node-i and the expected delay of the best node-i∗ by ∆µT (i),
i.e.
∆µT (i) := min
t∈{1,··· ,T},i∗t 6=i
µt(i)− µt(i∗t ). (34)
Let A(γ, i) := 16τ2maxξ lognt∗(γ)(∆µT (i))
−2, where t∗ =
argmaxt∈{1,··· ,T} nt(γ). Recalling Nt(γ, i) ≥ A(γ, i), we
have
∆µT (i)
2
= 2τmax
√
ξ log nt∗(γ)
A(γ, i)
≥ ct(γ, i). (35)
However, from the definition of ∆µT (i) we obtain:
∆µT (i)
2
≤ µt(i)− µt(i
∗
t )
2
< ct(γ, i), (36)
which is contradict with (35). Thus the events {µt(i) −
µt(i
∗
t ) < 2ct(γ, i)} and {Nt(γ, i) ≥ A(γ, i)} never occur
simultaneously, which indicates that we only need to upper-
bound the probability of events {µ¯t(γ, i∗t )−ct(γ, i∗t ) ≥ µt(i∗t )}
and ∪{µ¯t(γ, i) + ct(γ, i) < µt(i)}. Define Mt(γ, i) as
Mt(γ, i) :=
t∑
s=1
γt−τsmt(s, i)1{Is = i, τs ≤ t}, (37)
where mt(s, i) =
(
LtT (i) +Qt(i)µ
W
s (i) + Ltµ
P
s (i)
)
, then
|Mt(γ, i)− µt(i)Nt(γ, i)|
=
∣∣∣∣∣∣
t−C(γ)∑
s=1
γt−τs (mt(s, i)− µt(i))1{Is = i, τs ≤ t}
∣∣∣∣∣∣
≤
t−C(γ)∑
s=1
γt−τs |mt(s, i)− µt(i)|1{Is = i, τs ≤ t}
≤τmax
t−C(γ)∑
s=1
γt−τs1{Is = i, τs ≤ t}
≤τmax
t−C(γ)∑
s=1
γt−s−τmax1{Is = i}
≤τmaxγC(γ)−τmax(1− γ)−1.
(38)
Combining with the following two facts:∣∣∣∣Mt(γ, i)Nt(γ, i) − µt(i)
∣∣∣∣ ≤ τmax, min(1, x) ≤ √x, ∀x ≥ 0, (39)
we obtain∣∣∣∣Mt(γ, i)Nt(γ, i) − µt(i)
∣∣∣∣ ≤ τmax
√
γC(γ)−τmax
(1− γ)Nt(γ, i) . (40)
Let
C(γ) := logγ((1 − γ)ξ lognK(γ)) + τmax, (41)
the inequality in (40) turns to be∣∣∣∣Mt(γ, i)Nt(γ, i) − µt(i)
∣∣∣∣ ≤ 12ct(γ, i). (42)
Defining Yt(γ, i) := µ¯t(γ, i), the following inequality can be
deduced:
P (µt(i)− µ¯t(γ, i) > ct(γ, i))
≤P
(
µt(i)− µ¯t(γ, i) > 1
2
ct(γ, i) +
∣∣∣∣Mt(γ, i)Nt(γ, i) − µt(j)
∣∣∣∣
)
≤P
(
Mt(γ, i)
Nt(γ, i)
− µ¯t(γ, i) > τmax
√
ξ lognt(γ)
Nt(γ, i)
)
=P
(
Mt(γ, i)− Yt(γ, i)√
Nt(γ2, i)
> τmax
√
ξNt(γ, i) lognt(γ)
Nt(γ2, i)
)
≤P
(
Mt(γ, i)− Yt(γ, i)√
Nt(γ2, i)
> τmax
√
ξ log nt(γ)
)
(a)
≤
⌈
lognt(γ)
log(1 + η)
⌉
exp
(
−2ξ lognt(γ)
(
1− η
2
16
))
,
(43)
where (a) holds due to Theorem 4 in [17]. Let η :=
4
√
1− 1/(2ξ), ξ > 1/2, we further obtain:
P (µt(i)− µ¯t(γ, i) > ct(γ, i)) ≤
⌈
lognt(γ)
log(1 + η)
⌉
nt(γ)
−1.
(44)
Till now, the expectation of N˜T (i) can be upper-bounded as
E
[
N˜T (i)
]
≤1 + ⌈T/τ⌉γ−τ (A(γ, i) + τmax) + ΥTC(γ)
+ 2
∑
t∈T (γ)
⌈
lognt(γ)
log(1 + η)
⌉
nt(γ)
−1.
(45)
Assuming
τ∑
s=1
γτ−s+τmax =
γτmax(1− γτ )
1− γ > e, τ = (1−γ)
−1, (46)
we have
nt(γ) ≥ γ
τmax(1 − γτ )
1− γ = n˜(γ), ∀t ≥ τ, (47)
and⌈
lognt(γ)
log(1 + η)
⌉
nt(γ)
−1 ≤
⌈
log n˜(γ)
log(1 + η)
⌉
n˜(γ)−1, ∀t ≥ τ.
(48)
Then the following inequality holds:∑
t∈T (γ)
⌈
lognt(γ)
log(1 + η)
⌉
nt(γ)
−1
≤τ −K +
T∑
t=τ
⌈
log n˜(γ)
log(1 + η)
⌉
n˜(γ)−1
≤τ −K +
⌈
log γ
τmax(1−γτ )
1−γ
log(1 + η)
⌉
T (1− γ)
γτmax(1− γτ ) .
(49)
Therefore, we can upper-bound the expectation of N˜T (i) as
E
[
N˜T (i)
]
≤ 1 + ⌈T/τ⌉γ−τ (A(γ, i) + τmax) + ΥTC(γ)
+2
(
τ −K +
⌈
log γ
τmax(1−γτ )
1−γ
log(1 + η)
⌉
T (1− γ)
γτmax(1− γτ )
)
≤ 1 + ⌈T (1− γ)⌉γ− 11−γ (A(γ, i) + τmax) + ΥTC(γ)
+2
(
1
1− γ +
T (1− γ)
γτmax
log
γτmax
1− γ
)
(b)
≤ 1 + T (1− γ)B(γ) + ΥTC(γ) + 2
1− γ ,
(50)
where B(γ) is defined as:
B(γ) :=
(−16τ2maxξ log [γτmax(1− γ)]
(∆µT (i))2
+ τmax
)
· ⌈T (1− γ)⌉
T (1− γ) γ
− 1
1−γ +
2
γτmax
log
γτmax
1− γ ,
(51)
and (b) holds since
A(γ, i) ≤ −16τ
2
maxξ log [γ
τmax(1− γ)]
(∆µT (i))2
. (52)
