Constant Envelope Precoding for MIMO Systems by Zhang, Shuowen et al.
1Constant Envelope Precoding for MIMO
Systems
Shuowen Zhang, Rui Zhang, and Teng Joon Lim
Abstract
Constant envelope (CE) precoding is an appealing transmission technique, which enables highly
efficient power amplification, and is realizable with a single radio frequency (RF) chain at the multi-
antenna transmitter. In this paper, we study the transceiver design for a point-to-point multiple-input
multiple-output (MIMO) system with CE precoding. Both single-stream transmission (i.e., beamforming)
and multi-stream transmission (i.e., spatial multiplexing) are considered. For single-stream transmission,
we optimize the receive beamforming vector to minimize the symbol error rate (SER) for any given
channel realization and desired constellation at the combiner output. By reformulating the problem as an
equivalent quadratically constrained quadratic program (QCQP), we propose an efficient semi-definite
relaxation (SDR) based algorithm to find an approximate solution. Next, for multi-stream transmission,
we propose a new scheme based on antenna grouping at the transmitter and minimum mean squared
error (MMSE) or zero-forcing (ZF) based beamforming at the receiver. The transmit antenna grouping
and receive beamforming vectors are then jointly designed to minimize the maximum SER over all data
streams. Finally, the error-rate performance of single- versus multi-stream transmission is compared via
simulations under different setups.
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2I. INTRODUCTION
Motivated by the demand for power-efficient and cost-effective radio frequency (RF) com-
ponents in wireless communication systems, there has been an upsurge of research interests in
constant envelope (CE) precoding for multi-antenna or multiple-input multiple-output (MIMO)
communications [2]–[9]. Specifically, under the so-called per-antenna CE constraint that restricts
the equivalent complex baseband signal at each transmit antenna to have constant amplitude, CE
precoding performs a mapping (which is generally nonlinear) from the desired information-
bearing symbols to solely the transmitted signal phases at multiple antennas, based on the
instantaneous channel state information (CSI). In practice, the transmitted signal phases can
be controlled at either the baseband or the RF band, which correspond to two transmitter
architectures for realizing CE precoding as shown in Fig. 1 (a) and (b), respectively.
CE precoding is advantageous compared to its non-CE counterparts due to the following
reasons. First, notice from Fig. 1 that for each of the two transmitter architectures, the input RF
signal for the power amplifier (PA) is a continuous-time CE signal, which in general leads to
high PA efficiency.1 Since highly efficient PAs (e.g., class-C and switched mode PAs) in practice
have nonlinear amplitude transfer functions, they can only be used with CE input signals or
else output distortion arises [10]. Moreover, since CE signals have the lowest possible peak-
to-average power ratio (PAPR), they require the minimum backoff for operation when linear
PAs (e.g., class-A and class-B PAs) are used, thus achieving high efficiency [10]. The low
PAPR of CE signals also allows for the use of less expensive PAs with smaller dynamic range.
Furthermore, for conventional non-CE precoding techniques, both the amplitude and phase of
the equivalent complex baseband signal at each transmit antenna need to vary depending on
the instantaneous channel and/or symbol realization. Therefore, they are practically performed
in the digital domain and require a dedicated RF chain for each transmit antenna, which is
both costly and power-consuming. In contrast, although CE precoding can be similarly realized
using Architecture I in Fig. 1 (a), as proposed by prior work (e.g., [2]), it can be alternatively
implemented directly in the RF domain by using a network of digitally-controlled phase shifters
1It is worth noting that for Architecture I, the RF signal at each antenna is generally not a perfect CE signal in practice, due
to the use of non-ideal (e.g., raised-cosine) pulse shaping filters, which may compromise the effectively harvested PA efficiency
gain. However, compared to other non-CE precoded signals, such quasi-CE signals can still achieve better PA efficiency in
general.
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Fig. 1. Two transmitter architectures for CE precoding in MIMO system.
with a single RF chain as shown in Architecture II in Fig. 1 (b), which was first proposed in [5].2
Note that despite the single RF chain, this architecture can even support concurrent transmission
of multiple data streams (i.e., spatial multiplexing) via CE precoding.3
However, the aforementioned benefits of CE precoding come at the cost of a transceiver
2It is worth noting that with Architecture II, the transmission rate is limited by the switching speed of the phase shifters,
which, however, can be very fast in practice (down to the scale of nanoseconds per use [11]).
3Note that there is another line of work on the so-called load modulated MIMO (see e.g., [12]) which also supports spatial
multiplexing with a single RF chain. Different from Architecture II, this scheme requires an additional matching network and
multiple real-time adjustable load modulators at the transmitter.
4design that is more challenging than those with the conventional average-based sum power
constraint (SPC) and per-antenna power constraint (PAPC) (see, e.g., [13]–[17]), which are less
restrictive. In [2]–[4], a single-user multiple-input single-output (MISO) system with the per-
antenna CE constraint is studied. It is shown in [2], [3] that by varying the transmitted signal
phases, the noise-free signal at the receiver always lies in an annular region, whose boundaries are
characterized by the instantaneous channel realization and per-antenna transmit power. Moreover,
efficient CE precoding algorithms are proposed in [2], [3] to find the nonlinear mapping from
any desired received signal point within the annulus to the transmitted signal phases based on
the instantaneous CSI. Furthermore, note that a desired receiver constellation is feasible for
CE precoding in a MISO channel if and only if it can be scaled to lie in the annulus, such
that the corresponding transmitted CE signals can be found for all the signal points in the
desired constellation. Therefore, for a fading channel that yields a time-varying annulus, a fixed
receiver constellation may not be always feasible, thus resulting in severe reliability degradation
(assuming transmission is blocked when the constellation is not feasible). To resolve this issue,
both fixed-rate and variable-rate adaptive receiver constellation designs are proposed in [4] for
CE precoding in MISO fading channel.
In addition, CE precoding has been investigated in various multi-user systems. For MISO
multicast systems with the common symbol for multiple users drawn from a given constellation,
the joint optimization of transmitter CE precoding and receiver constellation scaling and rotation
for symbol error rate (SER) minimization is studied in [5]. For large-scale MISO broadcast
systems, low-complexity CE precoding algorithms are proposed in [6], [7] for frequency-flat
channels and in [8] for frequency-selective channels. It is shown that with a sufficiently large
number of transmit antennas, arbitrarily low multi-user interference (MUI) power can be achieved
at each user with the proposed schemes in [6]–[8]. As an extension to [8], an efficient CE
precoding scheme is proposed in [9] considering an additional constraint on the signal phase
variation at each transmit antenna between consecutive channel uses, such that the spectral
regrowth resulting from abrupt phase changes can be potentially eliminated. It is shown that the
extra transmit power required for the proposed scheme in [9] to achieve the same transmission
rate as that in [8] is small.
In this paper, we study the transceiver design in a point-to-point MIMO system with CE
5precoding, assuming perfect CSI is available at both the transmitter and the receiver.4 Both single-
stream transmission (i.e., beamforming) and multi-stream transmission (i.e., spatial multiplexing)
are considered. Our main contributions are summarized as follows:
• For single-stream transmission, we consider the problem of receive beamforming vector
optimization to minimize the SER at the combiner (beamforming) output, for any given
channel realization and desired constellation at the combiner output. Specifically, by ap-
proximating the exact SER with its union bound, we formulate the equivalent problem
of maximizing the minimum Euclidean distance (MED) between any two signal points
at the combiner output while guaranteeing the feasibility of the constellation (i.e., it can
be scaled to lie in an annular region characterized by the channel realization and receive
beamforming). We first show that this problem is feasible for any desired constellation
at the combiner output if the rank of the channel matrix is no smaller than two, which
always holds under our assumed independent and identically distributed (i.i.d.) Rayleigh
fading MIMO channel. Then, we introduce an auxiliary vector to reformulate this problem
into an equivalent quadratically constrained quadratic program (QCQP). By applying the
semi-definite relaxation (SDR) technique as well as our customized Gaussian randomization
methods, we propose an efficient algorithm to find an approximate solution to the QCQP.
• Next, for multi-stream transmission, CE precoding that maps the symbols of multiple data
streams to the transmitted signal phase at each antenna generally needs to be jointly designed
with the MIMO receiver, which is a complicated problem to solve in general. To tackle this
problem, we propose a new scheme based on transmit antenna grouping and minimum mean
squared error (MMSE) or zero-forcing (ZF) based receive beamforming, which decouples
the joint transceiver design problem for the multiple data streams to a set of parallel sub-
problems, one for each data stream. The transmit antenna grouping and receive beamforming
vectors are then jointly optimized to minimize the maximum SER over all data streams,
subject to the constellation feasibility constraints. Finally, the error-rate performance of
single-stream and multi-stream transmissions is compared under various practical setups.
The remainder of this paper is organized as follows. Section II introduces the system model
4How to efficiently obtain the MIMO channel knowledge at the transmitter using either of the two architectures in Fig. 1 is
an interesting problem, which is left for our future work.
6for CE precoding for the cases of single-stream transmission and multi-stream transmission,
respectively. Section III presents the receiver optimization problem for single-stream transmission
and proposes an efficient solution. Section IV presents our scheme for the MIMO transceiver
design for multi-stream transmission. Numerical results are provided in Section V to evaluate
the performance of the proposed schemes. Finally, Section VI concludes the paper.
Notations: Scalars and vectors are denoted by lower-case letters and boldface lower-case letters,
respectively. |z|, z∗, arg{z} and Re{z} denote the absolute value, the conjugate, the angle and
the real part of a complex scalar z, respectively. ‖z‖p and zk denote the lp-norm and the kth
element of a vector z, respectively. CM×N denotes the space of M ×N complex matrices. IM
denotes the M×M identity matrix, and 0 denotes an all-zero matrix with appropriate dimension.
For an M×N matrix A, AT and AH denote its transpose and conjugate transpose, respectively;
rank(A) and [A]i,j denote the rank of A and the (i, j)-th element of A, respectively. The null
space of A is defined as Null(A) ∆= {x ∈ CN×1 : Ax = 0}. For a square matrix S, tr(S)
denotes its trace, and S  0 means that S is positive semi-definite. The distribution of a
circularly symmetric complex Gaussian (CSCG) random variable with mean µ and variance σ2
is denoted by CN (µ, σ2); and ∼ stands for “distributed as”. max{x, y} and min{x, y} denote
the maximum and the minimum of two real numbers x and y, respectively. E[·] denotes the
expectation operator.
II. SYSTEM MODEL
Consider a point-to-point MIMO system with Mt ≥ 2 antennas at the transmitter and Mr ≥ 2
antennas at the receiver. We assume a quasi-static flat-fading environment with H˜ ∈ CMr×Mt
denoting the equivalent complex baseband channel matrix. For convenience, the entries of
H˜ are modeled by i.i.d. CSCG random variables with equal variance of β, i.e., [H˜ ]i,j ∼
CN (0, β), ∀i, ∀j, where β specifies the average channel power attenuation due to path loss and
shadowing; while our proposed design is applicable to arbitrary channel realizations. Note that
under the above assumption, we have rank(H˜) = min{Mr,Mt}, i.e., H˜ is a full-rank matrix,
with probability one. For both transmitter architectures in Fig. 1, the baseband transmission is
modeled by
y˜ = H˜x+ n˜, (1)
7where y˜ ∈ CMr×1 and x ∈ CMt×1 denote the received and the transmitted signal vectors,
respectively; n˜ ∼ CN (0, σ2IMr) denotes the Mr × 1 CSCG noise vector at the receiver. We
consider CE precoding at the transmitter, under the assumption that H˜ is perfectly known at
both the transmitter and the receiver. As shown in Fig. 1, we assume a total transmit power
denoted by P , which is equally allocated to the Mt transmit antennas. With CE precoding, the
equivalent complex baseband signal at each transmit antenna is expressed as
xi =
√
P
Mt
ejθi , i = 1, ...,Mt, (2)
where information is modulated in the transmitted signal phases θi ∈ [0, 2pi), i = 1, ...,Mt.
Let R¯ denote the transmission rate in bits/second/hertz (bps/Hz). We assume that the transmit-
ted bit sequence is demultiplexed into K, K ≤ min{Mr,Mt} data streams, each carrying R¯K bits.
For convenience of modulation, we assume R¯
K
is an integer. Each data stream is further assumed
to be modulated with the same constellation denoted by S, which is of size N = 2 R¯K . In the
following, we present the transceiver model of the above system for the cases of single-stream
transmission (i.e., K = 1) and multi-stream transmission (i.e., K ≥ 2), respectively.
A. Single-Stream Transmission
For single-stream transmission with K = 1, we let u ∈ CMr×1 denote the receive beamforming
vector, which is assumed to be normalized such that ‖u‖2 = 1 without loss of generality. After
applying the receive beamforming, the combiner output signal is given by
y = uH y˜ = uHH˜x+ n, (3)
where uHH˜ is the effective MISO channel from the transmitter to the combiner output, and
n = uHn˜ denotes the effective noise, whose distribution can be shown to be given by n ∼
CN (0, σ2). Let d ∆= uHH˜x =
√
P
Mt
uHH˜
[
ejθ1 , ..., ejθMt
]T denote the noise-free signal at the
combiner output.
First, note that the constellation S is feasible at the combiner output if and only if there exists
a scaling factor α > 0, such that any symbol point on αS can be mapped to CE signals at the
transmitter, i.e., the following problem is feasible for any s ∈ S:
8find {θi : θi ∈ [0, 2pi)}Mti=1 (4)
s.t. d = αs.
By generalizing the results in [2], [3] for the MISO channel, the feasible region of d with a
given u and θi ∈ [0, 2pi), ∀i can be shown to be given by
D(u) = {d ∈ C : r(u) ≤ |d| ≤ R(u)}, (5)
where
R(u) =
√
P
Mt
‖uHH˜‖1, (6)
r(u) =
√
P
Mt
max
{
2‖uHH˜‖∞ − ‖uHH˜‖1, 0
}
. (7)
As a result of (5), S is feasible if and only if α > 0 exists such that αS ⊂ D(u), or equivalently,
r(u)
R(u)
≤
min
s∈S
|s|
max
s∈S
|s| . (8)
Moreover, for any feasible S and the corresponding α, efficient CE precoding algorithms
proposed in [2], [3] can be used to find the solution to Problem (4) for any s ∈ S based on
uHH˜ , where the mapping from αs to x is generally nonlinear, in contrast to conventional linear
precoding techniques. The details of these algorithms are omitted here for brevity. Therefore,
the combiner output signal in (3) is equivalently represented by
y = αs+ n, s ∈ S. (9)
Remark 1: It is worth noting that in order to maximize the signal power at the combiner output
and yet meet the feasibility constraint of αS ⊂ D(u), we should set α = R(u) =
√
P
Mt
‖uHH˜‖1
in (9) for any S that is feasible and satisfies max
s∈S
|s| = 1, such that the signal point with the
largest amplitude in S lies on the outer boundary of D(u) at the combiner output.
Note that for given channel H˜ , D(u) as well as the feasibility of S depends on the receive
beamforming vector u. For example, consider the case where Mt = Mr = 2, |[H˜ ]1,1| =
0.5, |[H˜ ]1,2| = 0.2, |[H˜ ]2,1| = 0.35, |[H˜ ]2,2| = 0.25, and S is a 16-QAM (quadrature amplitude
9Im 
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Fig. 2. Feasibility of 16-QAM for CE single-stream transmission with given H˜ and different u.
modulation) constellation (i.e., min
s∈S
|s|/max
s∈S
|s| = 1
3
). As shown in Fig. 2, S is infeasible with
u(1) = [1 0]T , but is feasible with u(2) = [0 1]T . As a result, we are motivated to investigate
the design of u based on the channel realization H˜ and desired constellation S, which will be
detailed in Section III.
B. Multi-Stream Transmission
For multi-stream transmission with K ≥ 2, we assume a linear receiver is used to decode sk’s.
Specifically, let uk ∈ CMr×1 denote the receive beamforming vector for decoding sk, which is
assumed to be normalized such that ‖uk‖2 = 1 without loss of generality. Applying uHk to the
received signal vector in (1) yields
yk = u
H
k y˜ = u
H
k H˜x+ nk, (10)
where uHk H˜ is the effective MISO channel from the transmitter to the combiner output of the kth
data stream, and nk = uHk n˜, with nk ∼ CN (0, σ2). Let dk ∆= uHk H˜x =
√
P
Mt
uHk H˜
[
ejθ1 , ..., ejθMt
]T
denote the noise-free signal received at the kth data stream. Note that dk’s are coupled with all
θi’s, which introduces the following challenges to the transceiver design:
• First, note that with given {uk}Kk=1, S is feasible for the K data streams if and only if there
exists a set of scaling factors {αk : αk > 0}Kk=1, such that the following problem is feasible
for any {sk : sk ∈ S}Kk=1:
10
find {θi : θi ∈ [0, 2pi)}Mti=1 (11)
s.t. dk = αksk, k = 1, ..., K.
However, this condition is in general difficult to verify when K > 1. Specifically, it is hard
to check the feasibility of Problem (11) for given {αk, sk}Kk=1, since the jointly feasible
region for {dk}Kk=1 with θi ∈ [0, 2pi), ∀i is difficult to characterize.5
• Second, even assuming S is verified to be feasible with given {uk}Kk=1, it is hard to find
the mapping from desired {αk, sk}Kk=1 to the transmitted signal phases {θi}Mti=1 by solving
Problem (11), which is a non-convex problem and is more difficult to solve than Problem
(4) for the case of K = 1.6
• Third, note that both the feasibility of S and the CE precoding design depend on the receive
beamforming vectors {uk}Kk=1. However, due to the lack of effective methods to deal with
the above problems, it is difficult to formulate a problem to optimize {uk}Kk=1 directly.
To overcome these challenges, we propose a new scheme that decouples the CE precoding
design for the K data streams, by adopting antenna grouping at the transmitter. Specifically, the
transmit antennas are divided into K groups with equal size Mt
K
, each assigned to the transmission
of one data stream. For the purpose of exposition, we assume Mt
K
is an integer in the sequel.
Let H˜k ∈ CMr×MtK denote the channel matrix from the transmit antennas in the kth group
to the receiver. For convenience of illustration, we assume the grouping is based on antenna
index, i.e., the first group consists of transmit antennas with indices 1 to Mt
K
, and so on, which
yields H˜k =
[
h˜ (k−1)Mt
K
+1
, ..., h˜ kMt
K
]
, with h˜i denoting the ith column vector of H˜ .7 Let xk =[
x (k−1)Mt
K
+1
, ..., x kMt
K
]T
denote the transmitted signal vector for the kth group. (10) can be thus
rewritten as
5Specifically, although the marginally feasible region of each dk can be shown to be still an annular region (same as the case
of single-stream transmission), {dk}Kk=1 from all K data streams may not be jointly feasible with each dk arbitrarily drawn
from its corresponding annular region.
6Note that for a massive MIMO system with sufficiently large Mt, it can be shown that any desired constellations for the K
data streams are jointly feasible regardless of the channel realization, and Problem (11) can be solved via algorithms proposed
in e.g., [6]. However, this is due to the excessive degrees of freedom available at the transmitter, and is in general not true for
finite value of Mt.
7Note that the results are directly extendible to other transmit antenna grouping cases, which will be considered later in
Section IV.
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yk = u
H
k H˜kxk + u
H
k H˜ [−k]x[−k] + nk, (12)
where H˜ [−k] = [H˜1, ..., H˜k−1, H˜k+1, ..., H˜K ], x[−k] = [xT1 , ...,x
T
k−1,x
T
k+1, ...,x
T
K ]
T . Note that
the second term at the right-hand side (RHS) of (12) denotes the interference at the kth data
stream from non-intended transmit antenna groups.
With (12), we redefine dk = uHk H˜kxk as the interference-plus-noise-free received signal at
the kth data stream. The feasible region of dk is denoted by Dk(uk), which is similarly defined
as (5) for the case of K = 1. Notice that the set of dk’s as well as the set of Dk(uk)’s are now
decoupled. Therefore, by following similar procedures as in the previous single-stream case, the
feasibilities of S for the K data streams can be separately verified based on Dk(uk)’s. In addition,
given any feasible S for the K data streams and the corresponding {αk, sk}Kk=1, Problem (11)
can now be solved by finding each xk that yields dk = αksk separately for all k’s; thus (12) is
equivalently represented by
yk = αksk + u
H
k H˜ [−k]x[−k] + nk, sk ∈ S. (13)
Moreover, there are in general two design criteria for {uk}Kk=1 depending on how the interference
term in (13) is treated, namely, MMSE and ZF. Details of the MMSE and ZF based receive
beamforming will be presented in Section IV, where the joint design of the transmit antenna
grouping and receive beamforming will be addressed as well.
III. RECEIVER OPTIMIZATION FOR SINGLE-STREAM TRANSMISSION
A. Problem Formulation
For single-stream transmission, our objective is to minimize the SER at the combiner output
by optimizing the receive beamforming vector u for given H˜ and S. Note that since minimizing
the exact SER, Ps, is in general a difficult problem, we aim to minimize its union bound instead.
We assume S is an equiprobable signal set and maximum likelihood (ML) detection is used at
the combiner output to recover the signal point in S. Without loss of generality, we further
assume max
s∈S
|s| = 1 for the rest of this paper. The union bound of Ps is thus given by
Ps ≤ (N − 1)Q
(√
(dcmin)
2
2σ2
)
, (14)
12
where dcmin = R(u)dmin denotes the MED between any two signal points in the scaled constella-
tion R(u)S at the combiner output, with dmin denoting the MED of S [18]. As can be observed
from (14), minimizing the union bound of Ps is equivalent to maximizing dcmin, for which we
formulate the following optimization problem with given H˜ and S as
(P1) max
u
‖uHH˜‖1 (15)
s.t. ‖u‖2 = 1 (16)
max
{
2‖uHH˜‖∞ − ‖uHH˜‖1, 0
}
‖uHH˜‖1
≤ τ, (17)
where τ = min
s∈S
|s| ∈ [0, 1], and the feasibility constraint of S given in (8) is explicitly expressed
in (17).
Problem (P1) can be equivalently rewritten as
(P2) max
u
‖uHH˜‖1 (18)
s.t. ‖u‖2 ≤ 1 (19)
‖uHH˜‖∞ ≤ τ + 1
2
‖uHH˜‖1 (20)
‖uHH˜‖1 > 0, (21)
since it can be shown that u? is optimal for Problem (P1) if and only if u? is the optimal
solution to Problem (P2), by noting that the constraint in (19) must be satisfied with equality
by the optimal solution to Problem (P2).
Note that Problem (P2) is a non-convex optimization problem since the constraints in (20)
and (21) are non-convex. It is also worth noting that Problem (P2) without the constraint in
(20) can be shown to be equivalent to the class of unimodular quadratic programs (UQPs) that
are known to be NP-hard [19]. Moreover, it is non-trivial to extend the existing approaches for
finding approximate solutions to the UQPs (e.g., algorithms based on SDR [19], [20] or fixed-
point iterations [21]) to the case of Problem (P2), due to the new non-convex constraint in (20).
As a result, Problem (P2) is in general a difficult problem to solve.
In the following, we first study the feasibility of Problem (P2). Then, we provide an efficient
algorithm based on SDR to find an approximate solution for this problem.
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B. Feasibility of Problem (P2)
The feasibility of Problem (P2) can be verified by solving the following problem:
(P2-F) find u (22)
s.t. ‖uHH˜‖∞ ≤ τ + 1
2
‖uHH˜‖1 (23)
‖uHH˜‖1 > 0. (24)
Specifically, any feasible solution to Problem (P2) is also a feasible solution to Problem (P2-F);
on the other hand, for any feasible solution u to Problem (P2-F), u‖u‖2 is a feasible solution to
Problem (P2). Although Problem (P2-F) is in general difficult to solve due to the non-convex
constraints, useful insights can be drawn by investigating its structure, as shown in the following
proposition.
Proposition 1: Problem (P2) is feasible if rank(H˜) ≥ 2.
Proof: Please refer to Appendix A.
Based on Proposition 1, Problem (P2) is always feasible under the assumed i.i.d. Rayleigh
fading MIMO channel with Mt,Mr ≥ 2. Moreover, we provide the following lemma.
Lemma 1: The optimal uf to the following problem is a feasible solution to Problem (P2):
(P2-FS) max
‖uf‖2≤1
j∈{1,...,Mt}
Re
{
uHf
Mt∑
i=1
h˜i
}
(25)
s.t. uHf
(
2h˜j −
Mt∑
i=1
h˜i
)
= 0. (26)
Proof: Please refer to Appendix B.
Based on Lemma 1, a feasible solution to Problem (P2) can be obtained by solving Problem
(P2-FS). Note that Problem (P2-FS) with any given j ∈ {1, ...,Mt} is a convex optimization
problem, which can be efficiently solved via existing software, e.g., CVX [22]. Thus, by first
finding the optimal uf for each given j, the globally optimal uf can be easily obtained via
one-dimensional search over j.
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C. Proposed Solution to Problem (P2)
In the following, we study how to solve Problem (P2). First, we introduce an auxiliary vector
p ∈ CMt×1 with |pi| = 1, i = 1, ...,Mt. The objective function of Problem (P2) can be shown
to be equivalently given by
‖uHH˜‖1 = max|pi|=1, i=1,...,Mt Re
{
uHH˜p
}
. (27)
For any given u, denote p?(u) as the optimal solution to the problem on the RHS of (27), whose
elements can be shown to be given by
p?i (u) = e
−j arg
{
uH ˜hi
}
, i = 1, ...,Mt. (28)
With (27) and (28), we have the following proposition.
Proposition 2: Problem (P2) is equivalent to the following problem:
(P3) max
u,p
Re
{
uHH˜p
}
(29)
s.t. ‖u‖2 ≤ 1 (30)
‖uHH˜‖∞ ≤ τ + 1
2
Re
{
uHH˜p
}
(31)
|pi| = 1, i = 1, ...,Mt. (32)
Proof: Please refer to Appendix C.
Problem (P3) can be shown to be a non-convex QCQP. Next, we propose a customized SDR-
based algorithm for solving it. Specifically, we define w = [uT pT ]T ∈ C(Mr+Mt)×1, W = wwH
and formulate the following problem:
(P3-SDR) max
W
Re{tr(AWG)} (33)
s.t. tr(W ) ≤Mt + 1 (34)∣∣eTi AWgi∣∣ ≤ τ + 12 Re{tr(AWG)}, i = 1, ...,Mt (35)
[W ]i,i = 1, i = Mr + 1, ...,Mr +Mt (36)
W  0, (37)
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where A = [0Mt×Mr IMt ]; G =
[
H˜
T
0TMt×Mt
]T
with the ith column vector denoted by gi;
ei denotes the ith column vector of IMt . It can be shown that Problem (P3) is equivalent to
Problem (P3-SDR) with the additional constraint of rank(W ) = 1. Therefore, the optimal value
of Problem (P3-SDR) is in general an upper bound on those of Problem (P3) and Problem (P2).
Problem (P3-SDR) is a semi-definite program (SDP), which can be efficiently solved via
existing software, e.g. CVX [22]. Let W ? and (u?,p?) denote the optimal solutions to Prob-
lem (P3-SDR) and Problem (P3), respectively. If rank(W ?) = 1, our relaxation is tight and
w? = [u?T p?T ]T can be obtained from the eigenvalue decomposition (EVD) ofW ?. The optimal
solution to Problem (P2) is thus obtained as u?. Otherwise, for the case of rank(W ?) > 1, we
aim to extract an approximate solution to Problem (P2) from W ?, for which a commonly
adopted approach is via the so-called Gaussian randomization method (see e.g., [20] and ref-
erences therein). By customizing this method to our problem, we propose two randomization
algorithms denoted by Randu and Randp, which are summarized in Algorithm 1 and Algorithm
2, respectively.
Algorithm 1: Randu
Input: W ?, H˜ , τ , Lu
Output: u˜u
1 Obtain W ?u ∈ CMr×Mr by [W ?u]i,j = [W ?]i,j, i = 1, ...,Mr, j = 1, ...,Mr.
2 if rank(W ?u) = 1 then
3 Obtain u˜u by W ?u = u˜uu˜
H
u .
4 if u˜u does not satisfy (20) or (21) then
5 u˜u = 0.
6 end
7 else
8 for l = 1 to Lu do
9 Generate v˜(l) ∼ CN (0,W ?u).
10 Obtain u˜(l) = v˜
(l)
‖v˜(l)‖2
.
11 if u˜(l) does not satisfy (20) or (21) then
12 u˜(l) = 0.
13 end
14 end
15 Set l? = arg max
l=1,...,Lu
‖u˜(l)HH˜‖1, u˜u = u˜(l?).
16 end
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Algorithm 2: Randp
Input: W ?, H˜ , τ , Lp
Output: u˜p
1 Obtain W ?p ∈ CMt×Mt by [W ?p]i,j = [W ?]Mr+i,Mr+j, i = 1, ...,Mt, j = 1, ...,Mt.
2 if rank(W ?p) = 1 then
3 Obtain p˜ by W ?p = p˜p˜
H .
4 if Problem (P3) is infeasible with given p = p˜ then
5 u˜p = 0.
6 else
7 Obtain u˜p as the optimal solution to Problem (P3) with given p = p˜.
8 end
9 else
10 for l = 1 to Lp do
11 Generate ξ(l) ∼ CN (0,W ?p).
12 Obtain p˜(l) =
[
p˜
(l)
1 , ..., p˜
(l)
Mt
]T
by p˜(l)i = e
j arg
{
ξ
(l)
i
}
, ∀i.
13 if Problem (P3) is infeasible with given p = p˜(l) then
14 u˜(l) = 0.
15 else
16 Obtain u˜(l) as the optimal solution to Problem (P3) with given p = p˜(l).
17 end
18 end
19 Set l? = arg max
l=1,...,Lp
‖u˜(l)HH˜‖1, u˜p = u˜(l?).
20 end
However, it is worth noting that due to the non-convex constraint given in (20) of Problem
(P2), the feasibility of the approximate solution obtained by Algorithm 1 or Algorithm 2 cannot
be guaranteed in general (i.e., u˜u = 0 or u˜p = 0 may occur). Therefore, we propose to employ
both Algorithm 1 and Algorithm 2 to find u˜u and u˜p, respectively, based on W ?; while we also
solve Problem (P2-FS) to find a feasible solution denoted by u˜f . Then, an approximate solution
to Problem (P2) is chosen from u˜u, u˜p and u˜f as the one that achieves the maximum objective
value of Problem (P2). It is worth noting that since u˜f is always a feasible solution to Problem
(P2), the feasibility of the selected solution is guaranteed.
To summarize, we provide Algorithm 3, which finds an approximate solution to Problem (P2)
denoted by u˜. Note that u˜ is always feasible for Problem (P2), and is optimal if its corresponding
rank(W ?) = 1.
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Algorithm 3: Algorithm for finding an approximate solution to Problem (P2)
Input: H˜ , τ , Lu, Lp
Output: u˜
1 Obtain W ? by solving Problem (P3-SDR).
2 if rank(W ?) = 1 then
3 Obtain w? by W ? = w?w?H .
4 Obtain u˜ = u? by u?j = w
?
j , j = 1, ...,Mr.
5 else
6 Obtain u˜f as the optimal solution to Problem (P2-FS). Obtain u˜u and u˜p via
Algorithm 1 and Algorithm 2, respectively.
7 Obtain u˜ = arg max
u˜f ,u˜u,u˜p
{
‖u˜Hf H˜‖1, ‖u˜Hu H˜‖1, ‖u˜Hp H˜‖1
}
.
8 end
IV. TRANSCEIVER OPTIMIZATION FOR MULTI-STREAM TRANSMISSION
For multi-stream transmission, our objective is to minimize the maximum SER over the K
data streams, by jointly optimizing {uk}Kk=1 and the transmit antenna grouping with given H˜
and S. First, we consider the optimization of {uk}Kk=1 with given transmit antenna grouping,
based on the MMSE or ZF criterion, respectively.
A. MMSE-based Receive Beamforming
1) Problem Formulation: First, note that the inter-group interference at each of the kth data
stream given by uHk H˜ [−k]x[−k] = u
H
k
∑
j 6=k H˜jxj is a random variable, whose distribution is
difficult to obtain since each xj is designed via a nonlinear mapping from αjsj based on uHj H˜j ,
as illustrated in Section II. For the purpose of analysis, in this subsection, we approximate the
inter-group interference at the kth data stream by a Gaussian random variable with zero mean
and variance E[‖uHk H˜ [−k]x[−k]‖22].8
Then, similar to the case of single-stream transmission, we approximate the SER at the kth
8Note that as the total number of interfering data streams K − 1 grows, the accuracy of this approximation increases due to
the central limit theorem.
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data stream, Ps(k), with an upper bound, which is given by
Ps(k)
(a)
≤ (N − 1)Q

√
P
Mt
‖uHk H˜k‖1dmin√
2
(
E[‖uHk H˜ [−k]x[−k]‖22] + σ2
)

(b)
≤ (N − 1)Q

√
P
Mt
‖uHk H˜k‖1dmin√
2
(
P (K−1)
K
‖uHk H˜ [−k]‖22 + σ2
)
 , (38)
where (a) results from the SER union bound (recall that we assume max
s∈S
|s| = 1, thus we should
set αk =
√
P
Mt
‖uHk H˜k‖1 in (13)); (b) can be derived by noting that E[‖uHk H˜ [−k]x[−k]‖22] ≤
E[‖uHk H˜ [−k]‖22‖x[−k]‖22] = P (K−1)K ‖uHk H˜ [−k]‖22 holds due to the Cauchy-Schwarz inequality.
Notice from (38) that minimizing the maximum SER over the K data streams is equivalent to
independently minimizing the SER of each data stream, by solving the following optimization
problem for every k ∈ {1, ..., K}:
(P4) max
uk
‖uHk H˜k‖1√
‖uHk H˜ [−k]‖22 + σ˜2
(39)
s.t. ‖uk‖2 ≤ 1 (40)
‖uHk H˜k‖∞ ≤
τ + 1
2
‖uHk H˜k‖1 (41)
‖uHk H˜k‖1 > 0, (42)
where σ˜ = σ
√
K
P (K−1) . Note that minimizing the SER upper bound in (38) can be shown to be
equivalent to minimizing an upper bound of the mean squared error (MSE) between the symbol
estimate sˆk = ykαk and sk, thus we term this scheme as MMSE-based receive beamforming.
2) Feasibility and Proposed Solution of Problem (P4): Next, note that Problem (P4) is feasible
if and only if there exists uk such that the constraints in (40), (41) and (42) are satisfied, which
is similar to the feasibility condition of Problem (P2) in the case of single-stream transmission.
Therefore, similar to the proof of Proposition 1, Problem (P4) can be shown to be feasible if
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rank(H˜k) ≥ 2, i.e., MtK ≥ 2 under the assumed i.i.d. Rayleigh fading channel.9
Then, by applying the Charnes-Cooper transformation [23] to Problem (P4), we have the
following proposition.
Proposition 3: Problem (P4) is equivalent to the following problem:
(P5) max
uk,tk
‖uHk H˜k‖1 (43)
s.t. ‖uHk H˜ [−k]‖22 + tkσ˜2 = 1 (44)
‖uk‖2 ≤
√
tk (45)
‖uHk H˜k‖∞ ≤
τ + 1
2
‖uHk H˜k‖1 (46)
‖uHk H˜k‖1 > 0 (47)
tk > 0. (48)
Proof: Please refer to Appendix D.
Furthermore, by introducing an auxiliary vector pk ∈ C
Mt
K
×1 with each element satisfying
|pki| = 1, i = 1, ..., MtK , Problem (P5) can be shown to be equivalent to the following problem:
(P6) max
uk,pk
Re
{
uHk H˜kpk
}
(49)
s.t. σ˜2‖uk‖22 + ‖uHk H˜ [−k]‖22 ≤ 1 (50)
‖uHk H˜k‖∞ ≤
τ + 1
2
Re
{
uHk H˜kpk
}
(51)
|pki| = 1, i = 1, ..., Mt
K
. (52)
The proof is similar to that of Proposition 2, thus is omitted here for brevity. It is worth noting
that given any feasible uk to Problem (P6), the optimal value of Problem (P6) can be shown to
be the same as that of Problem (P4) with the solution σ˜uk
/√
1− ‖uHk H˜ [−k]‖22.
Note that Problem (P6) is a non-convex QCQP. In the following, we apply the SDR technique
for finding an approximate solution to Problem (P6) as well as Problem (P4). Specifically, we
9It then follows that the number of data streams should satisfy K ≤ min{Mr, Mt2 }, which is expected since the degrees of
freedom at the transmitter are reduced by half due to the stringent per-antenna CE constraint that fixes the amplitudes of the
complex baseband signals.
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define bk = [uTk p
T
k ]
T , W k = bkbHk and formulate the following problem:
(P6-SDR) max
W k
Re{tr (AW kGk)} (53)
s.t. σ˜2tr(W k) + tr
(
W kG[−k]GH[−k]
) ≤ 1 + Mt
K
σ˜2 (54)∣∣fTi AW kgki∣∣ ≤ τ + 12 Re {tr(AW kGk)} , i = 1, ..., MtK (55)
[W k]i,i = 1, i = Mr + 1, ...,Mr +
Mt
K
(56)
W k  0, (57)
where A =
[
0Mt
K
×Mr I MtK
]
; Gk =
[
H˜
T
k 0
T
Mt
K
×Mt
K
]T
with the ith column vector denoted by gki;
G[−k] =
[
H˜
T
[−k] 0
T
Mt
K
×Mt(K−1)
K
]T
; f i denotes the ith column vector of I Mt
K
. It can be shown that
Problem (P6) is equivalent to Problem (P6-SDR) with the additional constraint of rank(W k) = 1,
thus the optimal value of Problem (P6-SDR) is in general an upper bound on those of Problems
(P6) and (P4).
Problem (P6-SDR) is an SDP which can be efficiently solved via existing software, e.g., CVX
[22]. Let W ?k and (u
?
k,p
?
k) denote the optimal solutions to Problem (P6-SDR) and Problem
(P6), respectively. If rank(W ?k) = 1, our relaxation is tight, and b
?
k = [u
?T
k p
?T
k ]
T can be
obtained from the EVD of W ?k. The optimal solution to Problem (P4) is thus obtained as
σ˜u?k
/√
1− ‖u?Hk H˜ [−k]‖22. Otherwise, for the case of rank(W ?k) > 1, by noticing the similarity
between Problem (P6) and Problem (P3), as well as that between Problem (P6-SDR) and Problem
(P3-SDR), an approximate solution to Problem (P4) can be extracted from W ?k by applying the
Gaussian randomization methods proposed in Section III (i.e., Randu and Randp) with minor
modification. It is also worth noting that a feasible solution to Problem (P4) can be always
obtained by solving a similar problem as Problem (P2-FS). The overall algorithm for finding an
approximate solution to Problem (P4) is similar to Algorithm 3 for Problem (P2) in the case of
single-stream transmission, which is thus omitted here for brevity.
B. ZF-based Receive Beamforming
1) Problem Formulation: In this subsection, we consider the ZF-based receive beamforming,
where the inter-group interference at each data stream is eliminated by designing {uk}Kk=1 subject
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to the following constraints:
uHk H˜ [−k] = 0, ∀k. (58)
Note that the equalities in (58) have non-trivial solutions (i.e., uk 6= 0, ∀k) if and only if
rank
(
H˜ [−k]
)
= min
{
Mr,
Mt(K−1)
K
}
< Mr, ∀k holds. This implies Mr ≥ Mt(K−1)K + 1 needs
to be true, which is thus assumed in this subsection.10
The structures of uk’s that satisfy (58) can be simplified as follows. Let the singular value
decomposition (SVD) of H˜
H
[−k] be denoted as
H˜
H
[−k] = U kΛkV
H
k = U kΛk[V¯ k V˜ k]
H , (59)
where U k ∈ C (K−1)MtK × (K−1)MtK and V k ∈ CMr×Mr are unitary matrices, i.e., U kUHk = UHk U k =
I (K−1)Mt
K
,V kV
H
k = V
H
k V k = IMr , and Λk = [Σk 0] ∈ C
(K−1)Mt
K
×Mr with Σk ∈ C (K−1)MtK × (K−1)MtK
being a diagonal matrix. Furthermore, V¯ k ∈ CMr× (K−1)MtK and V˜ k ∈ CMr×
(
Mr− (K−1)MtK
)
consist
of the first (K−1)Mt
K
and the last Mr − (K−1)MtK right singular vectors of H˜
H
[−k], respectively. It
can be shown that V˜ k with V˜
H
k V˜ k = IMr− (K−1)MtK
forms an orthogonal basis for the null space
of H˜
H
[−k]. Therefore, to guarantee u
H
k H˜ [−k] = 0, uk must be in the following form:
uk = V˜ kwk, (60)
where wk ∈ C
(
Mr− (K−1)MtK
)
×1. By defining Hk = V˜
H
k H˜k, we have
yk = u
H
k H˜kxk + nk = w
H
k Hkxk + nk. (61)
As a result of (61), the K data streams are transmitted over K parallel smaller-size MIMO
sub-channels Hk’s, each with receive beamforming vector wk and transmitted signal vector xk.
Similar to the case of single-stream transmission, we aim to minimize the maximum union bound
of SER over the K data streams, which can be shown to be equivalent to solving the following
10It is also worth noting that our results can be extended to the case of Mr < Mt(K−1)K + 1, by switching off an appropriate
number of transmit antennas.
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problem for every k ∈ {1, ..., K}:
(P7) max
wk
‖wHk Hk‖1 (62)
s.t. ‖wk‖2 ≤ 1 (63)
‖wHk Hk‖∞ ≤
τ + 1
2
‖wHk Hk‖1 (64)
‖wHk Hk‖1 > 0. (65)
2) Feasibility and Proposed Solution of Problem (P7): Next, by generalizing the result in
Proposition 1, we provide a sufficient condition under which the feasibility of Problem (P7) is
guaranteed for every k, as shown in the following proposition.
Proposition 4: Problem (P7) is feasible for all k ∈ {1, ..., K} with any given transmit antenna
grouping, if Mr ≥ (K−1)MtK + 2 and MtK ≥ 2.
Proof: Please refer to Appendix E.
Remark 2: It is worth noting that for the case of 2K ≤ Mr < (K−1)MtK + 2 and MtK ≥ 2, this
scheme can still be made feasible by selecting a subset of M ′t ,M
′
t ∈
[
2K, K(Mr−2)
K−1
]
transmit
antennas for CE precoding with the other antennas not used.
Notice that Problem (P7) is in the same form as Problem (P2). Therefore, the solution to
Problem (P7) can be readily obtained by applying Algorithm 3.
Finally, by solving Problem (P4) or Problem (P7) for all k ∈ {1, ..., K} with {H˜k}Kk=1 or
{Hk}Kk=1 resulting from all possible transmit antenna groupings, the optimal grouping can be
obtained as the one that yields the maximum minimum objective value of Problem (P4) or
Problem (P7) over all k’s, respectively.
V. NUMERICAL RESULTS
In this section, we provide numerical results to corroborate our study. We assume S is an
N -ary QAM constellation unless specified otherwise. The average signal-to-noise ratio (SNR)
is defined as SNR = Pβ
σ2
. The numbers of randomization trials for Randu and Randp are set as
Lu = 50 and Lp = 50, respectively.
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A. Single-Stream Transmission
In this subsection, we consider the case of single-stream transmission (i.e., K = 1) and
compare the performance of our proposed receive beamforming scheme with the following
benchmark schemes.
• Antenna Selection (AS): In this scheme, the jth element in the receive beamforming vector
is given by uj = 1 if j = j?, and uj = 0 otherwise, where j? denotes the optimal solution
to the following problem:
max
j=1,...,Mr
‖h˜′j‖1 (66)
s.t. ‖h˜′j‖∞ ≤
τ + 1
2
‖h˜′j‖1,
where h˜
′
j denotes the transposed vector of the jth row of H˜ . Problem (66) can be easily
solved via one-dimensional search over j. If Problem (66) is infeasible, we set j? =
arg max
j=1,...,Mr
‖h˜′j‖1.
• Strongest Eigenmode Beamforming (SEB): In this scheme, the receive beamforming
vector is obtained as the optimal solution to the following problem:
max
‖u‖2≤1
‖uHH˜‖2, (67)
which can be shown to be the eigenvector corresponding to the maximum eigenvalue of
H˜H˜
H
.
In Fig. 3, we consider the case of N = 16 and show the average SERs of our proposed
scheme and the benchmark schemes under the following setups: i) Mt = 2,Mr = 4 and ii)
Mt = Mr = 4. Note that for AS or SEB with 16-QAM constellation (i.e., min
s∈S
|s| = τ = 1
3
), high
SER can occur if the resulting receive beamforming vector u does not satisfy the constraint
in (20), thus is infeasible for CE precoding. Therefore, we also show in Fig. 3 the average
SERs of AS and SEB with hybrid 16-QAM/16-PSK (phase shift keying) constellations, where
the constellation S at the combiner output is adaptively switched to 16-PSK if AS or SEB is
infeasible with 16-QAM, to achieve the same transmission rate. Note that such schemes are
always feasible, since 16-PSK constellation yields min
s∈S
|s| = τ = 1, thus the constraint in (20)
is always satisfied.
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Fig. 3. Average SER comparison of receive beamforming schemes for CE single-stream transmission.
For both setups, it is observed from Fig. 3 that our proposed scheme outperforms both AS
and SEB with 16-QAM. Specifically, AS with 16-QAM results in error floor for the case of
Mt = 2,Mr = 4, and has an SNR loss of 2.52dB compared with our proposed scheme at the
average SER of 10−4 for the case of Mt = Mr = 4. On the other hand, SEB with 16-QAM results
in error floor under both setups. Note that the performance gain of our proposed scheme is due
to the optimization of u, as well as the fact that AS and SEB with 16-QAM may not be always
feasible for CE precoding with any channel realization, while our proposed scheme is always
feasible (as a consequence of Proposition 1). Moreover, it is observed that our proposed scheme
outperforms AS and SEB even with hybrid 16-QAM/16-PSK under both setups. This implies
that compared to using adaptive receiver constellation which requires additional implementation
complexity, our proposed design of receive beamforming is a more cost-effective method for
guaranteeing the feasibility of CE single-stream transmission and also achieves better average
SER performance.
B. Multi-Stream Transmission
In this subsection, we evaluate the performance of our proposed CE multi-stream transmission
schemes. In Fig. 4, we compare the average bit error rate (BER) of three schemes given the
same transmission rate R¯: single-stream transmission, MMSE-based and ZF-based multi-stream
transmission, respectively, under three setups: i) R¯ = 2bps/Hz, Mt = Mr = 4; ii) R¯ = 8bps/Hz,
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Fig. 4. Average BER comparison of CE multi-stream versus single-stream transmission schemes.
Mt = Mr = 4; and iii) R¯ = 8bps/Hz, Mt = Mr = 8, respectively. Note that we consider K = 2
for the MMSE and ZF based schemes under the first two setups with Mt = Mr = 4, and both
K = 2 and K = 4 under the third setup with Mt = Mr = 8, which can be shown to be feasible
according to the results in Section IV.
First, it is observed that under all three setups and for any value of K, the MMSE-based multi-
stream transmission scheme outperforms the ZF-based scheme for all SNR values. Specifically,
at the average BER of 10−3, the SNR gain of the MMSE-based scheme over the ZF-based
scheme is 2.10dB and 1.05dB for the first two setups, respectively, and 2.18dB for the third
setup with K = 4. This can be explained by noting that the ZF-based scheme in general yields
a suboptimal solution to Problem (P4) for the MMSE-based scheme.
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Next, with given transmission rate, we investigate the effect of K on the BER performance in
order to draw insights for selecting the optimal transmission mode in practice. From Fig. 4 (a)
and (b) with Mt = Mr = 4, it is observed that at the average BER of 10−3, the single-stream
transmission scheme has an SNR gain of 3.04dB over the MMSE-based multi-stream scheme
for the case of R¯ = 2bps/Hz, but suffers from an SNR loss of 4.07dB compared to the ZF-based
multi-stream scheme for the case of R¯ = 8bps/Hz; moreover, for the case of R¯ = 8bps/Hz, the
single-stream scheme eventually outperforms the two multi-stream schemes as the SNR grows.
Similarly, it is observed from Fig. 4 (c) that the MMSE and ZF based schemes with K = 4
outperform those with K = 2, respectively, in the moderate-SNR regime; while the reverse is
true in the high-SNR regime. This reveals that a large K (i.e., multiplexing a large number
of data streams) is preferable in the high-rate regime with moderate SNR, by exploiting more
multiplexing gain of the MIMO channel; while a small K is suitable for the low-rate and/or
high-SNR regime, by extracting more beamforming gain from the MIMO channel.
VI. CONCLUSION
This paper investigated the transceiver design for the MIMO channel with CE precoding.
For single-stream transmission, we studied the receive beamforming optimization problem for
any channel realization and desired constellation at the combiner output, to maximize the MED
between any two signal points at the combiner output subject to the feasibility constraint of the
constellation. We showed that this problem is always feasible under i.i.d. Rayleigh fading, and
proposed an efficient algorithm based on SDR to find an approximate solution. The proposed
receive beamforming scheme was shown to significantly outperform other benchmark schemes in
terms of average SER. For multi-stream transmission, a new scheme adopting transmit antenna
grouping and receive MMSE or ZF based beamforming was proposed. The joint design of
the transmit antenna grouping and receive beamforming was further optimized to minimize the
maximum SER over all data streams subject to the constellation feasibility constraints. Numerical
results showed that the MMSE-based receive beamforming outperforms the ZF-based receive
beamforming in terms of average BER; moreover, for fixed transmission rate, it is desirable to
transmit with a large number of data streams in the high-rate and moderate-SNR regime, and a
small number of data streams in the low-rate and/or high-SNR regime.
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APPENDIX A
PROOF OF PROPOSITION 1
To start, we present the following lemma.
Lemma 2: If rank(H˜) ≥ 2, there exists a u¯l ∈ CMr×1 for any l ∈ {1, ...,Mt} that satisfies
the following conditions:
u¯Hl
(
2h˜l −
Mt∑
i=1
h˜i
)
=0 (68)
‖u¯Hl H˜‖1 >0. (69)
Proof: We prove Lemma 2 by contradiction. Suppose any solution u¯l to (68) is also a
solution to u¯Hl H˜ = 0, then it can be shown that Null
(
2h˜
H
l −
∑Mt
i=1 h˜
H
i
)
⊆ Null
(
H˜
H
)
. It
thus follows that rank
(
H˜
H
)
≤ rank
(
2h˜
H
l −
∑Mt
i=1 h˜
H
i
)
= 1. This contradicts the assumption
of rank(H˜) ≥ 2. The proof of Lemma 2 is thus completed.
With Lemma 2, we prove Proposition 1 by showing that for any l ∈ {1, ...,Mt}, any u¯l that
satisfies (68) and (69) is a feasible solution to Problem (P2-F). First, notice that u¯l satisfies the
constraint in (24). Then, we show that u¯l also satisfies the constraint in (23). Specifically, we
have
|u¯Hl h˜l|
(a1)
=
∣∣∣∣∣u¯Hl ∑
i 6=l
h˜i
∣∣∣∣∣ (b1)≤ ∑
i 6=l
|u¯Hl h˜i| (70)
|u¯Hl h˜j|
(a2)
=
∣∣∣∣∣u¯Hl h˜l − ∑
i 6=l,i6=j
u¯Hl h˜i
∣∣∣∣∣ (b2)≤ ∑
i 6=j
|u¯Hl h˜i|, ∀j ∈ {1, ...,Mt}\{l}, (71)
where (a1) and (a2) result from (68); (b1) and (b2) are due to the triangle inequality. It then
follows from (70) and (71) that
|u¯Hl h˜i| ≤ ‖u¯Hl H˜‖1 − |u¯Hl h˜i|, ∀i ∈ {1, ...,Mt}, (72)
namely,
‖u¯Hl H˜‖∞ ≤
1
2
‖u¯Hl H˜‖1
(c)
≤ τ + 1
2
‖u¯Hl H˜‖1, (73)
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where (c) holds since τ ≥ 0. Therefore, u¯l satisfies the constraint in (23). The proof of Proposition
1 is thus completed.
APPENDIX B
PROOF OF LEMMA 1
We first show that to prove Lemma 1, it suffices to show that the optimal uf to Problem
(P2-FS) denoted by u?f satisfies ‖u?Hf H˜‖1 > 0. Specifically, if ‖u?Hf H˜‖1 > 0, u?f can be shown
to be a feasible solution to Problem (P2-F) according to the proof of Proposition 1, by noting
that it satisfies the constraint in (26); moreover, since ‖u?f‖2 ≤ 1 holds, it is a feasible solution
to Problem (P2).
Then, we prove ‖u?Hf H˜‖1 > 0 by contradiction. Suppose, on the contrary, that ‖u?Hf H˜‖1 = 0
holds. By noting that ‖uHf H˜‖1 ≥ Re
{
uHf
∑Mt
i=1 h˜
H
i
}
holds for any uf , it follows that the opti-
mal value of Problem (P2-FS) for any given j is zero, which implies Null
(
2h˜
H
j −
∑Mt
i=1 h˜
H
i
)
⊆
Null
(∑Mt
i=1 h˜
H
i
)
, ∀j. However, also note that this is only true if there exist βj’s such that h˜Hj =
βj
∑Mt
i=1 h˜
H
i , ∀j holds, i.e., rank(H˜) = 1. This contradicts our assumption of rank(H˜) ≥ 2.
The proof of Lemma 1 is thus completed.
APPENDIX C
PROOF OF PROPOSITION 2
First, given any feasible solution u to Problem (P2), it follows from (27) and (28) that
(u,p?(u)) is feasible for Problem (P3) and achieves the same objective value as that of Prob-
lem (P2), thus the optimal value of Problem (P3) is no smaller than that of Problem (P2).
On the other hand, it follows from (28) that the objective value of Problem (P3) with any
feasible solution (u,p) is always no larger than that with the solution (u,p?(u)). Moreover,
note that based on Lemma 1 and (28), (u?f ,p
?(u?f )) is a feasible solution to Problem (P3)
and yields Re
{
u?Hf H˜p
?(u?f )
}
> 0, where u?f denotes the optimal uf to Problem (P2-FS).
It then follows that the optimal solution to Problem (P3) denoted by (u?,p?(u?)) satisfies
‖u?HH˜‖1 = Re
{
u?HH˜p?(u?)
}
> 0, thus u? is feasible for Problem (P2) and achieves the
same objective value as that of Problem (P3) with the optimal solution. Hence, the optimal value
of Problem (P2) is no smaller than that of Problem (P3). Therefore, Problems (P2) and (P3)
have the same optimal value. This thus completes the proof of Proposition 2.
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APPENDIX D
PROOF OF PROPOSITION 3
First, given any feasible solution uk to Problem (P4), it can be shown that
(
uk
/√‖uHk H˜ [−k]‖22 + σ˜2,
1
/√‖uHk H˜ [−k]‖22 + σ˜2) is feasible for Problem (P5) and achieves the same objective value as
that of Problem (P4). On the other hand, given any feasible solution (uk, tk) to Problem (P5), it
can be shown that uk/
√
tk is a feasible solution to Problem (P4) and achieves the same objective
value as that of Problem (P5). Therefore, Problem (P4) and Problem (P5) have the same optimal
value. The proof of Proposition 3 is thus completed.
APPENDIX E
PROOF OF PROPOSITION 4
We prove Proposition 4 by showing that for any transmit antenna grouping, Mr ≥ (K−1)MtK +2
and Mt
K
≥ 2 yield rank(Hk) ≥ 2, ∀k, thus guaranteeing the feasibility of Problem (P7) for all
k’s according to Proposition 1.
First, note that rank(V˜ k) = Mr − rank(H˜ [−k]) = Mr − (K−1)MtK . Then, by noting that
V˜
H
k H˜ [−k] = 0, it can be shown that rank(Hk) = rank
(
V˜
H
k H˜k
)
= rank
(
V˜
H
k H˜
)
≥ rank
(
V˜
H
k
)
+
rank(H˜) −Mr = min{Mr,Mt} − (K−1)MtK . Hence, Mr ≥ (K−1)MtK + 2 and MtK ≥ 2 suffice to
ensure rank(Hk) ≥ 2. The proof of Proposition 4 is thus completed.
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