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II. SENSOR DEPLOYMENT
In the following, (.) H will represent the Hermitian transpose. We denote scalar quantities and matrices by lower case letters and upper case letters respectively while lower case boldface letters denote column vectors. Tr(A) represents a trace of a matrix A and trj, (A) represents a normalized trace (iTr(A)) of a matrix A. (2) (1)
y==VHx+an

A. System Model
In the following, for simplicity sake and without loss of generality, we consider a one dimensional physical field with L sensors deployed in the interval [0, 1] . Let Sensor networks can be used for a variety of important applications, such as measuring or monitoring temperature, sunlight or seismic activity in an area [1] . The randomness of the deployment of the sensors may have several reasons. For example, a case of practical interest is when wireless sensors are released from an airplane at fixed intervals but happen to land on earth with random positions. For a given distribution of randomly deployed sensors, one would like to infer on the distribution of the sensors. There are several cases where this is of practical interest: typically, the change of the distribution of the sensors (from a fixed pattern to a random pattern) can provide an estimate of the speed of the weed in environment monitoring. The estimation of the entire distribution can also improve signal reconstruction as recently proposed in [2] - [3] . In environment monitoring, different algorithms can be used to estimate the sensors location [4] - [5] but these algorithms require a substantial amount of communication between the sensors in large networks. In this paper, we provide a way to estimate the distribution of the sensors in noisy environments without any communication between the sensors. The results are based on the recent framework of free deconvolution [10] , [6] , [7] and asymptotic Vandermonde random matrix theory [8] . Interestingly, although the result are valid in the asymptotic regime, simulations using realistic random distribution Abstract-The distribution of randomly deployed wireless sensors plays an important role in the quality of the methods used for data acquisition and signal reconstruction. Mathematically speaking, the estimation of the distribution of randomly deployed sensors can be related to computing the spectrum of Vandermonde matrices with non-uniform entries. In this paper, we use the recent free deconvolution framework to recover, in noisy environments, the asymptotic moments of the structured random Vandermonde matrices and relate these moments to the distribution of the randomly deployed sensors. Remarkably, the results are valid in the finite case using only a limited number of sensors and sam pies.
where Y is the received signal vector of length L whose i t h element is Y(Wi), x is the transmitted signal of length P whose k t h element is Xk, 0 is the additive white Gaussian noise with unit variance noise vector of length L whereas (J"2 is the noise variance. Y is a P x L Vandermonde matrix given by, ISIT 2009 , Seoul, Korea, June 28 - July 3, 2009 Where B Cl is Rectangular additive free deconvolution (section III-A) and lSJ is multiplicative free deconvolution (section 111-B). In algorithmic terms, the moments estimation procedure follows four steps:
A.
Step 1: Rectangular additive free deconvolution Consider the covariance matrix where A == yHX. Rectangular additive free deconvolution (B Cl ) provides us with the moments of yyH in terms of moments of AAH and moments of NNH. In order to compute the series of moments, it turns out that it is much easier to compute cumulants. In free probability theory, the moments (m n ) are related to the sequence of numbers called the rectangular free cumulants (t n ) via the probability measure E. [9] gives the following set of equations for the relation between the two. In this paper, we assume that the matrix X of unknown transmitted symbols and the noise matrix N are zero mean Gaussian matrices with i.i.d. entries of unit variance. Without loss of generality, we will consider (J"2 == 1. We will define the sample covariance associated with Y as vv". Moreover, we will consider the asymptotic regime where Cl == limp-too -f,
(number of sensors) and K are known (number of samples), P is unknown.
B. Distribution Estimation
The estimation of the distribution of W in eq. (3) enables us to retrieve the distribution location of the sensors. In a blind context, with no training sequence and no communication between the sensors, this can be a hard task. However, as we will see afterwards, the moments of V'VH can be estimated and related to the distribution of the deployed sensors by using the moments approach. In particular, we relate the moments of vv" up to a certain order with a polynomial approximation of the distribution of w.
III. MOMENTS ApPROACH
The moments approach [9] provides us with a good estimator of the moments of the Vandermonde matrix. The moment (m n ) of a P x P matrix H is defined as (5) As recently shown in [6] , [8] , Free deconvolution relates the eigenvalue distribution of the covariance matrix (J-LyyH) with the eigenvalue distribution of the Vandermonde matrix
This equation can be written in a recursive form as
Let " TJ and r be the probability measure of yyH, AAH and NNH respectively. In this case, these are related by [10] :
Note that as N is a random matrix with independent Gaussian entries with variance t then the eigenvalue distribution of given by [10] tn(r) == 8 n , 1 1, \In 2:: 1.
Hence, the rectangular additive free deconvolution provides us with the moments of yHXXHy.
B. Step 2: Multiplicative free deconvolution
In this section, we show how one can extract the moments of vv" from yHXXHy. As a first step, note that:
We can therefore use the concept of Multiplicative free deconvolution (lSJ) which computes the moments of vv" in 1The dirac delta function is defined as,
where,
These set of equations can be represented in a recursive form as Interestingly, the moments of the Vandermonde matrix can be written in terms of the distribution of Pw of w as Let {), < and 1/J be the probability measures of XXHVVH, XXHand VVH respectively. Then these probability measures are related to each other thought the multiplicative free cumulants as
P-----too
It has been shown recently in [8] that for any distribution of the random phases, the moments of the Vandermonde matrix can be calculated as In general, it is extremely difficult to obtain an explicit expression of Kp,u for any moments (in [8] only the first seven moments were computed). In this paper, we provide an algorithm to calculate all the moments: Algorithm: Kp,u can be expressed as the volume of the solution set of (16) As an example, the first moments expand to:
where P(n) is the set of all partitions of {I, 2, ... , n} and P is the notation for a particular partition in P(n ). This can be also written as P == {PI, ... , Pk}, where Pj are the blocks of P and Ipi is the number of blocks in p. Kp 
where J o is the bessel function of the zero order. (17) with (16), this will give us a set of non-linear equations to solve. As the number of unknowns should be equal to the number of equations, we take n = t. One can solve this by using any optimization algorithm.
In this section, we provide some simulation results to sustain our theoretical claims . We apply the previous four step procedure for various values of K , Land P. We restrict also our analysis to some specific distribution in order to assess the validity of our results in various case. Figure 3 simulates the result for the estimation of I), as K, Land P increase linearly. It can be seen that by asymptotically increasing the value of K , Land P the estimation gets better.
C. Distribution Approximation
We consider now the general case where there is no constraint on the distribution of w except that it is bounded in the interval [0, 1]. For simulations purposes, we consider w to have a beta distribution with two degrees of freedom a and (3. The PDF is given by,
Pw(x) = B(a, (3) (19) By taking n = t = 9 in (17) with (16), we obtain a a set of non-linear equations of order 9. Here we use nonlinear leastsquares based algorithm [12] to calculate the unknowns. Figure 4 shows the simulation result for the estimation ofthe distribution of w with t = 3, 5, 9 when w has beta distribution with a = 2 and (3 = 5. Figure 5 represents the estimation of the PDF when w has beta distribution with a = 1, (3 = 3 and 
V. CONCL USION
In this paper, we showed that by using the moments approach, we can find an estimate for the distribution of the sensors with very few noisy observations and without any communication between the sensors. This is very helpful for large networks of randomly deployed sensors where one needs to recover the distribution.
