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ON QUIVER REPRESENTATIONS OVER F1
JAIUNG JUN AND ALEX SISTKO
ABSTRACT. We study the category Rep(Q,F1) of representations of a quiverQ over “the field with one
element”, denoted by F1, and the Hall algebra of Rep(Q,F1). Representations ofQ over F1 often reflect
combinatorics of those over Fq, but show some subtleties - for example, we prove that a connected
quiver Q is of finite type over F1 if and only if Q is a tree. Then, to each representation V of Q
over F1, we associate a combinatorial gadget ΓV, which we call a colored quiver, possessing the same
information as V. This allows us to translate representations over F1 purely in terms of combinatorics
of associated colored quivers. We also explore the growth of indecomposable representations of Q over
F1 searching for the tame-wild dichotomy over F1 - this also shows a similar tame-wild dichotomy
over a field, but with some subtle differences. Finally, we link the Hall algebra of the category of
nilpotent representations of an n-loop quiver over F1 with the Hopf algebra of skew shapes introduced
by Szczesny.
1. Introduction
The idea of the mysterious algebraic structure “the field of characteristic one” goes back to Tits
[Tit56] where he observed an incidence geometry Γ(Fq) associated to a Chevalley group G(Fq) over
a finite field Fq does not completely degenerate, whereas the algebraic structure of Fq completely
degenerates as q→ 1. Tits suggested that the geometric object limq→1 Γ(Fq) should be a geometry
which is defined over “the field of characteristic one” and ought to contain a (combinatorial) core of
a Chevalley group. In fact, one may also observe the following: let G be a Chevalley group of rank
ℓ andWG be the Weyl group of G. From the Bruhat decomposition, one has the following counting
formula:
|G(Fq)|= ∑
w∈WG
(q−1)ℓqnw , for some nw ≥ 0.
The Weyl groupWG is arguably a combinatorial core of G, and by removing zeros from the counting
polynomial of G(Fq) at q= 1, one obtains
lim
q→1
|G(Fq)|
(q−1)ℓ
= |WG|.
Another interesting example is the Grassmannian Gr(k,n) (k-dimensional subspaces in an n-dimensional
space). The cardinality of the set Gr(k,n)(Fq) of Fq-rational points of Gr(k,n) is given by the formula:
|Gr(k,n)(Fq)|=
[
n
k
]
q
where
[n]q = q
n−1+ ...+q+1, [n]q!=
n
∏
i=1
[i]q,
[
n
k
]
q
=
[n]q!
[k]q![n− k]q!
The limit q→ 1 gives us the number
(
n
k
)
, counting k element subsets from an n element set, which is
also the Euler characteristic of Gr(k,n)(C).
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Another motivation searching for F1 is completely independent from Tits’ viewpoint. It arises in
the following context (first appeared in Manin’s work [Man95]): translating the geometric proof of
the Weil conjectures from function fields to the case of Q with the hope to shed some light on the
Riemann Hypothesis. The approach followed in these past years by several mathematicians is to
enlarge the category of commutative rings and to develop a notion of “generalized Grothendieck’s
scheme theory” in order to realize the scheme SpecZ as “a curve over F1”. See, for instance, [Dei08],
[CC11], [CC10], [CC19], [Dei05], [Lor12], [PL09], [Sou04], [TV09].
Quivers arise naturally from problems in invariant theory, matrix problems and the representation
theory of associative algebras [ARS95], [ASS06]. For an algebraically closed field k, it is widely
known that admissible quotients of quiver algebras yield the Morita classes of finite dimensional k-
algebras. In this correspondence, the quiver is unique up to isomorphism and acyclic quiver algebras
yield the Morita classes of hereditary algebras. To understand the representation theory of a quiver
Q, one needs to understand its indecomposable representations. Gabriel’s celebrated theorem tells us
that Q has finitely-many isomorphism classes of indecomposables if and only if its underlying graph
is a Dynkin diagram of types An, Dn, E6, E7 or E8 [Gab72]. We say that such quivers are of finite type.
The finite-type quiver algebras belong to the class of tame algebras, whose indecomposables in each
dimension vector can be described by finitely-many one-parameter families. Another fundamental
result states that any finite-dimensional algebra A which is not tame is wild, in the sense that its
module category contains the representations of any finite-dimensional algebra as closed subcategory
[Dro80], [CB88], [Sim05]. Moreover, the following conditions on A are equivalent:
(1) A is of wild type;
(2) The category mod-A contains n-parameter families of indecomposables, for every n≥ 1;
(3) The category mod-A contains a 2-parameter family of indecomposables;
(4) There is a fully faithful exact functor mod-k〈x,y〉 → mod-A which preserves indecompos-
ables (where k〈x,y〉 is the free algebras in two variables).
The so-called Tame-Wild Dichotomy is often cited as a benchmark for whether one can understand
the representation theory of a given algebra, with wild algebras being characterized as “hopeless.”
Classically, the Hall algebra of a finite abelian group G is an associative algebra naturally defined
by the combinatorics of flags of abelian p-subgroups of G. In his groundbreaking work [Rin90],
Ringel notices that the classical Hall algebra construction can be applied to the category Rep(Q,Fq),
and proves that in the case of a simply-laced Dynkin quiver Q, the resulting associative algebra
realizes the upper triangular part of the quantum group classified by the same underlying Dynkin
diagram Q. In fact, to an abelian category A satisfying a certain finiteness condition, one may
associate the Hall algebra HA ; one first considers HA as a vector space spanned by the set Iso(A ) of
isomorphism classes of A . For each M,N ∈ Iso(A ), multiplication is defined as follows:
M ·N := ∑
R∈Iso(A )
aRM,NR,
where
aRM,N = #{L ⊆ R | L≃ N and R/L≃M}.
The existence of a Hopf algebra structure for HA further depends on properties of A , and is rather
subtle. In his celebrated work [Kap97], Kapranov investigates the case when A is the category of
coherent sheaves Coh(X) on a smooth projective curve X over a finite field Fq, and proves when
X = P1Fq , a certain subalgebra of the Hall algebra HCoh(X) is isomorphic to a “positive part” of the
quantum affine algebraUq(ŝl2). However, the structure of HCoh(X) is barely known even for X = P
2
Fq
.
Finally, we note that in their work [DK19], Dyckerhoff and Kapranov introduce the notion of proto-
exact categories which allows one to construct the Hall algebra in a more general setting beyond
abelian categories. This framework is well suited to define and study the Hall algebra of a category
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whose objects are combinatorial. For instance, in [EJS18], the Hall algebra of the category of matroids
is shown to be isomorphic to the dual of a matroid-minor Hopf algebra.
The category Rep(Q,F1) of F1-representations of a quiver Q and its Hall algebra HQ are first de-
fined and studied by Szczesny in [Szc11]. Szczesny’s main observation is that in some cases the
Hall algebra HQ of Rep(Q,F1) may behave like the specialization at q = 1 of the Hall algebra of
Rep(Q,Fq). For instance, Szczesny proves that the Hall algebra of the category of nilpotent repre-
sentations of the Jordan quiver over F1 is isomorphic to the ring of symmetric functions (as Hopf
algebras). Szczesny also proves that there exists a Hopf algebra homomorphism ρ ′ : U(n+)→ HQ,
where U(n+) is the enveloping algebra of the nilpotent part n+ of the Kac-Moody algebra with the
same underlying Dynkin diagram Q.
The aim of this paper is in line with Tits’ original idea and Szczesny’s work. We investigate
Rep(Q,F1), the category of representations of a quiver Q over F1, by considering it as a degenerated
combinatorial model of the category Rep(Q,Fq). We also study the Hall algebra of Rep(Q,F1) which
may retain certain combinatorial information of the Hall algebra of Rep(Q,Fq). The novelty of our
approach is in the widespread adoption of colored quivers as in [Rin98], [Kin10], and the function
NIQ which measures the growth of the number of nilpotent indecomposable F1-representations of Q.
The function NIQ hints at the rudiments of the tame-wild dichotomy in this setting.
In what follows, by a quiver we will always mean a finite quiver. A colored quiver (Q,c0,c1) is a
quiver Q with coloring maps ci : Qi→Ci for i= 0,1, whereCi are countable sets. To a representation
V of a quiver Q over F1, we associate a colored quiver ΓV. We then prove several properties of
colored quivers arising from nilpotent representations. In particular, for a nilpotent representation V
of Q, we prove that the colored quiver ΓV is acyclic and equipped with a natural quiver map ΓV→Q.
Furthermore, any connected subquiver of ΓV whose arrows all have the same color is an oriented
path (Lemma 3.7). We then prove that these three conditions precisely characterize colored quivers
obtained from nilpotent representations of Q over F1. To be precise, we prove the following.
Theorem A. (Proposition 3.11) Let Q be a quiver. Suppose that Γ is a colored quiver with vertex
colors Q0, arrow colors Q1, and satisfying the aforementioned three conditions. Then Γ ∼= ΓV for
some nilpotent representation V of Q over F1, and V is well-defined up to isomorphism.
In Section 4, we initiate a more detailed study of the representations of Ln, the quiver with one
vertex and n loops. As a result of this study, we introduce an order relation ≤nil on quivers based on
the growth of the number of their indecomposable representations. To be precise, for a quiver Q, we
define the function NIQ : N→ Z≥0 such that
NIQ(n) = #{isomorphism classes of n-dimensional indecomposables in Rep(Q,F1)nil}.
Then, for quivers Q, Q′, we define:
Q≤nil Q
′ ⇐⇒ ∃D ∈R+,C ∈ N such that NIQ(n)≤ DNIQ′(Cb),∀n≫ 0.
This order relation induces an equivalence relation ≈nil on quivers as follows: Q ≈nil Q
′ if and only
if Q≤nil Q
′ and Q′ ≤nil Q. With this, we prove the following.
Theorem B. (Theorem 4.6) Let Q be a quiver. Then Q≤nil L2.
Having classified finite representation type quivers over F1, we move on to tame representation
type. Note that tameness is usually described through dimension vectors of representations, rather
than dimensions themselves. However, in this paper we primarily consider NIQ as a function on Z≥0
rather than (Z≥0)
Q0 . This is due to the fact that since
lim
q→1
|A1(Fq)|= 1,
the condition “having finitely-many one-parameter families of indecomposables in each dimension
vector” seems unlikely to distinguish quivers based on their F1-representations. In other words, a
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stronger condition appears necessary to control the growth of F1-indecomposables in any meaningful
sense. Of course, if we can control the n-dimensional representations of a quiver then we should
also be able to control the d-dimensional representations with |d| = n. Hence, it makes sense to
see what can be discovered through the simpler task of bounding NIQ : N→ Z≥0. Ultimately, this
decision is justified by the following results: in spite of its restrictiveness, the single-variable problem
still appears to yield an interesting stratification on quivers. Our following results should not be
understood as constituting the tame-wild dichotomy for quiver representations over F1, but rather a
promising first step in discovering what such a dichotomy should mean in the F1-realm (if it exists at
all). To this end, we first prove the following - one implication (any tree is of finite type) is proved
by Szczesny in [Szc11]. Recall that a quiver Q is of finite type over F1 if there are only finitely many
isomorphism classes of indecomposables in Rep(Q,F1)nil.
Theorem C. (Theorem 5.3) A quiver Q is of finite type over F1 if and only if Q is a tree.
One may observe that the number of cycles in Q somehow controls the growth function NIQ. To
explore this observation more rigorously, we define that a quiver Q has bounded representation type
over F1 if Q≤nil L1, where L1 is the Jordan quiver. Then, we prove the following.
Theorem D. (Theorem 5.14) Let Q be a connected quiver. Then Q is of bounded representation type
if and only if Q is either a tree or a cycle quiver. Moreover, Q is a tree quiver if and only if Q≈nil L0,
and Q is a cycle quiver if and only if Q≈nil L1.
We also investigate quivers which are not of bounded type over F1, and prove the following. By
a pseudotree, we mean a graph with at most one cycle (or an orientation of such a graph). A proper
pseudotree is a pseudotree which is not a tree or a cycle.
Theorem E. (Theorem 5.15) Suppose that Q is a connected quiver that is not of bounded represen-
tation type. Then there exists a fully faithful, exact, indecomposable-preserving functor
Rep(Q′,F1)nil → Rep(Q,F1)nil,
where Q′ is either a proper pseudotree or L2. If Q is not a pseudotree, then Q≈nil L2.
Finally, in Section 6, we study Hall algebras arising from full subcategories of Rep(Q,F1)nil. For
each quiver Q, the existence of the Hall algebra HQ is proved by Szczesny in [Szc14, Theorem 6].
Let HQ,nil be the Hall algebra of Rep(Q,F1)nil.
Theorem F. (Theorem 6.1) The Hall algebra HQ,nil is isomorphic to the enveloping algebra U(cqn)
of a graded Lie algebra cqn. The Lie algebra cqn has a basis corresponding to connected colored
quivers satisfying the aforementioned three conditions.
We also define the quiver monoidMQ of a quiver Q and prove analogous statements of the classical
equivalence of categories between Rep(Q,k) and the category of left kQ-modules, where k is a field
and kQ is the quiver algebra associated to Q. By using this observation, we link the Hall algebra of
a certain subcategory of HLn,nil with the Hall algebra of SKn of skew shapes introduced by Szczesny
in [Szc18] which may be viewed as an n-dimensional generalization of the Hopf algebra of symmetric
functions.
Acknowledgment We would like to thank Ryan Kinser for helpful comments and various sug-
gestions leading us to a upcoming companion of the current paper. We are also grateful to Matt
Szczesny for his detailed feedback and for pointing out some minor mistakes in the first draft (and for
suggesting a way to fix them).
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2. Preliminaries
2.1 Representation of quivers over F1. In this section, we recall basic definitions and properties
concerning representations of quivers over F1 which will be used throughout the paper.
Definition 2.1. Let Vect(F1) be the category whose objects are finite pointed sets (V,0V ), and mor-
phisms are pointed functions f : V →W such that f |V− f−1(0W ) is an injection. We call Vect(F1), the
category of finite dimensional vector spaces over F1.
Notation. For any natural number n, we let [n] be the F1-vector space {0,1, . . . ,n}.
In what follows, we will simply refer to objects (resp. morphisms) in Vect(F1) as F1-vector spaces
(resp. F1-linear maps). We first recall basic definitions.
Definition 2.2. Let V andW be F1-vector spaces.
(1) The direct sum is defined as V ⊕W :=V ⊔W/〈0V ∼ 0W 〉.
(2) By the dimension of an F1-vector spaceV , wemean dim(V ) := |V |−1, the number of nonzero
elements of V .
(3) There exists a unique F1-linear map 0 : V →W sending any element in V to 0W , called the
zero map.
(4) W is said to be a subspace of V ifW is a subset of V containing 0V .
(5) LetW be a subspace of V . The quotient space V/W is defined to be V − (W −{0V}).
(6) An endomorphism f ∈ End(V ) of an F1-vector space V is said to be nilpotent if f
n = 0 for
some n ∈ N.
(7) For an F1-linear map f :V →W , the kernel of f is ker( f ) := f
−1(0W ).
(8) For an F1-linear map f :V →W , the cokernel of f is coker( f ) :=W/ f (V ).
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Definition 2.3. Let M be a monoid (not necessarily commutative) with an absorbing element 0M. By
a leftM-module, we mean a pointed set S with a mapM×S→ S satisfying the usual module axioms.
Definition 2.4. A quiver Q is a finite directed graph (with possibly with multiple arrows and loops).
We denote a quiver Q as a quadruple Q= (Q0,Q1,s, t);
(1) Q0 and Q1 are finite sets; Q0 (resp. Q1) is the set of vertices (resp. arrows),
(2) s and t are functions
s, t : Q1 → Q0
assigning to each arrow in Q1 its source and target in Q0. For each arrow α ∈ Q1, for the
notational convenience, we let s(α) = αs and t(α) = αt .
We will simply denote a quiver by Q or Q = (Q0,Q1). We say that Q is connected (resp. acyclic)
if its underlying undirected graph is connected (rep. acyclic).
Let Q and Q′ be quivers. A quiver map f : Q→ Q′ is a pair of functions
fi : Qi → Q
′
i
for i= 0,1 satisfying
s( f1(α)) = f0(s(α))
and
t( f1(α)) = f0(t(α)),
for all α ∈ Q1. A quiver map f is injective (resp. surjective) if and only if f0 and f1 are injective
(resp. surjective). By a subquiver S of Q, we simply mean a quiver S= (S0,S1) such that Si ⊆ Qi for
i = 0,1. Of course, we can identify S with the image of the obvious inclusion map S →֒ Q. We say
that S is full if for any two vertices u,v ∈ S0, any arrow in Q from u to v (and from v to u) belongs to
S1.
1Kernels and cokernels satisfy the usual universal property.
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Definition 2.5. For n≥ 0, we let Ln denote the quiver with one vertex and n loops. When n = 1 this
is known as the Jordan quiver.
Remark 2.6. We denote the underlying graph of a quiver Q by Q. Throughout this paper, we will
freely apply the basic terminology of undirected graphs to Q. This should be interpreted to mean that
the corresponding graph-theoretic property holds for Q. For instance, we will say that Q is a tree, a
cycle, or connected if Q is a tree, a cycle, or connected etc.
Definition 2.7. [Szc11, Definition 4.1] Let Q be a quiver. By a representation of Q over F1 (or an
F1-representation of Q), we mean the collection of data V= (Vi, fα), i ∈ Q0, α ∈ Q1:
(1) An assignment of an F1-vector space Vi for each vertex i ∈ Q0.
(2) An assignment of an F1-linear map fα ∈ Hom(Vαs ,Vαt ) for each arrow α ∈Q1.
Definition 2.8. [Szc11, Definition 4.3] Let Q be a quiver and V = (Vi, fα) be a representation of Q
over F1.
(1) The dimension of V is defined by:
dim(V) = ∑
i∈Q0
dim(Vi).
(2) The dimension vector of V is the |Q0|-tuple:
dim(V) = (dim(Vi))i∈Q0 .
A representation V = (Vi, fα) is nilpotent if there exists a positive integer N such that for any n ≥ N
and any path α1α2 . . .αn in Q (left-to-right in the order of traversal), we have
fαn fαn−1 · · · fα1 = 0.
For representations V= (Vi, fα) and W= (Wi,gα) of a quiver Q over F1, a morphism Φ : V→W
is a collection of F1-linear maps (φi)i∈Q0 , where φi : Vi →Wi, such that the following commutes for
each i ∈Q0:
Vαs Wαs
Vαt Wαt
φαs
fα gα
φαt
(1)
This defines the category Rep(Q,F1) of representations of Q over F1. We let Rep(Q,F1)nil be the full
subcategory of Rep(Q,F1) consisting of nilpotent representations.
Each morphism Φ ∈ Hom(V,W) has a kernel and cokernel defined in a component-wise way by
using Definition 2.2. Similarly, one defines sub-representations and quotient representations. See
[Szc11, Definition 4.3] for details.
Recall that an F1-representation V of a quiver Q is indecomposable if V cannot be written as a
nontrivial direct sum of sub-representations
Definition 2.9. We say that a quiver Q is of finite type over F1 if there are finitely many isomorphism
classes of indecomposables in Rep(Q,F1)nil.
Remark 2.10. Let Q be a quiver. In [Szc11], Szczesny proves that the Krull-Schmidt Theorem holds
for Rep(Q,F1): any object M can be written uniquely (up to permutation) as a finite direct sum
M =M1⊕·· ·⊕Mk of indecomposable representations. The same statement holds for Rep(Q,F1)nil.
LetQ be a quiver. For any dimension d, Q has finitely many isomorphism classes of d-dimensional
representations. To see this, fix a dimension vector d. Let Repd(Q,F1) denote the product set
∏
α∈Q1
HomF1([d(αs)], [d(αt)]).
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Any representation of Q with dimension vector d can be identified with a point of Repd(Q,F1) by
fixing an ordering on the nonzero elements at each vertex. The group
GLd(F1) = ∏
v∈Q0
AutF1([d(v)])
acts on Repd(Q,F1) via
(φv)v∈Q0 · ( fα)α∈Q1 =
(
φt(α) fα φ
−1
s(α)
)
α∈Q1
,
and it is easy to check that two points in Repd(Q,F1) correspond to isomorphic representations if
and only if they lie in the same GLd(F1)-orbit. Since Repd(Q,F1) is a finite set, there are finitely
many isomorphism classes of d-dimensional representations. Hence, there are finitely many isomor-
phism classes of d-dimensional representations of Q, for any natural number d. Similar statements
hold for nilpotent representations. We can therefore count the number of (nilpotent) indecomposable
representations of any dimension. The following is a key definition in this paper.
Definition 2.11. Let Q be a quiver.
(1) IQ : N→ Z≥0 is the function such that
IQ(n) = #{isomorphism classes of n-dimension indecomposables in Rep(Q,F1)}.
(2) NIQ : N→ Z≥0 is the function such that
NIQ(n) = #{isomorphism classes of n-dimensional indecomposables in Rep(Q,F1)nil}.
Of course, Q is of finite type if and only if NIQ(n) = 0 for n≫ 0. Similar functions have been
considered for representations over finite fields, see for instance [Kac80].
2.2 TheHall algebra of Rep(Q,F1). In this section, we briefly recall the Hall algebras of Rep(Q,F1)
and Rep(Q,F1)nil for a quiver Q. We refer the interested reader to [Szc11, Section 6] for details.
Let Q be a quiver, and let Iso(Q) be the set of isomorphism classes of objects in Rep(Q,F1). The
Hall algebra HQ of Rep(Q,F1) has the following underlying set:
HQ := { f : Iso(Q)→ C | #{supp( f )} < ∞}, (2)
where supp( f )= {[M]∈ Iso(Q) | f ([M]) 6= 0}. For each [M]∈ Iso(Q), we let δ[M] be the delta function
inHQ supported at [M]. Then, we may consider HQ as the C-vector space spanned by {δ[M]}[M]∈Iso(Q).
In what follows, by abuse of notation, we will simply denote the delta function δ[M] by [M]. One
defines the following multiplication on delta functions:
[M] · [N] := ∑
R∈Iso(Q)
PRM,N
aMaN
[R], (3)
where aM = |Aut(M)| and P
R
M,N is the number of short exact sequences of the form:
2
O→ N→ R→M→O.
Then, one has the following equality:
aRM,N := |{L ⊆ R | L≃ N and R/L≃M}|=
PRM,N
aMaN
.
By linearly extending (3) to HQ, one obtains an associative C-algebra HQ with a canonical grading by
K0(Rep(Q,F1))
+. Furthermore, HQ is also equipped with the following coproduct:
∆ : HQ → HQ⊗CHQ, ∆( f )([M], [N]) = f ([M⊕N]). (4)
With (3) and (4), Szczesny proves the following:
2By a short exact sequence, we mean that ker= coker as in the classical case.
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Theorem 2.12. [Szc11, Theorem 6] With the same notation as above, HQ is a graded, connected,
and co-commutative Hopf algebra. In particular, by the Milnor-Moore theorem, HQ ≃ U(nQ), where
nQ is the pro-nilpotent Lie algebra spanned by indecomposables [M] ∈ Iso(Q).
One can apply a similar construction to the full subcategory Rep(Q,F1)nil of Rep(Q,F1) to obtain
a Hopf algebra HQ,nil; see [Szc11, Remark 2]. We will study HQ,nil in Section 6 by using colored
quivers to be introduced in Section 3.
Remark 2.13. Representations of a quiver can be defined in a more categorical way. Let Q be a
quiver. One can consider a discrete category Q; objects are vertices of Q and morphisms are paths.
Then, a representation M of Q over F1 is nothing but a functor M : Q → Vect(F1). In particular,
Rep(Q,F1) is equivalent to the functor category Vect(F1)
Q . In fact, the same description holds for
representations of Q over a field k. Therefore, from the base change functor
k⊗F1− : Vect(F1)→ Vect(k),
one has the following base change functor which is exact and faithful (but not full in general):
k⊗F1− : Rep(Q,F1)→ Rep(Q,k), M→ k⊗F1 M.
This categorical perspective is sometimes quite useful. For instance, the Hall algebra in Theorem
2.12 can be also constructed as follows: notice that the category Vect(F1) is proto-exact in the sense
of Dyckerhoff and Kapranov [DK19], where they also prove that for a small category I the functor
category C I is proto-exact for a proto-exact category C . Now, from the equivalence Rep(Q,F1) ≃
Vect(F1)
Q, one obtains Szczesny’s Hall algebra in [DK19] as the Hall algebra associated a proto-
exact category Rep(Q,F1).
3. The colored quiver of a representation
In this section, we show how to associate a colored quiver to each object in Rep(Q,F1)nil. A
similar idea for Q= L1 was explored in [Szc14]. Within the realm of quiver representations, similar
constructions are widespread. For instance, our colored quiver will be a special case of the coefficient
quiver construction considered in [Rin98], and it will yield a quiver over Q as in [Kin10]. The authors
would like to thank Ryan Kinser for alerting us to these connections.
Definition 3.1. By a colored quiver 3 (Q,c0,c1) we mean a quiver Q together with coloring maps
ci : Qi →Ci, i= 1,2,
where C0 and C1 are countable sets. We say that elements of C0 are vertex colors and elements of C1
are arrow colors.
Definition 3.2. Let Q and Q′ be colored quivers with vertex colors C0 and arrow colors C1. Suppose
that v ∈Q and v′ ∈Q′ are vertices of the quivers with the same color. Then by the quiver Q′′ obtained
by gluing v and v′, we mean that Q′′ is the quotient quiver of Q⊔Q′ obtained from the partition4
(Q⊔Q′)0 =
 ⊔
u∈Q1⊔Q′1\{v,v
′}
{u}
⊔{v,v′}.
When v′ is understood from context, we will also call this gluing Q and Q′ along v.
The next definition introduces the colored quiver of a representation. This definition will prove es-
sential for the results in following sections, as it reduces problems in Rep(Q,F1) to problems purely
in combinatorics of colored quivers.
3We consider the coloring of vertices and arrows of Q.
4Roughly speaking, this is just identifying the vertices v and v′ to obtain a bigger quiver Q′′. Q′′ has the same number
of arrows as the disjoint union Q⊔Q′.
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Definition 3.3. LetV be an object in Rep(Q,F1). ToV, we associated a colored quiver ΓV as follows:
the vertex set of ΓV is
(ΓV)0 =
⊔
v∈Q0
(Vv \{0}).
The vertex color set is C0 = Q0, and elements of Vv \ {0} are colored v. The arrow color set is
C1 = Q1. For each α ∈ Q1, there is an α-colored arrow from i to j if and only if Vα(i) = j.
Remark 3.4. Definition 3.3 is equivalent to applying the coefficient quiver construction of [Rin98]
to k⊗F1 V, where k is any field. In turn, the map ΓM → Q which sends a vertex (resp. arrow) to its
color yields a quiver over Q as in [Kin10].
Example 3.5. Let V0 = {0V0 ,1,2,3}. Consider the following representation V= (V0, f1, f2) of L2:
•f1 f2
where f1(n) = n− 1 for n ∈ {1,2,3} and f2(n) = n− 2 for n ∈ {2,3} and f2(1) = 0V0 . Then the
colored quiver ΓV is the following, where f2 is in red and f1 is in dotted blue:
1 2
3
With the representation W= (V0,g1,g2), where g1 = f2 and g2(n) = n+1 for n ∈ {1,2} and g2(3) =
0V0 , the colored quiver ΓW is the following, where g1 is in red and g2 is in dotted blue:
1 2
3
Note that since L2 has only one vertex, every vertex of ΓV and ΓW has the same color.
Definition 3.6. Let Γ be a colored quiver.
(1) A colored subquiver 5 of Γ is arrow-monochromatic if its arrows all have the same color.
(2) We say that a vertex v∈ Γ is an i-sink if there is no i-colored arrow in Γ starting at v. Similarly,
we say that v is an i-source if there is no i-colored arrow in Γ ending at v.
The following lemma records some basic properties of the quiver ΓV when V is nilpotent.
Lemma 3.7. Let V= (Vu, fα) be an object in Rep(Q,F1)nil. Then the following statements about ΓV
hold:
(1) There is a map of (uncolored) quivers ΓV→ Q, which takes an α-colored arrow to the arrow
α and a v-colored vertex to the vertex v.
(2) ΓV is acyclic.
(3) Any connected arrow-monochromatic subquiver of ΓV is an oriented path.
(4) Suppose that x is a v-colored vertex of ΓV. Then the outdegree (resp. indegree) of x in ΓV is
bounded above by the outdegree (resp. indegree) of v in Q.
(5) For each i= 1, . . . ,n, the number of i-sources equals the number of i-sinks.
(6) V is indecomposable if and only if ΓV is connected.
5By this, we meant a subquiver with induced vertex and arrow colorings.
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Proof. (1): This is obvious from the definition.
(2): If ΓV has an oriented cycle α1 · · ·αd starting at v, and the color of α j is i j, then
[ fid · · · fi1 ](v) = v.
But then no power of fid · · · fi1 is zero, contradicting nilpotency. Thus, ΓV is acyclic.
(3): Since the fi are nilpotent, this follows directly from the description of nilpotent endomor-
phisms in [Szc11, Lemma 3.1].
(4): If x is a v-colored vertex and α is an arrow color, then by (3) at most one α-colored arrow
starts at v (resp. ends at v). However, x can be the source (resp. target) of an α-colored arrow if and
only if v is the source (resp. target) of α in Q.
(5): This follows from (3) by considering maximal connected arrow-monochromatic subquivers
of ΓV. Indeed, any vertex of ΓV is contained in a unique maximal i-colored arrow-monochromatic
connected subquiver, and any such subquiver will be a path (possibly of length 0) which starts at a
unique i-source and ends at a unique i-sink.
(6): Recall from [Szc11, Section 4] that if U⊆V⊕W is subrepresentation, then
U= (U∩V)⊕ (U∩W).
Note that any decomposition V ∼= V1⊕V2 induces a decomposition Vu = Au⊕Bu for each u ∈ Q0,
such that
fα(As(α))⊆ At(α)
and
fα(Bs(α))⊆ Bt(α),
for all α ∈ Q1. If we define A =
⋃
u∈Q0 Au \{0} and B =
⋃
u∈Q0 Bu \{0}, it follows that any arrow
starting in A (resp. B) must end in A (resp. B). Hence, the partition A⊔B of (ΓV)0 induces a separation
of ΓV. Conversely, a separation of ΓV induces a partition of each Vu \{0}, which can be extended to
a direct sum decomposition of each Vu which is compatible with the action of the arrows. In other
words, a separation of ΓV induces a direct sum decomposition of V, and the claim follows. 
Definition 3.8. Let V and W be objects of Rep(Q,F1).
(1) A quiver map
f : ΓV → ΓW
will be called chromatic if it maps v-colored vertices to v-colored vertices, and α-colored
arrows to α-colored arrows.
(2) A collection of vertices U in ΓV is said to be upwardly-closed if for every oriented path from
v to u in ΓV, u ∈U implies v ∈U as well. A full subquiver is said to be upwardly-closed if
its vertex set is upwardly-closed.
(3) A subset D is said to be downwardly-closed if for every oriented path from d to v in ΓV ,
d ∈ D implies v ∈ D as well. A full subquiver is said to be downwardly-closed if its vertex
set is downwardly closed.
Construction 3.9. Let V= (Vu, fα) andW= (Wu,gα) be objects of Rep(Q,F1)nil, and φ : V→W a
morphism with component maps φu :Vu →Wu. Let Uφ be the full subquiver of ΓV with the vertex set
(ΓV)0 \ker(φ). Then φ induces a map of chromatic quivers
Γφ : Uφ → ΓW
sending a u-colored vertex x to φu(x) ∈Wu.
6 Indeed, suppose that there is an α-colored arrow x
α
−→ y
in ΓV, that is, fα(x) = y. Since φ is a morphism of representations, we have
φt(α) fα = gα φs(α).
6Note that Γφ : ΓV → ΓW does not exist in general since the vertices of ΓW are nonzero elements ofW0.
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In particular, if neither φs(α)(x) nor φt(α)(y) are zero, then
gα(φs(α)(x)) = φt(α)( fα(x)) = φt(α)(y).
Hence, there is an arrow φs(α)(x)
α
−→ φt(α)(y) in ΓW and Γφ is a chromatic quiver map.
The purpose of the next lemma is to describe morphisms in Rep(Q,F1)nil in terms of colored quivers.
Lemma 3.10. For any two objects V= (Vu, fα) and W= (Wu,gα ) of Rep(Q,F1)nil, there is a bijec-
tion between Hom(V,W) and the set of bijective chromatic quiver maps from upwardly-closed full
subquivers of ΓV to downwardly-closed full subquivers of ΓW.
Proof. Let φ : V→W be a morphism. If necessary, we will denote the component maps of φ by
φu :Vu→Wu: however, if it is unnecessary to specify the source, we will simply denote φu(x) as φ(x).
As in Construction 3.9, let Uφ be the full subquiver of ΓV with vertex set (ΓV)0 \ker(φ) and Dφ be
the image of Uφ under Γφ . Consider the surjective chromatic quiver map
φ• : Uφ →Dφ
obtained by restricting Γφ . Note that φ• is injective on vertices by the F1-linearity of φ and on arrows
by Lemma 3.7(3). It is clear from the definition of ΓV that Uφ is upwardly-closed, so we only need to
show that Dφ is downwardly-closed. Suppose that x ∈Uφ , so that φ(x) ∈Dφ and φ(x) 6= 0. Suppose
that there is an oriented path β1 · · ·βd in ΓW starting at φ(x) and ending at a vertex z (so that in
particular z 6= 0). If α j denotes the color of β j, then this means
[gαd · · ·gα1 ]φ(x) = z.
Then 0 6= z= φ [ fαd · · · fα1 ](u) since φ is a morphism, so that [ fid · · · fi1 ](u) ∈Uφ and hence z ∈Dφ . It
now follows that Dφ is downwardly-closed.
Conversely, suppose that U is an upwardly-closed full subquiver of ΓV, D is a downwardly-closed
full subquiver of ΓW, and that ψ :U →D is a bijective chromatic quiver map. For each u∈Q0, define
the map
ψ•u :Vu →Wu
as
ψ•u (x) =
{
ψ(x), for all x ∈U0∩Vu,
0, otherwise.
The injectivity of ψ on vertices immediately implies the F1-linearity of ψ
•
u . We claim that ψ
• =
(ψ•u )u∈Q0 is a morphism V →W: this is equivalent to the claim that for each arrow α and each
x ∈Vs(α),
ψ•t(α)( fα(x)) = gα(ψ
•
s(α)(x)).
Note that since ψ is a chromatic quiver isomorphism, any α-sink of U is mapped to an α-sink of D
with the same vertex color. Since D is downwardly-closed, any α-sink of D is an α-sink of ΓW. If
x ∈Vs(α) is an α-sink of U , then either fα(x) = 0 or fα(x) 6∈U . In either case, we have
ψ•t(α)( fα(x)) = 0= gα(ψ
•
s(α)(x)).
Otherwise, x is not an α-sink of U and hence fα(u) ∈ U . This means that ψ
•
s(α)(x) = ψ(x) and
ψ•
t(α)( fα(x)) = ψ( fα(x)). Of course, there is an α-colored arrow from x to fα(x) in ΓV, and hence in
U . Since ψ is a bijective chromatic quiver map, there is an α-colored arrow from ψ(x) to ψ( fα(x))
in D . This happens if and only if gα(ψ(x)) = ψ( fα(x)), which means gα ψ
•
s(α)(x) = ψ
•
t(α)( fα(x)).
Hence ψ• is a morphism in Rep(Q,F1)nil as we claimed.
Finally, we note that (φ•)
• = φ and (ψ•)• = ψ for all φ and ψ . Hence, these two constructions
yield the desired bijection. 
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With the description of morphisms provided by Lemma 3.10, we can show that ΓV is an isomorphism
invariant of V.
Proposition 3.11. Suppose that Γ is a colored quiver with vertex colors Q0, arrow colors Q1, and
satisfying properties (1)-(3) of Lemma 3.7. Then Γ∼= ΓV for some object V of Rep(Q,F1)nil, and V is
well-defined up to isomorphism.
Proof. Suppose that Γ is such a colored quiver. Define the representation V = (Vu, fα) as follows:
Vu consists of the u-colored vertices of Γ plus an element 0. If x ∈ Vu is an α-sink, then we define
fα(x) = 0; otherwise there is a unique α-colored arrow β in Γ with source x, in which case we define
fα(x) = t(β ) (the target of β ). Since Γ satisfies properties (1) and (3) of Lemma 3.7, fα is an F1-
linear map of Vu → Vt(α). Since Γ is acyclic, there exists a positive integer ℓ such that every path in
Γ has length ≤ ℓ. If x ∈Vu and α1, . . . ,αℓ+1 is any (ℓ+1)-tuple of indices, then [ fαℓ+1 · · · fα1 ](x) = 0.
Hence, V is a nilpotent representation of Q: clearly, we have a chromatic quiver isomorphism ΓV∼=Γ.
If W is another object of Rep(Ln,F1)nil with a chromatic quiver isomorphism ΓW ∼= Γ, then we have
a chromatic quiver isomorphism f : ΓV → ΓW. Taking U to be the full vertex set of ΓV and D to be
the full vertex set of ΓW, we see that the map ψ
• : V→W as in Lemma 3.10 is a bijective map of
Q-representations, which is therefore an isomorphism. 
We end this section with the following straightforward result.
Lemma 3.12. Let Q be a quiver, V ∈ Rep(Q,F1)nil, and W be a subrepresentation of V.
(1) ΓW is a colored subquiver of ΓV obtained by removing vertices (and arrows with adjacent to
those vertices) which do not correspond to W.
(2) For the quotient V/W, the colored quiver ΓV/W is a colored subquiver of ΓV obtained by
removing vertices (and arrows with adjacent to those vertices) corresponding to W.
4. Representations of n-Loop Quivers over F1
In this section we apply the ideas of Section 3 to Ln, the quiver with one vertex and n arrows.
If n = 1 this is known as the Jordan quiver. An object V in Rep(Ln,F1) is an F1-vector space V0,
along with an ordered n-tuple ( f1, . . . , fn) of F1-linear maps fi : V0 → V0. If this representation is
nilpotent, then the fi are all nilpotent (as are their powers and products). One can easily see that two
representations V= (V0, f1, . . . , fn) andW= (W0,g1, . . . ,gn) of Ln are isomorphic if and only if there
is an F1-linear isomorphism ϕ :V0 →W0 such that gi = ϕ fiϕ
−1 for each i= 1, . . . ,n.
For any 1≤ i≤ n, there is a functor
Di : Rep(Ln,F1)nil → Rep(Ln−1,F1)nil
defined by deleting the ith arrow and relabeling the arrows according to the total ordering on the
remainder.
Construction 4.1. Let n ≥ 2 be a natural number. If M is an object of Rep(Ln,F1)nil, then we
can construct a new object F(M) in Rep(Ln−1,F1)nil as follows: the colored quiver ΓF(M) of F(M)
will have ΓDn−1(M) ⊔ΓDn(M) as a subquiver. It is useful to think of ΓDn−1(M) as an upwardly-closed
full subquiver of ΓF(M) and ΓDn(M) a downwardly-closed full subquiver lying beneath it. Note that
ΓDn−1(M) and ΓDn(M) have the same vertex set, that n-colored (resp. (n− 1)-colored) arrows in ΓM
become (n− 1)-colored in ΓDn−1(M) (resp. ΓDn(M)), and that the other colored arrows in ΓM remain
the same in ΓDn−1(M) and ΓDn(M). Now, for each maximal i-colored path in ΓM with source u and
target v, draw an i-colored arrow in ΓDn−1(M)⊔ΓDn(M) from the copy of v in ΓDn−1(M) to the copy of u
in ΓDn(M) for 1≤ i< (n−1). This completes the construction of ΓF(M).
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Example 4.2. Let M be an object of Rep(L3,F1)nil with the following associated colored quiver:
ΓM =
• •
• •
where 1-colored arrows are black , 2-colored arrows are dotted blue, and 3-colored arrows are dashed
red. Then F(M) has the following colored quiver:
ΓF(M) =
• •
• •
• •
• •
The top four vertices correspond to D2(M) and the bottom four correspond to D3(M).
Note that in Example 4.2, F(M) fits into a non-split short exact sequence
O→ D3(M)→ F(M)→ D2(M)→O.
7 (5)
This is not a coincidence: by the construction of ΓF(M), there is an analogous non-split short exact
sequence for any M. If ΓM is connected, then so is ΓF(M). Hence, the function M 7→ F(M) preserves
indecomposability.
There is a canonical way to partition the (n−1)-colored arrows of ΓF(M) which shall prove useful
below. To begin, arrange the vertices of ΓF(M) in such a way that all the 1-colored arrows point
downwards, and such that the maximal 1-connected paths are arranged left-to-right from longest to
shortest. By Construction 4.1, each of these paths has an even number of vertices: suppose that the
ith maximal 1-chromatic path in this embedding contains 2λi-vertices. Now take the full subquiver
of ΓF(M) whose vertex set is formed from the first λi vertices in the i
th maximal path, for each i
(starting with the i-source and moving along the path). Call this full subquiver UF(M), and call the
full subquiver on the remaining vertices DF(M). Note that UF(M)
∼= ΓDn−1(M) and DF(M)
∼= ΓDn(M)
by the construction of ΓF(M). Hence, all the (n− 1)-colored arrows of ΓF(M) lie either in UF(M) or
DF(M). In fact, the (n−1)-colored arrows of UF(M) correspond to the n-colored arrows of ΓM and the
(n−1)-colored arrows of DF(M) correspond to the (n−1)-colored arrows of ΓM. Of course, there is
a bijection with the i-colored arrows of UF(M) (resp. DF(M)) and those of ΓM for each 1 ≤ i< n−1.
Hence, M can be recovered from ΓF(M).
Since ΓM is an isomorphism invariant of M (up to chromatic quiver isomorphism), M ∼= N implies
ΓF(M) ∼= ΓF(N) (again via a chromatic quiver isomorphism) and hence F(M) ∼= F(N). Conversely,
suppose that F(M)∼=F(N). We claim that this impliesM∼=N. Indeed, letM=(M0, f1, f2, . . . , fn) and
N = (N0,g1,g2, . . . , fn). An isomorphism φ : F(M)→ F(N) induces a chromatic quiver isomorphism
ΓF(M) → ΓF(N) which we also call φ . But then restriction of φ induces chromatic isomorphisms
UF(M) → UF(N) and DF(M) → DF(N). The first restriction implies that φ induces an F1-linear map
ψ :M0 → N0 such that gi = ψ fiψ
−1 for 1 ≤ i < n− 1 and gn = ψ fnψ
−1. Now note that the second
restriction DF(M) → DF(N) induces the same map M0 → N0. Indeed, any maximal 1-colored path in
7One can easily see that this is an exact sequence by considering the corresponding colored quivers from Lemma 3.12.
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UF(M) is connected to exactly one maximal 1-colored path in DF(M) by a 1-colored arrow in ΓF(M).
Recall the canonical identifications
UF(M)
∼= ΓDn−1(M), DF(M)
∼= ΓDn(M)
described above, along with the fact that each of these colored quivers has the same vertex set as
ΓM. Under these identifications, the vertices in the maximal 1-colored path of UF(M) and those in
the corresponding maximal 1-colored path of DF(M) get sent to the same vertices of ΓM. Hence, the
global map φ restricts to the same vertex map on UF(M) and DF(M), as we claimed. It now follows
from the second restriction that ψ must also satisfy gn−1 = ψ fn−1ψ
−1. Finally, this implies M ∼= N,
as we wished to show. In terms of growth functions of indecomposables of quivers (Definition 2.11),
this implies the following theorem:
Theorem 4.3. The following inequalities hold for all natural numbers d and n≥ 2:
NILn−1(d)≤ NILn(d)≤ NILn−1(2d).
Proof. We have shown that the assignment M 7→ F(M) induces an injective map from the isomor-
phism classes of indecomposable Ln-representations to the isomorphism classes of indecomposable
Ln−1-representations. Furthermore, dimF(M) = 2 ·dim(M) for every such M. This shows that
NILn(d)≤ NILn−1(2d), ∀d ∈ N.
The other inequality NILn−1(d)≤NILn(d) follows from the fact that Ln−1 is a subquiver of Ln, so that
Rep(Ln−1,F1)nil is a full subcategory of Rep(Ln,F1)nil. 
Corollary 4.4. Let 2≤ m< n be natural numbers. Then for all d ∈ N,
NILm(d)≤ NILn(d)≤ NILm(2
n−md).
Proof. This follows from repeated application of Theorem 4.3. 
Corollary 4.4 suggests an order relation on quivers based on the growth of their representation
functions. For any natural number C, let µC : N→ N denote multiplication by C. For two quivers Q
and Q′, we write Q ≤nil Q
′ if there exists a natural number C such that NIQ = O(NIQ′ ◦µC) in big-O
notation. More explicitly, Q≤nil Q
′ if and only if there exists a positive real number D and a natural
number C such that
NIQ(n)≤ DNIQ′(Cn), for all sufficiently large n.
It is straightforward to check that ≤nil is a reflexive and transitive relation. If we define Q ≈nil Q
′ if
and only if Q≤nil Q
′ and Q′ ≤nil Q, then ≈nil becomes an equivalence relation on quivers.
Example 4.5. The following statements demonstrate the utility of the notion of ≈nil:
(1) It will follow from Theorem 5.3 that Q has finitely many indecomposables (up to isomor-
phism) if and only if Q≈nil T , where T is any tree quiver.
(2) If Cn denotes an oriented cycle on n vertices, then it follows from [Szc11, Section 11] that
L1 ≈nil Cn for all n≥ 2.
(3) For all n ≥ 2, L1 6≈nil Ln. Indeed, NIL1 ◦µC ∈ O(1) for all C, but limsupmNILn(m) = ∞ for
n≥ 2.
(4) By Corollary 4.4, Lm ≈nil Ln whenever m and n are both at least 2.
The result below demonstrates that L2 is an “upper bound” for quivers with respect to the≤nil relation.
Theorem 4.6. Let Q be a quiver. Then Q≤nil L2.
Proof. It suffices to show that Q≤nil Ln for some finite n≥ 1. Indeed, let M be a nilpotent represen-
tation of Q, and send M 7→ ΓM. To each v-colored vertex x, attach a single v-colored arrow αx such
that t(αx) = x and s(αx) is a leaf. Now, place a total ordering on the set Q0⊔Q1 such that each vertex
is less than each arrow. Finally, forget the vertex colorings to make this a Ln-representation, where
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n = |Q0|+ |Q1|. Denote this Ln-representation by F(M). Then dimF1 F(M) = 2dimF1(M), F(M) is
indecomposable if and only if M is, and F(M) ∼= F(N) if and only if M ∼= N. This last claim can be
seen by realizing that ΓM may be recovered from ΓF(M) by deleting the leaves adjacent to Q0-colored
arrows. It now follows that NIQ(m)≤ NILn(2m) for all m≥ 1 and the result follows. 
Example 4.7. We illustrate the construction of Theorem 4.6 with an example. LetQ be the Kronecker
2-quiver: it has vertex set {1,2} and two arrows 1
α
−→ 2 and 1
β
−→ 2. Let M be the indecomposable
representation with colored quiver
ΓM =
1 2 1
α β
.
Then F(M) is the indecomposable L2-representation with colored quiver
ΓF(M) =
• • •
• • •
α β
1 2 1
.
5. Growth of indecomposable quiver representations over F1
In this section, we study quivers with respect to the ≈nil relation. We characterize quivers of finite
and bounded representation type, showing that these are precisely the tree and cycle quivers. We then
show how bounded representation type partitions connected quivers in a way similar to the “tame-wild
dichotomy” in finite-dimensional algebras.
5.1 Quivers of finite representation type over F1. Recall that Q has finite representation type
over F1 if and only if Rep(Q,F1)nil has finitely many isomorphism classes of indecomposables. In
terms of the ≤nil relation, Q is of finite type if and only if Q ≈nil L0, the quiver with one vertex and
zero arrows. In [Szc11], Szczesny proves that trees are of finite representation type over F1. In this
section, we show that the converse holds for connected quivers. To begin, consider any subquiver S
of Q. Then we have a functor
F : Rep(S,F1)→ Rep(Q,F1)
which takes an S-representation M to the Q-representation F (M) which restricts to M on S, and
which satisfies F (M)v = 0 whenever v 6∈ S0 and F (M)α = 0 whenever α 6∈ S1. If M is nilpotent
then so is F (M), so the functor F restricts to a functor Rep(S,F1)nil → Rep(Q,F1)nil. In the other
direction, there is a restriction functor
ResS : Rep(Q,F1)→ Rep(S,F1)
which restricts to a functor Rep(Q,F1)nil → Rep(S,F1)nil.
Lemma 5.1. Let S be a subquiver of Q. Then the functor F : Rep(S,F1)→ Rep(Q,F1) is full and
preserves indecomposability of objects. An equivalent statement holds for nilpotent representations.
Proof. Let M,N ∈ Rep(S,F1) and φ : F (M)→F (N) be a morphism in Rep(Q,F1). Define a mor-
phism φ˜ : M → N in Rep(S,F1) as follows: φ˜u = φu if u ∈ S0 and φ˜u = 0 otherwise. One readily
checks that φ˜ is a morphism in Rep(S,F1), so it only remains to check that F (φ˜ ) = φ . It is clear that
F (φ˜ )v = φv if v ∈ S0, so assume that v is a vertex of Q but not of S. Then F (M)v = F (N)v = 0 and
so φv = 0, from which it follows that F (φ˜ )v = φv for all v ∈ Q0. It is now clear that F preserves
indecomposability: if F (M)∼= N1⊕N2 in Rep(Q,F1), then N1 and N2 are also S-representations and
we can find a decomposition M =M1⊕M2 in Rep(S,F1) which preserves the dimension vectors of
N1 and N2. The proof for nilpotent representations is identical. 
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Lemma 5.2. Let Q be a a cycle quiver. Then Q is not of finite type over F1.
Proof. Let m = |Q0|, and order the vertices of Q as 1, . . . , m. Up to a reordering of the vertices,
we may assume that the arrow α1 between 1 and 2 starts at 1. Consider the family of representations
M(n), where n≥ 1 is a natural number: M(n)i = [n] for i= 1, . . . ,m;M(n)α1(k) = k−1; andM(n)αi =
id[n] for i> 1. We show that theM(n)’s are an infinite set of pairwise non-isomorphic indecomposable
representations. Indeed, suppose that we had an isomorphism φ :M(n)→ X⊕Y . Write χi⊕ψi for the
map between Xi⊕Yi and Xi+1⊕Yi+1 (where i is read mod m). For each 1 ≤ i ≤ m, let Ai = φ
−1
i (Xi)
and Bi = φ
−1
i (Yi). Then [n] = Ai ⊔Bi for each i. For i > 1, the commutativity of the square at αi
implies that A1 = A2 = . . . = Am and B1 = B2 = . . . = Bm. Hence, we write A = A1 and B = B1.
The commutativity of the square at α1 implies that M(n)α1 leaves A and B invariant. If n ∈ A, this
immediately implies that X =M(n) and Y = 0. In other words, M(n) is indecomposable, from which
the claim follows. 
Theorem 5.3. Let Q be a quiver. Then Q is of finite type over F1 if and only if Q is a tree.
Proof. It only remains to prove that if Q is not a tree, then Q is not of finite type. If Q is not a tree,
then the underlying graph of Q contains a cycle. Let C be the subquiver of Q corresponding to this
cycle. By Lemma 5.2, C is not of finite type. By Lemma 5.1, this means that Rep(Q,F1)nil contains
infinitely many non-isomorphic indecomposables, and hence is not of finite type. 
5.2 Quivers of bounded representation type over F1. We say that Q has bounded representation
type over F1 if Q ≤nil L1. In other words, Q is of bounded representation type if and only if NIQ =
O(1). From the previous subsection, tree quivers are of bounded representation type over F1. In this
subsection, we prove that if Q is of bounded representation type and Q is not a tree, then Q is a cycle
quiver.
Recall that an undirected graph G can be viewed as an 1-dimensional simplicial complex, and
its first homology H1(G,Z2) is called its cycle space [Big93]. It can be interpreted as the set of all
(spanning) Eulerian subgraphs of G, with addition being given by symmetric difference. As a Z2-
vector space it can be given a fundamental cycle basis as follows: take a spanning tree T of G. For
each edge e not in T , let Ce be the cycle consisting of e together with the path in T connecting its
endpoints. The collection {Ce | e 6∈ T} forms a Z2-basis for H1(G,Z2) with the property that each
element contains an edge not contained in the others [LR07].
Proposition 5.4. Let Q be a connected quiver with underlying graph Q. If dimZ2 H1(Q,Z2)≥ 2, then
there is an exact, fully faithful functor
F : Rep(L2,F1)nil → Rep(Q,F1)nil.
Furthermore, F preserves indecomposability, and there exists a natural number C such that
dimF1(F (M)) =C ·dimF1(M),
for all objects M ∈ Rep(L2,F1)nil. In particular, Q≈nil L2.
Proof. Let T be a spanning tree of Q, with fundamental cycle basis {Ce | e 6∈ T}. Since
dimZ2 H1(Q,Z2)≥ 2,
this basis contains at least two elements Cα and Cβ . In other words, Cα and Cβ are two fundamental
cycles in Q with the property that Cα contains α but not β , and Cβ contains β but not α . Since Q
is connected, we can find a path w (possibly of length 0) that connects a vertex in Cα to a vertex
in Cβ . By possibly choosing a shorter path, we may assume that w passes through neither α nor
β . Let S denote the subquiver of Q whose arrows are precisely those corresponding to Cα , Cβ and
w. By abuse of notation, we use α , Cα etc. to refer to the arrows/subquivers in Q corresponding to
the edges/subgraphs in Q. Note that S is a connected subquiver. We now define a map on objects
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F : Rep(L2,F1)nil → Rep(S,F1)nil. If V = (V, f1, f2) is a nilpotent representation of L2, then F (V)
is defined by the following three criteria:
(1) At each vertex v ∈ S0, F (V)v =V , and zero otherwise;
(2) F (V)α = f1 and F (V)β = f2;
(3) F (V)γ = idV for all γ ∈ S1 \{α ,β}, and zero otherwise.
We claim that F is a functor. Indeed, let φ : V = (V, f1, f2) →W = (W,g1,g2) be a morphism
in Rep(L2,F1)nil. Setting F (φ)v = φ for each vertex v ∈ S0 yields a morphism F (φ) : F (V)→
F (W), and it is easy to check that F respects identity morphisms and composition. It is clear that
F is a faithful, exact functor that sends an n-dimensional representation to an |S0|n-dimensional
representation. We claim that it is also full, and preserves indecomposability.
To prove fullness, let ψ : F (V)→ F (W) be a morphism in Rep(S,F1)nil. Commutativity at α
means that ψt(α) f1 = g1ψs(α), whereas commutativity at β means that ψt(β) f2 = g2ψs(α). Since Cα
does not contain β , commutativity at the other arrows of Cα (which are identity maps) implies that
ψu = ψv for all vertices u and v ofCα . Since w connects toCα and contains neither α nor β , ψu = ψv
for all vertices u,v in w orCα . Since the other endpoint of w lies inCβ , and β is the only non-identity
arrow in Cβ , we can finally conclude that ψu = ψv for all u,v ∈ S0. In other words, ψ = F (ψu)
for any vertex u of S0 and F is full. Since F is fully faithful, we have monoid isomorphisms
End(V) ∼= End(F (V)), for every object V. Lemma 4.2 of [Szc11] now implies that F preserves
indecomposables.
Finally, we conclude that NIL2(n) ≤ NIS(|S0|n) for all n, so that L2 ≤nil S. But S is a subquiver of
Q and hence S≤nil Q, so that transitivity implies L2 ≤nil Q. Combining this with Theorem 4.6 yields
Q≈nil L2. 
Remark 5.5. We suspect that a similar statement holds in general for Q and Ln, where
n≤ dimF1 H1(Q,Z2).
We have not included it here because the n= 2 case is sufficient for the purposes of this document.
This theorem immediately implies the following corollary:
Corollary 5.6. Let Q be a connected quiver with underlying graph Q such that Q ≤nil L1. Then
dimZ2 H1(Q,Z2)≤ 1.
Let Q be a quiver satisfying the hypotheses of Corollary 5.6. We note that Q is a tree if and only
if H1(Q,Z2) = 0. If dimZ2 H1(Q,Z2) = 1 then Q must have a simple cycle which we call C. Since Q
has only one cycle, the graph Q\C formed by deleting C and all edges adjacent to it must be a forest.
In other words, Q can be formed from C by gluing a tree to each vertex of C (note that this tree may
be a single vertex). If v ∈C0 is a vertex, we let Tv denote the corresponding tree. The vertex v satisfies
{v}= (Tv)0∩C0 and is called the root of Tv. Note that if u and v are distinct vertices ofC then Tu and
Tv are disjoint subgraphs of Q. The graph Q is known as a pseudotree.
Definition 5.7. Let Q be a pseudotree with (unoriented) cycleC. We say that Q is a proper pseudotree
if Tv is not a point, for some v ∈C0.
The following lemma demonstrates a useful way to obtain direct sum decompositions for tree
representations.
Lemma 5.8. Let T be an oriented tree and with root v. Let M be an object in Rep(T,F1)nil. If Mv =
A⊕B is a direct sum decomposition of F1-vector spaces, then there is a direct sum decomposition
M = X ⊕Y of T -representations such that Xv = A and Yv = B.
Proof. We prove this by induction on |T0|. If |T0| = 1 then T has no arrows and the claim is clear.
Suppose the claim holds for all trees T ′ with |T ′0| < n and that |T0| = n. Every tree has at least two
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leaves, so we can find a leaf u ∈ T0 different from v. Let T
′ be the tree formed from deleting u and the
arrow incident to it. Then |T ′0|< n and the restricted representation ResT ′(M) decomposes as
ResT ′(M) = X
′⊕Y ′,
with X ′v = A and Y
′
v = B. If we define Xw = X
′
w and Yw =Y
′
w for all w ∈ T0 \{u}, then we will be done
if we can find a direct sum decomposition
Mu = Xu⊕Yu
such that M = X⊕Y as T -representations. Let α denote the arrow incident to u, and define f :=Mα .
There are two cases to consider:
Case 1: Suppose that s(α) = u. Let
Xu = f
−1(Xt(α) \{0})∪ker( f ),
Yu = f
−1(Yt(α) \{0})∪{0}.
Then Xu and Yu are F1-subspaces of Mu such that Mu = Xu⊕Yu, f (Xu) ⊆ Xt(α) and f (Yu)⊆ Yt(α). In
other words, X and Y are sub-representations of M and M = X⊕Y .
Case 2: Suppose that t(α) = u. Let
Xu = f (Xs(α)),
Yu = (Mu \ f (Xs(α)))∪{0}.
Then Xu and Yu are F1-subspaces of Mu such that Mu = Xu⊕Yu, f (Xs(α)) ⊆ Xu and f (Ys(α))⊆ Yu. In
other words, X and Y are sub-representations of M with M = X ⊕Y . 
Corollary 5.9. Let Q be a connected quiver that is obtained by gluing a tree T to a subquiver S along
a root v ∈ T0. Then the restriction functor ResS preserves indecomposability.
Proof. LetM be an indecomposable object in Rep(Q,F1). If ResS(M) = X
′⊕Y ′ as S-representations
then in particular Mv = X
′
v⊕Y
′
v as F1-vector spaces. By Lemma 5.8 we can now find a decomposition
ResT (M) = X
′′⊕Y ′′ with X ′′v = X
′
v and Y
′′
v =Y
′
v . This induces a direct sum decomposition M = X⊕Y
of Q-representations, where X (resp. Y ) satisfies ResS(X) = X
′ and ResT (X) = X
′′ (resp. ResS(Y ) =
Y ′ and ResT (Y ) =Y
′′). By the indecomposability ofM we have X = 0 orY = 0, which in turn implies
X ′ = 0 or Y ′ = 0. 
We are now in a position to study representations of pseudotrees more deeply. This requires a
careful study of indecomposable modules over cycle quivers. First, we generalize a construction
from [Szc11, Section 11] to the acyclic case.
Construction 5.10. Let C be a cycle quiver. Order the vertices of C cyclically as 1, . . . , l with the
subscripts understood to be taken mod l, as needed; let αi denote the arrow connecting i to i+ 1.
With respect to this cyclic ordering, we can define a family of indecomposable representations I[n,i] as
follows: For each 1≤ j ≤ l, let
(I[n,i]) j = {k | 1≤ k ≤ n,k ≡ j+ i−1 (mod l)}∪{0}.
For each k ∈ (I[n,i]) j with 1≤ k < n, note that k+1 ∈ (I[n,i]) j+1. We define the map f j corresponding
to α j according to one of two cases:
Case 1: Suppose that s(α j) = j. Then for each k ∈ (I[n,i]) j with 1≤ k < n, we have f j(k) = k+1; for
every other k, f j(k) = 0.
Case 2: Suppose that t(α j) = j. Then s(α j) = j+1, and for each k ∈ (I[n,i]) j+1 with k > 1 we define
f j(k) = k−1. For every other k, we let f j(k) = 0.
Let Γ = ΓI[n,i] . Note that Γ is a path of length n, so that I[n,i] is indecomposable. We call the vertex of Γ
corresponding to 1 the start of Γ and the vertex corresponding to n the end of Γ. IfC is equioriented,
then the I[n,i] are precisely the representations described in [Szc11].
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Construction 5.11. Let C be an acyclic cycle quiver, with the vertices and arrows labeled as before.
Then for each natural number w, we define another family of indecomposable representations I˜[wℓ,i].
These can be described through their quiver as follows: first start with the quiver of I[wℓ,i] described
above. Then attach an αℓ-colored arrow between 1 and n, call it α . We specify s(α) = 1 if s(αℓ) = 1
and s(α) = n otherwise. In terms of the maps on arrows, this simply means that we require fℓ(1) = n
if s(αℓ) = 1 and fℓ(n) = 1 otherwise. Note that since C is assumed to be acyclic, this representation
is nilpotent.
Theorem 5.12. Let C be a cycle quiver. Then any indecomposable object in Rep(C,F1)nil is isomor-
phic to either I[n,i] or I˜[ℓn,i] for some natural number n. In particular, C ≈nil L1.
Proof. Let n be a natural number, with M an indecomposable C-representation in Rep(C,F1)nil. If
C is equioriented then the result follows from the classification of indecomposables given in [Szc11,
Section 11], so without loss of generality we may assume that C is acyclic. In particular, C has no
loops. Let ΓM be the associated colored quiver. Note that since any vertex of C is incident to two
arrows, any vertex of ΓM has valence at most two. It follows that ΓM is either a line graph or a cycle.
If ΓM is a line graph then it is isomorphic to I[n,i] for some vertex i. Otherwise, it is a cycle and is
isomorphic to I˜[n,i] for some i. It follows that for all n,
NIC(n)≤ 2|C0|= 2|C0| ·1= 2|C0|NIL1(n).
In particular, we have C ≤nil L1. Since I[n,i] exists for each n≥ 1, we also have
NIC(n)≥ 1= NIL1(n).
Combining these inequalities yields C ≈nil L1. 
We now show that proper pseudotrees are not of bounded representation type.
Corollary 5.13. Let Q be a pseudotree with cycle C, and cyclic ordering v1, . . . ,vℓ on the vertices.
Suppose that T = Tv1 is not a point. Then there exists a natural number K such that for all n,
NIQ(Kn)≥ n. In particular, Q 6≤nil L1.
Proof. Fix a natural number n. Let S denote the simple T -representation at v. Since T is not a point,
there is a 2-dimensional indecomposable representation M corresponding to the arrow adjacent to
v. By abuse of notation, denote the unique v-colored vertex of ΓM simply by v. To begin, define a
representation M˜0 = I[N,1], where N = 3nℓ. Note that ResTv(M˜0)
∼= S⊕3ℓ. Let Γ˜0 denote the colored
quiver associated to M˜0, and let {1, ℓ+ 1, . . . , ℓ(n− 1) + 1} denote the first n nonzero elements of
(M˜0)v1 as we wind along the path from the start to the end.
Now, construct a new colored quiver Γ˜1 from Γ˜0 by gluing 1 ∈ Γ˜0 to v∈ ΓM and deleting the vertex
N. In general, for each 1 ≤ i < n construct Γ˜i from Γi−1 by gluing i ∈ Γ˜i−1 to v ∈ ΓM and deleting
the vertex N− i+1. The result is a sequence of colored quivers Γ˜0, Γ˜1, . . . , Γ˜n−1 which in turn define
a sequence of Q-representations M˜0,M˜1, . . . ,M˜n−1. Note that the following statements hold for each
i< n:
(1) M˜i is indecomposable,
(2) dimF1(M˜i) = dimF1(M˜i+1), and
(3) ResT (M˜i)∼=M
⊕i⊕S⊕3n−i.
Statements (1)-(3) together imply that NIQ(3ℓn) ≥ n, which proves the first claim. The claim Q 6≤nil
L1 now follows from the fact that NIL1(n) = 1 for all n≥ 1. 
5.3 The tame-wild dichotomy and representation theory over F1. It is known that a quiver Q is
tame if and only if Q is a simply-laced Dynkin diagram (An, Dn, E6, E7 or E8) or extended Dynkin
diagram (A˜n, D˜n, E˜6, E˜7 or E˜8). As a simple consequence of our results, tame quivers are of bounded
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representation type over F1. Quivers which are not tame are called wild: their representation the-
ory is loosely understood to be as difficult as classifying pairs of square matrices up to simulta-
neous conjugation. Over F1, every quiver Q which is not of bounded type admits a fully faithful,
indecomposable-preserving embedding of either L2 or a pseudotree. If such a Q is not a pseudotree,
then Proposition 5.4 also implies that Q≈nil L2. These observations serve to partition quivers accord-
ing to the complexity of their F1-representations, in a manner which bears certain similarities to the
classical “tame-wild dichotomy” of finite-dimensional algebras.
The theorem below summarizes our classification results for quivers of bounded representation
type.
Theorem 5.14. Let Q be a connected quiver. Then Q is of bounded representation type if and only if
Q is either a tree or a cycle quiver. Moreover, Q is a tree quiver if and only if Q ≈nil L0, and Q is a
cycle quiver if and only if Q≈nil L1.
For every other quiver, we have the following result:
Theorem 5.15. Suppose that Q is a connected quiver that is not of bounded representation type. Then
there exists a fully faithful, exact, indecomposable-preserving functor
Rep(Q′,F1)nil → Rep(Q,F1)nil,
where Q′ is either a proper pseudotree or L2. If Q is not a pseudotree, then Q≈nil L2.
Remark 5.16. Note that in this last theorem, you can have embeddings of both a proper pseudotree
and L2.
We are very close to having described the equivalence classes of connected quivers with respect
to the ≈nil relation. The only equivalence classes which have not been fully described are those of
the proper pseudotrees. In particular, it is not clear whether all proper pseudotrees lie in the same
equivalence class: if they do, it is not clear whether this class includes L2. Hence, we end this section
with two questions aimed at future exploration.
Question 5.17. Let Q and Q′ be proper pseudotrees. Does it follow that Q≈nil Q
′?
Question 5.18. Are there any pseudotrees Q, with Q≈nil L2?
6. Hall algebras of full subcategories Rep(Q,F1)nil
In this section, we explore Hall algebras arising from full subcategories of Rep(Q,F1)nil focusing
on the case when Q = Ln. We then relate the Hall algebra of skew shapes as in [Szc18] to the
coalgebra of a certain full subcategory of Rep(Ln,F1)nil.
LetQ be a connected quiver and HQ,nil be the Hall algebra of Rep(Q,F1)nil - we know from [Szc11,
Theorem 6] that HQ,nil exists and is given by
HQ,nil ≃ U(cqn),
where the Lie algebra cqn is spanned by {δ[V]} for indecomposables V and U(cqn) is the universal
enveloping algebra of cqn. Moreover, it follows from Lemma 3.7 and Proposition 3.11 that there
is one-to-one correspondence between indecomposable objects V in Rep(Q,F1)nil and connected
colored quivers ΓV satisfying the conditions (1)-(3) of Lemma 3.7. Therefore, we have the following
theorem.
Theorem 6.1. With the same notation as above, the Hall algebra HQ,nil is isomorphic to the envelop-
ing algebra U(cqn). The Lie algebra cqn may be identified with
cqn = {δVΓ | Γ a colored quiver satisfying (1)-(3) of Lemma 3.7}
with Lie bracket given by
[δVΓ ,δVΓ′ ] = δVΓ ∗δVΓ′ −δVΓ′ ∗δVΓ . (6)
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Note that from the algebra structure (3) of HQ,nil, we have
δVΓ ∗δVΓ′ = ∑
Γ′′
aΓ
′′
Γ,Γ′δVΓ′′ (7)
For colored quivers satisfying the conditions (1)-(3) of Lemma 3.7, the product δVΓ ∗δVΓ′ involves all
ways of gluing the colored quiver Γ′ on top of the colored quiver Γ to obtain another colored quiver
Γ′′ satisfying the conditions (1)-(3) of Lemma 3.7 as well as disjoint union. Construction 4.1 shows
one of such gluing operation when Q= Ln (see also a short exact sequence (5)).
Now, we consider the case when Q = Ln. We first prove that the symmetric group Sn on n letters
induces a natural automorphism of HLn,nil. To be precise, let V= (V, f1, . . . , fn) ∈ Rep(Ln,F1)nil. For
each σ ∈ Sn, we define the following representation
Vσ = (V,g1, . . . ,gn), where gi := fσ(i). (8)
In terms of the associated colored quiver ΓVσ is obtained from ΓV by switching i-colored arrows
with σ(i)-colored arrows. The colored quiver ΓVσ satisfies the conditions (1)-(3) of Lemma 3.7,
and hence Vσ is indeed a nilpotent representation of Ln over F1. Furthermore, it is clear that V is
indecomposable if and only if Vσ is indecomposable since indecomposability is defined in terms of
the underlying graph of a colored quiver.
Proposition 6.2. With the same notation as above, each σ ∈ Sn as in (8) induces a Hopf algebra
automorphism of the Hall algebra HLn,nil of Rep(Ln,F1)nil. In particular, we have a natural group
homomorphism Sn → Aut(HLn,nil).
Proof. For σ ∈ Sn, let φσ : HLn,nil → HLn,nil sending an indecomposable V to V
σ and extend to all of
HQ,nil. It is clear that φσ is an isomorphism of coalgebras from the Krull-Schmidt property proven
in [Szc12, Theorem 4]. Therefore, we only have to prove that φσ is a map of algebras. But, this is
also straightforward since for any indecomposables M,N ∈ Rep(Ln,F1)nil and a representation R of
Ln over F1,
O→ N→ R→M→O
is exact if and only if the following is exact
O→ Nσ → Rσ →Mσ →O.

Now, we introduce the notion of a quiver monoid. By a monoid, we will always mean a multiplica-
tive monoid M (not necessarily commutative) with an absorbing element 0, i.e., a · 0 = 0 · a = 0 for
all a ∈M.
Definition 6.3. (Quiver monoid) Let Q= (Q0,Q1,s, t) be a quiver. The quiver monoid MQ associated
to Q is defined by MQ := F/∼, where F is the free monoid generated by {ei}i∈Q0 ∪{α}α∈Q1 , and ∼
is a congruence relation generated by the following:
e2i ∼ ei, eie j ∼ 0 (i 6= j), et(α)α ∼ αes(α) ∼ α . (9)
In the classical setting, the category of representations of a quiver Q over a field k is equivalent
to the category of left kQ-modules, where kQ is the quiver algebra associated to Q. In the case of
representations over F1, it seems to be difficult to obtain a similar results since there is no “partition
of unity by projections” for monoids due to the lack of additive structure. Nonetheless, we have the
following.
Proposition 6.4. Let Q = (Q0,Q1,s, t) be a quiver, then there exists a fully faithful functor from the
category of representations of Q over F1 to the category of finite left MQ-modules.
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Proof. Let V= (Vi, fα) be a representation of Q. Consider the following F1-vector space:
V :=
⊕
i∈Q0
Vi
We first claim that V is a left MQ-module. In fact, for each i ∈ Q0, let gi :V →V be the composition
V ։Vi →֒V . Similarly, for each α ∈ Q1, we let gα :V →V be the following composition:
V −→Vs(α)
fα
−→Vt(α) −→V.
One can easily check that
g2i = gi, gig j = 0 (i 6= j), gt(α)gα = gαgs(α) = gα . (10)
Let MQ = F/ ∼ as in Definition 6.3. It follows from (10) that we have a monoid morphism MQ →
End(V ) sending ei to gi and α to gα , where ei and α are the equivalence classes inMQ. In particular,
V is a left MQ-module. We let F(V) denote this left MQ-module.
Let Φ : V = (Vi, fα)→W = (Wi,gα) be a morphism of representations of Q over F1. In other
words, we have a family of maps φi : Vi →Wi, for i ∈ Q0, which satisfy a certain compatibility
condition. Consider the following:
F(Φ) :
⊕
i∈Q0
Vi →
⊕
i∈Q0
Wi, vi 7→ F(Φ)(vi) = φi(vi),
where vi ∈Vi. Then F(Φ) is a morphism of left MQ-modules, that is, we have
F(Φ)(ei · v) = ei ·F(Φ)(v), F(Φ)(α · v) = α ·F(Φ)(v), (11)
in particular, F defines a functor from the category of representations of Q over F1 to the category of
left MQ-modules.
Next, we claim that F is fully faithful. In fact, from the definition, it is clear that F is faithful. For
fullness, let f : F(V)→ F(W) be a morphism of left MQ-modules. For v= (vi)i∈Q0 ∈ F(V), we have
f (ei · v) = ei · f (v). It follows that f (Vi)⊆Wi. Let φi := f |Vi . Then, Φ = (Φi) ∈ Hom(V,W). In fact,
we only have to check the compatibility condition, i.e., the commutativity of the following diagram:
for each i ∈ Q0:
Vs(α) Ws(α)
Vt(α) Wt(α)
φs(α)
fα gα
φt(α)
(12)
But, this is clear since f is a morphism of left MQ-modules. 
The following definition is introduced by Szczesny.
Definition 6.5. [Szc18, Definition 2.2.1] Let A be a commutative monoid, M be an A-module. M is
said to be type-α if the following holds: for any x ∈ A, and a,b ∈M,
x ·a= x ·b ⇐⇒ a= b or x ·a= x ·b= 0.
The following is a key to link colored quivers and certain combinatorial objects in [Szc18].
Corollary 6.6. Let Q= Ln.
(1) MQ is the free monoid generated by {x1, . . . ,xn}.
(2) The category Rep(Q,F1) is equivalent to the category of finite left MQ-modules of type-α . In
particular, the full subcategory C consisting of representations V = (V, f1, . . . , fn) such that
fi f j = f j fi is equivalent to the category of F1〈x1, . . . ,xn〉-modules, where F1〈x1, . . . ,xn〉 is a
free commutative monoid generated by {x1, . . . ,xn}.
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Proof. The first assertion is clear. For the second assertion, let A :=F1〈x1, . . . ,xn〉 andV=(V, f1, . . . , fn)
be an F1-representation of Q. Since each fi :V →V is an F1-linear map, the following holds: for any
a,b ∈V −{0}, i ∈ {1, . . . ,n}, a positive integer k,
f ki (a) = f
k
i (b) ⇐⇒ a= b or f
k
i (a) = f
k
i (b) = 0. (13)
From this, one can easily see that F(V) is a type-α A-module. Hence, it is enough to prove that
the functor F in Proposition 6.4 is essentially surjective onto the full subcategory whose objects are
type-α modules. Let V be a left MQ-module which is type-α . For each α ∈Q1, we have an F1-linear
map fα : V → V since α(V ) ⊆ V . Therefore, we have a representation V = (V, fα ) of Ln. One can
easily check that F(V) =V . 
LetMon be the category of monoids, k a field, and Algk the category of k-algebras. Then, one has
a “base change” functor:
k⊗F1− :Mon→ Algk, M 7→ k[M],
where k[M] is the monoid algebra of M over k. We also have an obvious forgetful functor
U : Algk →Mon, A 7→ (A,×).
One can easily see that k⊗F1− is a left adjoint of U . In particular, the base change functor k⊗F1−
preserves all colimits. The following is obvious.
Proposition 6.7. Let Q be a quiver and k be a field. Then,
kQ≃ k⊗F1 MQ,
where kQ is the quiver algebra, and the quiver monoid MQ is a sub-monoid of U (kQ).
Next, we illustrate how Theorem 6.1 is analogous to Theorem 6.0.1 of [Szc18], under which our
gluing operation of colored quivers becomes a “stacking operation” of combinatorial objects, called
skew shapes. One may view our colored quivers as a certain non-commutative generalization of skew
shapes.
Let’s first recall the definition of skew shapes. We first extend a total order on Z to define a
canonical partial order on Zn as follows:
(a1, . . . ,an)≤ (b1, . . . ,bn) ⇐⇒ ai ≤ bi ∀i= 1, . . . ,n. (14)
A skew shape is a sub-poset (partially ordered set) of Zn which has been introduced by Szczesny to
study modules over F1〈x1, . . . ,xn〉 satisfying certain conditions.
Definition 6.8. [Szc18, Definition 5.1.1] Let S ⊆ Zn be a sub-poset.
(1) S is said to be an n-dimensional skew shape if S is finite and convex.8
(2) A skew shape S is said to be connected if S is connected as a poset.
(3) Skew shapes S and S′ are said to be equivalent if there is x ∈ Zn such that S= S+x. In other
words, if S is a translation of S′.9
Definition 6.9. Let V be a nilpotent representation of Ln. We say that V admits a Z
n-grading if the
corresponding module F(V) in Corollary 6.6 admits a Zn-grading as in [Szc18, Section 2.2.2] such
that if {ei | i≤ n} denotes the standard basis of Z
n, then there exists a σ ∈ Sn such that fi has degree
eσ(i) for all i.
Lemma 6.10. Let V = ([m], f1, f2, . . . , fn) ∈ Rep(Ln,F1)nil such that fi f j = f j fi ∀ i, j ∈ {1, . . . ,n}.
Then, the following hold:
(1) An indecomposable V admitting a Zn-grading determines a connected skew shape in Zn,
(2) If V≃W, then the corresponding skew shapes are equivalent.
8We will omit “n-dimensional” whenever there is no possible confusion.
9Clearly this defines an equivalence relation.
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Proof. (1): Let A = F1〈x1, . . . ,xk〉. From the proof of Corollary 6.6, we know that [m] is a finite
A-module which is type-α and admits a Zn-grading. To be precise, to each a 6= 0 ∈ [m], xi acts as:
xi ·a := fi(a).
The assumption that fi f j = f j fi ensures that A acts on [m], and (13) is equivalent to the type-α
condition. Let M be this A-module structure on [m]. Since V is nilpotent, we have that
AnnA(M) = 〈x
ii
1 , . . . ,x
in
n 〉, for some i1, . . . , in ∈ Z>0.
In particular, Supp(M) = 0. Finally, one can easily observe that M is an indecomposable A-module
since V is indecomposable. Now, it follows from [Szc18, Theorem 5.4.2] that M ≃ MS for some
connected skew shape S ⊆ Zn.
(2): This is clear since V and W induce the isomorphic A-modules M and M′ as in (1). 
Let S be a skew shape in Zn. Then, one can construct a colored quiver ΓS associated to S as follows:
Let S be the set of vertices of ΓS with the same color. We draw an i-colored edge from v1 to v2 if
v1+ ei = v2 viewed as elements in S.
LetV= ([m], f1, f2, . . . , fn) be an indecomposable representation of Ln over F1 such that fi f j = f j fi
for i, j = 1, . . . ,n, and SV be the associated skew shape. One can easily observe that ΓSV = ΓV. In
fact, one has the following converse of Lemma 6.10.
Lemma 6.11. A skew shape S⊆Zn determines a representation V=([m], f1, f2, . . . , fn)∈Rep(Ln,F1)nil
such that fi f j = f j fi for i, j = 1, . . . ,n. Furthermore V admits a Z
n-grading.
Proof. The same idea as in [Szc18] works here as follows: Let [n] = S∪{0}, and {e1, . . . ,en} be the
standard basis vectors in Zn. Define for each a ∈ [n]−{0},
f ni (a) =
{
ei+a if ei+a ∈ S
0 otherwise.
Then, one can easily see that V= ([n], f1, . . . , fn) is a desired nilpotent representation. 
Remark 6.12. One may also prove Lemma 6.11 as follows: given a skew shape S, we construct a
colored quiver ΓS. Then, one can prove that ΓS satisfies the conditions (1)-(3) of Lemma 3.7. In
particular, from Proposition 3.11, ΓS uniquely determines a representation V, which is isomorphic to
the one we obtained in Lemma 6.11.
By combining the above one has the following:
Proposition 6.13. There exists a one-to-one correspondence between equivalence classes of con-
nected skew shapes inZn and indecomposable representations V=([m], f1, f2, . . . , fn)∈Rep(Ln,F1)nil
such that fi f j = f j fi for i, j = 1, . . . ,n and admitting a Z
n-grading.
When it comes to Hall algebras, Proposition 6.13 implies the following.
Corollary 6.14. Let Cn be the full subcategory of Rep(Ln,F1)nil consisting of objects V = (V, fi)
such that fi f j = f j fi for i, j = 1, . . . ,n and admitting a Z
n-grading. Let Xn denote the linear subspace
of HLn,nil generated by the objects of Cn. Then Xn is a subcoalgebra of HLn,nil isomorphic to the
underlying coalgebra of SKn, the Hall algebra of the category D = A-mod
α ,gr
0 in [Szc18]
Proof. This directly follows from Corollary 6.6 and Proposition 6.13. 
Remark 6.15. One may directly define the Hall algebra Hn of Cn by using the same recipe as the Hall
algebra HQ of Rep(Q,F1)nil. In this case, Corollary 6.6 yields an isomorphism Hn ≃ SKn (as Hopf
algebras). However, Hn is not a Hopf subalgebra of HLn,nil for n> 1. This is because, for n> 1, Cn is
not closed under extensions. This means that the coalgebra isomorphism in Corollary 6.14
Xn ∼= SKn
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is not an algebra isomorphism. For instance, consider the short exact sequence in Rep(Ln,F1)nil
which appears below. Note that representations are written in terms of their colored quivers, with f1
acting via blue (dotted) arrows, f2 acting via red arrows, and the other maps acting as zero:
O→
3
4
→
1
2
3
4
→
1
2
→O.
The two-dimensional representations on the endpoints are in Cn, but the middle term is not.
The case n = 1 in Corollary 6.14 is better behaved. In this case, any representation V = (V, f ) ∈
Rep(L1,F1)nil satisfies the commutativity condition. In particular, we have an isomorphism of Hopf
algebras:
HC1 ≃ HL1,nil.
Recall that the ring Λ of symmetric functions has a natural Hopf algebra structure; for instance,
see [BW05]. The Hall algebra SKn is a generalization of Λ in the sense that SK1 ≃ Λ. Now, with
Corollary 6.14, we reprove the following:
Corollary 6.16. ( [Szc11, Theorem 9]) With the same notation as above, HL1,nil is isomorphic to the
ring Λ of symmetric functions (viewed as a Hopf algebra).
Proof. We may see Λ as the Hall algebra SK1. In this case, the category C := A-mod
α ,gr
0 , where
A = F1〈x〉 is a full subcategory of Rep(L1,F1)nil which is closed under taking subobjects, quotient
objects, and extensions. In particular, one has a natural map f : Λ→ HL1 of Hopf algebras which can
be easily seen to be injective from Proposition 6.13. 
In [Szc14], Szczesny proves that for the category C Nnil of nilpotent F1〈t〉-modules, the Hall algebra
HC Nnil
is isomorphic to the dual of the Kreimer’s Hopf algebra of rooted trees [Kre98]. One can easily
see that the categorical equivalence in Corollary 6.6 restricts to the equivalence Rep(Ln,F1)nil and
the category of finite nilpotent left MLn-modules. We thus have the following.
Corollary 6.17. With the same notation as above, HL1,nil is isomorphic to the dual H
∗
K as Hopf
algebras, where HK is Kreimer’s Hopf algebra of rooted forests.
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