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Abstract
For a complex matrix A, the well-known Lévy–Desplanques theorem states that A is non-
singular if |Aii | >
∑
j /=i |Aij | for all i. The equivalent Gershgorin theorem on the locali-
zation of eigenvalues implies that the eigenvalues λ of A must satisfy |λ|  mini (|Aii | −∑
j /=i |Aij |). Taussky extended this by showing that A is nonsingular if A is irreducible and
|Aii | 
∑
j /=i |Aij | with the inequality strict for at least one i. A goal of this paper is to give
lower bounds on |λ| for this case as well. We give bounds which depend on the diameter and
the algebraic connectivity of the graph of A.We also study bounds for reducible matrices by
introducing the notion of m-reducibility. In particular, we give bounds for reducible matri-
ces which depend on the algebraic connectivity of the strongly connected components of the
graph and the number of edges between them. These bounds are also applicable to bound the
subdominant eigenvalues of reducible stochastic matrices and Laplacian matrices of directed
graphs.
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1. Introduction
For a complex matrix A, the well-known Lévy–Desplanques theorem [1,2]1 states
that A is nonsingular if |Aii | >∑j /=i |Aij | for all i. This is equivalent to the Gersh-
gorin circle criterion which states that all eigenvalues of A must lie in the region
⋃
i

z : |Aii − z| 
∑
j /=i
|Aij |

 .
This implies the following lower bound on the norm of the eigenvalues of A.
An eigenvalue λ of A must satisfy |λ|  mini (|Aii | −∑j /=i |Aij |), |Re(λ)| 
mini (|Re(Aii)| −∑j /=i |Aij |) and |Im(λ)|  mini (|Im(Aii)| −∑j /=i |Aij |).
In [4] the Lévy–Desplanques theorem is extended to show:
Theorem 1. A complex matrix A is nonsingular if A is irreducible and |Aii | ∑
j /=i |Aij | for all i with the inequality strict for at least one i.
This is further generalized in [5]:
Theorem 2. A complex matrix A is nonsingular if there exists a set of indices J
such that
(1) |Aii | ∑j /=i |Aij | for all i with the inequality strict for i ∈ J and
(2) for each i /∈ J, there exists a set of indices i1, . . . , ip such that Ai,i1 , Ai1,i2 , . . . ,
Aip−1,ip are all nonzero and ip ∈ J.
One goal of this paper is to give lower bounds on |λ| in this case as well. In
particular, we give lower bounds which depend on properties of the graph of A.
To illustrate how close the eigenvalues can get to 0, consider the following three
families of irreducible matrices of order n:
A(n) =


δ +  −δ
−1 1
.
.
.
.
.
.
−1 1

 , B(n) =


2 +  −1 −1
−1 2 −1
.
.
.
.
.
.
−1 −1 2

 ,
C(n) =


n− 1 +  −1 · · · −1
−1 n− 1 −1 −1
...
.
.
.
−1 · · · −1 n− 1

 .
1 See [3] for a brief history.
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For δ,  > 0, all three families of matrices satisfy the condition of Theorem 1
and thus are nonsingular matrices. Furthermore, the quantities |Aii | −∑j /=i |Aij |
are the same for these three classes of matrices, i.e. it is equal to  for i = 1, and 0
otherwise. However, for fixed  the behavior of the eigenvalue with the smallest real
part as n→∞ is different for these three classes. First note that for δ = 0, A(n)
satisfies the conditions of Theorem 2 and is thus nonsingular. In particular, since
A(n) is lower triangular, mini λi =  for all n.2 Therefore for small enough δ > 0,
we expect mini Re(λi) to be close to  for the matrices A(n). On the other hand,
we will show that mini λi → 0 as n→∞ for the eigenvalues of B(n) and C(n). In
particular, we show that mini λi decreases as O( 1n2 ) and (
1
n
) for the matrices B(n)
and C(n) respectively.
2. A lower bound on the norm of eigenvalues
Consider the following theorem by Gudkov [6] which generalizes Theorem 2 (see
[7]):
Theorem 3. A complex matrix A is nonsingular if |Aii | > hi(A) for all i, where hi
is defined recursively as
h1(A) =
∑
j /=1
|A1j |,
hi(A) =
i−1∑
j=1
|Aij |hj (A)|Ajj | +
n∑
j=i+1
|Aij |.
Lemma 1. Consider a complex matrix A such that |Aii | ∑j /=i |Aij | for all i.
Given µ  0, define bi  0 recursively as follows:
b1 = 12

|A11| −∑
j /=1
|A1j |

 ,
bi = 12

|Aii | −∑
j /=i
|Aij | +
∑
j<i
|Aij | bj|Ajj | + µ

 .
Then all eigenvalues λ of A satisfy |λ|  min(µ,mini bi).
Proof. We will show that for || < min(µ,mini bi), the matrix B = A− I satis-
fies the condition in Theorem 3 and is thus nonsingular. In particular, we will show
2 Assuming 0 <   1.
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by induction that |Bii |  hi(B)+ bi for all i. Since || < b1, |B11| = |A11 − | 
|A11| − ||  h1(A)+ b1 = h1(B)+ b1. Assume that |Bkk|  hk(B)+ bk for all
k < i. Then
hi(B)=
i−1∑
j=1
|Aij |hj (B)|Bjj | +
n∑
j=i+1
|Aij |
=
i−1∑
j=1
|Aij |
(
hj (B)
|Bjj | − 1
)
+
∑
j /=i
|Aij |

i−1∑
j=1
|Aij |
( |Bjj | − bj
|Bjj | − 1
)
+
∑
j /=i
|Aij |
=
i−1∑
j=1
|Aij | −bj|Bjj | +
∑
j /=i
|Aij |
 |Aii | − 2bi  |Bii | − bi,
where the last inequality follows from the definition of bi and the fact that |Bii | 
|Aii | + µ. 
Lemma 2. Consider a complex matrixA of order n such that |Re(Aii)|∑j /=i |Aij |
for all i. Given µ  0, define bi  0 recursively as follows:
b1 = 12

|Re(A11)| −∑
j /=1
|A1j |

 ,
bi = 12

|Re(Aii)| −∑
j /=i
|Aij | +
∑
j<i
|Aij | bj|Ajj | + µ

 .
Then all eigenvalues λ of A satisfy |Re(λ)|  min(µ,mini bi).
Proof. Similar to the proof of Lemma 1, it can be shown that for |Re()| < min(µ,
mini bi), the matrix B = A− I satisfies |Re(Bii)|  hi(B)+ bi and thus |Bii | 
hi(B)+ bi . 
Definition 1. For a complex matrix A of order n, its graph G(A) is defined as the
weighted directed graph with vertex set V = {1, . . . , n} and an edge (i, j) if and
only if Aij /= 0. We assign the weight |Aij | to the edge (i, j).
The distance d(i, j) from vertex i to vertex j is the length of the shortest directed
path from i to j . If no such paths exist, d(i, j) = ∞. For sets of vertices X, Y ⊂ V ,
we define d(X, Y ) = mini∈X,j∈Y d(i, j).
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Let J be defined as
J =

i : |Aii | 
∑
j /=i
|Aij | + 

 .
Theorem 4. Consider a complex matrix A such that |Aii | ∑j /=i |Aij | for all i.
For  > 0, if J /= ∅ and d = supi∈V \J d(i, J) <∞, then all eigenvalues λ of A
satisfy
|λ|  
2
(
2
(
rmax +

2 (2rmax)
−d
amin
))−d
> 0,
where rmax = maxi /∈J,j /=i,Aij /=0 |Aii ||Aij | and amin = mini /∈J,j /=i,Aij /=0 |Aij |.
Proof. Since d <∞, the matrix A satisfies the condition of Theorem 2 and is thus
nonsingular. Furthermore, there exists a permutation of the indices such that J =
{1, . . . , k} and if i  j , then d(i, J)  d(j, J). This implies that ∑j<i |Aij | > 0
for i /∈ J . Then bi as defined in Lemma 1 satisfies bi  12 for all i ∈ J . We choose
µ = 2 (2rmax)−d . We now prove that for d(i, J) = k, bi  2 (2(rmax + µamin ))−k .
Clearly this is true for k = 0. If d(i, J) = k, then there exists j < i such that Aij /=
0 and d(j, J) = k − 1. Then bi  12 |Aij | bj|Ajj |+µ  12
bj
rmax+ µamin
and the result fol-
lows from Lemma 1 and noting that µ  bi . 
Similarly, if we define J as
J =

i : |Re(Aii)| 
∑
j /=i
|Aij | + 

 ,
then
|Re(λ)|  
2
(
2
(
rmax +

2 (2rmax)
−d
amin
))−d
> 0.
Corollary 1. Consider an irreducible complex matrix A of order n such that |Aii | ∑
j /=i |Aij | for all i. Then all eigenvalues λ of A satisfy:
|λ|  
2
(
2
(
rmax +

2 (2rmax)
−d
amin
))−d
> 0,
|Re(λ)|  2
2
(
2
(
rmax +
2
2 (2rmax)
−d
amin
))−d
> 0,
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where rmax and amin are as defined in Theorem 4, d is the diameter of the graph
G(A),  = maxi (|Aii | −∑j /=i |Aij |) and 2 = maxi (|Re(Aii)| −∑j /=i |Aij |).
As an example, consider the matrices C(n) in Section 1. Applying Theorem 4
with rmax = n− 1, d = 1, amin = 1, we get |λ|  
4
(
n−1+ 4(n−1)
) = ( 1
n
). In the fol-
lowing section we show that mini λi ≈ n for large n.
3. Nonnegative matrices and perturbation of irreducible Laplacian matrices
of directed graphs
Theorem 4 gives a lower bound on the norm of eigenvalues which depends expo-
nentially on the diameter of the graph. For perturbations of Laplacian matrices, we
can get a bound that can be significantly better. We first start with the case of irre-
ducible matrices.
Given a weighted directed graph G with nonnegative weights and no self-loops,
the Laplacian matrix is defined as L = D − A, where D is the diagonal matrix of
outdegrees, and A is the adjacency matrix. The matrix L has nonnegative diagonal
elements and nonpositive off-diagonal elements. Furthermore, L has zero row sums
and satisfies Lii =∑i /=j |Lij |.
Definition 2. The class of real square matrices with nonnegative row sums and non-
positive off-diagonal elements is denoted by H .
Laplacian matrices correspond to matrices in H with zero row sums. A matrix
A in H can be uniquely decomposed as A = L+D where L is a Laplacian matrix
and D = diag(d1, . . . , dn) is a diagonal matrix with di  0. If D /= 0 and L (or
A) is irreducible (corresponding to the graph of L being strongly connected), then
Theorem 1 implies that A is nonsingular.
If L is the Laplacian matrix of an unweighted graph with diameter d and maxi-
mum outdegree $o, then Theorem 4 implies that
Re(λ(A))  dmax
2
(
2
(
$o + dmax2 (2$o)
−d
))−d
> 0,
where dmax = maxi di .
Theorem 5. Let A be an irreducible matrix in H with decomposition A = L+D.
If D /= 0, then all eigenvalues of A satisfy
Re(λ(A))  β(L)
c2
∑
i wi + 2c
√∑
i
(1−wi)2
wi
+ 1
> 0,
C.W. Wu / Linear Algebra and its Applications 402 (2005) 29–45 35
where w = (w1, . . . , wn) is a positive row vector such that wL = 0 and maxi wi =
1, W = diag(w1, . . . , wn), β(L) = minx⊥e,x /=0 xTWLxxTWx  λ2( 12 (WL+ LTW)) > 0,
and c =
√∑
i wid
2
i +
√∑
i widi (di+β(L))∑
i widi
.
Proof. First note that A satisfies the conditions of Theorem 1 and is thus nonsin-
gular. Since L is irreducible, there exists a positive row vector w such that wL = 0
and maxi wi = 1 [8]. Since A is similar to B = W 12AW− 12 , they have the same
eigenvalues and thus
Re(λ(A)) = Re(λ(B))  λmin
(
1
2
(
B + BT)) = min
x /=0
xTBx
xTx
= min
x /=0
xTWAx
xTWx
,
where the first inequality is due to Bendixson’s theorem [3,9]. Note that WA =
WL+WD where WL is an irreducible matrix with zero row and column sums
and WD is positive semidefinite. Define e = (1, . . . , 1)T and decompose x /= 0 as
x = y + αe, where y⊥e. Then LTWe = WLe = 0 and
xTWAx
xTWx
= y
TWLy + xTWDx
xTWx
 β(L)y
TWy +∑i (α + yi)2widi
yTWy + α2∑i wi − 2α∑i (1 − wi)yi ,
where we have used the fact that
∑
i yi = 0.
We consider two cases. In the first case, |α|  c‖W 12 y‖. This implies α2 
c2yTWy. Since x /= 0, ‖y‖ > 0. Using Cauchy–Schwartz’s inequality, we get
∣∣∣∣∣2α
∑
i
(1 − wi)yi
∣∣∣∣∣=
∣∣∣∣∣2α
∑
i
1 − wi√
wi
√
wiyi
∣∣∣∣∣  2c
√√√√∑
i
(
1 − wi√
wi
)2
yTWy.
This implies that
xTWAx
xTWx
 β(L)y
TWy
yTWy + c2yTWy∑i wi + 2c√∑i (1−wi)2wi yTWy
= β(L)
c2
∑
i wi + 2c
√∑
i
(1−wi)2
wi
+ 1
.
In the second case, |α| > c‖W 12 y‖ which means∣∣∣∣∣
∑
i
2αyiwidi
∣∣∣∣∣=
∣∣∣∣∣
∑
i
2αyi
√
wi
√
widi
∣∣∣∣∣
 |2α|‖W 12 y‖
√∑
i
wid
2
i 
2α2
c
√∑
i
wid
2
i ,
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which implies∑
i
(α + yi)2widi  α2

∑
i
widi − 2
c
√∑
i
wid
2
i

 .
Similarly,∑
i
(1 − wi)yi 
∑
i
(1 − wi)√
wi
√
wiyi
 ‖W 12 y‖
√√√√∑
i
(1 − wi)2
wi
 |α|
c
√√√√∑
i
(1 − wi)2
wi
,
xTWAx
xTWx

α2
(∑
i widi − 2c
√∑
i wid
2
i
)
α2
c2
+ α2∑i wi + 2α2c
√∑
i
(1−wi)2
wi
=
c2
∑
i widi − 2c
√∑
i wid
2
i
c2
∑
i wi + 2c
√∑
i
(1−wi)2
wi
+ 1
 β(L)
c2
∑
i wi + 2c
√∑
i
(1−wi)2
wi
+ 1
,
where we have used the fact that β(L) = c2∑i widi − 2c√∑i wid2i and
|α| > 0. 
Theorem 6. Let A be an irreducible matrix in H with decomposition A = L+D.
If D /= 0, then all eigenvalues of A satisfy
Re(λ(A)) λ2(√∑
i (widi )
2+√∑i widi (widi+λ2)∑
i widi
)2
n+ 1
 λ2(
1 +
√
1 + λ2∑
i widi
)2
n+ 1
> 0,
where w = (w1, . . . , wn) is a positive row vector such that wL = 0 and maxi wi =
1, W = diag(w1, . . . wn), and λ2 = λ2( 12 (WL+ LTW)) > 0 is the second smallest
eigenvalue of 12 (WL+ LTW).
Proof. As in Theorem 5,
Re(λ(A))  min
x /=0
xTWAx
xTWx
 min
x /=0
xTWAx
xTx
.
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Define c =
√∑
i (widi )
2+√∑i widi (widi+λ2)∑
i widi
and decompose x /= 0 as x = y + αe,
where y⊥e.
xTWAx
xTx
= y
TWLy + xTWDx
xTx
 λ2y
Ty +∑i (α + yi)2widi
yTy + α2n .
Again, we consider two cases. In the first case, |α|  c‖y‖. This implies α2  c2yTy
and thus
xTWAx
xTx
 λ2y
Ty
yTy + c2nyTy =
λ2
c2n+ 1 .
In the second case, |α| > c‖y‖ and∣∣∣∣∣2α
∑
i
yiwidi
∣∣∣∣∣  |2α|‖y‖
√∑
i
(widi)2 
2α2
c
√∑
i
(widi)2,
xTWAx
xTx

α2
(∑
i widi − 2c
√∑
i (widi)
2
)
α2
c2
+ α2n
=
c2
∑
i widi − 2c
√∑
i (widi)
2
c2n+ 1 =
λ2
c2n+ 1
since λ2 = c2∑i widi − 2c√∑i (widi)2. The second inequality follows from the
fact that
√∑
i (widi )
2∑
i widi
 1. 
Corollary 2. Let A be an irreducible matrix in H with decomposition A = L+D.
If L has zero row sums and zero column sums and D /= 0, then all eigenvalues of A
satisfy
Re(λ(A))
λ2
(
1
2 (L+ LT)
)
(√∑
i d
2
i +
√∑
i di (di+λ2)∑
i di
)2
n+ 1

λ2
(
1
2
(
L+ LT))
1 +
√
1 + λ2
(
1
2 (L+LT)
)
∑
i di


2
n+ 1
,
where λ2( 12 (L+ LT)) is the second smallest eigenvalue of 12 (L+ LT).
Proof. Follows from Theorem 6 and the fact that w = (1, . . . , 1) in this case. 
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The matrix L having zero row and column sums is equivalent to the indegree of
each vertex equal to its outdegree in the graph of L. The bounds in Theorem 6 and
Corollary 2 depend on λ2( 12 (WL+ LTW)) which can be considered as an algebraic
connectivity of a strongly connected directed graph with Laplacian matrix L [10].
Since 12 (WL+ LTW) is a zero row sums symmetric matrix, we can find a lower
bound on its nonzero eigenvalues by appealing to a result of Fiedler [11]:
Theorem 7. If A is a symmetric Laplacian matrix then any nonzero eigenvalue λ of
A satisfies
λ 2
(
1 − cos
(
n
))
µ1(A),
λ 1 − 2(1 − µ1(A)) cos
(
n
)
− (2µ1(A)− 1) cos
(
2
n
)
,
where µ1(A) = minT /=∅,T /=V ∑i∈T ,j /∈T |Aij |.
For normal matrices we have the following upper bound on the real part of the
smallest eigenvalue.
Lemma 3. If A ∈ H is a normal matrix, then
(1) mink Re(λk(A))  1n
∑
i di;
(2) mink Re(λk(A))  λ2 + ds where λ2 is the second smallest eigenvalue of
1
2 (L+ LT) and ds is the second largest di.
Proof. First note that for normal matrices mink Re(λk(A)) = mink λk( 12 (A+ AT))
[12]. The first inequality follows from the fact that for the symmetric real
matrix 12 (A+ AT), mink λk( 12 (A+ AT)) = minx /=0 x
TAx
xTx
 eTAe
eTe
= 1
n
∑
i di . The
second inequality follows from the fact that 12 (A+ AT) = 12 (L+ LT)+D and an
eigenvalue interlacing property of Weyl [13, p. 184]. 
Suppose
∑
i di  b where b is independent of n. Corollary 2 shows that if the
algebraic connectivity λ2( 12 (L+ LT))→ 0 as n→∞, then the lower bound for
Re(λ(A)) is on the order of 
(
λ2(
1
2 (L+LT))
n
)
. This means that if the graph of L is
undirected with weights bounded from below, Theorem 7 implies a lower bound of
( 1
n3
). If A is symmetric and D is of the form diag(d1, 0, . . . , 0), then Lemma 3
gives an upper bound of O(λ2(L)).
If λ2( 12 (L+ LT)) remains bounded from below as n→∞, then the lower bound
is on the order of( 1
n
). Lemma 3 indicates that for symmetric matrices this is the best
possible asymptotically as the smallest eigenvalue decreases as O( 1
n
). In particular,
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for the examples in Section 1 these results show that mini λi decreases as O( 1n2 ) and
( 1
n3
) for B(n) and as ( 1
n
) for C(n). More specifically, Corollary 2 and Lemma 3
show that the smallest eigenvalue λmin of B(n) and C(n) satisfy
4 sin2
(

n
)
(
1 +
√
1 + 4 sin2( n )

)2
n+ 1
 λmin(B(n))  4 sin2
(
n
)
,
1
2 + 1
n
+ 2
√
1 + n

+ n

 λmin(C(n)) 

n
,
i.e. λmin(C(n)) ≈ n for large n. The example A(n) indicates that the upper bound of
O( 1
n
) does not necessarily hold for nonsymmetric matrices.
4. m-reducibility
In Section 3 we presented a bound for the eigenvalues of A ∈ H when A is irre-
ducible. In this section we consider the case of reducible matrices. First we introduce
the following definition of m-reducibility in order to partition the set of reducible
matrices.
Definition 3. Consider a reducible matrix A of order n. The matrix A is n-reduc-
ible if it is diagonal. For 1  m < n, the matrix A is m-reducible if it is not (m+
1)-reducible and it can be written as
A = P


B1 B12 · · · B1,k+m
.
.
.
Bk Bk,k+1 · · · Bk,k+m
Bk+1 0 0
.
.
. 0
Bk+m


P T, (1)
where P is a permutation matrix and Bi are square irreducible matrices.
Equivalently, a matrix A is m-reducible if and only if it can be written as Eq. (1)
and for i  k, there exists j > i such that Bij /= 0. It is clear that a reducible matrix
of order n is m-reducible for a unique 1  m  n.
Theorem 8. A matrixA of order n ism-reducible if and only ifµk(A) = 0, µl(A) >
0, 1  k  m < l  n, where
µm(A) = min∅ /=T1,...,Tm /=V,Ti∩Tj=∅
m∑
i=1
∑
j∈Ti ,k /∈Ti
|Ajk|.
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Proof. First note that µm(A)  0. If A is m-reducible, then writing A in the form of
Eq. (1) shows that µk(A) = 0 for all k  m. On the other hand, if µm(A) = 0, then
clearly it can be written as Eq. (1) since the submatrix corresponding to V \(T1 ∪
· · · ∪ Tm) can be written in Frobenius normal form [14], i.e. block triangular with
irreducible diagonal blocks. 
Just asµ1(A) is a measure of irreducibility for irreducible matrices [11],µm+1(A)
can be considered as a measure of m-reducibility for a m-reducible matrix.
Theorem 9. Let A be a reducible Laplacian matrix. Then A is m-reducible if and
only if the multiplicity of the zero eigenvalue is m.
Proof. If A is m-reducible, then Bk+1, . . . , Bk+m are irreducible Laplacian matrices
and thus each contains an isolated zero eigenvalue. Since A is not (m+ 1)-reducible,
for 1  i  k, there exists j > i such that Bij /= 0 and thus one of the row sums of
Bi is positive and Bi is nonsingular by Theorem 1. Thus the zero eigenvalue has
multiplicity m. If A is not m-reducible, it is k-reducible for some m /= k and thus the
zero eigenvalue has multiplicity k. 
Corollary 3. Let A be a reducible stochastic matrix. Then A is m-reducible if and
only if the multiplicity of the eigenvalue 1 is m.
Next we relate m-reducibility to properties of the graph of the matrix. We define
the reversal of a directed graph as the directed graph obtained by reversing the ori-
entation of all the edges.
Theorem 10. Let A be a reducible matrix. Then A is m-reducible if and only if m
is the minimal number of directed trees in a spanning directed forest of the reversal
of the graph of A.
Proof. If A is m-reducible, then consider the reversal of the graph of A expressed
in Eq. (1). This graph has m groups of vertices corresponding to Bk+1, . . . , Bk+m
which has no edges pointing towards them. Therefore any spanning directed forest
must have the root of some directed tree in each group. Thus the spanning forest
has at least m trees. Bk+1, . . . , Bk+m correspond to strongly connected components
and for i  k, Bij /= 0 for some j > i. These facts, together with a consideration of
the condensation directed graph [14] show that there exists a spanning forest with m
trees. Conversely, if A is not m-reducible, it is m′-reducible for m′ /= m and thus m′
is the minimal number of directed trees. 
When A is the Laplacian matrix of an undirected graph G, the multiplicity of the
zero eigenvalue is equal to the number of connected components in G [15]. Thus
Theorem 9 together with Theorem 10 generalize this result to directed graphs.
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Corollary 4. A matrix A is irreducible or 1-reducible if and only if the reversal of
the graph of A contains a spanning directed tree.
By Perron–Frobenius theory, irreducibility is a sufficient condition for the eigen-
value 1 in a stochastic matrix to be isolated. The following corollary shows that by
including 1-reducibility, we obtain a sufficient and necessary condition.
Corollary 5. The eigenvalue 1 in a stochastic matrix A is isolated if and only if A
is irreducible or 1-reducible. If the diagonal entries of A are all positive, then all
eigenvalues other than 1 must have norm strictly less than 1.
Proof. The first part follows from Corollary 3. The second part of the Lemma fol-
lows by using the Gershgorin circle criterion to localize the eigenvalues. 
Theorem 2 can be reformulated as follows:
Theorem 11. Let A be a matrix with |Aii | ∑j /=i |Aij |. Let the reversal of the
graph of A contain a spanning directed forest with m trees whose roots are given by
the set R. If |Aii | >∑j /=i |Aij | for each i ∈ R, then A is nonsingular.
We are now in a position to obtain a lower bound on the eigenvalues of reducible
matrices in H satisfying the conditions of Theorems 2 and 11.
Consider a reducible matrix A = L+D ∈ H satisfying the conditions of Theo-
rem 11. Note that an m-reducible matrix must have |Aii | >∑j /=i |Aij | for at least
m indices in order to apply Theorems 2 and 11. This means that A is m′-reducible
for some m′  m. Without loss of generality, we can assume that m′ = m and A
is written as in Eq. (1). The eigenvalue with the smallest norm can be found by
looking at the eigenvalues of the irreducible matrices Bi . Let Vi be the set of vertices
corresponding to Bi , i.e. the subgraphs induced by Vi are the strongly connected
components of the graph G(A). As shown in the proof of Theorem 10, each of the
sets Vi , k + 1  i  k +m, must contain a root of a spanning forest of the reversal
of G(A). The conditions of Theorem 11 implies that each of these Bi , k + 1  i 
k +m has at least one positive row sum and thus satisfies the conditions of Theorems
5 and 6. Furthermore, since A is not m+ 1-reducible, for each i  k, there exists
j > i such that Bij /= 0. Since A has nonnegative row sums with nonpositive off-
diagonal elements, this implies that Bi for i  k also has at least one positive row
sum and satisfies the conditions of Theorems 5 and 6.
Thus the problem of finding a lower bound on λ for reducible matrices is reduced
to the irreducible case. Each Bi can be decomposed as Li +Di where Li is the
Laplacian matrix of the corresponding strongly connected component and trace (Di)
describes the total number of edges from Vi into V \Vi in the graph of A. This means
that the resulting lower bound depends on the algebraic connectivity of the strongly
connected components [10], and the number of edges between these components.
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These results are also applicable to bounding the subdominant eigenvalues of
reducible stochastic matrices and Laplacian matrices. For instance, for Laplacian
matrices, it is clear that the real parts of the nonzero eigenvalues of A in Eq. (1)
are bounded from below by the minimum among the real parts of the eigenvalues
of B1, . . . , Bk and the real parts of the nonzero eigenvalues of Bk+1, . . . , Bk+m.
The eigenvalues of B1, . . . , Bk can be bounded using Theorems 5 and 6.
The nonzero eigenvalues of Bk+1, . . . , Bk+m can be bounded using the following
lemma:
Lemma 4. If L is an irreducible Laplacian matrix, then all nonzero eigenvalues λ
of L satisfy
Re(λ)  2
(
1 − cos
(
n
))
µ1
(
1
2
(WL+ LTW)
)
,
Re(λ)  1 − 2
(
1 − µ1
(
1
2
(WL+ LTW)
))
cos
(
n
)
−
(
2µ1
(
1
2
(WL+ LTW)
)
− 1
)
cos
(
2
n
)
,
where W and µ1 are as defined in Theorems 5 and 7.
Proof. It was shown in [10] that λ2( 12 (WL+ LTW))  Re(λ) for all nonzero eigen-
values of L and the result follows from Theorem 7. 
As an application to the synchronization in networks of coupled dynamical sys-
tems, consider a 1-reducible Laplacian matrix L written in the form:
L = P


B1 B12 · · · B1,k+1
.
.
.
Bk Bk,k+1
Bk+1

P T. (2)
For the Lyapunov exponents based approach to synchronization [16,17], the real
part of the nonzero eigenvalues which is the smallest gives a measure on how easy
it is to synchronize the network of oscillators, i.e. the higher this quantity, the less
coupling is needed to synchronize the network. The discussion above can be used to
give a lower bound of this quantity.
Each irreducible matrix Bi can be decomposed as Li +Di where Li is an irre-
ducible Laplacian matrix and Di is a positive semidefinite diagonal matrix. Let wi
be a positive vector such that wTi Li = 0 and ‖wi‖∞ = 1 and let Wi be the diagonal
matrix whose diagonal entries form the vector wi .
For the Lyapunov function based approach to synchronization [18,19] it was
shown in [20] that the quantity defined as
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η(L) = min

 minx⊥e,x /=0 x
TWk+1Bk+1x
xT
(
Wk+1 − wk+1w
T
k+1
eTwk+1
)
x
, min
1ik,x /=0
xTWiBix
xTWix


is positive if and only if L is 1-reducible or irreducible. Furthermore, η(L) is a lower
bound on the measure of synchronizability for a network of oscillators coupled via a
directed graph. The results in Section 3 show that the β(Bi)’s as defined in Theorem
5 can be used to give a lower bound on η(L). In particular, since Bi ∈ H , Theorem 5
can be used to give a lower bound on minx /=0 x
TWiBix
xTWix
for each 1  i  k. In addition,
β(Bk+1) is an lower bound on
min
x⊥e,x /=0
xTWk+1Bk+1x
xT
(
Wk+1 − wk+1w
T
k+1
eTwk+1
)
x
.
5. Weak ergodicity of inhomogeneous Markov chains
Corollaries 4 and 5 imply that a stochastic matrix has an isolated dominant eigen-
value if and only if the reversal of the graph contains a spanning directed tree. For a
stochastic matrix A with positive diagonal elements which is irreducible or 1-reduc-
ible, the results in Section 4 show that 1 is an isolated eigenvalue and all other eigen-
values has norm strictly less than 1. This means that An converges to a rank one
matrix of the form ecT as n→∞, a condition which is known to be equivalent to
the property of stochastic, indecomposable and aperiodic (SIA) [21].
Another way to see why A is SIA is the following argument. Since the reversal
of the graph of A has a spanning directed tree with root r , for every vertex i, there
exists a directed path from r to i. Positive diagonal elements implies that the (i, j)th
element of Am is positive if and only if there exists a directed path of length k  m
from j to i. This means that for some m less than the order of A, the (i, r)th element
of Am is positive for all i. Thus Am has a positive column (i.e. A is a Markov matrix)
which implies that A is SIA.
Lemma 5
(1) A stochastic matrix with positive diagonal elements is SIA if and only if it is
irreducible or 1-reducible.
(2) If A1 and A2 are matrices with positive diagonal elements and either A1 or A2
is SIA, then A1A2 is SIA.
Proof. From the above discussion, we only need to prove the “only if” part of
the first statement. If A is m-reducible for m  2, then writing A in the form of
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Eq. (1) shows that An will have the blocks Bnk+1, . . . , Bnk+m on the diagonal. Since
Bk+1, . . . , Bk+m are stochastic irreducible matrices, Bnk+1, . . . , B
n
k+m do not vanish
as n→∞ and thus An does not converge to a rank-one matrix. This proves the first
statement. A1 having positive diagonal elements implies that if the (i, j)th element
of A2 is nonzero, then so is the corresponding element in A1A2. This means that if
the reversal of the graph of A2 contains a spanning directed tree, then so does the
reversal of the graph of A1A2. This proves the second statement. 
In [21] it was shown that for a finite set of SIA matrices, if any finite product of
matrices from this set is SIA, then an inhomogeneous Markov chain with transition
matrices drawn from this set is weakly ergodic. It is not sufficient for each member
of the set to be SIA, since the product of two SIA matrices can be decomposable.
By adding the condition of positive diagonal elements, this becomes a sufficient
condition:
Theorem 12. Let  be a compact set of SIA matrices with positive diagonal ele-
ments. An inhomogeneous Markov chain with transition matrices drawn from  is
weakly ergodic. Furthermore, if Ai ∈ , then AnAn−1 . . . A1 converges exponen-
tially to a rank-one matrix of the form ecT as n→∞.
Proof. Lemma 5 shows that a finite product of matrices from  is SIA and the result
follows from [21,22]. Even though the results in [21,22] are stated for a finite set ,
the proofs are applicable when  is a compact set. 
6. Conclusions
We present lower bounds on the eigenvalues of nonsingular matrices which are
not strictly diagonally dominant, but still satisfy Lévy–Desplanques-type nonsingu-
larity conditions. The bounds depend on properties of the reversal of the underlying
graph. For instance, Theorem 4 depends on the quantity d which is the distance of
the set J to a vertex i, maximized over all vertices i ∈ V \J . This is equivalent
to the maximal depth of directed trees in a spanning forest with roots that form a
subset of J , minimized over all spanning forests. In Section 3 the bounds depend on
the algebraic connectivity of the strongly connected components and the number of
edges between them.
We conclude with the following two remarks. First, if N is a nonnegative matrix
with maximal row sum α, then αI −N ∈ H , and the bounds on the norm of the
eigenvalues in Section 3 can be used to bound the distance of the eigenvalues of
N to α. Second, for an irreducible matrix A such that maxi (|Aii | −∑j /=i |Aij |) >
mini (|Aii | −∑j /=i |Aij |) > 0, the matrix A− I where || = mini (|Aii | −∑
j /=i |Aij |) satisfies the conditions of Theorem 1 and the results in this paper can
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be used to improve the lower bound mini (|Aii | −∑j /=i |Aij |) on the eigenvalues
mentioned in Section 1.
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