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palavras-chave 
 
Redes de sensores, internet das coisas, protocolos de comunicação 
wireless, monitorização animal 
resumo 
 
 
A remoção de ervas e outras espécies vegetais em propriedades agrícolas 
é um trabalho árduo que precisa de ser repetido periodicamente. 
Recorre-se habitualmente a máquinas agrícolas e herbicidas para o 
efeito, o que não só é dispendioso como também levanta preocupações 
de cariz ambiental. A utilização de gado na remoção das espécies 
vegetais indesejadas é um método já testado e que permite não só a 
diminuição do uso de herbicidas como também dos fertilizantes 
artificiais. No entanto, pelo facto dos animais tendencialmente também 
se alimentarem de algumas espécies cultivadas, impossibilita a sua 
utilização durante todo o ano de cultivo. O projeto SheepIT pretende 
criar uma solução para este problema através de um sistema de 
monitorização animal que, de forma autónoma, corrige 
comportamentos indesejados, tais como, quando os animais se 
alimentam das espécies de cultivo. Aliado ao facto de permitir a recolha 
de dados acerca do comportamento dos animais e da sua localização, o 
sistema é também uma ferramenta de gestão do gado e do seu bem-
estar. 
Neste trabalho é apresentada uma rede de sensores (WSN) com vista à 
monitorização de um rebanho de ovelhas. O protótipo desenvolvido 
permite a obtenção de dados em tempo real provenientes dos sensores 
alojados em coleiras para uso em ovelhas domésticas. São utilizadas 
tecnologias rádio que operam na banda dos 433 MHz. O sistema de 
comunicações é baseado num protocolo proprietário desenvolvido 
especificamente no âmbito deste projeto e cuja arquitetura é 
apresentada nesta dissertação. 
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abstract 
 
Weed control in agriculture is a toilsome job that needs to be periodically 
repeated. Agricultural machinery and herbicides are frequently 
employed in this task, but these methods are expensive and raise 
environmental concerns. Livestock can take this job by feeding on with 
the undesirable species and reduces the usage of herbicides and artificial 
fertilizers. However, because these animals can also feed on some crops, 
grazing livestock is not a feasible alternative method for weed control 
because it can’t be used through the entire year. The SheepIT project 
aims to solve this problem, by providing an autonomous system for 
animal monitoring that corrects undesirable behaviors, such as when 
animals are feeding on crops. The system should also enable data 
gathering about the animals’ behavior and their localization, which turns 
out to be a livestock management and welfare control tool.  
This dissertation presents a wireless sensor network (WSN) to monitor a 
flock of domestic sheep. The implemented prototype enables data 
gathering in real time from sheep-borne collars. Wireless 
communications use a radio link in the 433 MHz band. A proprietary 
protocol was specifically developed for this project and its architecture is 
presented.  
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// --------------------------------------- 
/* Sync TAW */ 
taw_time = timeTo_TAW(rxID, thisID, MAX_BEACONS); // remaining time to TAW 
nextSMstate_after_T1Timeout(STATE_IDLE);  // Go to IDLE after T1’s ISR  
    
T1_used_as = TAW_TIMEOUT;    // Timeout purpose when in IDLE 
       // next time [TABLE 4.5] 
  
T1_count( taw_time );     // Update T1’s counter 
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Decode Message Type
BS ?
Get Packet BS
No Packet
Received
prev_state = STATE_RX
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Packet Received
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T1 Interupts
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radio_TX
prev_state = STATE_TX
Disable T1's Interrupts
Re-enable T1's Interrupts
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While
T1 / TMAC 
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prev_state = STATE_SNOOZE
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TMAC’s 
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T1 
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TMAC 
Interrupts
Enable Low Power
RC Oscillator
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TSLEEP Interrupt
TSLEEP’s ISR
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Interrupts
(keeps only TSLEEP Interrupts)
Enable TSLEEP’s
Interrupts
TSLEEP 
Interrupts
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Speed Oscillator
Restore other
Interrupts
prev_state =
STATE_WAKING_UP
Calibrate
Frequency Synth.
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Interrupts
T1's 
ISR
Wait for a timer
Interrupt
TMAC’s 
ISR
T1 
Interrupts
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Interrupts
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STATE_ACTIVE
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YES YES
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Type 2 ?
C2B
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timeout
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(Stop Active)
T1_used_as = 
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?
wait_time
< MIN_SLEEP
?
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?
T1’s ISR 
toggles to: 
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Buffered Packet 
Processing
c2bsent = 0
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Read 
Sensors
Control Algorithms
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T1_used_as = ?
TAW_TIMEOUT 
?
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?
TX SLEEP
ACTIVE SNOOZE
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YES
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(reset flag)
µC
Type 2 ?
c2bsent
?
Wait for 
next SW SLEEP
SNOOZE
YES
Turn-around Window (TAW)
c2bsent = 1 
(set flag)
stimulus
?
ACTIVE
Wait for next SW
NO
Collar sleeps
NO
Collar has sent a packet
NO
YES
T1 has interrupted 
the previous state
prev_state ==
STATE_TX
Collar snoozes
YES
Collar sleeps
Still waiting for
TMAC...
Still waiting for
T1 (Stop Active)...
stimulus
?
NO
RX
NO
Try to re-sync
NO
Collar waits for next Sync. Window (SW) in sleep mode
Collar has to wait for next SW in snooze mode
NO
Collar can
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/* ###############   VIRTUAL FENCE ALGORITHM   ############### */ 
 
rssi_aray = getLastComputedRSSI(); // RSSI values are all negative - (dBm) 
maxRSSI = findMaximum(rssi_array); // Compute the maximum (the least negative element) 
 
/* The collar is too far away from the closest beacon (OUT OF FENCE DETECTION) */ 
if ( maxRSSI < RSSI_THRESHOLD ) { 
vfInfractCounter++;   // Number of Virtual Fence infracts. in a single row 
 
// >> Activate an actuator (buzzer, electric stimulus) with a predefined timeout << 
} 
 
/* The collar is inside the fence */ 
else { 
vfInfractCounter = 0; 
} 
 
 
 


 
  
 𝑝𝑇𝑖𝑚𝑒𝐵𝑆 (𝑁𝐵𝑆𝑝𝑘𝑡) = 0.1438 ×𝑁𝐵𝑆𝑝𝑘𝑡 + 0.0078  (𝑚𝑠) (19) 
 𝑝𝑇𝑖𝑚𝑒𝐶2𝐵 (𝑁𝐶2𝐵𝑝𝑘𝑡) = 0.3965 ×𝑁𝐶2𝐵𝑝𝑘𝑡 + 0.1008  (𝑚𝑠) (20) 
 𝑝𝑇𝑖𝑚𝑒𝐵2𝐵 (𝑁𝐵2𝐵𝑝𝑘𝑡) = 0.9978 ×𝑁𝐵2𝐵𝑝𝑘𝑡 + 0.2063  (𝑚𝑠) (21) 
 𝑝𝑇𝑖𝑚𝑒𝐵2𝐵  (𝑁𝐵2𝐵𝑝𝑘𝑡 , 𝑁𝐶𝑁) = 𝑁𝐵2𝐵𝑝𝑘𝑡×(0.9978 + 𝑝𝑇𝑖𝑚𝑒𝐶2𝐵(𝑁𝐶𝑁)) + 0.2063  (𝑚𝑠) (22) 
pTime = 0.1438 × NBSpackets + 0.0078 pTime = 0.3965 × NC2Bpackets + 0.1008
pTime = 0.9978 × NB2Bpackets + 0.2063
𝑇𝐴𝑊𝑙𝑒𝑛𝑔𝑡ℎ20 𝐵𝑒𝑎𝑐𝑜𝑛𝑠,1000 𝐶𝑜𝑙𝑙𝑎𝑟𝑠
= max(𝑝𝑇𝑖𝑚𝑒𝐵𝑆(20) + 𝑝𝑇𝑖𝑚𝑒𝐶2𝐵(1000), 𝑝𝑇𝑖𝑚𝑒𝐵𝑆(20) + 𝑝𝑇𝑖𝑚𝑒𝐵2𝐵(20,6))
⇔  𝑇𝐴𝑊𝑙𝑒𝑛𝑔𝑡ℎ20 𝐵𝑒𝑎𝑐𝑜𝑛𝑠,1000 𝐶𝑜𝑙𝑙𝑎𝑟𝑠 ≈ max(400, 73) = 400 (𝑚𝑠) 
 
TTTX
TTRX
delay
Transmitter node:
‘1’ while transmitting a packet
Receiver node:
‘1’ while receiving or being ready to 
receive a packet
ISR 
triggeried
Δ 
0.03 
0.07 
0.16 
Δ 
0.01 
0.02 
0.04 
Δ 
0.01 
0.09 
0.17 
Δ 
0.03 
0.05 
0.04 
 𝑀𝑎𝑥𝑑𝑟𝑖𝑓𝑡(𝛥𝑡) = 2 × (𝛥𝑡 × 
40
1×106
) 
(23) 
▪ 
µ𝐶𝑙𝑒𝑛𝑔𝑡ℎ  ≈  3571 (𝑚𝑠)
𝑀𝑎𝑥𝑑𝑟𝑖𝑓𝑡(3571) = 0.2857 ≈  0.3(𝑚𝑠) 
𝐺𝑊𝑙𝑒𝑛𝑔𝑡ℎ = 1 𝑚𝑠
 Beacon 1
Beacon 2
Collar 16
B2B
Collar 17
B2B
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