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B sei ein kompakter Raum und S(B) der lineare Raum der auf B 
beschrankten, reellwertigen Funktionen. Durch llfll := SUP,,~ ] f(x)\ wird 
S(B) ein normierter Raum. C(B) sei die in S(B) liegende Teilmenge der 
stetigen Funktionen, Y eine Teilmenge von C(B). 
In [1] wurde die Tschebyscheff-Approximation einer Menge von gleich- 
mabig beschrankten, komplexwertigen Funtionen durch Funktionen aus V 
auf die Approximation einer oberhalbstetigen Abbildung H: B -+ Z(d=) 
zuriickgefiihrt (B m&e zusatzlich das 1. Abzahlbarkeitsaxiom erfiillen). 
Dabei bedeutet, falls X ein topologischer Raum ist, 
.X(X) := {E C X ( E kompakt und E # D}. 
Auberdem heibt fur topologische Raume X und Y eine Abbildung 
H : X-+ x(Y) oberhalbstetig in x E X, wenn zu jeder in Y offenen Menge G 
mit H(x) C G eine Umgebung U von x existiert, so daD H(U) C G ist. Unter 
H(E) verstehen wir dabei fur EC X die Bildmenge 
H(E) := { y E Y / es gibt ein x E E mit y E H(x)}. 
Aus der Definition von H in [I] ist natiirlich klar, daB man sich auf 
die Approximation einer oberhalbstetigen Abbildung H : B + %-x(R) 
beschrtinken kann, falls alle betrachteten Funktionen, wie in unserm Fall, 
reellwertig sind. Anderseits beweisen Diaz und McLaughlin in 181 fiir 
metrisches B, da13 man sich auf den Fall der gleichzeitigen Approximation 
einer oberhalbstetigen Funktion f + : B --z [w und einer unterhalbstetigen 
Funktion f- : B + [w mit f’-(x) > f-(x) fi.ir alle x E B zuriickziehen kann 
(vgl. Rtmbs [13], Golomb [IO], Dunham [9]). Dabei heiBt eine Funktion 
f: B --f R oberhalbstetig (unterhalbstetig) in x E B, wenn zu jeder reellen 
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Zahl h > f(x) (h -c f ( x >I eine Umgebung CJ von x existiert mit f(z) < h 
(f (2) > h) fur alle 2 E Cr. 
Wir betrachten daher zunachst zwei formal verschiedene Aufgaben- 
stellungen: 
(Al) Zu der oberhalbstetigen Abbildung H : B ---f X(R) suchen wir 
ein Element z+, E V der Art, da13 
fur jedes Element zi E P’. 
Dabei setzten wir a(#), H(x)) :- SUP,,~(~) ) c(x) - z /. 
(A2) Zu der oberhalbstetigen Funktion f + : B -+ R und der unter- 
halbstetigen Funktion f - : B ---f R mit f.+(x) > f -(x) fur alle x E B 
suchen wir ein Element ’,, E V mit 
max{l/ f + -- co ,,, ,: ‘I ‘!f- - r. ii} < max(ljf+ -- 2: Ij, I/f - - 0 :;} 
fur jedes ti E V. 
Im ersten Teil wird gezeigt, wie man beide Aufgaben ineinander tiberfiihrt. 
Auf diese Weise kiinnen wir uns auf die fur den reellen Fall angemessenere 
Aufgabenstellung (A2) beschrlnken und schon bekannte Ergebnisse aus [l] 
verwenden. Uber Charakterisierungssatze, die sich aus entsprechenden i  
[I] ergeben, gelangt man tiber einem Interval1 zu der Charakterisierung einer 
Minimallijsung durch eine Alternante oder einen “Straddlepunkt” (Dunham 
[9] ftihrte diese Bezeichnung ein). Fur die Eindeutigkeit dieser Minimalliisung 
ist die Existenz einer Alternanten einer bestimmten Lange hinreichend, ein 
Ergebnis, welches eine Verallgemeinerung eines Eindeutigkeitssatzes von 
Cheney und Loeb [2] darstellt. Mit Hilfe des strengen Eindeutigkeitssatzes 
zeigen wir, da13 der Bestapproximationsoperator, der jedem (f +,f-) die 
Menge der Minimallosungen zuordnet, stetig ist bei (ff, f -), fallsfi- = f - E V 
oder (f 7, f -) normal ist (Definition 4.1). Zur konstruktiven Berechnung 
der Simultanapproximation verallgemeinern wir ein linear konvergierendes 
Verfahren von Cheney und Loeb [4], das auf der konvexen Optimierung 
beruht. 
1. REELLE SIMULTANAPPROXIMATION 
Zuerst wollen wir noch einige Bezeichnungen einfiihren: 
bei Aufgabe (Al) 




{x E B 1 J(v(x), H(x)) = d(v)} 
mDz(u):= txEB, 
bei Aufgabe (Al) 
mWf+(x> - WI, I f-(x) - 44l> = 4)) 
bei Aufgabe (A2) 
Unter der Minimalabweichung verstehen wir bei (Al) die Zahl 
pvv-0 := &f 44, 
bei (A2) bezeichnen wir sie mit pr(f+, f-). 
D[H,u] :={(X,z)EB x RlZEH(X) und j u(x) - z 1 = d(u)}. 
Wenn S eine Teilmenge eines linearen Raumes ist, dann bezeichnen wir 
mit conv(S) die konvexe Htille von S. 
AuOerdem benutzen wir die Abkiirzung 0.E.d.A. fiir “ohne Beschrankung 
der Allgemeinheit”. 
Wir wollen uns zunachst mit der Aufgabe (Al) beschaftigen, also eine 
oberhalbstetige Abbildung H : B --+ X(R) bezfiglich V approximieren. In 
diesem Fall konnen wir die Aufgabe such folgendermaBen umschreiben: 
:3x @J(X), H(x)) = yy r~;c;j I 44 - z 1, 
= %Bx maxi1 4x) - f+M I u(x) - f-WI>, 
= max{llf+ - 21 IL Ilf- - u II>. 
Dabei sind die Funktionen f+ und f- fiir x E B definiert als: 
f+(x) := zyj”( z, 
f-(x> := $$, z, 
(1.1) 
(1.2) 
und haben deshalb die Eigenschaft: 
f+(x) 2 f-cd fur alle x E B. 
HILFSSATZ 1.1. f + wie in (1.1) ist eine oberhalbstetige Funktion. 
Beweis. Sei x0 E B und h > f+(xJ. Setzen wir l : = h - f+(xJ, dann ist 
G := ] - E + f-(x,,), f +(x0) + c[ eine offene Umgebung von H(x,) in R. 
Also existiert eine Umgebung U(x,) mit H(x) C G fur alle x f U(x,,). Damit 
ist f +(x) E G fur alle x E U(x,), d.h. f+(x) < h fur alle x E U(x,). 
Ganz analog beweist man 
HILFSSATZ 1.2. f - wie in (1.2) ist eine unterhalbstetige Fimktion. 
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Unser Spezialfall der Aufgabenstellung (Al) ist also tibergeftihrt zu der 
Aufgabe (A2). Wir fassen das Ergebnis zusammen zu 
SATZ 1.1. Ist C(B) der lineare Raum der auf dem kompakten Raum B 
stetigen, reellwertigen Funktionen, V C C(B) und H : B + %(I@ oberhalb- 
stetig, dann sind folgende Aufgaben aquivalent: 
(a) Minimiere maxZEB &v(x), H(x)) bezuglich V! 
@) Minimiere max{llf+ - v 11, IIf- - v ]I} beziiglich V! 
Dabei werden f + und f - durch (I .I) bzw. (1.2) definiert und haben die Eigen- 
schaft: f+(x) > f-(x) fiir x E B. Dariiberhinaus ist f + oberhalb- und f - unter 
halbstetig. 
Gehen wir nun umgekehrt von der Aufgabenstellung (A2) aus, dann 
definieren wir 
ffo : = [f-(x>, f WI for XEB. (1.3) 
H ist eine oberhalbstetige Abbildung von B in X(R) und es gilt fur alle 
v E v: 
maxOlf+ - u IL Ilf- - v II> = Fg 444, H(x)). 
Also ergibt sich 
SATZ 1.2. 1st C(B) der lineare Raum der auf dem kompakten Raum B 
stetigen, reellurertigen Funktionen, V C C(B), f i- eine auf B oberhalbstetige 
und f - eine auf B unterhalbstetige Funktion mit f +(x) > f-(x) ftir x E B, dann 
sind liquivalent : 
(cx.‘) Minimiere max{l( f + - v 11, )If - - v ]I> beziiglich V! 
(/3’) Minimiere rnaxZsB &v(x), H(x)) beziiglich V! 
Dabei wird H durch (1.3) definiert. 
Wir beschranken uns daher im weiteren Verlauf auf die fur den reellen 
Fall angemessenere Aufgabenstellung (A2). In S(B) x S(B) fiihren wir durch 
IU dll = maxlllf IL II g II) 
eine Norm ein. Mit O(B) bezeichnen wir die Menge der auf B oberhalbstetigen 
Funktionen, mit U(B) die Menge der auf B unterhalbstetigen Funktionen. 
Weiter setzen wir 
OU(B) := ((f+, f-) E O(B) x U(B)( f+(x) 2 f-(x) fiir x E B) 
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Da OU(B) C S(B) x S(B), konnen wir die Aufgabenstellung (A2) such so 
formulieren: 
Zu (f+,f-) E OU(B) ist ein Element u,, E V gesucht mit 
ll(ff,f-) - (uo 5 uo)ll = lKff - 00 ,f- - uo)ll 
d ll(f+ - 4f - - 4ll = Mf “,f -> - 04 @II 
fur alle 2, E V. 
Wir konnen die Aufgabe (A2) noch etwas umschreiben, indem wir fur 
XEB 
f (4 := (f ‘(4 + f -(a/2 (1.4) 
Z(x) : = (f+(x) - f -(x))/2 setzen. 
Also ist Z(x) >, 0 in B und es gilt: 
maxtll f+ - u II, Iif- - u Ii) = ~n$l f(x) - u(x)1 + Z(x)>. 
(14 
(l-6) 
Diese Umschreibung werden wir in einigen Satzen und Definitionen benutzen. 
Als erste Anwendung von (1.6) ergibt sich sofort: 
SATZ 1.3. pdf+,f -) >, II Z II. 
2. CHARAKTERISIERUNG DER MINIMALL~SUNG BEI 
RATIONALER SIMULTANAPPROXIMATION 
Wir wollen die reelle Simultanapproximation och weiter spezialisieren 
und jetzt die rationale Simultanapproximation betrachten: 
P = span(u, , ug ,..., u,J sei ein n-dimensionaler und 
Q = span(u,+l , u,+~ ,..., un+d ein m-dimensionaler Unterraum des reellen 
linearen Raums C(B). Die Menge der Approximationsfunktionen ist dann 
R := I@, .) = H = .$&p;l”;, 1 q(u, x) > 0 fur alle x E B\. 
3 . t t 
Dabei ist a = (al , a2 ,..., un+,,J E (wsz+nz. Damit R nicht leer ist, setzen wir 
zusiitzlich voraus, dab Q mindestens eine Funktion enthglt, die in ganz B 
grbBer als null ist. Sind nun r(a, k) und r(b, .) aus R, und setzt man 
u(t) := a + t(b - a), so wird 
MO, 4 = ((1 - t)P(a, xl + 44b, x))l((l - t) da, 4 + w, 41. 
APPROXIMATION MEHRER FUNKTIONEN 131 
Fur 0 < t < 1 gehiirt r@(t), *) zu R und mit 
&, 0 := q@, W((l - 0 da, 4 + tq(b, 4) 
wird 
44th 4 = (1 - t&, t>> da, 4 + t&, 0 r@, 4. 
Also ist R asymptotisch konvex (Meinardus und Schwedt [12]), a(t) im 
Punkt 0 Frechet-differenzierbar und a(O) = a. Dartiberhinaus ist die Para- 
metermenge A, in der a variieren kann, offen in UWna. Jedes Element r(a, -) 
aus R besitzt eine Frechet-Ableitung nach a, namlich 
F[b; a, .] = “c” bi w fiir b E UP+m. 
i=l % 
Setzen wir 
ada, 9 grad r(a, *) := (-a7;;- Wa, 9 
‘***’ aan+m 1 ’ 
dann kijnnen wir mit dem Skalarprodukt (. ) schreiben: 
F[b; a, *] = (b, grad r(u, *)). (2.1) 
Fur spatere Zwecke wollen wir grad r(u, *) noch ausrechnen: 
ar(a,= 
aai 1 ui da9 *> fiir i = 1, 2,..., n p6-h a> - 4(a,.)2Ui fur i = n + l,...,~ + m, 
also 
grad a, *> = & (ul ,..., u, , --r@, -> u,+~ ,..., -r@, -1 u,+,). (2.2) 9 
Zur Abkiirzung wollen wir in Zukunft such ‘3X(u) anstatt !JJl(r(u, *)) und d(u) 
anstatt d(r(a, a)) fur r(a, *) E R schreiben. 
SATZ 2.1. r(u, -) E R ist genau dunn eine Minimulliisung zu (f f, f -) E 0 U(B), 
wenn ftir jedes r(b, -) E R ein x E Em(u) existiert mit 
(f (4 - r@, x))(r(h 4 - r(a, 4) < 0 
(fwie in (1.4)). 
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Beweis. Wir definieren H wie in (1.3). 
(a) Nutwem&gkeit. Nach Satz 1.2 ist r(a, a) Minimallosung fur H, also 
existiert nach Satz 3.5 in [l] ein 
(x, 2) E DtK r(a, ->I mit (z - r(a, x))(r(b, x) - r(a, x)) < 0. 
Dabei ist z = f+(x) oder z = f-(x), 
(I) 2 = f+(x): 
Dann ist /f-(x) - r(u, x)1 < (f+(x) - r(u, x)1 und aus 
f(x) - G4 4 = (f’(x) - r@, 4w + (f-W - r@, xw 
folgt sgn(f(x) - r(u, x)) = sgn(f+(x) - r(u, x)). Daraus ergibt sich fiir 
x E %@a): 
(2) 2 - f-(x): 
UC4 - r(a, M@, 4 - 6 4) G 0. 
Dann ist /f+(x) - r(u, x)J G If(x) - r(u, x)1 und 
w-U(x) - r(a, 4) = v&f-(4 - 44 4). 
Daraus foigt wieder die Behauptung. 
Wie in [I] ist dabei sgn h als Jr1 oder -1 wahlbar, falls h = 0 ist. 
(b) Hinhglichkeit. Sei also x E Y.R(u) mit 
(f(x) - 44 xN(r@, 4 - 44 4 ,< 0 
oder 
f’(x) - r(4 4 
( 2 + 
f-b) - r(4 4) (r(b, x) _ r(u, x)) < 0. 
2 
1st nun I f+(x) - r(u, x)\ = A(u) und If-(x) - r(u, x)1 < d(u), dann ist 
(x, 2) := (x,f+(x)) E D[H, r(u, e)] mit 
(2 - r(u, x))(r@, x) - r(u, 4) d 0. (2.3) 
1st I f+(x) - r(u, x)\ < (f-(x) - r(u, x)1 = d(u), dann erfiillt 
6,~) := (x,f-(4) E Wf, r@, +)I 
die Ungleichung (2.3). Falls dagegen 
44 = I f+(x) - r@, $1 = I f-(x) - r(u, 41 
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ist, dann erfiillt entweder (x, z) := (x,f-(x)) E D[H, r(u, .)I oder (x, z) := 
(x,f+(x)) E D[H, r(a;)] die Relation (2.3). Nach Satz 3.2 in [l] ist damit 
r(u, *) MinimallGsung zu H, also such zu (f+,f-). 
Als nachsten Satz Ia& sich die Charakterisierung mit der Frechet-Ableitung 
(Satz 3.11 in [l]) tibertragen. 
SATZ 2.2. r(a, *) E R ist genau dann eine Minimalliisung zu (f +, f -)E OU(B), 
falls fir jedes b E lWntnh ein x E m(a) existiert mit 
(f(x) - da, x))@, grad r(a, 4) d 0. 
Der Beweis dieses Satzes verlauft analog wie beim vorigen Satz. 
SATZ 2.3. r(a, a) E R ist genau dann eine Minimalliisung zu(f +,f-)E OU(B), 
falls 0 E conv(S’). Dabei ist s’ := {(f(x) - r(a, x)) grad r(u, x)1 x E %N(a)>. 
Beweis. Wir definieren wieder H wie in (1.3). 
(a) r(a, .) sei Minimallosung zu (f +,f-) E OU(B). Da dann r(a, *) such 
Minimallijsung zu H ist, liegt nach Satz 3.10 in [l] der Nullvektor in conv(S”) 
mit 
S” := ((z - r(a, x)) grad r(u, x)1 (x, z) E D[H, r(u, a)]). 
Wir machen nun zwei Fallunterscheidungen. 
(1) Es gibt ein x E B mit (x, f+(x)) und (x, f-(x)) aus D[H, r(a, .)I: 
Dann ist f(x) - r(u, x) = 0, also 0 E conv(SI). 
(2) Es gibt kein x E B mit (x,f+(x)) und (x,f-(x)) aus D[H, r(u, *)I: 
Nach dem Satz von Caratheodory 133 gibt es k Punkte (x, , z~),..., (xa , zlc> 
in D[H, r(a, e)] mit 
0 = 2 ai(zi -- r(a, xi)) grad r(u, xi) 
i=l 
Dabei ist k < n + m + 1, (Y~ > 0 fur i = 0 ,..., k und CL1 oli = 1. Da 
sgn(z, - r(a, xi)) = sgn(f(xi) - r(u, xi) ist, gibt es Zahlen /& > 0 mit 
Setzen wir yi = &j/& aifli fiir j = l,..., k, dann ist yj > 0 und CF=, yj = 1. 
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AuBerdem ergibt sich: 
0 = 2 yi(f(xi) - r(a, ~4) grad da, xi), 
$4 
also 0 E conv(S). 
(b) 0 E conv(S’). 
(1) f(x) - r(u, x) = 0 fur ein x E Y.&z): 
Dann ist ~(a, a) Minimallbsung zu (f+,f-). 
(2) f(x) - r(u, x) # 0 fiir alle x E 9J@): 
Nach dem Satz von Caratheodory existieren wieder k < n + m + 1 
Punkte x1 , x2 , . . ., xk in 9Jl(a) mit 0 = &, oci(f(xi) - r(u, xi)) grad r(u, xi), 
oli > 0 fur i = I,..., k und Cf=, cy = 1. Nun gibt es Zahlen pi > 0 und 
zi E R (i = l,..., k) mit zi - r(u, xi) = jli(f(xi) - r(u, xi)) und (xi, 2%) E
D[H, r(a, a)]. Also gilt 






Setzen wir yj := Cij/j3j EE, ai/fli , dann ist yi > 0 und CF=, yj = 1. Wieder 
erhalten wir 
0 = i yi(zi - r(u, xi)) grad r(u, xi), 
i=l 
also 0 E conv(S”). Nach Satz 3.12 in [l] ist dann r(u, *) Minimallosung zu H 
und damit such zu (f+,f-). 
Bemerkung. Gilt fur ein x E ‘%X(u) die Beziehungf(x) - r(u, x) = 0, dann 
liegt r(a, x) genau in der Mitte zwischen f+(x) und f-(x). Einen solchen 
Punkt nennt Dunham [9] einen “Straddlepunkt”. 
Wir wollen jetzt noch einige Bezeichnungen einfiihren. 
DEFINITION 2.1. Ein n-dimensionaler Unterraum von C(B), der g, , g, ,.., g, 
als Basis besitzt, heiBt ein Haurscher Unterruum, wenn fur jede Wahl von n 
verschiedenen Punkten x1 , xz ,..., x, in B die Determinante der (n x n)- 
Matrix (Qxi)) verschieden von null ist. 
Im folgenden sei B das reelle Interval1 [a, b]. 1st M ein endlichdimensionaler 
Unterraum von C[u, b], dann setzen wir q(M) := maximale Dimension 
eines Haarschen Unterraumes von M, v(M) := 1 + grointe Anzahl von 
Vorzeichenwechsel, die Elemente von M haben konnen. 
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Wir wollen fur B = [a, b] die Bestapproximation durch eine Alternante 
oder einen Straddlepunkt charakterisieren. 
DEFINITION 2.2. (f+, f -, r(a, *)) besitzt eine Alternante der Lange k, 
falls k Punkte a < x1 < xZ < ... < xk < b existieren mit 
(1) xi E YJQz) fur i = 1, 2,..., k 
(2) sgn(f(xJ - r(a, xi)) = (-1)” E fur I, 2 ,..., k. 
Dabei ist E = + 1 oder c = - 1 undfwie in (1.4). 
Wir brauchen weiterhin einen Hilfssatz von Goldstein, der die Theorie 
der konvexen Mengen mit der Alternantenbedingung verkniipft. 
HILFSSATZ 2.1. Ist g, , g, ,..., g, eine Basis eines Haarschen Unterraums 
in C[a, b] und liegt 0 in der konvexen HiNe der Vektoren h,(Fi(x,),..., &6(x& 
wobeialle hi # 0, B(X) = (gl(x),..., gn(x)) unda < ~0 < ~1 < .*. < x, ,< b 
sind, dann alternieren die hi im Vorzeichen. 
Beweis. Vgl. Cheney und Loeb [S]. 
SATZ 2.4. Wenn (f +, f-, r(a, .)) eine Alternante der Lange 
1 + v(P + r(a, *> Q> 
oder einen Straddlepunkt besitzt, dann ist r(a, *) Mimimalliisung zu 
(f+,f-> E OUb, bl. 
Falls r(a, .) Minimalitisung ist zu (f+,f-) E OU[a, b], dann besitzt 
(f+, f -, r(a, *)) eine Alternante der Lange 1 + y(P + r(a, .) Q) oder einen 
Straddlepunkt. 
Beweis. (a) Falls ein Straddlepunkt vorliegt, ist r(a, *) natiirlich 
Minimallosung. Wir wollen also jetzt voraussetzen, (f+,f-, r(a, -)) besitze 
eine Alternante der Lange 1 + Y(P + r(a, .) Q) und es liege kein Straddle- 
punkt vor: Wenn wir annehmen, r(a, .) sei keine Minimallosung, dann gibt 
es nach Satz 2.1 ein r(b, .) E R mit (f(x) - r(a, x))(r(b, x) - r(a, x)) > 0 
fur alle x E m(a). Da nun f(x) - r(a, x) an v + 1 aufeinanderfolgenden 
Stellen in [a, b] abwechselndes Vorzeichen besitzt, gilt dies such fur 
r(b, x) - r(a, x). Dann mu13 aber r(b, x) - r(a, x) mindestens v Vorzeichen- 
wechsel in [a, b] haben. Dies ist aber ein Widerspruch zur Definition von v. 
(b) r(a, .) sei Minimallosung zu (f+,f-) E OLJ[a, b]: Nach Definition von 
rl existiert ein Haarscher Unterraum von P + r(a, *) Q der Dimension 
q(f’ + r@, -> Q>. 1st gl, g, ,..., gq eine Basis dieses Unterraums, dann setzen 
wir @(a, x) = (gI(x),..., g,(x)). Nach Satz 2.3 liegt 0 in der konvexen Hiille 
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vonUtx> - r@, 4) gr a r a x x E m(a)}. Da q(u, x) > 0 in [u, b] ist, d ( , >I 
folgt aus (2.2) und dem Satz von CarathCodory: 
Wir machen nun zwei Fallunterscheidungen: 
(1) Es gibt ein x E ‘9X(a) mit f(x) - ~(a, x) = 0: 
Dann ist x Straddlepunkt und die Behauptung bewiesen. 
(2) f(x) - r(u, x) # 0 fur alle x E %X(a): 
Nach dem Satz von Caratheodory existieren k + 1 Punkte a < x0 < 
Xl < *a. < x, < b in mm(u) mit 
und oli > 0 fur i = 0, l,..., k, &, O(~ = 1. 
Da g1 ,..., g, einen Haarschen Unterraum aufspannen, muB nun k 3 r) 
sein. Also ist k = 7 und nach Hilfssatz 2.1 haben die Zahlen f(xJ - r(u, xi) 
alternierendes Vorzeichen, d. h. es gibt eine Alternante der Lange 
1 + TV’ + & ~1 Q>. 
Bemerkung. Falls bei einer Minimalliisung ein Straddlepunkt vorliegt, 
kann dennoch eine Alternante existieren. 
Betrachten wir als Spezialfall fur R die Menge Rmn[a, b], d. h. die Menge 
der rationalen Funktionen p/q, wobei p ein Polynom <n-ten Grades und q 
ein Polynom <m-ten Grades ist mit q(x) > 0 in [a, b], dann ist P + rQ fur 
jedes r E Rmn[a, b] ein Haarscher Unterraum. In diesem Fall sind aber such 
die Zahlen v und r) gleich und es gilt, falls p und q teilerfremd sind: 
v(P + (p/q) Q> = q(P + (p/q) Q> = 1 + m&n + aq, m + 8~) 
(vgl. Cheney [2]). Dabei bezeichnen wir mit 8p bzw. 8q den Grad der Poly- 
nomep bzw. q. 
Wir erhalten also aus Satz 2.4: 
FOLGERUNG 2.1. r,, = p/q (p und q teilerfremd) ist genau dann eine 
Minimall&ung zu (f +, f -) E OU[a, b] beziiglich R,“[a, b], wenn (f +, f -, rO) 
eine Alternante der Liinge 2 + max{n + aq, m + 8~) besitzt oder ein Straddle- 
punkt vorliegt. 
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3. EINDEUTIGKEIT BEI RATIONALER SIMULTANAPPROXIMATION 
Als Spezialisierung von Satz 3.16 aus [I ] auf rationale Simultanappro- 
ximation erhalten wir: 
SATZ 3.1. Ist r,, E R eine Minimalliisung zu (f +, f -) E OU(B) und ist 
P $ r,Q ein Haarscher Unterraum, dann ist r, eindeutig bestimmt, falls kein 
Straddlepunkt existiert. 
Wir kiinnen diesen Satz etwas verschgrfen, falls B = [a, b] ist. 
SATZ 3.2. Ist r, E R eine Minimalliisung zu (f +, f -) E OU[a, b] und 
P + rOQ ein Haarscher Unterraum, dann ist r0 eindeutig bestimmt, falls eine 
Alternante der Lange 1 + 7(P + r,Q) existiert. 
Den Beweis wollen wir unter Anwendung des folgenden Hilfssatzes ftihren, 
den wir splter noch einmal benijtigen. 
HILFSSATZ 3.1. Sei r(a, .) E R eine Minimalliisung zu (f +, f -) E 0 U[a, b], 
die eine Alternante der Lange 1 + r)(P + r(a, .) Q) besitzt, d. h. es existieren 
Punkte 
a < x,, < x, < *.. < x, < b 
mit 
(1) xi Em(a) fiir i = O,..., 71, 
(2) sgn(f(x,) - r(a, xi)) = (-l)i E fiir i = O,..., q 
(E = + 1 oder E = - 1). Weiterhin sei p&+, f -) > 0 und P + r(a, *) Q ein 
Haarscher Unterraum. Dann ist 0 die einzige Funktion g aus P + r(a, a) Q mit 
(-l>i E . g(xJ 2 0 fiir i = O,..., 17. 
Beweis. Wir setzen 
und 
fi’(Xi) : = f +(xi), falls (-l>i E = 1 
f1-(xc) : = f-(Xi), falls (-1)i E = -1. 
Auf allen iibrigen Punkten von [a, b] definieren wir fi+(x) und fi-(x) durch 
r(a, x). Es ist leicht zu verifizieren, da13 fi+ eine oberhalbstetige und fi- eine 
unterhalbstetige Funktion ist mit fi+(x) > fi-(x) fur alle x E [a, b]. Nach 
Konstruktion bilden die Punkte x0, x, ,..., x, eine Alternante von 
(fi+, fi-, r(a, *)). Da P + r(a, *) Q ein Haarscher Unterraum ist, gilt 
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q(P + r(a, .) Q) = u(P + r(u, *) Q). Deshalb ist nach Satz 2.4 r(u, .) Minimal- 
losung zu (fi+,fi-). Nach Satz 2.3 ist dann der Nullvektor in der konvexen 
Htille der Menge 
KfX-4 - r@, xd) grad da, xdl i = 0, L..., q> 
enthalten. Dafi(xi) - r(a, xi) # 0 fur i = 0, l,..., q und sgn(f&) - r(a, xi)) = 
sgn(f(x$) - r(u, xi)), ist 0 in der konvexen Htille von {(- l)i E grad r(u, xi)\ 
i = 0,l ,..., q} enthalten, also 




LYi > 0 fur i = 0, I,..., 7) und kc+= 1. 
Wegen der Haarschen Bedingung mtissen alle ai > 0 sein. Aus (3.1) folgt 
fur jedes g E P + r(a, .) Q mit g # 0: 
0 = i ad-l>i &i> -g&-J 
i=O 3 z 
Nun konnen wegen der Haarschen Bedingung hijchstens q - 1 der Zahlen 
g(xi) verschwinden. Deshalb ist mindestens eine der Zahlen (- l>i Eg(xJ 
positiv und eine negativ. 
Beweis uolz Lutz 3.2. (a) ~&+,f-) = 0: Dann ist r, = f+ = f-. 
(b) p&+,f-) > 0: 1st r = p/q eine weitere Minimallijsung zu (f+,f-), 
dann gehort die Funktion q(r - ro) zu P + roQ und es gilt: 
dr - ro> = 4Kf - ro> - V- r)l. 
Also gilt fiir alle Alternantenpunkte x0 ,..., x, von (f+,f-, r,,) wegen 
IV - r3W 2 I (f - r)(xi>l 
die Beziehung 
(-l)i 4xiXr - ro)W = (- 1Y 4xdKf- ro)(xi) - (f - r)Wl 3 0. 
Nach dem vorhergehenden Hilfssatz gilt dann: 
r = r. . 
Bevor wir ein Analogon zum strengen Eindeutigkeitssatz von Cheney [2,3] 
angeben, wollen wir einen Hilfssatz von Cheney [3] anftihren. 
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HILFSSATZ 3.2. Sei r,, = PO/q,, ein Element tlon R (R iiber [a, b] betrachtet) 
mit dim(P + r,,Q) = dim(P) + dim(Q) - 1. 
Wenn nun ftir p E P und q E Q gilt 
(1) II P II + II 4 II = II PO II + II 90 IL 
(2) P = ro9, 
(3) d-4 t 0 in [a, bl, 
dannistp=p,undq=q,. 
Beweis. Vgl. Cheney [3, S. 1651. 
SATZ 3.3 (Strenger Eindeutigkeitssatz). Sei r, = PO/q0 E R eine Minimal- 
&sung zu (f f, f -) E OU[a, b] mit einer Alternante der Ldnge 1 + q(P + roQ). 
Wenn jetzt v(P + r,Q) = dim(P) + dim(Q) - 1 ist, dann existiert eine 
Konstante y > 0, so daJl ftir alle r E R gilt: 
4) t 4ro) + Y II r - r. Il. 
Beweis. Wir machen zwei Fallunterscheidungen. 
(a) pR(f +, f -) = 0: Dann gilt 
4) = ll(f+ - r, f - - r>ll 3 IO - r. , r - roN - ll(f + - r. , f - - r3ll 
= II r - r. Il. 
Also ist y = 1. 
(b) px(f f, f -) > 0: Zu jedem r E R mit r # r, definieren wir: 
y(r) := (4) - 4ro>>/ll r - r. Il. (3.2) 
Wir mtissen nun zeigen, da13 0 kein Haufungspunkt von y(r) ist. Dazu 
nehmen wir indirekt an, es gebe eine Folge {rk} in R, so da13 
(1) rK # r, fiir k = 1, 2,..., 
(2) y(r,)+Ofiirk-+ co. 
Weiter sei rK = pk/qk mit pk E P, qk E Q und qk(x) > 0 in [a, b]. Wir kiinnen 
annehmen, daf.3 
I\Pk tI + /I qk /I = 1 fiir k = 0, 1, 2 ,.... 
Setzen wir 
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dann ist p1 > 0 und p2 > 0 und es gilt: 
[ a?) I d WJllPk II d l/P1 fur v = 1,2,..., 12 und 
1 pi”’ 1 < (&Z)il 4k 11 < 1//-h fur v = 1, 2,..., m 
Da also ( 01, (‘) ( fur v = l,..., n und k = 1, 2,..., und 1 /$“’ 1 fur v = l,..., m 
und k = 1, 2,..., beschrankt sind, existiert also eine konvergente Teilfolge 
von { pk} und eine von {qk}. 
Wir nehmen 0.B.d.A. an: 
PK’PEP fiir k---f co 
Lh’qEQ fur k-t oz. 
Sei nun y(rk) < $, dann gilt wegen (3.2): 
\I rk - rO 11 = ii(rk - yO ? rk - rO)ii 
< Il(f+ - ro ,f- - r0)11 + ii(f+ - rk ,f- - rk)ll 
< 2 Il(f+ - rO ,f- - rO)il + 8 11 rk - rO 11 
oder 
Also ist (1 rk - r. jl hiermit beschrankt fur k = 1, 2,.... Wir wollen jetzt zeigen, 
dal3p = r,qist: Sei a < x0 < x1 < ..* < x, < b Alternante zu (f+,f-, ro), 
also xi E ‘iDI und sgn(f(xJ - ro(xi)) = (-l>” E fur i = 0, l,..., r) (C = +l 
oder E = - 1). Dann gilt fur i = 0, I,..., q: 
y@k)ll rk - rO 11 = &k) - d(rO)p 
2 (- 1)2 E(f - rk)(xi) + z(xi) - (- 1)’ c(f - r&xi) - z(xd 
= (-1)” c(ro - rk)(xi) 
= (-l)ic rO(xd qk@i) - Pkcxi) 
4kW - 
Durch Grenztibergang k + co folgt fur i = 0, I,..., r]: 
(-l>i E(P - roq)(xi) 3 0. 
(3.3) 
Aus Hilfssatz 3.1 folgt nunp = r,,q und aus Hilfssatz 3.2~ = p. und q = q. . 
Da qo(x) > 0 fur x E [a, b], existiert ein 8 > 0 mit qo(x) 3 26 in [a, b]. 
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Wir kiinnen also o.B.d.A. annehmen, da13 qk(x) 2 6 ist in [a, b] fiir 
k = 1, 2,.... Nun sei 
Da das Infimum angenommen wird, ist nach Hilfssatz 3.1 c > 0. Aus der 
Definition von c und Ungleichung (3.3) folgt, daD ein Alternantenpunkt 
xj( j = j(k)) existiert mit: 
drk)ll rO - rk 11 > c-l)' &Oqk - Pk)(%)/qk(%) 
3 (- 1Y 4roqk - Pkh) 
3 c - II roqk - pk II 
3 c8 // - rk 11. r0 
Da rk # r, ist fur alle k und y(rk) -+ 0 fur k + co, fiihrt dies zu einem Wider- 
spruch. 
FOLGERUNG 3.1. 1st r,, = PO/q0 E R,“[a, b] Minimall6sung zu (ff, f-) E 
0 U[a, b] mit einer Alternante der Liinge n + m + 2, p,, und q,, teilerfremd und 
min(n - ap, , m - 84,) = 0, dann gibt es ein y > 0, so daJ fiir alle 
r E R,“[a, b] gilt: 
4) 2 4,) + Y . II r - roll. 
4. STETIGKEITSEIGENSCHAFTEN 
Wie in der Theorie der Tschebyscheffapproximation einer einzigen 
Funktion fiihren wir nun einen Bestapproximationsoperator T ein, der dem 
Paar (f+,f-) E OU[a, b] die Menge aller Bestapproximationen aus R zu- 
ordnet: 
W+,f-) := (r E R I 4) = p~(f+,f-1). 
Diese Menge kann leer sein. Im Falle R = Rmn[a, b] ist T(f+,f-) nicht 
leer, wie man durch fjbertragung des Existenzsatzes ftir die Approximation 
einer Funktion erkennt. Jedoch kann es such in diesem Fall mehrere 
Minimallijsungen geben. Ein einfaches Beispiel dafiir ist folgendes: 
In [O, l] sollen die Funktionf+(x) = 1 - x undf-(x) = 0 durch Geraden 
approximiert werden. Dann ist {l/2 - cx ( 0 < c < l> die Menge der 
Minimallijsungen (Abb. 1). 
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Abb. 1 
Maehly und Witzgall [I l] haben als erste eine hinreichende Bedingung 
fur die Stetigkeit von T bei der Approximation einer Funktion durch Elemente 
aus &“[a, b] angegeben. Werner [14] zeigte, da13 sie such notwendig ist. 
Spater hat Cheney [2] bestatigt, dal3 diese Bedingung such fur verallge- 
meinerte rationale Approximation hinreichend ist. Zusammen mit Loeb 
[6] zeigte er ihre Notwendigkeit. 
Im folgenden wollen wir diese Bedingung verallgemeinern auf die Simultan- 
approximation und fiihren dazu einen verallgemeinerten Begriff der 
Normalitat ein. 
DEFINITION 4.1. (f+,f-) E 0 U[a,b] heil3t normal, wenn es ein r, E T(f+,f-) 
gibt mit den Eigenschaften: 
(1) q(P + r,Q) = dim(P) + dim(Q) - 1 
(2) r0 wird durch eine Alternante charakterisiert. 
Aus dem Eindeutigkeitssatz 3.2 folgt sofort 
SATZ 4.1. Ist (f+, f -) normal, dann besteht T(f+, f -) aus genau einem 
Element. 
Falls f+ = f - ist, dann ist diese Definition der NormalitHt mit derjenigen 
bei einer einzigen zu approximierenden Funktion identisch. In diesem Fall 
ist die Eigenschaft (2) immer gesichert. 
SATZ 4.2. Ist f + = f - E R oder (f +, f -) normal, dann gibt es eine Umge- 
bung U von (f +, f -) in OU[a, b], so da& T(g+, g-) # % ftir alle (g+, g-) E U. 
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Es existiert weiterhin eine Zahl p > 0, so da,B fiir r, E T(f-t,f-) und 
r, E T(g+, g-) gilt: 
II r. - r, II d B Il(f+,f-> - k+, g-II. 
Beweis. Wir wollen zuerst den zweiten Teil des Satzes beweisen. Dazu 
machen wir zwei Fallunterscheidungen. 
(a) f+ = f- E R: Dann ist r0 = f+ = f- und es gilt: 
II r. - ru II G ll(r, , r,> - k+, g-It + IIW, g-> - (f+,f-II 
< 2 ll(ff,f-> - cg+, g-)/l. 
Wir kiinnen also /3 = 2 wahlen. 
(b) (ff, f-) sei normal: Die Suche nach einer Minimallbsung zu (gf, g-) 
kann auf solche r E R beschrankt werden mit 
Kg+, g-> - (r, r)ll d Ilk+, g-> - (r. , roo)ll. 
Wegen des strengen Eindeutigkeitssatzes gilt fur solche r: 
Y II r - r. II < II (f+,f-1 - k rll - II (f+J-) - (ro, roll 
d Mf*,f-> - (g+, g-)11 4- IIW, g-> - (I, r>it 
- Il(f+,f-) - (r, , r&II 
< lKf+,f-> - k+, s-)11 + lb+, s-9 - PO , roll 
- Il(f+,f-> - (r. , rJll 
< 2 Il(ff,f-) - (g+, g-N 
Also gilt fur r, E T( g+, g-): 
II r, - r0 I/ < 29 ll(f*t,f-> - kf, g-It. 
Damit konnen wir /3 := 2y-l setzen. 
Urn den ersten Teil des Satzes zu beweisen, sei r,, = PO/q0 und 
(/pO 11 + II q. 1) = 1. Die Zahl eI := (l/2) min,,I,,,l qo(x) ist grot3er als null. 
Wir wlihlen nun Ed > 0 so, da13 aus 
r = p/q E R, 
IIPIl+l14l1= 1, *l14--%Il 4%' 
II r - r. II -=c 2, i 
Eiae solche Zahl e2 existiert, denn nehmen wir an, es gebe eine Folge 
hJ = {pk/qkl in R mit 
Ii ccc II+ II Pk II = 1, 11 rk - r. I/ k-rao_ 0 und II qk - % II a El 9 
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dann folgt 0.B.d.A. aus dem Satz von Bolzano-WeierstraD (wie im Beweis 
von Satz 3.3): es existieren q E Q und p E P mit 
(1) q(x) >, 0 in [a, bl 
(2) jjp-p,/-+Oftirk+ co 
(3) 11 q - qr 11 + 0 fur k ---f co. 
Aus 11 rk - y0 jj + 0 fur k -+ co folgt dann wegen 
IIpk - rOqk 11 = // qk('k - rO)il < 11 rk - rO 11 
such ((pk - r,q, (( -+ 0 fur k - co. 
Damit gilt wegen 
die Beziehung p = r,q. Nach Hilfssatz 3.2 ist dann q = q. und p = p. , im 
Widerspruch zu II q - q. (1 >, cl . 
Urn den Beweis zu vollenden, sei nun 
u := !(g+, s-1 E OUb, bl I Il(f+,f-> - (g+v g-II < $1 
Dann erftillt eine Minimallosung rs zu (g+, g-) E U, falls sie existiert, wegen 
(a) und (b) die Bedingung 
II rg - r. II < l 2 . 
Wenn wir nun rs = p/q durch j/p 11 + Ij q // = 1 normieren, folgt also: 
II 4 - 40 II < El * 
Deshalb kijnnen wir uns bei der Suche nach einer Bestapproximation zu 
(g+, g-) E U auf 
1 r=%ERIIlpli+ llqll=1.4(.u)~~,i~[~,~l~ 
beschranken. Diese Menge ist kompakt in C[u, b] und enthalt damit eine 
Minimallosung zu (g+, g-) E U. 
Es ist noch offen, ob die Bedingung in diesem Satz such notwendig fur die 
Stetigkeit des Bestapproximationsoperators ist. 
5. EINE VERALLGEMEINERUNG EINES VERFAHRENS VON CHENEY-LOEB 
Cheney und Loeb [4] leiteten ein Verfahren zur Losung der rationalen 
Tschebyscheffapproximation einer einzigen Funktion her, das nicht die 
Existenz einer Alternante wie der Remez-Algorithmus benutzt. Da bei der 
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Simultanapproximation zweier Funktionen f+ und f- iiber dem Interval1 
[a, b] nicht in jedem Fall eine Alternante existiert, erscheint es sinnvoll zu 
versuchen, ein Verfahren zu verallgemeinern, das nicht auf einer Alternante 
beruht. 
Es sei wieder (f +, f -) E OU(B) und P, Q, und R wie in 2. Wir wollen also 
d(a) = rnaxzGB {[ f(x) - ~(a, x)1 + Z(x)} beziiglich R minimieren (f und Z 
wie in 1.4 bzw. 1.5). Bei der Suche nach einer Minimahiisung kijnnen wir uns 
auf solche a E lF!n+m it Ij u I/ < 1 beschranken. Dabei sol1 
Bei dem folgenden Iterationsverfahren sei der Ausgangsvektor a1 mit 
11 u1II < 1 so gewghlt, da13 
qv, x) > 0 fur alle x E B. 
Wir nehmen nun an, wir haben uk mit (1 urz /j < 1 und q(u”, x) > 0 fur alle 
x E B bestimmt. Dann definieren wir fur a E lRa-tm die Hilfsfunktion 
&(a) ist eine in iRn+m konvexe, also such stetige Funktion (vgl. Collatz- 
Wetterling [7, S. 771). 
Wir bestimmen un einen Vektor b k+l G BBn+?* so, da13 er die Funktion S,(u) 
im Einheitswiirfel 11 a 11 < 1 minimiert. Dies ist ein Problem der konvexen 
Optimierung. Wir behaupten: 
(a) 1st q(b”+l, x,) = 0 fur ein x0 E B oder S,(bk+‘) = 0, dann ist 
(a”, .) Minimalldsung zu (f+, f -) E OU(B). 
Beweis. 1st q(bkfl, x0) = 0, so folgt aus (5.1): 
Sk(bk+l) 3 1 p(b”+l, x,)1 b 0. 
Wegen 
S,(a”) = sup (qW, x>[l f(x) - r(ak, $1 -l- Z(x) - 4~91~ = 0 
XEB 
ist S,(b”+l) = 0, und wir brauchen nur noch fur diesen Fall zu zeigen, 
daB r(us, .) Minimallosung ist: Nehmen wir indirekt an, es gebe eine bessere 
Approximation als ~(8, *), z.B. r(b, a). Dann ist d(b) = A(&) - e1 mit 
Ed > 0. Weiterhin gilt: 
S,(b) = “,‘t~p Mb, x>[lf(x) - r(b, 41 + Z(x) - &VI 
= zf: Mb5 x)[l f(x) - r(b, $4 + Z(x) - 4b) - 4. 
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Da es ein Ed > 0 gibt mit q(6, x) 3 Q fur alle x E B, folgt: 
S,(b) < --El+ < 0. 
Dies ist aber ein Widerspruch zu 6,(6”+1) = 0. 
Liegt also die Situation (a) vor, dann setzen wir 
ak+i .- ‘,k .- fur j = 1, 2,..., 
und das Verfahren ist beendet. Andernfalls definieren wir 
ak+l := bk'l 
und wiederholen das Verfahren mit der Hilfsfunktion S,+l(u) usw. 
Fur dieses Verfahren gilt dann folgender Satz: 
SATZ 5.1. A@“) konvergiert monoton fallend gegen die Minimalabweichung 
pR(f +, f -). Die Konvergenz ist mindestens linear, d.h. 
4”+l) - pdf+,f-) < r(A@“) - pdf+>f-1) mit O<y<l, 
falls eine Minimalliisung existiert. 
Beweis. 1st q(uktl, x) > 0 fur alle x E B und 6,(ak+l) < 0, dann gilt fur 
alle x~ B: 
1 f(x) - r(uk+l, x)1 f Z(x) < A(d) 
und daher 
A(a”+l) < A(ak). 
Die Folge {A(ak)) ist also monoton fallend und hat einen Grenzwert L. Wir 
mtissen nun zeigen, dafi L = pR(f+,f-): Dazu nehmen wir indirekt an, L 
sei nicht gleich pR(f+, f-). Dann existiert eine Funktion r(a’, *) E R mit 
A(d) -=c L und 1) a’ 11 Q 1. Es gilt nun: 
sk(ak+‘) d 6,@‘) = ;t;h(a’, x)[\f(x) - rb’, x>l + z(X) - &lc)l>. 
Wegen 
folgt also 
If(x) - r(a’, xl + Z(x) < A@‘) < A@“) 
akhk+‘) < Sk@‘) < ;tf: {da’, xUW> - &“)I1 
= oc[A(u’) - A(u”)], 
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wobei 
Ebenso erhHlt man: 
a := n$l q(u’, x) > 0. 
0 2 &&“+‘) >, p sll; (I f(x) - r(ak-tl, x)1 + 2xX) - 4akN 
= /3[Ll(u”+‘) - Ll(uk)], 
wobei 
/3 := sup max q(u, x) > 0. 
IlallS1 ZEB 
Dann gilt: 
Fi.ir k --t 00 folgt daraus: 
Dies ist aber ein Widerspruch zu d(u’) < L. Also ist L = pR(f+,f-). 
1st r(b, -) mit 11 b 11 < 1 Minimalliisung zu (f+,f-), dann folgt die lineare 
Konvergenz aus: 
d(u”+‘) - d(u”) = d(a”+‘) - pR(f+,f-) + pR(f+,f-) - 4ak) 
d (dwR(f+,f-) - 4m 
wobei 
% := $2 q(b, x). 
Durch Umschreiben erhPIt man Gmlich: 
4ak+7 - pdf’,f-I < (1 - %/m4~k> - Pfu+,f-)l. (5.2) 
DabeiistO < 1 - q/p < 1. 
Bemerkung. Da die Vektoren ak beschrgnkt sind, existiert eine Teilfolge, 
n trn die gegen einen Vektor b E Iw konvergiert. Bei rationaler Polynom- 
approximation i.iber dem Interval1 [a, b] kijnnen wir zeigen, da13 r(b, .) 
Minimalltjsung der vorgeschriebenen Form ist, wenn man zuvor gemeinsame 
Faktoren in Zghler und Nenner ki.irzt. 
Falls (f+, f-) E 0 W[a, b] normal ist, dann kann man iiber die Konvergenz 
der Funktionen r(ak, -) folgendes aussagen. 
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SATZ 5.2. Ist (f f, f -) E OU[a, b] normal, dann konvergieren die Funk- 
tionen r(ak, .) aus dem oben beschriebenen Verfahren linear gegen die Minimal- 
16sung r0 von (f +, f -): 
11 r(ak, .) - r0 11 < A&-l mit Ofe<l. 
Beweis. Aus dem strengen Eindeutigkeitssatz und aus (5.2) folgt: 
II r(ak, *> - r. II d Y-W~“) - fdf+,f-)I 
< y-1 (1 - 7),-l [L&z3 - PR(~+, f-11. 
Mit 19 := (1 - q//3) und A := y-l[d(al) - ~&+,f-)] ergibt sich die 
Behauptung. 
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