Certified code is a general mechanism for enforcing security properties.
Introduction
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Certijied code is a general framework for verifying security properties in untrusted programs.
To use this security architecture, programmers and compilers must attach a collection of annotations to the code they produce. These annotations can be proofs, types, dr encodings of some other kind of formal system. Regardless, there must be some way of reconstructing a proof that the code obeys a certain security policy, for upon receiving annotated code, an untrusting web browser or operating system will use a mechanical checker to verify that the code is safe before executing it. For example, Necula and Lee's proof-carrying code (PCC) implementation [20, 191 uses a first-order logic and they have shown that they can check many interesting properties of hand-coded assembly language programs including access control and resource bound policies [ 221.
In prder to make certified code a practical technology, it must be possible to generate code and certificate automatically. However, so far, certifying compilers have focused on a limited set of properties.
For example, the main focus of Necula and Lee's proof-generating compiler Touchstone [21] is the creation of efficient code; the security policy it enforces is the standard type and memory safety. Other frameworks, including Kozen's efficient code certification (ECC) [8] and Morrisett et al.'s Typed Assembly Language (TAL) [18, 171, concentrate exclusively on standard type safety properties.
The main reason that certified code has been used in this restricted fashion is that automated theorem provers are not powerful enough to infer properties of arbitrary programs and constructing proofs by hand is prohibitively expensive. Unable to prove security properties statically, real-world security systems such as the Java Virtual Machine (JVM) [12] have fallen back on run-time checking.
Dynamic security checks are scattered throughout the Java libraries and are intended to ensure that applets do not access protected resources inappropriately.
However, this situation is unsatisfying for a number of reasons: l The security checks and therefore the security policy is distributed throughout library code instead of being specified declaratively in a centralized location. This can make the policy difficult to understand or change.
F There is no way to verify that checks have not been forgotten or misplaced. There is no way to optimize away redundant checks and certify that the resulting code is safe.
Figure 1 presents a practical alternative for producing certified code. First, we give a formal specification of a security policy. Then, during compilation, the security policy dictates when to insert run-time security policy might state that ._ _.
checks. For example, the programs cannot use the network atter they have read any local files. In this case, the compiler places run-time checks around every call to a network operation to ensure the program does not use the network after reading a file. Next, the program is optimized, removing run-time checks whereever it is safe to do so. However, each time the optimizer removes a check from the program, it must leave behind enough information to be able to verify that calling the function is still safe.
When compilation has been completed, software will verify that the resulting code is safe and then link the application program with the rest of the system. In order to ensure the security policy is obeyed, the software will obviously have to use the formal policy specification.
It can either do this directly or, as shown in Figure 1 , it can compile the high-level interface into a low-level interface and use the specification to annotate the result. For example, if the high-level system interface contains a network API, and the security policy is the one described above, an automated tool might compile the API into some low-level format and annotate the low-level code with preconditions requiring that the application
has not yet read a file. When the verifier checks an application that uses the network, it must be able to prove these preconditions are satisfied. This framework has a number of advantages over other security architectures.
First, by defining the security policy independently of the rest of the system, it may be simpler for the implementer of the security system to write or change the policy, and easier for the applications programmers to understand it. The fact that the security policy can be defined in terms of a high-level system interface rather than its low-level implementation will also make the policy easier to understand.
Second, for a large class of security properties, a compiler can use run-time checks to ensure that any program can be automatically rewritten so that it is provably secure. This mechanism relieves the programmer of the burden of constructing proofs that his or her programs obey the security policy. In fact, although applications programmers need to be aware of and to follow the security policy (otherwise their programs will be terminated prematurely), the high-level programming model need not change at all. Third, there is clear separation between the trusted and untrusted components of the system.
More precisely, we must . trust that:
The formal security policy specification implies the desired semantic properties.
The annotated low-level system interface enforces the formal security policy specification and the code that performs run-time checks is correct.
The verification software is correct.
However, because verification is independent of the instrumentation algorithm, we do not have to trust the application program or its compiler.
Untrusted parties can write their own application-specific instrumentation and optimization transformations.
In fact, programmers do not even have to use the same source language. They can write programs in different languages and then compile them into a common intermediate form or even write low-level code by hand. Regardless of the source of the application code, it can and will be verified before it is linked into the extensible system. In this paper, we explore one particular instance of the general framework:
l Our source language is type-safe. Type safety enforces many essential safety properties statically without having to resort to run-time checking.
l Our formal security policies are specified using security automata (24, 271. We have chosen security automata because they are very expressive, able to encode any safety property [24] . Moreover, security automaton specifications can always be enforced by inserting run-time checks. Given a security automaton specification, a compiler can automatically rewrite any source language program so that it obeys the security policy. l Our target language is dependently-typed.
We encode the security automaton definition in the types of the security-sensitive operations. The type system is powerful enough to enforce any security automaton specification and yet is flexible enough to allow a number of optimizations.
Why use a type system? There are other frameworks for static verification.
For example, Necula and Lee use a verification-condition generator that emits proof obligations in the form of first-order logic formulae with some extensions. Such a framework has clear advantages: First-order logic is extremely expressive and yet has simple proof rules. One advantage of type theory is that it handles higher-order features such as first-class functions and continuations naturally.
This fact is particularly important when handling low-level languages because even the results of compiling procedural languages without function pointers are naturally higher-order:
When a piece of machine code "calls" or jumps to a procedure, it passes the return address explicitly to the code it jumps to and therefore every machinelanguage code fragment can be thought of as a higher-order function. Higher-order type constructors are also very useful in low-level langauges. They can help compress redundant information and are used extensively in TAL to speed type checking [ 151.
In practice, there are ways to work around some of these difficulties and stay within a first-order system. For example, Necula and Lee fix the calling convention in their PCC implementation so they do not have to treat return addresses as first-class functions. However, this decision prevents them from performing some optimizations such as tail-call elimination. In order to keep proof sizes small, Necula and Lee have extended conventional first-order logic with high-level language-specific axioms. Perhaps the most compelling reason for using a type system is to be able to draw upon the vast literature on typedirected compilation.
This large body of knowledge certainly lead researchers to focus on certifying compilers for type-safety properties in the first place. We already know how to preserve many kinds of typing invariants from top to bottom, through the compilation of (higher-order) modules [5, lo] , closure conversion [13] and code generation [18] . It is less clear how to preserve proofs represented in other formalisms through these transformations.
Moreover, there has been much research on implementing efficient, decidable type checking and type reconstruction algorithms for practical programming languages. By choosing a type system as the foundation for security, we can immediately take advantage of existing these implementation techniques and theoretical results. Of course, using a type system throughout compilation does not prevent implementers from encoding the final low-level results in another logic or logical framework, if they choose to do so.
The remaining sections of this paper describe our approach to security in more detail.
First, in Section 3, we present security automata, our mechanism for specifying security policies.
Our presentation is derived from work by olfar Erlingsson and Fred Schneider [24, 271. Next, Section 4 defines a generic typed target language for our compiler. This language is a dependently-typed lambda calculus that can encode any security automaton specification. After defining the generic language, we explain how to automatically construct a typed system interface that will specialize the language so that it enforces the policy of a particular automaton. Section 5 shows how to automatically instrument programs written in a high-level language (the simply-typed lambda calculus) and explores optimizations to the procedure. The last section discusses additional related work.
Security Automata
In our system, security policies are specified using security automata [24] . These automata are defined similarly to other automata [7] : They possess a set of states and rules for making transitions from one state to the next. The author of the security policy determines the set of states and the transition relation. One of these states is designated as the bad state and entry into this state is a violation of the security policy.
Security automata enforce safety properties by monitoring programs as they execute. Before an untrusted program is allowed to execute a security-sensitive or protected operation, the security automaton checks to see if the operation will cause a transition to the bad state. If so, the automaton terminates the program. If not, the program is allowed to execute the operation and the security automaton makes a transition to a new state. For example, a web browser send0 read(f) However, assuming the web browser wants to ensure some level of privacy, the open, read, and send operations will be designated protected operations. Before an untrusted applet can execute one of these functions, the browser will check the security automaton definition to ensure the operation is allowed in the current state.
By monitoring programs in this way, security automata are sufficiently powerful that they can restrict access to private files or bound the use of resources. They can also enforce the safety properties typically implied by type systems such as memory safety and control-flow safety. In fact, security automata can enforce any safety property [24] . However, some interesting security policies including information flow, resource availability, and general liveness properties are not safety properties and cannot be enforced by this mechanism. Nevertheless, Schneider [24] points out that some of these applications can still use a security automaton:
The automaton must simply enforce a stronger property than is required. For example, the policy that admits any program that allocates a finite amount of memory cannot be enforced by a security automaton.
However, security automata can enforce the policy that prevents a program from allocating more than an a priori fixed amount (such as 1 MB) of memory. The latter policy reduces the number of legal programs that can be written (a program that allocates 1.1 MB will be prematurely terminated), but it may be effective in practice. Figure 2 depicts a security automaton that enforces the simple policy that programs must not perform a send on the network after reading a file. The security automaton actually has three states: the start state, the has-read state, and the bad state, which is not shown in the diagram. For the purpose of this example, there are only two protected operations: the send operation and the read operation.
Each of the arcs in the graph is labeled with one of these operations and indicates the state transition that occurs when the operation is invoked. If there is no outgoing arc from a certain state labeled with the appropriate operation, the automaton makes a transition to the bad state. For example, there is no send arc emanating from the has-read state. Consequently, if a program tries to use the network in the has-read state, it will be terminated. Figure 3 shows a second security automaton that restricts the amount of heap memory that a program can al- For our purposes, a security automaton (A) is a 6-tuple containing the fields summarized in Figure 4 . Like other automata, a security automaton has a set of states Q (either finite or a countably infinite), and a distinguished initial state qo. The automaton also has a single bad state (bad). Entrance into the bad state indicates that the security policy has been violated. All other states are considered "good" or 'accepting"
states. The automaton's inputs correspond to the application of a function f to arguments al, . . . , a, where f is taken from the set F (the set of protected operations) and al,..., a, are taken from A. A security automaton defines allowable behaviour by specifying a transition function 6. Formally, 6 is a deterministic, total function with a signature F + (Q x A) + Q where x denotes the set of lists al, . . . , h.
Upon receiving an in-
. . , a,), an automaton makes a transition from its current state to the next state as dictated by this transition function. If the security policy permits the operation f on arguments al, . . . , a, in the current state q then the next state, S(f)(q, al,. . . , u,,), will be one of the "good" ones. On the other hand, if the security policy disallows the operation then S(f)(q, al,. . . , a,,) will equal bad. Furthermore, once the automaton enters the bad state, it stays there. Formally, for all f and al,. . . , a,,, G(f)(bad, al,. . . , a,,) = bad.
The transition function 6 must also be computable. Moreover, the implementor of the security policy must supply code for a family of functions Sf such that Sf(q1, al, . . . , h) equals d(f) (a, al, . . . , a,) . In the following sections, we will use these functions to instrument untrusted code with security checks.
The language accepted by the automaton A, written
is a set of strings where a string is a finite sequence of symbols sr , . . . , Sn and each symbol si is of the form f (al,. . . , a,). The string sr, . predicate Accept(qo, ~1,.
. . , sn belongs to L(A) if the . . , sn) holds where Accept is the least predicate such that: Definition 1 (String Acceptance) For a11 states q and (possibly empty) sequences of symbols ~1,. . . , s,,, Accept(q, SI ,...,s,,) ifq# bad and:
1. Sl,. . . , sn is the empty sequence or 2. Sl = f(a1, . . . , a,,,) and 6(f)(q, al,. . . , a,,,) = q' and Accept(q', ~2,. . . , s,,)
The File System Policy
We can now define the file system policy described in the previous section. Infomally, the policy states that no network send is allowed after any file is read. For the sake of future examples, we extend this policy slightly by restricting access to some files; in order to determine whether or not the applet has access to the file a, we will have to invoke the function read?(a), which has been provided by the implementor of the file system. The corresponding security automaton has three states: start, the initial state; has-read, the state we enter after any file read; and, of course; the bud state. The protected operations, F, are send and read and the constants, A, include all files. The transition function 6, written in pseudo-code, is the following:
&end ( We can enforce the policies specified by security automata by instrumenting programs with run-time security checks. For example, according to the file system policy from the previous section, we must be in the start state in order for the send to be safe. A program instrumentation tool could enforce this policy by wrapping the code invoking send with security checks: let nezt = &end(CUrrent) in if nezt = bad then halt else send0
The first statement invokes the security automaton to determine the next state given that a send operation is invoked in the current state. The second statement tests the next state to make sure it is not the bad one. If it is bud, then program execution is terminated using the halt instruction.
After performing the initial transformation that wraps all protected operations with run-time security checks, a program optimizer might attempt to eliminate redundant checks by performing standard program optimizations such as loop-invariant removal and common subexpression elimination.
An optimizer might also use its knowledge of the special structure of a security automaton to eliminate more checks than would otherwise be possible.
An implementation developed by Erlingsson and Schneider [27] attests to the fact that security automata can enforce a broad, practical set of security policies. Their tool, SASI, automatically instruments untrusted code with checks dictated by a security automaton specification and optimizes the output code to eliminate checks that can be proven unnecessary. SASI is both flexible and efficient and they have implemented a variety of security policies from the literature. For example, using SASI for the Intel Pentium architecture, they have specified the memory and control-flow safety policy enforced by Software Fault Isolation (SFI) [28] . The SASI-instrumented code is only slightly slower than the code produced by the special-purpose, hand-coded MiS-FIT tool for SF1 [25] . As another example, using SASI for the Java Virtual Machine, they have been able to reimplement the security manager for Sun's Java 1.1. The SASIinstrumented code is equally as efficient as the Java security manager in some cases and more efficient in others. Because the SASI security policy is specified separately from the rest of the Java system, it is simpler to modify than in the current system.
The primary goal of the type system is to ensure that the protected operations are used in accordance with the security policy. In order to accomplish this task, we have taken an approach similar to Dependent ML [33] and embedded a logic into the type system. The logic described in this section is intentially kept simple for the sake of the presentation, but it is not necessary to restrict an implementation to this level of simplicity.
Section 5.2 explains how to extend the logic with some security-policy specific axioms that allow several optimizations.
Implementers should extend the logic further, if they find the need.
The type system and its logic allows a compiler to give each protected operation a type that specifies a precondition related to the security policy. This pm-condition must be proven before the function can be called. For example, in order to enforce our file system policy, the type of the send operation could include the following predicates:
PI : 6send(Current, next) P2 : next # bad They state that executing the send operation causes a transition from the state current to the state next, and moreover, that the next is not bad. Therefore, if the automaton is in the state current, and we can prove these predicates, code can call the send operation and the security policy will not be violated. Upon return, the type of the send operation should indicate that the automaton is in state next.
In general, given an arbitrary program, a type checker will not be able to prove all pre-conditions on protected operations.
These pm-conditions depend upon the current state of the automaton and statically tracking the automaton state through arbitrary code is undecidable. However, whenever the type checker cannot prove a pm-condition, a compiler can insert a run-time check. If we can reflect the result of the dynamic check into the static type system, then proving the pre-conditions will be straight-forward. The following example demonstrates how to verify that the wrapper code for the send operation is safe, assuming information from dynamic tests (such as $) can be reflected into the type system:
Predicate PI is the post-condition for the function &end, which implements the automaton transition function. The predicates PI and Pz, together with the information that the automaton is in the state current, are sufficient to prove the pre-condition on the send operation. In order to ensure the last condition is met (i.e. that the automaton is actually in the state described by the data structure current), the type system cannot trust the programmer to manipulate the state data structures properly. For instance, the type system must prevent a malicious programmer from substituting some unrelated state current' for the proper state current in the code above. So far during this informal explanation, we have been a little sloppy. On line (w) above, current is a value variable that is used at run-time, but on line (*), current is part of a compile-time expression (and similarly for current, next and 6send in the previous code fragment).
However, it is essential to make a clear distinction between the compile-time portion of the language and the run-time portion of the language. In the code above, successful compiletime verification was only possible after the run-time check was inserted. Nevertheless, run-time checks are not always necessary, and therefore it is not always necessary to physically pass the automaton state around. On the other hand, a sound type system must always track the state statically.
Therefore, if run-time.objects are not distinguished from compile-time objects, code will always pass the automaton state around at run-time, even when it is only used for compile-time verification. Since we are concerned with optimization as well as safety, we would rather not force this property on the language.
A second important reason to make a clean separation between run-time and compile-time expressions is to ensure that the compile-time component is decidable.
If the compile-time logic is a small subset of the run-time expressions, then it will be easy to decide. However, if run-time and compile-time are inextricably mixed together, as they are in some dependently-typed languages, then type checking will be as hard as deciding arbitrary program equivalence. Therefore, from now on, we will use hat notation to distinguish between compile-time (2) and run-time objects (x) whenever there might be ambiguity.
Despite this separation, certain run-time values, such as the state data structure current, must be reflected into the static type system. The type system includes singleton types for this purpose. For example, if a variable x has the singleton type s(s&%), then the type system is not only aware that x represents a state, but also that x represents the particular state start.
Unfortunately, when used in isolation, singleton types are actually too precise for most situations.
In the example above, the reason for the dynamic test was that the type system could not statically track. the automaton state precisely enough! Perhaps this program point occurs just after a join in the code or a return from an unknown function. In these cases, it may be impossible to give the state a precise type like S( s=) . Our solution to this problem is standard: Add polymorphism. After a join in the code, the exact state may be unknown statically.
However, the type system can describe that state using a type variable Q. If code has access to a physical object with type S(Q), then it can test the physical object against a known state. For example, if x has type S(Q), code can dynamically test z against the state bad using the expression if x = bud then er else e2. In this case, the expression er is checked in a context where bad has been substituted for the variable e, reflecting equality information, and the expression ee is checked in a context including the predicate next # bud, reflecting d&equality information. In both branches, the most precise information about the result of the run-time test is refiected into the type system.
Once we have added singleton types for automaton states, it is straight-forward to add singleton types for other values as well. These singletons will help encode policies that depend upon values other than the current state. Such policies are very common. For example, in our simple file system policy, the right to read a file depends upon the file that is requested for reading. In the memory bounds policy, the right to allocate memory depends upon both upon the amount of memory that has been allocated already (the current automaton state) and on how much more memory is being requested (the argument to the allot function).
Finally, in order to allow values with singleton types to be stored in data structures, such as arrays or lists, without making the type of the array or list too precise, the type system includes existential types. More generally, escaping singletons with type S(P) can be encapsulated using an existential type 3e:State.S( Q), and used generically. For example, the type +:Val.int(e) can be used as an unspecific, ordinary integer throughout the %ecurity-insensitive" code (such as the math library, for instance), but when the appropriate time comes (the code invokes a security-sensitive operation), the existential can be opened up and the necessary dependencies created. We use this property to simplify the formal instrumentation procedure.
Formal Definitions
Formally, the target language contains three main parts: the predicates P, the types 7, and the term level constructs. We will explain each of these parts in succession. Figure 5 presents the syntax of the entire language.
Predicates
Predicates, P, may be variables p or ,o, indices (constant predicates) L, or functions of a number of arguments L(PI,. . . , P,).
All of these predicates are compiletime only objects. Predicates are further divided into three distinct kinds:
Predicates that correspond to values of base type.' For each value a of base type, there is a corresponding index & of kind Val. By convention, we use p for variables of kind Val.
Predicates that correspond to security automaton states. For each automaton state q, there is a corresponding index 4 of kind State.
By convention, we use Q for variables of kind State.
Predicates that describe relations between values and/or states. These predicates have kind (61,. . . , IE,,) --) B where I3 is the boolean kind.
The last kind of predicate serves two purposes.
Predicates of the form d send(Pql, Pq,) describe the automaton transition function; they may be read "in state Pg,, executing the send operation causes a transition to state PQz ." A special predicate # (0, .) of kind (State, State) --+ B will be used to denote the fact that some state q is not equal to the bad state and consequently that it is safe to execute an operation that causes a transition into q.
We specify the well-formedness of predicates using the judgement @ l-P : tc where @ is a type-checking context containing three components: a predicate context A, a finite map I from value variables to types, and another predicate P' indicating the current state of the automaton. The latter two components are not used for specifying the wellformedness of predicates (they will be used for type-checking terms). The signature Z assigns kinds to the indices. Kinds for variables are determined by the predicate context A. The kind of a function symbol must agree with the kinds of the predicates to which it is applied. Due to space considerations, the formal rules have been omitted (see the technical report 1291 for details). Figure 6 gives the rules for proving predicates. The judgement Cp I-P indicates that the boolean-valued predicate P is true, and the judgement @ l-P instate indicates that the automaton is in state P. ' In order to simplify the presentation, we only consider policies that depend upon values of base type here. See Section 4.4 for further explanation. Aside from the special predicate # (., a), our predicates are completely uninterpreted.
This decision makes it trivial to show the decidability of the type system. However, some optimizations may not be possible without a stronger logic. To remedy this situation, implementers may add axioms to the type system provided they also supply a decision procedure for the richer logic. In Section 5.2, we show how to add security policy-specific axioms that allow many unnecessary security checks to be eliminated.
Types
As discussed in the previous section, we reflect values into the type structure using the singleton types b(P) (where b is a base type and P has kind Val) and S(P) (where P has kind State).
The second main type constructor is a polymorphic function type V[A].(P,rl,.
, TV) + 0. The predicate context A abstracts a series of predicate variables and requires that a sequence of boolean-valued predicates be satisfied before the function can be,invoked.
The predicate P in the first argument position is not a run-time argument to the function. Rather, it is another precondition requiring that the function be called in the state associated with P. The actual function arguments must have types ~1 through T,,.
The notation "+O" at the end of each function type is intended to indicate that functions in our language do not %eturn" the way high-level language functions normally do. All functions are written in continuation-passing style (CPS) so they are passed their return address (another function) explicitly and "return" by calling that function. We have chosen to present the language in CPS for two reasons. First, CPS linearizes the code and makes the flow of control evident; this is convenient for the type system because it must thread the static state component along the controlflow path. Second, CPS makes all run-time control transfers and compile-time information transfers occur using the same uniform mechanism.
In the latter case, code can use the same state abstraction mechanism (polymorphism) at all join points in the code (function returns, if statements) as it does on function call. Propagation of information from one code block to the next also occurs uniformly in all cases by proving a function pre-condition.
It is possible to avoid using CPS, but then we would need some special syntax to indicate how to propagate information from the two branches of an if statement to the join point, for instance. Of course, there are other reasons why CPS may be inconvenient in an implementation, and if this is so, the implementation could certainly add some special syntax.
We specify the well-formedness of types using the judgement @ t-T. In general, a type is well-formed if A contains the free variables of the type. Function types of the form v[A].(P,n,.
. . , TV) + 0 also require that P has kind State and that the predicates occuring in A have kind B. These rules are straight-forward, and due to space considerations, we have omitted them. They may be found in the technical report [29] . Because predicates are uninterpreted, we can use standard syntactic equality of types up to o-conversion of bound variables.
Values and Expressions
The typing rules for values have the form 9 l--v : T and state that the value v has type T in the given context. The judgement @ I-e states that the expression e is well-formed.
Recall that CPS expressions do not return values, and hence the latter judgement is not annotated with a return type. Figure 6 presents the formal rules. In these judgements, we use the notation a, p:r; to denote a new context in which the binding p:~ has been appended to the list of assumptions in Cp. The operation is undefined if p appears in a. The notations a, P and @,x:7 and the extension to a, A are similar, although P may already appear in a.
The values include variables and constants. The treatment of variables is standard, and a signature C gives types to the constants. it will not influence the execution of programs.
In a system with a more sophisticated logic than the one presented in this paper, we might not want to trust the correctness of complex decision procedures for the logic. In this case, we would replace [.I with a proof of the pre-condition and replace the type checker's decision procedure with a much simpler proof-checker.
Target language function values specify a list of preconditions using the predicate context A. Every function also expresses a state pm-condition P. The function can only be called in the state denoted by P. Static semantics rule (10) contains the the judgement @ I-P instate, which ensures this invariant is maintained.
This rule also enforces the standard constraints that argument types must match the types of the formal parameters.
Finally, because the predicate context is empty, any pm-conditions the function might have specified must have already been proven valid.
Rule (6) states that we type check the body of a function assuming its pre-conditions hold. In this rule, we use the notation Q + P to denote a context @' in which the state component of Q has been replaced by P. For example, suppose a function g is defined in the context A'; l?'; P'.
The type checker can use any of the predicates in A' to help prove g is well-formed but it cannot assume that g will be called in the state P'. The function g is defined here, but may not be used until much later in the computation when the state is different (P" perhaps).
It is tempting to define a predicate "in-state(P)" and to include this predicate in the list of function pm-conditions A. Using this mechanism, it may appear as though we could eliminate the special-purpose state component of the typechecking context.
Unfortunately, this simplification is unsound. Consider the following informal example: On the last line, the function g is invoked in a state q' when the function definition assumed it would be invoked in the start state. The example highlights the main difference between the state predicates and the others: The validity of the predicates in A is invariant throughout the execution of the program whereas the validity of a state predicate varies during execution because it depends implicitly on the current state of the machine.
Existential values are handled in standard fashion [14] . The value pack [P, v] as 3~~7 creates an existential package that hides P in r using p. (14) and (15) which deal with these redundant cases. Each rule type checks only the branch of the if statement that will be taken.
Operational Seinantics
The operational semantics for the language is given by the relation e -g e' (see Figure 7 ). The symbol s is either empty (.) or it is a protected function applied to some number of arguments (f(ar, . . . , a,,) ). Most operations, and, in fact, all of the operations shown in Figure 7 , emit the empty symbol. However, this figure does not show the operation of the protected functions. In the next section, we will explain the operational semantics of the protected functions f in the context of a signature for a particular security automaton.
We have given a typed operational semantics to facilitate the proof of soundness of the system. However, inspection of the rules will reveal that evaluation does not depend upon types or predicates, provided the expressions are wellformed. Therefore we can type-check a program and then erase the types before executing it.
The Secure System Interface
In order to specialize the generic language, we construct a typed interface or signature for the constants in the language. Untrusted code will link against this interface. However, recall from the introduction that application programmers are intended to follow their regular routine of programmming in a high-level language against a high-level system interface.
Therefore, we need to obtain the secure target language interface from the high-level interface and the security automaton definition.
We assume that the high-level interface for constants a and protected operations f is given by a signature CdOUrCe 'Another reasonable choice would be to add an equality predicate = (p, 4) to the context on a successful branch instead of performing a substitution. This would make checking the two branches more symmetric.
However, it would be necessary to look up these equality predicates to decide type equality. By using substitution, we may continue to use simpler syntactic equality on types.
V('ul,..., The value signature specifies that objects a and states q are given the correct singleton types. For each protected function f in the source language, the target language contains two functions. The function Sf is supplied by the implementer of the security policy; it is used to dynamically determine the automaton state transition function given the program executes the function f in the state ~1 with arguments identified by ~1,. . . ,pn. When Sf has computed the transition, it calls its continuation, passing it the next state ~2 so the continuation can test this state to determine whether it is bad. The continuation assumes the predicate ~ff(el,ez,Pl,***, pn) . Before calling the function f itself, we require that the type-checker be able to prove that f will make a transition to some state other than the bad state. Hence the pm-condition on f states that we must know the automaton transition that will occur (6f (~1, pz, pi, . . . , pn)) and moreover that the new state ~2 is not equal to bad. Now that we have fully defined the target language and specialized it for a particular security automaton, we can prove that the type system satisfies a number of properties. In the next section, we show the target language type system is sound and enforces the security policy. We say that an expression e is secue with respect to a security automaton A in state q, written A; q t-e, if
1. 4 # bad and there exist predicates Pi,. . . , P,, such that:
2. A k Ps, for 1 5 i 5 n 3. P*,...,P,;.;q^te If we can prove that an expression e is secure in our deductive system then the expression should not violate the security policy when it executes. The soundness theorem below formalizes this notion. The first part of the theorem, Type Soundness, ensures that programs obey a basic level of control-flow safety. More specifically, it ensures that expressions do not get stuck during the course of evaluation.
An expression e is stuck if e is not halt and there does not exist an e' such that e -# e'. Hence, Type Soundness implies a program will only halt when it executes the halt instruction and not because we have applied a function to too few or the wrong types of arguments. The second part of the theorem, Security, ensures programs obey the policy specified by the security automaton A. In other words, the sequence of protected operations executed by the program must form a string in the language C(A).
In this second statement, we use the notation ]sr , . . . , sn] to denote the subsequence ofthesymbolss~,..., s,, with all occurences of. removed. Finally, inspection of the typing rules will reveal that for any expression or value, there is exactly one typing rule that applies and that the pre-conditions for the rules only depend upon subcomponents of the terms or values (with possibly a predicate substitution).
Judgements for the wellformedness of types and predicates are also well-founded so the type system is decidable: Proposition 4 It is decidable whether or not @ I-e.
Discussion
The type system described in the previous section is somewhat complicated. Fortunately, little of the type system is specialized to encode security automata in particular.
For example, the basic building blocks of the language are polymorphism, singleton types, and existential types. Stronglytyped languages for optimizing data representations like Xi and Pfenning's Dependent ML [33] already contain these type constructors so that they can safely solve other data representation problems. For example, singleton types are useful for representing tagged unions [ 15) and performing array bounds check elimination [32] . The TIL(T) and FLINT compilers use existential types to encode closures [13] and Java classes [9] , respectively. Polymorphism is ubiquitous. On the other hand, in order to represent the security automaton's state and its transition function, the typing rules for the language manipulate a state component and a collection of predicates, which are less standard features for a type system. Still, these features do appear in other type systems for Iow-level languages. For instance, TALx86 [15] , the Typed Assembly Language implementation, contains a state component for reasoning about alissing and stateful operations such as object deallocation (261. Both Dependent ML and TAL1186 contain a collection of predicates for reasoning about arithmetic so that programs can eliminate array bounds checks.
The fact that there can be significant reuse of many of the type constructors in our language makes the trusted computing base more manageable.
It also eases the implementation burden.
We believe it is feasible to add all of the features necessary to scale the language up to a full, practical compiler intermediate or target language. In fact, as noted above, the TALx86 implementation already contains almost all of the necessary features. Below, we briefly mention a few of the issues.
Language Extensions
In general, adding standard (typesafe) programming language features for use by the application program poses no difficulties for this framework. However, if security policies themselves depend upon higherorder functions or immutable data structures such as tuples and records, we will have to track the values of these data structures in the type system using singleton types as we did for values of base type. The simplest way to handle this extension is to use an allocation semantics (See, for example, [16] ). In this setting, when a function closure f ixg[A](. . .).e is allocated, it is bound to a new address (e). Instead of substituting the closure through the rest of the code as we do now, we would substitute the address (1) through the code Ibl I(T*,... , Tn) --) 01 All the other mechanisms remain unchanged. For the sake of simplicity, we decided not to present this style of semantics. Adding mutable data structures to the programming language is also straight-forward, unless the security policies depend upon their contents. In the latter case, the state of that data must be encoded in the state of the automaton. The assignment operator must be designated as a protected operation that changes the state.
There are aIso several ways to extend the type portion of the language.
For example, Xi and Pfenning's Dependent ML contains existential dependent types of the form 3[p:Val, P(p)].~(p), which can be read "there exists a value p such that P(p) and that p has type 7." Such existentials could be useful in a security setting. For example, they would allow users to manipulate collections of files that all have the property that they are readable or writeable.
Program Instrumentation
It is easy to design a translation that instruments a safe source language program with security checks now that we have set up the appropriate type-theoretic machinery in the target language.
In this section, we instrument programs written in a simply-typed continuation-passing style Ianguage. The syntax of the language can be found in Figure 10 . We will assume a static semantics given by judgements l? b80Ur.ce 2) : 7 and l? ksource e where I' is a finite map from value variables to types. Constants a and f are given types by the source signature &~O,,pc. described in the previous section. Other than this, the semantics are entirely standard and have been omitted. Figure 9 gives the instrumentation algorithm in two parts: a type translation and a term translation.
Here and in later sections, we will use the abbreviation:
. . ,u,,,fix-(A].(z1:71,. . . , z,:-r,,).e)
In the translation in Figure 9 , we assume predicate and value variables bound by let are fresh. The interesting portion of the type translation involves the translation of function types. The static semantics maintains the invariant that programs never enter the bad state and we naturally express this fact as a pre-condition to every function call. Hence the translation of (~1, . . . , T,,) ---) 0 is V[e:State, # (e, bad)].(e,S(e), 1~11,. . . , IT,,!) + 0. In general, we may not know the current state statically so we quantify over all states e, provided Q # bad. In order to determine state transfers do not go wrong, we will also have to thread a representation of the state (S(e)) through the computation. Every value of base type b is packed up as the existential 3p: Val.b(p) so that it can be used generically in the normal case. In other words, wherever we used an integer in the source language, we will be able to use the target language type Zlp:Val.int(p).
However, when we come to the translation of a protected operation, these generic values will be unpacked so the type system can maintain precise information about them. In fact, examining Figure 9 , we can see that the first step in the translation of protected operations f is to unpack its arguments. Next, we use the function 6, to determine the state transition that will occur if we execute j on these arguments.
After checking to ensure we do not enter the bad state, we execute f itself passing it a continuation that executes in state ~2. Instrumented programs type check and thus they are secure in the sense made precise in the last section:
Proposition 5 If l--so,,rce e then A; qo t le14:,4,, .
This property can be proven using a straightforward induction on the typing derivation of the source term.
An Example:
The Taxation  Applet In order to demonstrate the translation, we have written a simple "taxation applet" in the source language. When invoked, this applet sends a request out for tax forms. After sending the request, the applet reads a private file containing the customer salary before computing the taxes owed. We will assume files (file) and integers (int) are available as base types; send and read are the two protected operations: fix-(secret:fi2e,s,,,t:(int) + 0). let _ = send0 in % send for tax forms let salary = read (secret) in % read salary let taxes = salary in 'L compute taxes!! h,t(ta=s)
The code below shows the results of instrumentating the taxation applet with checks from the simple file system security automaton of Section 3. We have simplified the output of the formal translation slightly to make it more readable. In particular,
we have inlined the functions that the translation wraps around each protected operation. When reading the code calling send or read, notice that the instantiation of predicate variables indicates the state transition that occurs. For example, execution of the expression se~4e&4 1.1 II 0 causes the automaton to make a transition from ~1 to ~2. When reading the checking functions, for example, 65e,,d [el] [e](~pl), notice that we are checking the validity of the operation in the state indicated by the arguments (~1 and zel) and that the result is the next state. The translation does not assume that the taxation applet is invoked in the initial automaton state and consequently the resulting function abstracts the input state el. Also, as specified by the translation, objects of base type, like the file secret become existentials.
The main point of interest in this example is that before each of the protected operations send and read, the corresponding automaton function determines the next state. Then the if construct checks that these states are not bad. In the successful branch, the type checker introduces information into the context that allows it to infer that executing the read and send operations is safe.
Optimization
Many security automata exhibit special structure that allows us to optimize secure programs by eliminating checks 265 that are inserted by the naive program instrumentation procedure 1271. One common case is an operation f that always succeeds in a given state 4 and transfers control to a new state 4' regardless of its arguments.
In this situation, we can make the following axiom available to the type checker: @'t-f(q,q',Pl,'.., Pm) (for all PI, . _ , Pn)
If we know we are in state Q, we can use the axiom above and the fact that q # bad to satisfy the pre-condition on f;
there is no need to perform a run-time check.
The send operation in the security automaton in Section 3 has this property. When invoked in the initial state, send always succeeds and execution continues in the initial state. Therefore, we can safely add the axiom:
The design of the target language was inspired by Xi and Pfenning's Dependent ML (DML) [33, 311. As in DML, we track the identity of values using dependent refinement types and singleton types. However, rather than applying the technology to array bounds check elimination and deadcode elimination, we have applied it to the problem of.exi pressing security policies.
Leroy and Ftouaix [ 1 l] also consider security in the context of strongly-typed languages. Their main concern is proving that standard strongly-typed languages provide certain security properties. For example, they show that a program written in a typed lambda calculus augmented with references cannot modify unreachable (in the sense of tracing garbage collection) locations. They did not investigate mechanisms for mechanically checking that instrumented programs are safe, nor did they study the broader range of security policies that can be specified using security automata.
Using code instrumentation to enforce safety properties is not new. Software Fault Isolation (SFI) [28] rewrites binaries to ensure control-flow and memory safety properties. However, SF1 cannot enforce the broad set of policies that can be specified by security automata.
Other systems enforce a very rich collection safety prop erties using code instrumentation and other techniques. For instance, Evans and Twyman [2] have developed the Naccio system for specifying and enforcing security policies. Like SASI, Naccio allows users to add security state to untrusted programs and to define operations that perform security checks. Sandholm and Schwartzbach
[23] have developed a system for instrumenting concurrent programs to prevent race conditions and detect violations of safety properties. They take specifications in a second-order modal logic and compile them into a distributed security automaton. Godefroid [4] also verifies properties of concurrent systems. His tool, VeriSoft, detects violations of safety properties using an extended model-checking technique. Finally, Fickas and Feather [3] have developed software that monitors the way a program interacts with its environment.
When they detect that the program is not fulfilling its requirements, the information they have collected can be used to help evolve the system. All of these systems ensure some measure of code safety, but none of them actually produce certified codecode that is provably secure and designed to be checked by an independent verifier.
