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Abstract 
The presented study features a decision support system, alerting for contamination events in water distribution system (WDS). 
The developed model consist two modular elements: minimum volume ellipsoid (MVE) detecting outlier’s measurements, and 
a following sequence analysis classifying contamination events.  This study performs multi-dimensional analysis of the data 
that differs from the parallel one-dimensional analysis conducted so far. The application of an unsupervised classification 
method in the model eliminates the use of unfounded simulated events for the classifier construction and contributes its 
reliability and generality. The model was applied on a real WDS data, and showed high accuracy and detection ability.   
© 2013 The Authors. Published by Elsevier Ltd. 
Selection and peer-review under responsibility of the CCWI2013 Committee. 
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1. Introduction 
1.1. Background 
Securing drinking water is one of the current central issues in the field of water planning and management. 
WDS are particularly vulnerable as they comprise numerous exposed elements which are prone to contamination 
events. In recent years many resources have been invested in the development of sensor networks for WDS 
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monitoring. Some attempts were made to develop sensors suitable for the recognition of specific pollutants, 
according to their unique characteristics. The large variety of pollutants, made it impossible to deal with all, and 
problematic to focus just on some. In addition, the task of pollutant recognition was revealed as rather complex. 
Therefore, the approach of specific contaminant recognizing was abandoned and a more generic approach was 
adopted (Hall et al., 2007). The latter features the use of typically monitored water quality parameters, such as 
turbidity, electrical conductivity, pH, and chlorine concentration, for the detection of abnormal behaviors. The 
premise of this approach is that a contamination event will be expressed in the general water quality parameters 
measurements.  Therefore it was established that information from online water quality sensors may provide an 
early indication of a pollution presence in the WDS. The challenge is then to distinguish between normal behavior 
of the parameters, and changes triggered by contaminants intrusion. 
A few studies utilized general water quality measurements for the aim of contamination event detection. The 
ones supplying a complete model include Uber et al. (2007), Murray et al. (2010), Perelman et al. (2012), and Arad 
et al. (2013). All of them feature a parallel analysis of the water quality parameters. Some machine learning 
method learns the behavior of each parameter time series, and predicts the expected measured value of the next 
time step. That way, the models identify outliers in the measurements. The estimations of all the parameters are 
integrated to assess the probability of event occurrence.  
The understanding of the relationships between the quality parameters and their response to different events is 
still vague. Therefore, the common working assumption is that a pollutant intruding the system causes some 
random uncharacterized disturbance to the parameters' measurements. The aforementioned previous studies used 
supervised classification methods, utilizing randomly simulated events for the training of the model.     
1.2. MVE 
Minimum volume ellipsoid was introduced by Rousseeuw (1985) for the detection of outliers in 
multidimensional data. This is a classification method based on finding the minimal closed quadric surface that 
contains a given group of vectors. The dimension of the ellipsoid corresponds to the vectors dimension. Usually, 
the ellipsoid is required to include some set fraction out of the observations, where the fraction can be determined 
according to the certainty level of the measurements (i.e. if the data is more reliable the ellipsoid is required to 
include a larger fraction out of the vectors). After the ellipsoid is defined, any new observation can be classified as 
normal, if it’s inside the ellipsoid, or outlier, if it’s outside of it. The reliability of the method increases with time, 
as the number of observations rises, and the ellipsoid contains more points. 
1.3. Research objectives 
The aim of the presented study is to explore additional methods of classification and develop the adjusted 
models for detecting contamination events in WDS. In particular the study focused on applying:   
• Multivariate data analysis – the MVE enables multi-dimensional exploration of the data, differing from the 
parallel analysis conducted so far and analyzed each parameter separately. The multivariate analysis produces a 
very different description of the system, reviling phenomena evolving parameters relationships. 
• Un-supervised classification method – In the absent of real recorded event-time measurements. The 
development of a model which is not based on simulated events seems preferable.  
• A complete model for a decision support system, supplying contamination event alert system.  
2. Methodology 
The presented model is composed of two modular elements, an MVE outlier’s classification, and a following 
sequence analysis events classification. The complete process of the algorithm is presented in Figure 1, and 
described as follows:   
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The ellipsoid can be expressed in the ‘center form’ by:  
(1)
 
where x is the free variables vector, c is the ellipsoid centre coordinates vector and A is the matrix of coefficients 
of the ellipse equations. 
The minimal ellipsoid problem can be found by solving the problem:  
 
 
(2)
 
where Pi is a vector required to be bounded in the ellipsoid. The ellipsoid parameters can be easily found by 
linear programming (Moshtagh, 2005). 
  After the ellipsoid parameters are defined, the vectors of the testing data set can be classified to normal (lying 
inside the ellipsoid) and outliers (lying outside of it). The output of the MVE classifier is a binary sequence, consist 
the normal (0) or outlier (1) classification of each time step measurements vector.   
2.3. Sequence analysis 
A single time-step outlier doesn’t necessarily indicate an event occurrence, as it sometimes originates in 
measurement noise. However, a sequence of outliers is clearly much stronger evidence, to an event occurrence, 
than a single one. Thus, the classification of events is based on a sequence analysis of the MVE outlier’s classifier. 
In every time step the binary sequence of the last 6 time steps, ends in the current one, is utilized to classify it as 
normal or event time step. The sequence is evaluated by a weighted event likelihood measure. If the calculated 
measure exceeds the value of 0.6, set as alert threshold, the time step is classified as an event. The likelihood 
measure comprises two elements: 
• Outliers proportion - the proportion of outliers out of the sequence. Meaning the number of outliers divided by 
the sequence length. 
• Outlier’s continuity – the longest sequence of outliers within the analyzed sequence, divided by the sequence 
length.  
The weighted likelihood measure is given by:  
 (3)
  
 
The proportion element expresses how exceptional is the sequence compared to normal operation time and the 
continuity element represents the reliability of the outlier’s indications. That is to say, the presence of outliers in 
the sequence is stronger evident to an event if the outliers are successive and not segmented.   
For example, if a given sequence is given by [0 1 1 0 1 0] then the ‘proportion’ element equals 3/6 and the 
continuity element equals 2/6. The likelihood measure is calculated by 0.75*(1/2) + 0.25*(1/3) = 0.46. The 
likelihood measure is lower than the alert threshold value (0.6), therefore the given sequence would be classified as 
normal.  
The model parameters, i.e. the length of analyzed sequence, proportion and continuity weights, and alert 
threshold values were all set by trial and error.  
 log 
. . (Pi - c)'  A (Pi - c)  1     i
Min A
s t ∗ ∗ ≤ ∀
(x-c)' * A * (x-c) = 1 
  = 0.75 0.25Likelihood measure proportion continuity∗ + ∗
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Three types of scenarios were simulated, producing events in different intensities. The types differ in the events 
duration and magnitude. ‘High’ includes events with duration of 4-6 hours, and magnitudes of 1-2.5 standard 
deviations. ‘Medium’ includes events lasting 3-6 hours, with disturbances magnitudes of 0.5–2 standard 
deviations.  ‘Low’ includes events lasting 2-4 hours, with magnitudes of 0-1 standard deviations. 
3.3. Results 
The MVE was found according to 95% of the training data set (i.e 70% out of the whole data set). The ellipsoid 
parameters, as described in (1). equation coefficient of the matrix A (as described in (1)) are presented in Table 1. 
The ellipsoid center coordinates are presented in Table 2. 
 
                 Table 1. The ellipsoid coefficients, according to the A matrix of the ‘center form’ presented in (1) 
6.39 0.00 0.63 0.00 -0.22 2.21 
0.00 0.00 0.03 0.00 -0.01 0.00 
0.63 0.03 10.62 0.39 -0.34 -1.96 
0.00 0.00 0.39 0.13 -0.06 0.61 
-0.22 -0.01 -0.34 -0.06 0.65 1.25 
2.21 0.00 -1.96 0.61 1.25 33.38 
 
The model performance was tested for its ability to classify the unknown testing data set (includes 30% of the 
measured data and the superimposed events). 
The model performance was assessed by its accuracy and detection ratio, described by expressions 4 and 5, 
respectively: 
 
(4) 
(5)
 
The model showed good performance reflected in high accuracy and detection ratio.  As expected the results of 
the model were better as the event intensity was higher. The average run results for different scenarios of events 
are presented in Table 3. 
The ellipsoid equation coefficient is given in Appendix A. It should be emphasized that the ellipsoid is not 
depended on the events scenario, as it constructed based on the original normal operation data base. 
Unfortunately, the 6-dimensional ellipsoid can’t be presented, therefore an example of its 3-dimensional 
ellipsoid projection is shown in Figure 3.  
An example of outlier detection, together with the following sequence analysis, for a ‘medium’ type simulated 
events scenario, is presented in Figure 4. As expected the sequence analysis has improved the model, decreasing 
the number of false alarms. The transition from outliers detection to sequence analysis may eliminate false alarms, 
expressed as a short while outliers detection. However, if an event was not detected by the MVE outlier’s 
classifier, it will probably not be detected by the sequence analysis. The last utilize only the processed information 
and a binary sequence of normal representing time steps will surely not be classified as events. Therefore, the 
sequence analysis step may increase the model accuracy but will not affect the detection ratio.  
 
 
 
 
 
well classified time stepsAccuracy = 
total time steps number
detected eventsDetection ratio = 
total events number
1286   N. Oliker and A. Ostfeld /  Procedia Engineering  70 ( 2014 )  1280 – 1288 
1287 N. Oliker and A. Ostfeld /  Procedia Engineering  70 ( 2014 )  1280 – 1288 
1288   N. Oliker and A. Ostfeld /  Procedia Engineering  70 ( 2014 )  1280 – 1288 
4. Conclusion 
This paper presents the application of an unsupervised classification method for event detection in WDS. 
Differing from the supervised models found in previous studies, the current model doesn’t require the use of 
simulated events in order to construct the classifier. That is a significant advantage (In the absent of real event time 
measurements) as the existing knowledge on the events expression in water quality parameters is far from being 
founded.  
The MVE method enables the multi-dimensional analysis of the data, differing from the parallel single 
dimension analysis conducted so far. The multi-dimensional perspective supply different description of the system 
and may reveal abnormal behavior of the relation between the parameters (i.e. cases in which two values are 
independently normal, but their combination revels as exceptional.   
The following sequence analysis gives the model event alert based on the sequence of outlier’s detection 
achieving mostly the purpose of decreasing false alarm rate (compared to the outlier alerts). 
On the whole, the model showed convincing results features good detection ability and high accuracy. In future 
work the model may be extended to include some time factor in the classifier construction. Meaning, the ellipsoid 
should be stricter to include later measurements, rather than old ones. That way, a vector is classified as normal or 
outlier, relative to all measurements with an emphasis on recent ones. An updating model may supply a growing 
data base for a time-modified ellipsoid.     
References 
Arad, J., Housh, M., Perelman, L., Ostfeld, A., A dynamic thresholds scheme for contaminant event detection in water distribution systems 
Water Research, Volume 47, Issue 5, 1 April 2013, Pages 18991908. http://dx.doi.org/10.1016/j.watres.2013.01.017 
CANARY. Event Detection Software, EPA, 2010.  Sandia Corporation.  https://software.sandia.gov/trac/canary 
Hall, J., Zaffiro, A. D., Marx, R. B., Kefauver, P. C.,Krishman, E. R., Haught, R. C. and Herrmann, J. G., 2007. On-line water quality 
parameters as indicators of distribution system contamination. Journal of  American Water Works Association, 99)(1), 66-77. 
Hart, D., McKenna, S. A., Klise, K., Cruz, V., and Wilson, M., 2007. CANARY: a water quality event detection algorithm development tool. 
Proceedings of the World Environmental and Water Resources Congress, ASCE, Reston, VA. 
Keepings, E.S, 2010. Introduction to statistical Inference. Dover Publications. ISBN 78-0486685021 
Moshtagh, N., 2005. Minimum volume enclosing ellipsoid. Convex Optimization. 
Murray R., Haxton T., McKenna S. A., Hart D. B., Klise K. A., Koch M., Vugrin E.D., Martin S., Wilson M., Cruze V. A., and Cutler L., 2010. 
Water quality event detection systems for drinking water contamination warning systems: development testing and application of 
CANARY. EPA/600/R-10/036, U.S. Environmental Protections Agency, Office of Research and Development, National Homeland 
Security Research Center, Cincinnati, Ohio, USA. 
Perelman, L., Arad, J., Housh, M., & Ostfeld, A. , 2012. Event Detection in Water Distribution Systems from Multivariate Water Quality Time 
Series.Environmental science & technology, 46(15), 8212-8219. 
Rousseeuw, P.J. 1985. Multivariate estimation with high breakdown point. In: Grossmann, W.,  Pflug, G., Vincze, I.&Wertz, W. (Eds.), 
Mathematical Statistics and Applications, vol.B.  Riedel Publishing, Dordrecht, the Netherlands, pp. 283-297. 
Uber, J. G., Murray, R., Magnuson, M., & Umberg, K., 2007. Evaluating real-time event detection algorithms using synthetic data. Paper 
presented at the Restoring our Natural Habitat - Proceedings of the 2007 World Environmental and Water Resources Congress. 
 
