Abstract: Known as a multi-objective, large-scale, and complicated optimization problem, the multi-objective optimal power flow (MOOPF) problem tends to be introduced with many constraints. In this paper, compared with the frequently-used penalty function-based method (PFA), a novel constraint processing approach named the constraints-prior Pareto-domination approach (CPA) is proposed for ensuring non-violation of various inequality constraints on dependent variables by introducing the Pareto-domination principle based on the sum of constraint violations. Moreover, for solving the constrained MOOPF problem, the multi-objective firefly algorithm with CPA (MOFA-CPA) is proposed and some optimization strategies, such as the crowding distance calculation and non-dominated sorting based on the presented CPA, are utilized to sustain well-distributed Pareto front (PF). Finally, in order to demonstrate the feasible and effective improvement of MOFA-CPA, a comparison study between MOFA-CPA and MOFA-PFA is performed on two test systems, including three bi-objective optimization cases and three tri-objective optimization cases. The simulation results demonstrate the capability of the MOFA-CPA for obtaining PF with good distribution and superiority of the proposed CPA for dealing with inequality constraints on dependent variables. In addition, some quality indicators are used to evaluate the convergence, distribution, and uniformity of the PFs found by the MOFA-CPA and MOFA-PFA.
Introduction
Most engineering and scientific optimization problems in the real world involve multiple objective functions with different meanings and non-commensurable units, making it difficult to simultaneously optimize multiple objectives [1, 2] . The fundamental task of the power industry is to ensure safe and reliable power generation and supply under the conditions of sufficient and reasonable utilization of operating equipment in order to meet electricity demands [3] . For such an important energy conversion system as the electric power grid, reducing fuel consumption and increasing operational efficiency with sufficient power supply will lead to significant fuel savings each year [4, 5] . In the early min f = ( f 1 (s, c), f 2 (s, c), · · · f m (s, c)) s.t. g p (s, c) ≥ 0, p = 1, 2, · · · , P h q (s, c) = 0, q = 1, 2, · · · , Q
In the Equation (1), c = (c 1 , c 2 , . . . , c n ) is a vector of decision variables, s is a vector of dependent variables, g p (s,c) are inequality constraints, h q (s,c) are equality constraints, and P and Q mean the number of inequality constraints and equality constraints, respectively.
Objective Functions
The objective functions are formulated to minimize the quadratic fuel cost function, fuel cost with value-point loadings, real power losses of transmission, and fuel cost emission.
The quadratic fuel cost function in terms of real power output is shown in Equation (2) .
where f cost is the total basic fuel cost, its unit is $/h, N g is the total number of generators, a i , b i , and c i are the fuel cost coefficients of the bus i, P gi is the real power of the ith generator. The second objective function can be stated as the following formula.
where f cost_vp is the total fuel cost with valve-point effect, its unit is $/h, d i and e i are cost coefficients of the bus i with valve-point effect, P gi min is the lower real power of bus i.
The third objective function is shown as follows.
where f Ploss denotes total active power losses, its unit is MW, N l is the total number of branches in the power system, C l is the conductance of branch l, bus i and bus j are the two terminals of branch l, V i and V j are the voltage magnitude of bus i and bus j, respectively. δ ij is the voltage angle difference between bus i and bus j. Total emission caused by SO x and NO x can be stated as the following equation.
where f emission is the fourth minimization, its unit is ton/h, α i , β i , γ i , η i , and λ i are the emission coefficients of generator i. 
Equality Constraints
Using Newton's method to solve the power flow, the node's active power balance equation is given in Equation (6) .
The reactive power balance equation for each PQ node is shown in Equation (7) .
The equality constraints are consisted of Equations (6) and (7). The specific meaning of each element can be taken from the literature [25] .
Inequality Constraints
The inequality constraints on independent variables can be represented by Equations (8)- (12) . The specific meaning of each element can be taken from the literature [25] .
• Limits of P g P gi,min ≤ P gi ≤ P gi,max , i ∈ N g ∩ i / ∈ ref (9) • Limits of V g V gi,min ≤ V gi ≤ V gi,max , i ∈ N g (10)
• Limits of T T i,min ≤ T i ≤ T i,max , i ∈ N t (11) • Limits of Q c Q ci,min ≤ Q ci ≤ Q ci,max , i ∈ N c (12) The inequality constraints on dependent variables can be represented by Equations (13)- (17) . The specific meaning of each element can be found in the literature [25] . s T = P gref , V l1 , · · · , V lN pq , Q g1 , · · · , Q gN g , S 1 , · · · , S N l (13) • Limits of P gref P gref,min ≤ P gref ≤ P gref,max (14)
• Limits of S S ij − S ij,max ≤ 0, ij ∈ N l (17)
Constraints Processing
When we use intelligent algorithms to solve MOOPF problems, the major difficulty is how to effectively deal with the constraints described in Sections 2.2 and 2.3.
The equality constraints are able to be limited in allowable boundaries in the process of running Newton-Raphson load flow calculation, and the independent variable on independent variables can be repaired as follows when it violates its own specified range.
Penalty Function Approach
For the inequality constraints on dependent variables, the most common method for processing constraints in many intelligent algorithms is the usage of PFA. The PFA converts the constrained MOOPF problem into an unconstrained one, as shown in Equations (19) and (20) .
where f i is the ith objective function, K V , K Q , K S , K L are penalty factors, lim means the boundary value of their own specified range.
Proposed Constraints-Prior Pareto-Domination Approach
When using the PFA illustrated in Section 2.4.1, the constraint violations are used to punish an infeasible solution so that feasible solutions are chosen by the selection procedure. Despite the widespread application of PFA, it has several disadvantages, among which the salient one is that it involves frequent correction for the penalty coefficients. In order to overcome the shortcoming of PFA, the constraints-prior Pareto-domination approach (CPA) is proposed in this paper for processing inequality constraints on dependent variables, which is totally different from the PFA algorithm. Since no penalty coefficient is needed, the inconvenience of frequent correction for the penalty coefficients can be avoided with the aim of improving the efficiency of solving the MOOPF problem. Also, it does not need any supplementary parameters, unlike PFA.
With regard to inequality constraints on dependent variables, the steps of our suggested CPA to deal with them are expressed as follows.
At the start, the sum of constraint violations will be calculated by the following formula when independent variable c i violates its own specified range.
where u is the number of particular inequality constraints on dependent variables. Secondly, randomly select two different solutions known as a set of independent variables c 1 and c 2 , and then determine the sum of constraint violations of c 1 and c 2 .
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Before the categorizing process, we will first introduce the Pareto dominance method. When both conditions in the Equation (22) are satisfied, c 1 Pareto dominates c 2 .
∀i ∈ {1, 2, . . . , m} :
This relationship shows that there are two possibilities for any two decision variables, one of which takes the other decision variable or each other does not be dominated.
And then, the categorizing process to determine the dominated relationship is as follows. If Svio (c 1 ) = Svio (c 2 ), and only if the two equations shown in the Equation (22) are satisfied simultaneously, c 2 will be dominated by c 1 , which marks as c 1 ≺ c 2 .
If Svio (c 1 ) < Svio (c 2 ), it can be inferred that c 1 will dominate c 2 , which marks as c 1 ≺ c 2 .
If Svio (c 1 ) > Svio (c 2 ), it indicates that c 1 will be dominated by c 2 , which marks as c 2 ≺ c 1 .
Finally, if c 1 ≺ c 2 , c 1 will be chosen as a Pareto optimal solution. If c 2 ≺ c 1 , c 2 will be chosen as a Pareto optimal solution, the surface defined by the objective vector corresponding to the Pareto optimal solution is called the Pareto front (PF).
The proposed CPA algorithm not only can be used to deal with constraints on dependent variables, but also can be used to reconstruct the concept of Pareto-dominant in the non-dominate sorting.
MOFA Algorithm

Basic Firefly Algorithm
In 2010, Zhao et al. proposed FA to solve optimized problem illuminated by the relationship of firefly population (FP) [26] [27] [28] . The initial population of N F fireflies is initialized based on Equation (23) .
The position vector c i = (c i1 , c i2 , . . . , c iD ) of the firefly i, which is considered as a Pareto optimal solution of the MOOPF problem.
The update strategy of FA is shown in the Equation (24) .
where γ is the light absorption coefficient, β 0 is the attractiveness at r ij = 0, α is the randomization parameter and ξ i is a vector of random numbers with Gaussian or uniform distributions. The distance r ij can be calculated by Equation (25) .
where c i,k is the kth dimension of independent variable c i of the firefly i, c j,k is the kth component of the independent variable c j of the firefly j. Unlike the basic FA, for MOFA-PFA and MOFA-CPA algorithms, the movement of fireflies is subject to the non-dominated solution, but not a single objective solution. Sections 3.2 and 3.3 will describe the MOFA-PFA and MOFA-CPA algorithms.
MOFA-PFA Algorithm
By extending the basic ideas of FA and combining some concepts of MOPs, the fast non-dominated sorting method and the crowding distance calculation [20] are utilized to generate PF. It is worth mentioning that the MOFA-PFA algorithm is such a MOFA algorithm that uses the commonly-used PFA to handle constraints, which is described as the pseudo code listed in Table 1 . 
MOFA-CPA Algorithm
Suggested MOFA-CPA is such a MOFA algorithm that has the proposed CPA method. Unlike fast non-dominated sorting methods used in MOFA-PFA, the improved fast non-dominated sorting strategy is based on the proposed CPA. Table 2 describes the pseudo code of MOFA-CPA, which provides an illustration of the difference between MOFA-CPA and MOFA-PFA. 
Stopping Condition
Different from a single-objective optimization problem, the multiple conflict objective functions in the MOOPF problem will produce an approximate PF instead of a single solution. The purpose of designing a multi-objective optimization algorithm is to find this approximate PF. In general, there are two types of stopping condition for the MOFA algorithm, one of which meets when the generation equals the number of maximum iterations, another of which is when the MOFA algorithm finds the real PF in advance. The MOFA algorithm shows a preference for the first one due to the uncertainty of the real PF.
Simulation Results and Analysis
The IEEE 30-bus test system and IEEE 57-bus test system have been used to exemplify the proposed MOFA-CPA in comparison with MOFA-PFA. The detailed data of the IEEE 30-bus test system is provided in [7, 29] . The detailed data of the IEEE 57-bus test system is provided in [18] . The adjusted real power upper limit of generator 9 is 85 MVAr. It is worth making clear that the steps of dependent variables T and Q C in two test systems are both 0.001.
The software was developed in MATLAB 2012a platform and ran in a Microsoft Windows 7 PC with Intel(R) Core(TM) i5-2430M CPU @ 2.40 GHz with 4 GB Random Access Memory (RAM). Before choosing objective combinations, it is necessary to figure out the conflicting relationship among the four objective functions described in Section 2.1, as illustrated in the literature [25] . Thus, the details of the six cases are listed in Table 3 . Table 3 . Different objective combinations of MOFA-CPA and MOFA-PFA.
Test Cases
Objective Combinations Test System 
Algorithm Parameters
In order to find the most suitable algorithm parameters, the algorithm parameters are tuned many times. Then, the tuned algorithm parameters of the MOFA-CPA and MOFA-PFA are shown in Table 4 . For the bi-objective cases, the T max is chosen 300 to reduce the computational complexity. For tri-objective cases and lager test systems, the maximum iteration is chosen as 500. To ensure consistency, the algorithm needs to run in 30 trials, and some steps of solving the MOOPF problem by MOFA-CPA algorithms are presented in the flowchart shown in Figure A1 . 
PF Computation of IEEE30
In this section, Cases 1-5, including three bi-objective optimizations and two tri-objective optimizations, are performed. The five cases analyzed in this section vary in the distribution of the PF, approximation between the obtained PF and true PF, and the ability to move towards a wider area. The proposed MOFA-CPA technique and compared MOFA-PFA algorithm have been used for Case 2 and the obtained PFs are given in Figure 2 . One conclusion that can be made from this figure is that cost with value point effect makes it more difficult to solve this case and increases the computation time. Furthermore, the evaluation of both objective functions shows that all the true Pareto optimal solutions cannot be obtained by both algorithms, some of the solutions of MOFA-PFA are inferior, and MOFA-CPA method finds more Pareto optimal solution close to the true Pareto optimal solutions. The proposed MOFA-CPA technique and compared MOFA-PFA algorithm have been used for Case 2 and the obtained PFs are given in Figure 2 . One conclusion that can be made from this figure is that cost with value point effect makes it more difficult to solve this case and increases the computation time. Furthermore, the evaluation of both objective functions shows that all the true Pareto optimal solutions cannot be obtained by both algorithms, some of the solutions of MOFA-PFA are inferior, and MOFA-CPA method finds more Pareto optimal solution close to the true Pareto optimal solutions. The proposed MOFA-CPA technique and compared MOFA-PFA algorithm have been used for Case 2 and the obtained PFs are given in Figure 2 . One conclusion that can be made from this figure is that cost with value point effect makes it more difficult to solve this case and increases the computation time. Furthermore, the evaluation of both objective functions shows that all the true Pareto optimal solutions cannot be obtained by both algorithms, some of the solutions of MOFA-PFA are inferior, and MOFA-CPA method finds more Pareto optimal solution close to the true Pareto optimal solutions. To verify the effectiveness of the proposed constraints processing approach, in Case 4 and Case 5, the basic cost and cost with value point effect have been considered as tri-objective simultaneous minimization with loss and emission objectives, respectively. Figures 4 and 5 show the optimal PFs of MOFA-CPA and MOFA-PFA for the tri-objective minimization cases.
Beyond expectation, a more regular PF shown in Figure 5 is obtained despite non-linearity effects generated by valve-point effects. It is clearly observed from the figures that MOFA-CPA obtains better distributed and approximated PFs compared with MOFA-PFA for the two cases. It is also found that both MOFA-CPA and MOFA-PFA have the ability for solving tri-objective simultaneous minimization while MOFA-CPA has a stronger constraints processing capability. To verify the effectiveness of the proposed constraints processing approach, in Case 4 and Case 5, the basic cost and cost with value point effect have been considered as tri-objective simultaneous minimization with loss and emission objectives, respectively. Figures 4 and 5 show the optimal PFs of MOFA-CPA and MOFA-PFA for the tri-objective minimization cases.
Beyond expectation, a more regular PF shown in Figure 5 is obtained despite non-linearity effects generated by valve-point effects. It is clearly observed from the figures that MOFA-CPA obtains better distributed and approximated PFs compared with MOFA-PFA for the two cases. It is also found that both MOFA-CPA and MOFA-PFA have the ability for solving tri-objective simultaneous minimization while MOFA-CPA has a stronger constraints processing capability. 
Analysis of the BCSs for Cases 1-5
The PFs found by MOFA-CPA and MOFA-PFA for the above-mentioned cases may be considered as some reference to decision-makers and smooth the selection for the appropriate best compromise solution (BCS). Table 5 compares the best compromise solutions (BCSs) found in the Pareto front solutions related in Cases 1, 2, 3, 4, and 5, respectively. The method used to select the BCS is the fuzzy membership method described in [15] .
It is clearly seen from the Table 5 shows that the proposed MOFA-CPA obtains all the minimum values of these three optimal objectives computed for the BCS in Case 4, and the BCS obtained by MOFA-CPA of 878.13 $/h cost, 3.9232 MW loss, and 0.2161 ton/h emission dominates the BCS obtained by MOFA-CPA of 879.91 $/h cost, 4.2179 MW loss, and 0.2165 ton/h emission. From the comparisons of obtained BCS between MOFA-CPA and MOFA-PFA for Case 5, MOFA-CPA is able to determine better solutions obtaining the lower cost with value point effect, active power loss, and emission than the MOFA-PFA method. 
The PFs found by MOFA-CPA and MOFA-PFA for the above-mentioned cases may be considered as some reference to decision-makers and smooth the selection for the appropriate best compromise solution (BCS). Table 5 compares the best compromise solutions (BCSs) found in the Pareto front solutions related in Cases 1, 2, 3, 4, and 5, respectively. The method used to select the BCS is the fuzzy membership method described in [15] . Table 5 shows that the proposed MOFA-CPA obtains all the minimum values of these three optimal objectives computed for the BCS in Case 4, and the BCS obtained by MOFA-CPA of 878.13 $/h cost, 3.9232 MW loss, and 0.2161 ton/h emission dominates the BCS obtained by MOFA-CPA of 879.91 $/h cost, 4.2179 MW loss, and 0.2165 ton/h emission. From the comparisons of obtained BCS between MOFA-CPA and MOFA-PFA for Case 5, MOFA-CPA is able to determine better solutions obtaining the lower cost with value point effect, active power loss, and emission than the MOFA-PFA method.
For the purpose of careful analysis and in-depth comparison, a comparison of objectives along with BCSs obtained by MOFA-CPA, MOFA-PFA, MOEA/D [13] , NSGA-II [13] , MOACSA [30] , MODE [30] , MOHS [31] , NSGA-II [31] , MOABC/D [32] , MOTLA/D [32] , NS_CPSO [33] , SWTC_NSPSO [33] , MO-DEA [34] , and ICA [35] for Case 1 is given in Table 6 Furthermore, a comparison of objectives along with BCSs obtained by MOFA-CPA, MOFA-PFA, MOEA/D [13] , MOPSO [13] , WA [36] , and MOBA [36] for Case 4 is given in Table 7 . From this table, we can notice that the MOFA-CPA can obtain better BCS in solving the tri-objective MOOPF problem, which clearly proves MOFA-CPA gives better BCS in terms of a compromise compared to other algorithms. Although the MOEA/D and MOPSO algorithms can get better emission function values, they are realized at the price of increasing the number of maximum iterations. It is worth mentioning that the comparison of MOFA-CPA between other algorithms is only given for case 1 and case 4 because no comparable literature is available for the other cases. 
PF Computation of IEEE57
It is very difficult to find out the optimized solution of the tri-objective MOOPF problem for a larger power system. To extend the study, in this section, Case 6, which considers a tri-objective optimization in IEEE 57-bus test system, is analyzed. It is seen from Figure 6 that the PF obtained by MOFA-CPA are well distributed over the PF while the Pareto optimal solutions obtained by MOFA-PFA have inferior PF. Moreover, MOFA-CPA can obtain the PF of fuel cost, power loss, and emission and satisfy the inequality constraints on dependent variables. The BCSs obtained by proposed two methods are shown in Table 8 , which testifies to that the BCS of MOFA-CPA dominates the other one.
It is worth noting that all the optimization solutions in PF obtained by MOFA-CPA shown in Figure 6 are within the permissible limits of constraints, but some optimization solutions (except for the BCS given in Table 8 ) in PF obtained by MOFA-PFA are beyond the permissible limits of constraints because the PFA cannot tackle constraints adequately. iterations. It is worth mentioning that the comparison of MOFA-CPA between other algorithms is only given for case 1 and case 4 because no comparable literature is available for the other cases. 
It is worth noting that all the optimization solutions in PF obtained by MOFA-CPA shown in Figure 6 are within the permissible limits of constraints, but some optimization solutions (except for the BCS given in Table 8 ) in PF obtained by MOFA-PFA are beyond the permissible limits of constraints because the PFA cannot tackle constraints adequately. 
Analysis of the Constraints Processing
The above analysis and presentation cannot directly show the effectiveness of the proposed CPA constraint processing method. Thus, the number of solutions satisfied constraints among 100 population size in 30 trials for all cases can be seen from Figure 7 , which visually shows the performance of the proposed CPA. Also, Table 9 counts success rate (the number of trials when all solutions satisfied constraints in 30 trials) for all cases as a simple numerical example to provide an illustration of the difference between MOFA-CPA and MOFA-PFA. 
The above analysis and presentation cannot directly show the effectiveness of the proposed CPA constraint processing method. Thus, the number of solutions satisfied constraints among 100 population size in 30 trials for all cases can be seen from Figure 7 , which visually shows the performance of the proposed CPA. Also, Table 9 counts success rate (the number of trials when all solutions satisfied constraints in 30 trials) for all cases as a simple numerical example to provide an illustration of the difference between MOFA-CPA and MOFA-PFA.
Most importantly, Figure 7 reveals that CPA successfully meets the inequality constraints on dependent variables. Compared with the commonly-used PFA, CPA has a processing rate of up to 100%, especially for a larger system like the IEEE 57-bus system. Besides, the CPA not only avoids the fine tuning for the penalty factors, but also can guide the fireflies to the feasible space without delay. From this figure, we observe that the MOFA-PFA is very unsuitable in solving several MOOPF problems with different complexities, such as Case 6. For Cases 1-6, MOFA-PFA cannot guarantee that all inequality constraints are within the permissible limits in each trial, while MOFA-CPA has the success rate of 30/30 in each trial which can be seen from Table 9 . Most importantly, Figure 7 reveals that CPA successfully meets the inequality constraints on dependent variables. Compared with the commonly-used PFA, CPA has a processing rate of up to 100%, especially for a larger system like the IEEE 57-bus system. Besides, the CPA not only avoids the fine tuning for the penalty factors, but also can guide the fireflies to the feasible space without delay. From this figure, we observe that the MOFA-PFA is very unsuitable in solving several MOOPF problems with different complexities, such as Case 6. For Cases 1-6, MOFA-PFA cannot guarantee that all inequality constraints are within the permissible limits in each trial, while MOFA-CPA has the success rate of 30/30 in each trial which can be seen from Table 9 .
Performance Evaluation
In order to show the effect of 30 trials, a statistical analysis of 30 trials is performed with the following two types of commonly-used indicators, SPREAD [20, 37, 38] and HV [39, 40] . Table 10 shows the statistical results of the proposed MOFA-CPA and MOFA-PFA in 30 trials for test Cases 1-6. This table includes the mean and standard deviation of the SPREAD and HV for the two algorithms in order to reflect a numerical comparison. The statistical results of Wilcoxon signed rank test for SPREAD and HV between the proposed MOFA-CPA and MOFA-PFA in 30 trials are simultaneously shown in Table 10 . The Wilcoxon signed rank test has been tested at the 0.05 significance level, where, p is the probability of observing a test statistic, h is a logical value. h = 1 indicates that the standard results between the proposed MOFA-CPA and MOFA-PFA are quite different. h = 0 indicates that the standard results between the proposed MOFA-CPA and MOFA-PFA are similar. From the results in Table 10 , it can be seen that the mean HV of the MOFA-CPA algorithm is significantly better than the results obtained from MOFA-PFA algorithm for all cases, which shows that PFs obtained by MOFA-CPA are closer to the true PF. It also shows that the distribution of the proposed algorithm has better distribution uniformity than the distribution of the MOFA-PFA algorithm. At the same time, it can also be seen that the MOFA-CPA algorithm outperforms the MOFA-PFA algorithm both in terms of convergence, distribution, and breadth due to the lower mean SPREAD. Furthermore, the difference between the proposed MOFA-CPA and MOFA-PFA is significant in Cases 1, 2, 3, 4, and 6. Table 11 sums up the mean CPU time of the two algorithms for Cases 1-6. In all cases, the mean CPU times of the proposed MOFA-CPA are slightly smaller than those of the MOFA-PFA method, and the IEEE 57-bus system needs more time to find PFs because it is larger than the IEEE 30-bus system. It shows that incorporation of the valve-point effect in Case 2, Case 3, and Case 5 needs more computation time. 
Conclusions
Researchers have encountered great difficulties in handling the inequality constraints of dependent variables when dealing with large-scale, multi-constrained MOOPF problems. Many published studies have adopted the commonly-used PFA to handle constraints, which spends much time on the fine tuning of the penalty factors and the handling effect is not perfect. For this reason, the multi-objective firefly algorithm with a constraints-prior Pareto-domination approach (MOFA-CPA) is proposed in this paper. CPA is proposed for ensuring non-violation of various inequality constraints on dependent variables by introducing the Pareto-domination principle based on the sum of constraint violations. With the purpose of demonstrating the feasibility of the proposed method, two systems (the IEEE 30-bus and the IEEE 57-bus system) and six different cases are considered for the MOOPF problem. The results obtained by the MOFA-CPA are compared with MOFA-PFA and other methods proposed in recent publications, and the simulation results indicate that the BCS obtained by MOFA-CPA is better than other algorithms as long as the constraints are satisfied. The analysis of the constraints processing shows that the CPA method successfully overcomes the drawback of the traditional PFA and ensures the obtained PFs fully satisfy the inequality constraints of the dependent variables. 
