In this paper, we investigate the monotonicity of the functions
Introduction
In [1] , Shafer proposed the elementary problem: Show that for all x > the inequality
holds. This was proven in [2] . In [3] , Qi, Zhang and Guo discussed the monotonicity of the function
on ( , ∞), and sharpened and generalized Shafer's inequality (1.1). Chen and Sun [4] further determined the best b, c such that the inequalities
hold for a, x > . More re nements and sharpenings of inequality (1.1) can be seen in [5] and the recent paper [6] . A more general form of Shafer's inequality (1.1) is that
for all x > , where a, b > and c + a > . For this, Shafer [7] established the following analytic inequalities:
x
for x > . Zhu [8] found a double inequality
holds for x > with the best constants / and /π . Alirezaei [9] provided other two sharp lower and upper bounds for arctan x, that is, the double inequality
holds for x > . Moreover, by observing the graph, he showed that the maximum relative errors of the lower and upper bounds are approximately smaller than . % and . %, respectively. Recently, Nishizawa [10] proved that π x
for x > , where π − and are the best constants. Other approximations for the arctangent function can be found in [11, 12] . To describe the coincidence of an odd function f (x) = arctan x with its approximation A (x) which is also odd, we use a similar suggestion as presented in [13] by Gasull For i, j ≥ , that f and A are equal of order (i, j) if they are equal at of order i and at in nity of order j. Now, expanding in power series gives (1.12) as /x → .
(i) If arctan x and B a,b,c (x) have a coincidence of order ( , ) , that is, the parameters a, b and c satisfy the relation (1.7) for k = , , then comparing respectively the coe cients of x and x in the Maclaurin expansions (1.9) and (1.10) we get
Further, if arctan x and B a,b,c (x) have a coincidence of order ( , ), then comparing respectively the coe cients of x in the Maclaurin expansions (1.9) and (1.10) we have
which in combination with (1.13) yields a = / . Therefore, 
which in combination with (1.13) yields a = /π . That is, ) x; π = x − /π + x /π + /π := A ( , ) (x) , (1.16) which is the upper bound given in (1.5).
(ii) If arctan x and B a,b,c (x) have a coincidence of order ( , ), that is, the parameters a, b and c satisfy the relations (1.7) for k = and (1.8) for k = , then comparing respectively the coe cients of x in the Maclaurin expansions (1.9) and (1.10), and the constant items in the asymptotic expansions (1.11) and (1.12), we get
Analogously, we have
Clearly, A ( , ) (x) and A ( , ) (x) are the upper and lower bounds given in (1.5 We also check that 20) where A ( , ) (x) and A ( , ) (x) are clearly the lower and upper bounds given in (1.6) . From the inequalities (1.3), (1.5) and (1.6), we see clearly that there are two sharp lower bounds A ( , ) (x), A ( , ) (x) and two sharp upper bounds A ( , ) (x), A ( , ) (x) for arctan x, all of which have the form of B a,b,c (x). Moreover, A ( , ) (x) and A ( , ) (x) are contained in the family of bounds A ( , ) (x; a), while A ( , ) (x) and A ( , ) (x) belong to the family of bounds A ( , ) (x; a). Inspired by these facts, the aim of this paper is to investigate the monotonicity of the ratios
which gives new proofs of inequalities (1.3), (1.5) and (1.6) . Moreover, as we all know, analytic inequality plays an important role in many di erent blanch of mathematics (See for example, [14] [15] [16] [17] [18] ). By the obtained monotonicity of R (x) and R (x) we nd some new inequalities, that is, new sharp bounds for arctan x. We show the maximum relative errors and maximum absolute errors estimating for arctan x by the four known sharp bounds mentioned above, and o er a new sharp bounds in the form of λB a,b,c (x) (λ > with λ ≠ ).
The main tool dealing with the monotonicity or R and R is two identities on the derivatives of ratio of two functions p and q, where p and q are twice di erentiable on (a, b) (a < b) with q, q ≠ on (a, b):
Identities (1.21) and (1.22) (for short, IDR) were introduced in [19] by Yang. We remark that the auxiliary function Hp,q and its properties are very helpful to investigate those monotonicity of ratios of two functions, see for example, [20] [21] [22] . Similarly, the auxiliary function Hp,q together with the IDR (1.21) and (1.22) will be used e ectively to prove Theorems 1 and 2.
Lemmas
The following three lemmas are used to prove Lemma 4.
). If f /g is increasing (decreasing) on (a, b) then so is f /g.
Lemma 2. [24]
Let an and bn (n = , , , ...) be real numbers and let the power series A (t) = ∞ n= an t n and B (t) = ∞ n= bn t n be convergent for |t| < r. If bn > for n = , , , ..., and an /bn is strictly increasing (or decreasing) for n = , , , ..., then the function t → A (t) /B (t) is strictly increasing (or decreasing) on ( , r).
Lemma 3. [25]
The following expansions 
Then ϕ (t) > for t ∈ , π/ , and ϕ (t) /ϕ (t) is strictly decreasing from , π/ onto /π , / .
Proof. We write ϕ (t) as
Di erentiating and expanding in power series by (2.3) and (2.4) yield
Similarly, ϕ (t) can be written as Thus, to prove the desired monotonicity, it su ces to prove that ϕ (s) /ϕ (s) is strictly increasing on ( , π). Expanding in power series by (2.4), (2.1) and (2.2) leads to
Taking into account (2.7) and (2.8) we get
By Lemmas 1 and 2, it is enough to show that the sequence {un /vn} n≥ is increasing. A direct veri cation yields
Using the binomial theorem we arrive at n+ − n + n + > + (n + ) + n (n + ) − n + n + = n (n + ) > , which gives the increasing property of the sequence {un /vn} n≥ . An easy calculation gives
which completes the proof.
Remark 1.
Using the methods from [26] [27] [28] [29] , one can directly prove the Lemma 4.
The monotonicity of R and inequalities
We now state and prove our rst main result, which reveals the monotonicity pattern of R on ( , ∞).
is strictly increasing from ( , ∞) onto , π a/ . Therefore, the double inequality
holds for x > .
(ii) If √ π + − √ / π = a < a < / , then there is an x > such that R is strictly decreasing on ( , x ) and increasing on (x , ∞). So the double inequality
holds for x > . In particular, for a = /π , we have c x
... is the best possible.
..., then R (x) is strictly decreasing from ( , ∞) onto π a/ , . Then the double inequality
Proof. Making a change of variable x = tan t for t ∈ , π/ yields
where
Di erentiation yields
where ϕ (t) and ϕ (t) are de ned by (2.5) and (2.6), respectively. As shown in Lemma 4, ϕ (t) > for t ∈ , π/ , ϕ (t) /ϕ (t) is strictly decreasing from , π/ onto /π , / . Then the relation (3.5) can be written as
On the other hand, we easily get
Now, we distinguish three cases to determine the monotonicity of p/q. Case 1: a ≥ / . By the relation (1.22), we have H p,q = p /> , and so Hp,q (t) > Hp,q + = for t ∈ , π/ . The relation (1.21) in combination with q (t) > and Hp,q (t) > leads to p (t) /q (t) > for t ∈ , π/ . Hence, for t ∈ , π/ ,
which is equivalent to (3.1). This proves the rst assertion of this theorem. Case 2: < a ≤ / π . Likewise, we deduce that p (t) /q (t) < for t ∈ , π/ . So the double inequality (3.4) holds for x > .
Case 3: / π < a < / . As shown previously, by the relation (1.22) it is seen that H p,q < for t ∈ ( , t ) and H p,q > for t ∈ t , π/ . Since Hp,q + = and
..., we nd that
Combining Case 2 and Subcase 3.1 gives the third assertion of this theorem. Subcase 3.2: a < a < / . There is a t ∈ t , π/ such that Hp,q (t) < for t ∈ ( , t ) and Hp,q (t) > for t ∈ t , π/ , and so is p (t) /q (t) . That is, the ratio p/q is decreasing on ( , t ) and increasing on t , π/ . This leads to
which is equivalent to the double inequality (4.2), where x = tan t . In particular, for a = /π , solving the equation Hp,q (t) = gives t = .
..., then x = tan t = .
..., so c = R (x ) = .
..., which proves the second assertion of this theorem. Thus we completes the proof.
Taking a = / , a = √ π + − √ / π in Theorem 1, we obtain two new sharp double inequalities.
Corollary 1. The following inequalities
hold for all x > . All the bounds are sharp.
Remark 2.
It is easy to verify that
that is, a → A ( , ) (x; a) and a → √ aA ( , ) (x; a) are decreasing and increasing on ( , ∞), respectively. Then taking a = / , ∞ in inequalities (3.1) gives
for x > ; taking a = / , / in (3.4) yields
As a direct consequence of Theorem 1 we immediately obtain the following
holds for x > with the best constants
where a = √ π + − √ / π and R (x ) is given in Theorem 1.
Using Proposition 1 with the decreasing property of a → A ( , ) (x; a), we deduce the following corollary.
holds for x > if and only if a ≥ / = . and < b ≤ /π = .
.... Remark 4. The rst inequality of (3.11) for a = / was rst presented in [7] , while the second one of (3.11) for b = /π appeared in [9] . It is easy to check that
for all x > , the upper bound in (3.11) for b = /π is better than one in (1.4) .
Taking into account Proposition 1 and the proof of Theorem 1 we obtain a new double inequality for arctan x. Proof. We only prove that the left hand side inequality of (3.12) holds for x > if and only if < a ≤ a . The su ciency follows from Proposition 1 and the increasing property of a → √ aA ( , ) (x; a) on ( , ∞). Suppose that the left hand side inequality of (3.12) holds for all x > . If a > a , then a ≥ / or a < a < / . If a ≥ / , then by Theorem 1, the second inequality of (3.1) holds for all x > , which yields a contradiction with the assumption. If a < a < / , then from Subcase 3.2 we see that
which is equivalent to
where x = tan t , which also yields a contradiction with the assumption, and the necessity follows. This completes the proof. 
The monotonicity of R and inequalities
Our second main result is the following theorem, which exposes the monotonicity pattern of R (x) on ( , ∞). holds for x > .
(ii) If /π < a < a = √ π + − √ /π , then there is an x > such that R is strictly increasing on ( , x ) and decreasing on (x , ∞). So the inequalities
hold for x > , where x is the unique solution of the equation R (x) = on ( , ∞). In particular, for a = − /π , we have
..., then R (x) is strictly increasing from ( , ∞) onto /π + √ a, . Therefore, the double inequality
Proof. Making a change of variable x = tan t for t ∈ , π/ yields R (x) = x π + π x + a arctan x = /π + (tan t) /π + a
where ϕ (t) and ϕ (t) are de ned by (2.5) and (2.6), respectively. As shown in Lemma 4, ϕ (t) > for t ∈ , π/ , ϕ (t) /ϕ (t) is strictly decreasing from , π/ onto /π , / . Therefore, p (t) /q (t) > (<) if and only if
while a ∈ /π , / π , there is a t ∈ , π/ such that p (t) /q (t) < for t ∈ ( , t ) and
(t − sin t cos t) π a cos t + sin t × tan t t − π + cos t π sin t + a cos t = sin t − π a (t − cos t sin t) cos t π π a cos t + sin t (t − cos t sin t)
as t → , as t → π/ , Now, we distinguish three cases to determine the monotonicity of p/q. Case 1: a ≥ / π . By the relation (1.22), we have H p,q = p /> , and so Hp,q (t) < Hp,q π/ = for t ∈ , π/ . The relation (1.21) in combination with q (t) > and Hp,q (t) < leads to p (t) /q (t) < for t ∈ , π/ . Therefore, for t ∈ , π/ ,
which is equivalent to (4.1). Case 2: < a ≤ /π . Similarly, we deduce that p (t) /q (t) > for t ∈ , π/ . So the inequalities (4.4) hold for x > , which proves the third assertion of this theorem.
Case 3: /π < a < / π . As shown previously, by the relation (1.22) it is seen that H p,q < for t ∈ ( , t ) and H p,q > for t ∈ t , π/ . Since Hp,q π/ = and
..., we nd that Subcase 3.1: a ≤ a < / π . We have Hp,q (t) < for t ∈ , π/ , so is p (t) /q (t) . So the double inequality (4.1) also holds for x > . This in combination with Case 1 proves the rst assertion of theorem. Subcase 3.2: /π < a < a . There is a t ∈ ( , t ) such that Hp,q (t) > for t ∈ ( , t ) and Hp,q (t) < for t ∈ t , π/ , and so is p (t) /q (t) . This yields
that is,
which is equivalent to the double inequality (4.2), where x = tan t . In particular, for a = − /π , solving the equation Hp,q (t) = gives t = .
......, which proves the second assertion of this theorem. The proof is nished.
Taking a = a = √ π + − √ /π , /π in Theorem 2, we obtain two new sharp double inequalities. > for x, a > . Then taking a = /π , /π , / in (4.1) we obtain that for x > ,
Taking a = /π , /π , in (4.4) we have that for x > ,
As a direct consequence of Theorem 2, we have the following proposition. holds for x > with the best constants
where a = √ π + − √ /π and R (x ) is given in Theorem 2.
Proposition 2 with the decreasing property of a → A ( , ) x;
√ a implies the following corollary.
Corollary 5. The double inequality
holds for x > if and only if a ≥ − /π = .
... and < b ≤ /π = .
....
Remark 8.
Obviously, the lower and upper bounds given in (4.9) for a = − /π and b = /π , that are, A ( , ) (x) and A ( , ) (x), are also the sharpest lower and upper bounds of arctan x of the form B a,b,c (x). Remark 9. Inequalities (4.9) for a = − /π and b = /π were rst proven in [10] . Clearly, we here give a new proof.
By Corollaries 2 and 5 with the increasing property of a → A ( , ) (x; a) we easily deduce the relation between arctan x and A ( , ) (x; a). Corollary 6. Let a, b > . The double inequality
holds if and only if < a ≤ − /π and b ≥ /π .
Proof. The necessity follows from
The su ciency follows from the rst inequality of (4.9) for a = − /π and the second inequality of (3.11) for b = /π with the facts that ∂A ( , ) 
Concluding remarks
For i, j ∈ { , , , } such that i + j = , let A (i,j) (x) be given by ( 
...,
These indicate that the maximum relative errors of the four sharpest bounds of arctan x equal . ..., .
..., . ... and . ....
Remark 14.
It has been shown in [9] that D ( , ) (x) = arctan x − A ( , ) (x) is strictly increasing on ( , x ) and decreasing on (x , ∞), while D ( , ) (x) = arctan x − A ( , ) (x) is strictly decreasing on ( , x ) and increasing on (x , ∞), where
These actually reveal the maximum absolute errors estimating for arctan x by A ( , ) (x) and A ( , ) (x). More precisely, we have
for all x > , which means that the maximum absolute errors of bounds A ( , ) (x) and A ( , ) (x) equal . ... and . ..., respectively.
To show the maximum absolute errors of bounds A ( , ) (x) and A ( , ) (x), we need to prove Theorem 3.
is strictly increasing on ( , ∞), and therefore, the double inequality
Consequently, the double inequality
Proof. (i) Di erentiation yields
where the inequality holds due to
(ii) Analogously, we have
Then sgnD ( , ) 
It is therefore deduced that D ( , ) (x) < for x ∈ ( , x ) and D ( , ) where ξ (x) and η (x) are de ned by (3.13) and (4.12) , respectively.
Remark 20. Although the bound A ( , ) (x) for arctan x is inferior to others in the sense that both of the maximum absolute errors and maximum relative errors are minimal on ( , ∞), but it is a priority selection in the applications of engineering because that for < x < ,
and for x > , as t → π/ , we achieve that Hp,q (t) < lim t→(π/ ) − Hp,q (t) = for t ∈ , π/ , which in combination with q > gives p/q = q /q Hp,q < for t ∈ , π/ . That is, R is strictly decreasing on ( , ∞). Clearly, R + = ∞, R ( ) = − √ − / ( π), R (∞) = , which completes the proof.
