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Abstract
The goal of this thesis is to develop and apply alloy theory methods to transition
metals and alloys (particularly ternary systems) based on the tight-binding (TB)
model of atomic cohesion in studies of stability and phase equilibria. At least two
factors make this kind of formalism desirable: it can bring a clear understanding of
the underlying physical mechanisms that many times get obscured in first-principles
calculations, and it is easily adapted to complex problems and multicomponent solu-
Itions, at low computational cost.
The original physical insight given by the TB method is demonstrated by the
study of the relation between the atomic local environment and the relative stability
of simple phases, through the calculation of the moments of the electronic density of
states. We show that the relative stability of phases related to the Bain transformation
is mainly controlled by the moment of order five, and we have identified the main
contributions to this moment.
We present a model for cohesive energy based on the assumption that it can
be written as the sum of a band-structure contribution and a repulsive short-range
contribution. We have calculated the band contribution using a TB Hamiltonian with
d states and applied the linearized Green's function method based on the recursion
technique. For the repulsive part of the energy we employ a Born-Mayer potential.
The model was used to study total energies for Mo. We show that a six-moment
approximation to the band energy is sufficient to reproduce more accurate results,
using the standard recursion method, for the energetics of this transition metal.
We describe a reliable and consistent scheme to study phase equilibria in ternary
substitutional alloys based on the TB approximation. The TB electronic parameters
are obtained from linear muffin-tin orbital calculations. The transfer integrals are
,scaled in distance with an orbital-dependent exponential decay parametrization, while
the on-site energies are scaled via a polynomial parametrization. The computed
density of states and band structures compare very well with those obtained in more
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accurate ab initio calculations.
This study includes disordered, partially ordered and ordered alloys. Disordered
alloys are studied within the tight-binding coherent-potential approximation formal-
ism extended to multicomponent alloys. The energies of ordered systems are obtained
through effective pair interactions computed with the general perturbation method,
and compared with those obtained from a recursion technique. Partially ordered
alloys are studied with a novel simplification of the molecular coherent-potential ap-
proximation combined with the general perturbation method. The TB scheme proved
to be a consistent and reliable way to treat the electronic structure of alloys, and it has
the capability of assisting in the design of materials with specific electronic properties.
The formalism is applied to study bcc-based ternary Zr-Ru-Pd alloys. These
alloys show promising applications as medical implant devices because of their po-
tentially good biocompatibility, corrosion and wear resistance, and toughness. Using
the energetic parameters obtained with the aforementioned TB scheme, we apply the
cluster-variation method to study phase equilibria for these alloys. The results are
consistent with the experimental evidence. We also show how it is possible to explain
'within this formalism the observed behavior of the electronic specific heat coefficient,
'y, for the Zro.5(Ru,Pd) system.
Thesis Supervisor: Samuel M. Allen
Title: Professor of Physical Metallurgy
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Chapter 1
Introduction
Myriad experimental data have been collected over several decades about metals
and alloys; e.g., heats of formation, phase equilibria, melting points, composition and
structure of compounds, and interactions between alloying elements. Yet, only in the
last twenty years have fundamental theories evolved to the point of being able to make
quantitative predictions related to this wealth of information. The breakthrough came
in the sixties when Hohenberg, Kohn, and Sham [1, 2] showed that it was possible
to transform the complicated many-electron problem into an effective one-electron
problem which could, in principle, be solved using the so-called local density approx-
imnation (LDA). Their theory, known as density functional theory (DFT), offered the
possibility of obtaining a reliable prediction of cohesive and structural properties of
simple metals, transition metals (TM), and intermetallics, from first principles. With
the advent of fast computers and improved computational codes, one can now com-
pute the ground-state properties of complex solids with tens of atoms in a periodically
repeated unit cell. And with the addition of some statistical mechanics, calculations
from first-principles are also beginning to shed light on the origins of phase transitions
and the structure of phase diagrams for alloys.
At the same time that these ab initio (or first-principles) methods were evolv-
ing, two simpler models were also being (re)developed: the Nearly Free Electron
(NFE) model and the Tight-Binding (TB) model. These models offer, at least, two
important advantages. First, they provide direct physical and chemical insight into
13
the origin of bonding and structure at the atomic level. Second, since they are not
first-principles approaches, they provide a way to study finite-temperature properties
and disordered materials that does not require extreme computational efforts. These
two models have different underlying assumptions and hence applicability. The NFE
approximation regards the valence electrons as a gas of free electrons that is only
weakly perturbed by the underlying ionic lattice, while the TB approximation con-
siders that the valence states are formed by the weak overlap of atomic orbitals.
While the NFE approximation is a valid description of the sp-bonded simple metals,
the TB approximation is a reasonable description of the d-bonded transition metals
and most intermetallics. (Transition elements appear with the filling of the 3d, 4d,
and 5d shells.) It is now established that the d electrons, although fairly localized in
the atoms, do occupy band states responsible for many typical, particularly cohesive,
properties of these elements [3].
Trends in cohesive and structural properties of transition metals and alloys have
been well characterized by simple TB models. For instance, in the case of cohe-
sive properties, the approximately parabolic variation of the cohesive energy, the
bulk modulus, and the equilibrium atomic volume, across the TM series has been
remarkably well reproduced with Friedel's rectangular band model [4]. The predicted
cohesive energies are about 2 eV/atom too small, primarily because the model ignores
the sp band, and the hybridization between the sp band and the d band can increase
the cohesive energy. This model is also known as the "second-moment approxima-
tion" because the band energy is characterized solely by the second moment of the
electronic density of states. In contrast, the prediction of structural stability requires
a much more accurate evaluation of the actual shape of the TB density of states. The
rectangular band, with its uniform density of states, is unable to discriminate be-
tween the energies of different crystal structures and one must go beyond the second
moment to get sufficiently accurate results.
In principle and increasingly in practice, it is possible to solve fully dynamic calcu-
lations for the equations of motion of the ions. Such a simulation is called molecular
dynamics (MD), and provides a picture of the processes occurring at high tempera-
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ture. The implementation of MD simulations within a first-principles approach [5] is
now well known and the ground-state energy and equilibrium atomic configuration of
crystalline defects, interfaces, glasses and liquids may be predicted with some success,
albeit with extreme computational effort. This still restricts the MD simulations to
a small number of atoms and quite short simulation times. For studies of mechani-
cal and deformation properties, simulation cells containing at least several hundred
atoms are required and one cannot use the ab initio approach. To perform such
simulations, we have to resort to some approximations. For instance, tight-binding
molecular-dynamics methods have been used to study semiconductors and covalent
systems such as Si, C and Si-C (see for example [6, 7]) as a compromise between
the computational effort demanded by ab initio approaches, and the limitations im-
posed for the more widely used empirical potential methods which present problems
of transferability and are not able to account for electronic structure effects of the
lattice.
Chapter 3 addresses the issues raised in the previous two paragraphs. We start by
examining the elements of the TB approximation and describing the TB Hamiltonian.
Next, we present a novel analysis of the moments of the electronic density of states
using a TB model, with so-called canonical parameters, as it relates to the relative
stability of simple phases. The model concentrates particularly on the tetragonal or
Bain transformation that takes an fcc into a bcc cell, as commonly found in relation
to martensitic transformations. Finally, we describe a new TB total energy model
with potential application in molecular-dynamics studies.
Solid solutions with ordered phases ("intermetallic compounds") that exhibit de-
sirable mechanical properties such as ductility and high strength are promising can-
didates for special applications. Possible uses range from the high-temperature alloys
for gas turbines to bearing surfaces and mechanical joints. Because materials de-
signed for optimum performance rarely consist of binary systems, the ability to model
higher-order systems is especially needed. In order to develop these materials, the
fundamental physical issues must be understood. Theories capable of predicting the
type of ordering, the existence of structural transformations, and the phase equilibria
15
are fundamental tools in this endeavor. In the last decade, there has been consider-
able improvement in the calculation of both energies of formation of disordered and
ordered alloys, and multisite effective interactions based on band structure calcula-
tions. Such energetic quantities can be used to obtain fairly accurate predictions of
phase stability at T = 0 K (ground-states). The effective interactions may then be
used in combination with statistical models for phase diagram determination.
We present in Chapter 4 a reliable and consistent formalism, based on a TB
approximation, to study the electronic structure and phase stability of multicompo-
nent transition-metal allovs. We show how this simple scheme can be used to assist
in the design of materials with specific electronic properties. First, we characterize
the TB parameters computed with the linear muffin-tin orbital method, with direct
application to the Zr-Ru-Pd alloy. The coherent-potential approximation to study
disordered alloys is then presented, followed by an account of the generalized per-
turbation method. We then describe an approximation to study partially ordered
systems. Results for the ternary Zr-Ru-Pd and its binary subsystems illustrate the
methodology.
Two ways of determining the equilibria at finite temperatures have proven to be
most useful: the cluster-variation method (CVM) introduced by Kikuchi [8, 9] and
the Monte Carlo simulation technique (MC) [10]. These methods are based on an
Ising-model-type description of the lattice and need energy parameters as input. The
CVM is based on an analytical calculation of the configurational entropy S. The
equilibrium states are obtained by a minimization of the appropriate free energy (F
or Q). The MC method is a method of computer simulation of a system with many
degrees of freedom. Briefly, it is used to simulate any averaging with a probability
distribution, and it is usually performed in the grand canonical scheme. At a given
temperature and fixed chemical potentials, atoms are exchanged with a reservoir of
atoms with a probability which is defined in such a way that the equilibrium state
is reached after a sufficient number of atomic replacements. This method yields the
equilibrium configuration but not the thermodynamic functions.
In Chapter 5, the energetic parameters obtained with the methodology described
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in Chapter 4 will be used in combination with the CVM to study phase equilibria in
binary and pseudo-binary alloys. The formalism will be illustrated with the ternary
Zr--Ru-Pd alloy. From these results, we propose an explanation for the observed
behavior of the electronic specific heat coefficient for the Zro.5(Ru,Pd) pseudo-binary
alloy.
Chapter 2 presents background information which will be useful in subsequent
chapters. It includes a section on notation and units, definitions for electronic density
of states and band energies, a compilation of experimental facts regarding the Zr-Ru-
Pd system, and a description of the bcc-based lattice structures. Chapter 6 presents
a summary and the conclusions of this work. Finally, suggestions for future research
are given in Chapter 7.
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Chapter 2
Background
2.1 Units and Notation
Atomic units will be used throughout this thesis. The unit of energy is the
Rydberg (Ry) which corresponds to the ionisation potential of the hydrogen atom:
1 Ry = 2.18 10-18 J = 13.5 eV. The unit of length is the atomic unit (au) which is
the first Bohr radius: 1 au = 5.29 10 -l m = 0.529 A. In atomic units, the following
relationships hold: h/2m = 1 and e2/47rE = 2, where h is the Planck's constant
divided by 27r, m is the electron mass, e is the magnitude of the electronic charge,
and E, is the permitivity of free space. Energies of bulk materials and effective pair
interactions will be usually given in Ry/atom. Conversion to other units may be
achieved by using 1 mRy/atom = 1.32 kJ mol - = 0.314 kcal mol-'. Electronic
density of states will be given in States/Ry-atom.
Dirac's bra and ket notation will be use to express most of the mathematics of
quantum mechanics formulations. The ket represents a wave function, _ l4 ),
while a bra is its hermitian conjugate, A'* (A. We often use atomic orbitals, which
we could note n. A), where n specifies a particular lattice site, and A is a particular
orbital.
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Dirac's notation is based on the understanding that
O* o dr. (2.1)
=all space
The average or expectation value of a physical quantity represented by an operator
H' for a system characterized by the state 0 is given by
(IH0) = f0 *H dr, (2.2)
while the matrix element between states and 0 is given by
(OIHI) = J 0* H 0 dr. (2.3)
If {ti} is a basis set, the trace of the operator H is given by
(2.4)
Finally the operator identity is written as
I= E H i)(0 I. (2.5)
2.2 Density of States and Band Energies
Given a Hamiltonian H for a particular system, we could attempt to solve the
(one-electron) Schr6dinger equation
Hl0n) = En10n), (2.6)
and obtain the eigenfunctions I]On) and eigenvalues E. On the other hand, most of
the information we need is contained in the (total) density of states (DOS) given by
1
n(E) : E 6(E - En),Nn
19
(2.7)
Tr ,i Z)
where 6(x) is the Dirac function and N is the number of lattice sites. If we define the
operator 6(E - H) according to 6(E - H)I,) = 6(E - E)In), then the DOS can
be rewritten as the trace over this operator:
1
n(E) = I Tr 6(E - H). (2.8)N
It is often useful to express the eigenfunctions I0,) as a linear combination of atomic
orbitals (LCAO) 0ia):
n),=E an,ial 0i"), (2.9)
ia
where i is a site index for the atomic site and a denotes the type of orbital, e.g.,
3 s, 3 p, 3py, etc.
It is possible then to define a partial density of states when the physical situation
requires the knowledge of separate contributions to the total DOS. For instance, the
local DOS for an orbital A located on site i is given by
niA(E) = ( I E - H I , ) = (E - c), (2.10)
where /A* is the corresponding eigenvalue. If there are q orbitals in each site, then
q
ni(E) = nih(E) (2.11)
A=1
is the DOS for site i, and the total DOS is given by
1
n(E)= N E niA(E). (2.12)
Notice in this expression that the total DOS is normalized to the (total) number
of states per site:
q = n(E) dE. (2.13)
To avoid working with delta functions, we introduce the resolvent operator (or
one-electron Green's function) G(z) = (z - H)-l, defined for any complex number z.
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Using the following identity,
6(x) lim -
,e-O+
I 1
-Im( ,
r + ie
we can then write
16(E - H) = -- Im G(E+),
7r
where E+ means we take the limit z = E + i, - 0+.
Finally, the density of states is expressed as
n(E) = - Im Tr G(E+),
'7rN
while the partial density of states on site i with orbital A is given by
I
nixA = -- Im (iAIG(E+)iA).
71'
If EF is the Fermi energy, the number of electrons per atom is given by
JE F
N, =J_ dE n(E).
-o
It; is also interesting to define the integrated DOS N(E):
J()~"d's)mE I)1N(E) = dE'E'n(E') = -ImTr lnG(E'+). (2.19)
Then, at zero temperature, Ne = N(EF). Finally, the band energy is defined as the
sum of one-electron energies
Eb= 
J-x
dE E n(E), (2.20)
and the corresponding grand-potential Qb = Eb - NeEF is given by
Qb= -J dEN(E).
-00
(2.21)
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(2.14)
(2.15)
(2.16)
(2.17)
(2.18)
2.3 The Zr-Ru-Pd system
We will illustrate the formalism developed in Chapters 4 and 5 with the ternary
Zr-Ru-Pd alloy. 'This system is one of a family of alloys under study with possible
applications in medical implant devices. For example there are already surgical im-
plants which are made in part of Co-Cr-Mo alloys. Zirconium-ruthenium-palladium
alloys have attracted interest because of potentially good biocompatibility. In addi-
tion, preliminary experimental work has shown that Zro.5(Ru,Pd) alloys are extremely
tough and wear resistant, properties which are desirable in implant device materials
[1.1]. Intermediate compositions in the the Zr-Pd binary system crystallize with a
3--brass (or B2-type) structure but undergo a martensitic transformation at 6200 C;
these binary alloys lack ductility at room temperature. The addition of Ru seems to
stabilize the high-temperature B2 phase at room temperature and significant ductil-
ity has been recently reported in these ternary alloys. Equiatomic Ru-Zr alloys also
form a B2-type structure which is stable up to its melting point. Ruthenium seems
likely to substitute for palladium atoms in the ternary B2 alloy.
Figure 2-1 from Ref. [11] shows the variation of hardness and martensite transfor-
mation temperatures in the ternary alloy at czr = 0.5. The structure of the martensite
was found to be of Bf or B33-type and experimental observations suggest a structural
relationship between matrix and martensite which involves two kinds of shuffle-type
displacive operations that take the B2 structure into B19 and finally into B33 [12].
2.4 Bcc-based lattice structures
The formalism that we are going to present in this thesis is not limited to any
particular type of lattice structure. For sake of simplicity, and unless so noted, we will
limit the application of the theory to the study of bcc-based systems. Structurbericht
notation will be used throughout this work to designate the different structures which
are derivatives of the bcc lattice (see Fig. 2-2). A2 designates the disordered bcc
lattice. B2 is the -brass structure which can be thought of as two interpenetrating
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Hardness vs. Composition at Room Temperature
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Figure 2-1: (a) V\ariation of hardness with composition at room temperature of the
pseuldo-binarv svstem Zr. 5 (PdRu-c )0.5. (b) Mlartensite transformation temperature
oni cooling versus composition for the same system. (Both from Ref. [11]).
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primitive cubic lattices with different compositions. The D0 3 structure is a further
NaCl-type ordering of one of the sublattices in the B2 structure. If the composition
of this sublattice differs from that of the disordered one, the Heusler or L21 structure
results. The B32 structure can be thought as two interpenetrating cubic lattices with
NaCl-type ordering. Finally the structure with F43m symmetry is formed by four
interpenetrating cubic lattices of different compositions (there is no Structurbericht
symbol for this structure).
24
A2
L2 1
F43m
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Chapter 3
General Description and
Applications of the Tight-Binding
Approximation
3.1 Introduction
It was well understood, since the early days of quantum mechanics, that the
ground state of a piece of matter with 1022 atoms is described in principle by a
wave function, obtained by solving the Scrodinger equation, which is function of the
coordinates of all the electrons and nuclei. The exact wave function could never be
calculated, but we will take for granted that it exists. Ab initio methods solve the
Scrddinger equation by making significant approximations, but without resorting to
experimental data. Semiempirical methods, which are able to incorporate most of the
electronic effects, such as the TB method, inherit those same approximations. Two of
those approximations will be readily accepted: The first one is the Born-Oppenheimer
or adiabatic approximation: because of the large difference in mass between ions and
electrons, the electrons can be considered as following instantaneously the motion
of the ions. The electronic degrees of freedom are then removed and every ionic
configuration possesses a well-defined electronic energy. Similarly, we are going to
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neglect relativistic effects that are only important when dealing with heavy elements
(e.g. 5d transition elements). Other approximations related specifically to the TB
model will be discussed later.
The following section introduces the tight-binding Hamiltonian. Next, we present
and discuss an analysis of the moments of the density of states for a particular struc-
tural transformation. Finally, an example of total-energy calculation within the TB
approximation is described.
3.2 The Tight-Binding Hamiltonian
The tight-binding (TB) method is probably the simplest approach conceptually
for describing energy bands. The basic approximation is to assume that all electronic
wave functions of the metal system can be described by a basis of atomic-like orbitals.
By knowing the wave functions and energies for the electron states in the free atom,
we form the solid by bringing these atoms together and seek an expansion of the wave
function of interest, I'i), of the form
10 = EaAn,A), (3.1)
n,A
where In, A) is a wave function corresponding to an orbital of type A on site n. Notice
that for periodic systems, the resulting expansion coefficients a are proportional to
eiK .R for a state transforming according to wavenumber K, and where Rn is a lattice
site.
To simplify the computations, it is often assumed that the basis provided by the
atomic wave-functions is not only complete but orthonormal as well, that is,
(n, Alm, /) = n,m6A,x.- (3.2)
This means that we are neglecting the overlap integrals between wave-functions on
different sites, which is justified for transition metals since the d-electrons are fairly
localized [3].
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The lattice potential Vl at is assumed to be the sum of atomic potentials Vat
centered on various lattice sites p,
1/lat = E Vat,
p
(3.3)
where Vpatlr) = Vat(r - Rp) r).
The one-electron Hamiltonian is then written as
H = T + E V,
P
(3.4)
where T is the kinetic-energy operator.
It is clear that IA, n) is an eigenstate of the Hamiltonian corresponding to a free
atom located on a site n, i.e., Hat = T + Vpjt. Then, we have
(T + Vpat)l, A) = eln, A), (3.5)
where eA is the atomic energy for
Now, we are ready to compute
orbital basis:
the orbital A.
the TB Hamiltonian matrix elements in the atomic
(n, lHlm, ) = (n,Al T + Vpatlm, )
p
= El (n, AIm, ) + (n A I VP tm,p).
Let us consider the second
define czv'l, the crystal-fieldM/' 
term of the right hand side of Eq. 3.7. For n = m, we
integral, as
(3.8)m m, Ipm tlm )
The atomic potentials Vat are attractive, so cry/l are all negative and their effect
is to shift the atomic levels . In the case of crystalline systems with equivalent
sites, these crystal fields are independent of the site m, and frequently diagonal, i.e.,
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(3.6)
(3.7)
oa = XAJA, [15].
For n :A m, we define the hopping or transfer integrals as
As = (n, A H Im,/ ) (3.9)
= (n, AI V," tIm, ) (3.10)
pOm
These parameters are responsible for the mixing of atomic levels into molecular states
which extend over the whole solid.
We notice that the L3A are the sum of two-center (n = p £ m) and three-center
(n p m) integrals. Usually we retain only the two-center integrals, which are
much larger in magnitude than the three-center ones. These integrals are short-ranged
(which is particularly true for transition metals, covalent elements, and their alloys)
so it is usually sufficient to include only a small number (one or two) of neighboring
shells.
Finally, using all the above definitions we can express the TB Hamiltonian as
H= in, A) A(n, I + in, A) (m I, (3.11)
n,A m,n
p,A
where n = c0 + a>. Unless noted, we will drop the tilde on in the remainder of this
thesis.
At this point it is convenient to introduce a sub-block matricial notation that we
will need in the following section. Matrix operators will be shown in boldface. We
first define the normalized atomic orbital vector nq) as
In, A1 )
nq)= . , (3.12)
In, Aq) )
where q denotes the range of the atomic orbital space (q = 9 for full s-p-d bands).
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Next, we define the following q x q matrices
[l3(Rn,m)]ij = 'm3i (3.13)
[ (R.)]ij = ' 6i,Aj (3.14)
with R,m = R, - R. Finally, we can express the Hamiltonian operator as
H(R 1, 1)
H(R 2, 1) H(R2,, (3.15)
where the q x q matrix sub-blocks H(Rn,m) are defined as
H(Rn,m) = (Rn) nm + /(Rnm). (3.16)
Transition metals (TM), metals with partially filled d and f shells, comprise most
of the elements in the periodic table. Here, we are mainly concerned with 3d or 4d
TM elements. They present fairly localized d states and also wider sp states. It
will be necessary then to consider all possible types of bonding between orbitals with
symmetry s, p and d. We recall that there are one s, three p, and five d-type orbitals.
For instance, if we consider two neighboring atoms and the five d-states, we will find
that there are just three types of bonds that may be formed which preserve the angular
momentum along the bond axis. These are the fundamental integrals dda(m = 0),
ddir(m = 1) and dd6(m = 2). Likewise, we can study the possible integrals involving
s and p orbitals. Figure 3-1 shows the results. In the crystal, we have to consider
the angular variation of the hopping integrals between all combinations of s, p and
d orbitals. The /3's will result in linear combinations of the fundamental integrals
for a fixed orientation of the crystal. These fundamental integrals are known as
Slater-Koster (SK) parameters. The linear combinations, which are basically angular
dependencies, were tabulated by Slater and Koster as a function of a set of direction
cosines (1, m, n) [16].
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Figure 3-1: Schematic representation of the fundamental transfer integrals or Slater-
Koster parameters. These integrals are formed between two atomic states with the
same angular momentum component along the bond axis (i in this case).
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Before continuing with the applications, we shall state the main approximations
of the TB model:
* the effects of exchange and correlation between the electrons are neglected (these
are fully incorporated in the ab initio methods);
* we assume that the basis of atomic wave functions is complete and orthogonal;
* we neglect the three-center integral contributions to the hopping integrals;
* the model ignores the spin-orbit coupling, which would require an additional
term in the Hamiltonian proportional to L. S, where L and S are the orbital and
spin momentum operators, respectively. It can be shown that only intra-atomic
spin-orbit couplings are important and that only the width of the (d) band is
affected, not the energy levels. Even then, the effect is very small [3].
The validity or reasonableness of these assumptions may be justified with the analysis
of the results.
The success of the TB approximation depends on the judicious choice or com-
putation of Hamiltonian matrix elements (or parameters). Different approaches for
determining these elements can be found in the literature. For a qualitative study
of cohesive or structural trends in TM and alloys, "canonical" parameters give very
reasonable results, and they will be used in the next section when the first TB appli-
cation is discussed. On the other hand, the most common approach for quantitative
studies is to assume that these matrix elements extend only to first or second neigh-
bors, and treat them as disposable parameters by fitting them to more accurate
band-structure calculations, such as the linearized augmented-plane-wave (LAPW)
method [13]. Finally, in the scheme we will describe in the next chapter for the study
of multi-component alloys, TB parameters are obtained from the linear muffin-tin or-
bital (LMTO) tight-binding method of Anderson [14]. This scheme has no adjustable
parameters or functions to be fitted to experiments. Because of this, we may consider
our results to be "first-principles."
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3.3 Moment Analysis
3.3.1 Background
An important theorem derived by Cyrot-Lackmann [17] relates the moments of
the local density of states to the topology of the local atomic environment. We define
the pth moment of the local DOS as (we will consider systems with all sites being
equivalent for simplicity)
= dE (E - )P n(E), (3.17)
with E = £~ dE E n(E). The physical meaning of the first moments is straightfor-
ward. The moment of order zero gives the total number of states,
o = f dE n(E) = q, (3.18)
while the first moment is the center of gravity of the band. For a non-degenerate
band this is equal to zero:
lz = f dE(E - ex) n(E)
dE (E-e) (E - A)
=0. (3.19)
The second moment, 2, is the moment of inertia of the DOS relative to the center
of gravity. The square root of 2 is a measure of the width of the local DOS. The
third moment, P3, measures the skewness or asymmetry of the DOS. A large negative
value of 3 corresponds to a long tail in the DOS below, and a more compressed peak
above, the center of gravity. The fourth moment, 4, measures the tendency for gap
formation in the middle of the band. A precise criterion for discriminating between
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unimodal or bimodal tendencies is given by the dimensionless parameter s [18]:
4 A'2 - (2) - (3)2
~s= ~ 1 -(3.20)
(P2)3
If s < 1 the DOS tends to show bimodal behavior, otherwise it will tend to be
unimodal.
Using Eq. 2.8 in Eq. 3.17 we obtain
/Ip dEE - ) Tr(E - H))P Tr(E- HP. (3.21)
Applying the matrix operators, we can express the moment in the basis of atomic
orbitals vectors. using the fact that E, n)(nl = I, where I is the (q x q) identity
matrix (where we have dropped the q subscript in Eq. 3.12):
TrHP = E Tr(nIHP n) (3.22)
n
= E Tr (nL H Imi)(ml  H m2) ... (mp-l H In) (3.23)
n,ml,..,mp_1
= Z Tr H(Rn,mi) H(Rm,, ) ... H(Rmp-,n). (3.24)
n,mi.,mp-l '
p factors
For non-degenerate bands the expression above reduces to a product of transfer
integrals (n, I H m, y) that can be seen to represent the hopping of electrons from
an orbital A centered on site n to an orbital y centered on site m. Depending on
whether the matrix element is site-diagonal or off-diagonal, these correspond to on-
site and near-neighbor jumps. Figure 3-2 shows an example of four-hop circuits in an
square lattice with first-nearest neighbor hopping integrals only. If we assume that
the atomic energy levels are zero and neglect the crystal-field integrals (i.e. eA = 0)
then
lHp E nml3m .0 (3.25)
--- P, nmk' l'''
34
A= . I
.<-K
I I
I \
i
" \ Iv
l , =
'-K- -
I .
:A
Figure 3-2: Example of four-jump paths in an square lattice with first nearest neighbor
only. Solid lines refer to paths associated with on-site jumps, whereas paths associated
with broken lines correspond to self-avoiding paths.
And in the case of the second moment
P2= E X Op (3.26)
n,m A,I
Each term in the previous equation represents an electron starting at site n, hopping
on a neighboring site m and hopping back to n. Then the second moment is the sum
of all such paths of two hops. This is easily generalized to higher-order moments.
Finally, we can state the moments theorem: the n'th moment of the local density
of states is the sum over all paths of n hops that start and end at a particular
lattice site. This is an important result because it tells us that by studying the
local environment surrounding an atom we can make qualitative comments about the
density of states, even if we do not know its precise form, through the calculations of
its first few moments. For degenerate bands, we associate a matrix with each jump
and then evaluate the trace of the product associated with each circuit (see Eq. 3.24).
The contribution of a circuit is independent of the direction in which the path is
described, of the position of the origin in the circuit, and of its orientation in the
lattice since the trace of HP is rotationally invariant and basis independent.
We will now show how the knowledge of the local environment through the mo-
ment analysis can help us understand the stability properties of some simple crystal
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structures. To this end we used a canonical model that has been successfully applied
to study the qualitative trends along the d-transition metals series [19]. In this model,
only the (five) d-atomic orbitals are included in the orbital basis and crystalline-field
integrals are neglected. The hopping integrals are then a linear combination of the
fundamental SK parameters: ddcr, dd7r, and dd6. Taking into account the symmetry
of the d-orbitals. we can orient the axis along the vector connecting sites i and j,
I:Rij = Ri-Rj. In this case the matrix P (Eq. 3.13) is diagonal and given by:
/
/3 =
ddd
ddr 0
ddr
0 dd6
dda
(3.27)
for a given distance Rij . The order of atomic orbitals in the basis is {xy, yz, xz, 2 -
y2, 3z2 _ r2 }. The moments p can then be computed as
Asp = E Tr (Rn,ml), (Rm,m 2) ... (Rmp.l,n). (3.28)
n,ml ,...,rp_1
Unfortunately, in a given structure, only one matrix (R) will be diagonal along a
particular vector R. Using a rotation matrix, we can express the hopping integral
matrix for any other step as [19]
P(R) = U 3(Ri,j) U -1 , (3.29)
where U9 is the (unitary) rotation matrix that corresponds to the real-space rotation
of Rij onto R.
The last point to consider is the explicit dependence of the transfer integrals on
distance. Exponential and power laws have been considered in the literature. We are
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going to use the latter in the form
r 5
d3(r) = 0( r )5, (3.30)
where 3o is the hopping integral between nearest neighbors in a reference lattice
and r=lRi,jl. It has been shown [20] that the hopping integrals satisfy the following
relationships: ddal > Iddirt >> dd[ and 1.7 < Iddal/dd7r < 2.5, while ddoadd >
10. We have used the following values of the parameters: ddr/dda = -0.5 and
dd6 = 0 for the hopping integrals between first-nearest neighbors in the fcc lattice
taken as the reference lattice.
The following section applies the moment analysis model described above to the
study of the relative stability of the phases related to the Bain transformation.
3.3.2 Application to the Bain transformation
We applied the TB moment analysis to study the tetragonal or Bain transforma-
tion that takes an fcc into a bcc structure, commonly found in relation to marten-
sitic transformations. Figure 3-3 shows the geometric relations for this transforma-
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tion. The cell outlined in the figure is a body-centered tetragonal cell (bct). The
bet cell dimensions are described by two lattice constants, a(=b) and c. Taking
the fcc lattice as the reference lattice, it can be shown that c = (1 - v)afc,, and
a = b = (1 + u) (vX_/2) afc where afcc is the lattice constant of the fcc lattice and
u and v represent the expansion normal and parallel to the axis, respectively. If
we assume that the transformation occurs at constant atomic volume then Volfc/4=
V;olbct/2 because there are four atoms per unit cell in the fcc lattice but only two
in. the bct lattice. Then, replacing the values of a and c in the latter expression we
obtain (1 - v)(1 + u)3 = 1. This shows that u and v are not independent and we can
then characterize the tetragonal distortion of the lattice with a single parameter, for
instance:
= (1- v)3/2/2 (3.31)
a
or alternatively,
ca- Ia=l- - (3.32)
x2- 1'
where c/a takes values 1 (v2) for an ideal bcc (fcc) lattice while ac varies from 0 (fcc)
to 1 (bcc). Figure 3-4 shows the nearest-neighbor vectors in the bct lattice and the
distribution of neighbors with distance as a function of a.
It has been shown that the second-moment approximation to the cohesive energy
cannot discriminate between energies of different structures along the Bain transfor-
mation (at least in the first nearest-neighbor approximation) [18]. We must then
study higher-order moments to explain the relative stability between the different
structures. Using Eq. 3.28, we have computed the first five moments of the DOS
versus the tetragonality parameter a.
As expected, we find that the second moment remains nearly constant along the
transformation (from 2 = 14.475 in the fcc lattice to A2 = 15.01 in the bcc one).
Figure 3-5 shows the third, fourth and fifth moments. All moments are normalized
with respect to L'n/ 2 where n is the order of the moment. Notice that 3 and A4 remain
practically constant, and only the fifth moment, 5, shows a significant variation, with
a. This important result tells us that any model set up to study structural energy
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Figure 3-4: (a) Unit cell of the bct cell displaying the first five nearest-neighbor
vectors. (b) Distribution with distance (in units of the first nearest-neighbor distance
in the fcc lattice) of neighbors as a function of the tetragonality parameter (the
number of bonds at a given distance is indicated in parentheses). Adapted from [21].
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Figure 3-5: First moments of the density of states as a function of the tetragonality
parameter ac. All moments are normalized with respect to L2/2, where n is the order
of the moment.
differences between these phases must include at minimum the first five moments in
the description of the DOS.
The DOS for three values of a are shown if Fig. 3-6. As expected from the values
of the second moment, all the DOS display nearly the same width. Notice also in
the same figure the bimodal behavior as predicted by the parameter s defined in
Eq. 3.20, which is less than 1 in all cases (s = 0.8718 for a = 0.0, s = 0.8479 for a =
0.5, and s = 0.7989 for a = 1.0).
Figure 3-7 shows the energy difference between the fcc and bcc structures versus
thIe filling of the band, N, calculated within the TB model. Notice that the curve
crosses the horizontal axis three times. This agrees with the prediction by a theorem
of Ducastelle and Crot-Lackmann [20]: if the first n+l moments of the DOS of
two structures are the same, i.e. 1/0 = 0,..-, 6,u = 0, then the function 6Eb(N),
the difference of band energies vs. number of electrons, has at least n extremes,
and therefore at least (n-1) zeros, beyond those corresponding to an empty or a
filled band. This result confirms the need to study the fifth moment to establish the
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Figure 3-6: Density of states for three values of a: solid line, a = 0.0 (fcc); short-dash
line, a = 0.5 (bct); dashed line, a = 1.0 (bcc).
possible relationship between the local environment and the relative stability of the
structures.
We should notice that the DOS's (and thus energies) for the different structures
were computed with the recursion method (see the Appendix for a brief description
of this technique). The coefficients ai and bi of the continued fraction (Eq. A.2) are
intimately related to the moments of the density of states pp. This relation can be
put in analytical form [19]. For the first moments we have
/o = 1
11 = al
[LO 1
= a2 + b2
3 = a3 + 2alb2 + a2b2 (3.33)
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Figure 3-7: Variation of the band energy difference between the fcc and bcc phases
as a function of the average band filling N (O < N < q = 10).
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Figure 3-8: Difference of band energies between the fcc and bct structures with
different values of P5.
In general, the knowledge of n levels of the continued fraction implies we can obtain
2n + 1 exact moments of the DOS (and vice versa).
Going back to Fig. 3-5, we can see that I51 decreases along the transformation
path from the fcc to the bcc lattice. This leads to the relative stability of the fcc and
bec (bct) phases as shown in Fig. 3-7. The effect of the fifth moment on this stability
curve is shown in Fig. 3-8, where 6 Ef,,-bc = E fCC - Ebcc is plotted for different
vallues of /f5 (at constant normalized values for A3 and 4). When t5 approaches the
value of bCC( -1.039), it reduces to the second-moment approximation and the bcc
structure is more stable for all values of band filling (if 6 Ex-y < 0 then X is more
stable than Y).
Including first and second nearest neighbor jumps, one can identify 14 different
circuits that contribute to ,/5 in the bcc lattice. As the lattice distorts into a bct
lattice, these paths split to a total of 34 non-equivalent circuits. At the other end,
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Figure 3-9: Geometric description of the most important five-jump circuits that con-
tribute to the fifth moment. (a) and (c) are planar circuits, (b) has an out-of-plane
component.
there are 24 different paths in the fcc lattice. It is possible to follow the transformation
of each path as a function of the distortion of the lattice and compute the individual
contributions to the fifth moment, including not only the contribution of a single
circuit but the degeneracy of the circuit (i.e., the number of equivalent paths per unit
cell), as well. The contribution of each path can be factorized into a radial term and
an angular term, /15 = (1/5) Ladlan9g. The angular term turns out to be the most
important factor. (Not all the paths follow this trend.) We have identified three
particular self-avoiding paths that make up the largest contribution to the relative
change in the fifth moment from the fcc to the bcc structures. These paths are shown
in Fig. 3-9. Figure 3-10 shows the total contribution of these three circuits (including
their degeneracy) compared to the total 5 (with 5(O = 0) as the bottom value, i.e.,
tll"w = -a 5(- 0) + A[L5(contrib. of paths in Fig 3-9)).
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Figure 3-10: Normalized fifth moment of the density of states as a function of the
tetragonality parameter a. The solid line represents the total moment. The dashed
line is the contribution from the paths shown in Fig. 3-9. See text.
3.3.3 Conclusions
The relative structural stability for the Bain transformation has been interpreted
in terms of the topology of the local atomic environment through the behavior of
the first few moments of the electronic density of states. The moment analysis was
based in a simple "'canonical" TB model of d-bonded systems. The normalized fifth
moment was found to be the important requirement to explain the structural energy
difference. The main contributing paths to the fifth moment have been described. The
identification of similar paths in more complex structures might help to determine
and understand the relative stability of those structures in relation to the simpler
phases.
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3.4 Total-Energy Model
3.4.1 Introduction
One potential application of the tight-binding model is in realistic simulations
such as molecular dynamics (MD) and Monte Carlo. methods that have rapidly de-
veloped in the past few years. The application of these methods is limited by our
knowledge of the interaction potentials or forces among the atoms. To be useful,
the working models should be compultationallv efficient in order to allow treating a
large number of atoms while providing a reliable representation of the structural and
energetic p)roperti(s of the systems under study. Methods such as the Car-Parrinello
)] schemIe (Ian treat the interatomic interac'tions accurately in the framework of ab
n71itzo density-functional theorv within the local-density approximation. However. to
perform realistic simulations involving a large number of atoms this scheme has been
rather limited by the large computational effort which is required. More recently, MD
sireulations based on TB [6] and the embedded atom method (EAMI) [22] approaches
have been emerging as powerful methods for studying various structural, dynamic,
and electronic properties in svstems with localized electrons like transition metals
and their allovs. or in covalent systems (such as Si or C).
-Most of the current TB and EAM MNID models express the band energy using a
second-mIoment approximation. This approximation gives a poor description of the
D()S. As we have shown in the previous section, a good description of the DOS for
transition metals and alloys is important in determining the relative energies of the
crystal structures. Even the inclusion of fourth-moment terms does not substantially
improve the description of properties of the bulk bcc TI [23], and we have to go
bevond this approximation. Another drawback of the current TB and EAMI methods
is that. although they use a small basis set for the electronic calculation. solving
the ('lectronic structure at every ID step is still computational demandilng if the
numtnber of atoms. N. in the simulation is large. If one uses a matrix diagonalization
procedure. the cpu time scales as N3 [6]. The model we propose here is based in the
recursion technique. )rieflv mentioned in the previous section (see also the Appendix).
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This method does not require the diagonalization of the Hamiltonian, and it allows
us to make successive approximations, beyond the second (and fourth) moment, as
required by the level of accuracy sought in the simulation. The advantage of this
approach is that quantities such as inter-atomic forces between two atoms will be
rlostly determined by the disposition of the atoms in the neighborhood of where the
force is acting.
3.4.2 Model
Up to this point, we have only discussed the band energy of the system. This is
basically an attractive (negative) contribution to the total energy. Obviously, some
other forces stabilize the system, preventing the atoms from collapsing into each other.
In TB models, this balancing energy is usually represented by a sum of short-range
repulsive pair potentials. Thus, the cohesive energy of the system per atom is given
as the sum of two contributions,
Ecoh = EBand + ERep, (3.34)
where EBand is the one-electron band energy calculated for a parametrized tight-
binding (TB) Hamiltonian, and ERep is a short-range repulsive energy that ensures
crystal stability. The TB Hamiltonian takes the usual form given by Eq. 3.11. The
validity of mapping the total energy obtained in the self-consistent DFT onto the
non-self-consistent TB energy expression, Eq. 3.34, has been proved by Foulkes and
Haydock [24] using a variational principle.
The TB parameters are required to be both transferable and suitable to use in ex-
tensive Monte Carlo or molecular-dynamics simulations. They are typically extracted
from (or fitted to) ab initio band structure calculations.
The repulsive term is usually expressed as a sum of two-center potentials,
ERep = )(rij), (3.35)
i<j9
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Table 3.1: TB Parameters used in the present calculation.
ddu (Ry) ddr (Ry) dd6 (Ry) Q
-0.08594 0.06444 -0.02402 3.57
where rij is the distance between atoms i and j, with rij < rc and where rc is a cut-off
radius.
In this thesis, the repulsive term is modeled via a Born-Mayer (BM) type potential,
I)(rij) = Ae- P rij/ro, (3.36)
where A and p are obtained by fitting the bulk modulus and the equilibrium lattice
constant, and r is a reference distance.
3.4.3 Computation and Results
We illustrate our techniques with molybdenum using the TB parameters suggested
in the work of Masuda et al. [25] which were extracted from d-band self-consistent
LMTO calculations. The variation of the hopping integrals with distance is given by
the following power-law equation
r(r) =(ro) (_ )O, (3.37)
where r is the first nearest-neighbor distance in the bcc Mo lattice. The calculation
is restricted to d-orbitals, and the hopping integrals extend up to the second nearest-
neighbor shell. The parameters are given in Table 3.1.
A recursion calculation was performed to compute eleven levels (i.e., 22 exact
moments of the density of states) for the continued fraction expansion of the Green's
function which describes the electronic properties of the bcc, fcc, and A15 crystalline
structures. For this maximum number of levels of continued fraction, the band ener-
gies converge within 0.1 mRy; these will be taken as reference energies to which the
results of further approximations will be compared.
The recursion method is a relatively fast technique but still not computational
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Table 3.2: Computed energies as defined in Eq. 3.34 for the three different structures,
and repulsive potential parameters.
Approximation
Struc. (Energy in Ry) up to /6 up to 22
Eband -0.8256 -0.8300
bcc Erep 0.2938 0.2962
ECoh -0.5318 -0.5338
Eband -0.7866 -0.7916
fcc Erep 0.2877 0.2901
Ec oh -0.4985 -0.5015
Eband -0.8252 -0.8363
A15 Erep 0.3129 0.3153
Ecoh -0.5123 -0.5210
Erep A (Ry/at.) 0.03155 0.03178
param. P 9.8159 9.7886
P I __~~~~~~~~~~~~~~~~~~~~~
convenient to use in MD simulations. Keeping in mind that we want a reliable but
computationally tractable method for obtaining the energetics of the system, we need
to resort to some simplifications. The first step was to determine the minimum num-
ber of levels of continued fraction necessary to obtain reliable results. We found that
three levels, or which is equivalent, a sixth-moment approximation, were necessary
for a reasonable description of the energetics of the system.
The results for the three structures are shown in Table 3.2. The two parameters
of the repulsive term were obtained by fitting the calculated equilibrium lattice pa-
rameter and bulk modulus (of the bcc structure) to the experimental values given for
AMIo (B = 1.80 Ry atom-l). We can see that the error in the approximation is about
10 mRy or less which is within the accuracy usually attributed to the experimental
determination of the elastic constants. The two parameters used in this repulsive
contribution are shown in the last row of Table 3.2.
Although coefficients for a three-level continued fraction can be obtained in frac-
tions of a second in CPU time, the bottle-neck in the computation of the total energy
is the actual energy integral for the band energy (i.e., Eq. 2.20). Trying to over-
come this obstacle, we study the suitability of the linearized Green's function method
(LGM). In the LGM (see [19, 26] for extensive studies of the method) the band en-
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ergy differences are expanded as a sum of "universal" functions which are defined
for a convenient reference medium, multiplied by fluctuations of continued fraction
coefficients (which in turn are related to the difference between the moments of the
density of states),
A~(p, q) P qE'-Y = A (On 6an + 2 E Vm 5bm, (3.38)
n=l m=l
where O, and in, refer to "universal" functions, and ai and bi are the coefficients of the
continued fraction. The quantities n and l,n are calculated from the Green's function
elements G1n which characterize the reference medium. The actual expressions for
these integrated quantities are
n5(E) = -- lim dt (t- E) G2(t + i ) (3.39)6 (E) = 71'R--+0
and
On (E) = Im lim dt (t - E) Gln(t + i 7) Gln+l (t + i j). (3.40)7'0 oo
Ideally, the reference medium would be a topologically disordered medium (an amor-
phtous state). In the present case, since On and An are not so sensitive to the details
of the average medium DOS, we define its coefficients (an, bn) as those of the bcc
structure (another possibility is to define a reference medium through coefficients
computed as average of the coefficients for the three structures fcc, bcc and A15).
To be consistent with the previous approximation we consider E(33) (see Eq. 3.38).
Figure 3-11 shows the "exact" and the LGM approximation for the band energy
differences between the A15 and bcc structures as a function of the d-band filling.
The LGM curve follows the "exact" curve qualitatively with differences of the same
magnitude as in Table 3.2.
Figures 3-12 (a) and (b) compare the energy differences between the three struc-
tures obtained with the LGM. Notice that, only after including the repulsive con-
tribution does the bcc structure become more stable at the band filling value which
corresponds to Mo (i.e., 4.4).
Finally, we present in Table 3.3 the values of the calculated and experimental
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Figure 3-11: Band energy difference between A15 and bcc phases (Mo): full line,
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Table 3.3: Shear Elastic Constant C44 for bcc-based Mo in Ry atom-l calculated with
different approximations. The experimental value is taken from Ref. [27]
l C 4 4
Approximation Band contrib. Rep. contrib. Total Exper.
6 -1.5035 1.9948 0.49129 0.782
P22 -1.4592 1.9958 0.53664 0.782
elastic constant C4 4 for bcc-based Mo. This allows us to check the consistency of the
1BM potential parameters. In order to compute this quantity we need to express the
total energy as a function of the lattice strain. This strain can be chosen so that the
energy is an even function of the strain, and at the same time, in the case of cubic
phases, so as to preserve the volume of the unit cell [28]. The following (monoclinic)
strain tensor was used in the calculation of C 4 4 ,
0 0 . (3.41)2
0 0 4 - r2
With this strain tensor the energy can be written as
E(n) = E(- 7) = E(O) + 2 C44 Vr 2 , (3.42)
where rl represents the strain and V the volume of the unit cell.
We notice that the model underestimates the value of this elastic constant. As
shown the Table 3.3, the actual value of C4 4 is obtained as the sum of two large
numbers with opposite signs: the band contribution which is negative, and the re-
pulsive contribution which is positive. Both contributions are very sensitive to the
approximations and parameters involved in the model. On one hand, the choice of
number of d-electrons is somehow arbitrary and a small change of Nd can have a big
effect on the the values of the repulsive parameters A and p; on the other hand, we
have ignored hybridization which can also be important [25].
In order for this TB-LGM model to be useful in MD simulations, we must be
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able to write the formulae for the forces. The "fluctuations" of the continued fraction
coefficients in Eq. 3.38, around a convenient initial set, can be written in terms of the
variation of the hopping integrals [30], yielding analytical formulae for the forces which
would not have to be updated at each simulation step [29]. Since the method does not
require the diagonalization of the Hamiltonian, we might expect the scaling of cpu
time to be less that N3 , with respect to the number of atoms N. The applicability
of the model to MD simulations is being investigated [31].
3.4.4 Conclusion
An application of the Linear Green's Function Method coupled with a Born-Mayer
potential was presented to describe relative stability in transition metal systems. The
need for a repulsive contribution was demonstrated in order to stabilize the correct bcc
ground state crystalline structure of Mo. A sixth-moment approximation of the den-
sity of states seems to be sufficient to reproduce the energetics of the "exact" recursion
method. This simple approach, that goes beyond the fourth-moment approximation,
may be particularly suited for describing the evolution of realistic systems during a
molecular dynamics simulation.
3.5 Summary
We have presented in this chapter two applications of the TB method: a study
of relative phase stability through the computation of moments of DOS, and a total-
energy calculation using the linearized Green's Function method, both showing the
versatility and power of the simple TB method. The following chapter describes a
TB-based scheme to study the electronic structure of multicomponent alloys.
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Chapter 4
Energetics of Alloys
4.1 Introduction
Any theoretical study of ordering and phase stability in substitutional alloys, and
ultimately of their phase diagrams, must begin with reliable and accurate expres-
sions for the energy and entropy as a function of alloy composition and temperature.
Over the last few years it has been possible to combine "first-principles" electronic
structure calculations for alloy energetics with statistical mechanics methods for the
entropy. These statistical mechanics methods are based on the so called generalized
Ising model within various approximations. They range from the simpler Bragg-
Williams (BW) approximation [32] to the more sophisticated cluster-variation method
(CVM) (see Chapter 5) and Monte Carlo simulations [10]. In these models it is as-
sumed that the internal energy can be written as a rapidly convergent sum of pair
and multisite interactions. Several approaches have been developed to provide the
link between the electronic structure calculations and the statistical models, among
them the embedded-cluster method (ECM) [33], the generalized perturbation method
(GPM) [34], the Connolly-Williams method (CW) [35], and the direct configurational
averaging method (DCA) [36].
To date, applications of these electronic structure and statistical mechanics meth-
ods have been mostly confined to binary alloys. Ternary and higher-order alloys, by
contrast, remain relatively unexplored. The BW method has been used to study or-
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dering in bcc ternary alloys [37, 38, 39, 40, 41] with special emphasis on the Heusler
structures [42, 43, 44, 45. 46], and in fcc lattices [47]. In these examples, "canonical"
E,PI's were used to study general trends, or were inferred experimentally for more
quantitative studies. Kikuchi et al. [48] studied the fcc Cu-Ag-Au phase diagram us-
ing the CVM method in the tetrahedron approximation. Colinet et al. [49] reported
a similar study on phase equilibrium in bcc Fe-Co-Al alloys using the irregular tetra-
hedron. Examples of Monte Carlo simulations can be found in a review by Inden and
Pisch [50], and Traiber [51], who studied phase equilibria in the bcc Ni-Al-Ti alloys. In
all cases, concentration-independent interactions estimated from experimental results
were used. More recently, the DCA method has been used to compute interactions
to study site substitutions in fcc Ni-Al-X alloys [52], and effective interactions and
formation energies for fcc-based Rh-V-Ti, Pd-Rh-V and Ag-Pd-Rh alloys [53].
This chapter is focused in one particular alloy theory to study multi-component
alloys, the GPM implemented within the TB approximation. In the GPM, a per-
turbation treatment is derived by choosing a reference medium which is close to
any particular configuration of the alloy. Hence, intuitively, the appropriate refer-
ence medium to use is the completely disordered state, as the one described by the
coherent-potential approximation (CPA, see section 4.3.1) [19, 34]. This TB-CPA-
GCPM scheme combined with the CVM has been successfully applied to binary alloys.
For instance, Sluiter et al. used this approach to study phase equilibria in Ti-Rh and
Ti-Ir alloys [54] with only d-orbitals. Sluiter and Turchi [55] carried out an investiga-
tion of phase equilibria in Ti-V and Ti-Cr alloys. Their study accurately reproduces
the energetics properties of Ti-V alloys and provides insight into the possible metasta-
bles phases in the Ti-Cr system. Colinet and Pasturel [56] presented a phase diagram
for Ni-Ti in good agreement with the experimental one (they used the Cluster Bethe
Lattice Method for the liquid phases). Rubin and Finel [57] reported phase diagram
calculations for three ternary systems (Ti-Al-Mo, Ti-Al-Nb and Ti-Al-W) using the
CPA-GPM-CVM approach to write the free energy, but all the parameters (disordered
energies and effective interactions) were obtained fitting to binary phase diagrams,
and making the assumption that the ternary parameters do not change significantly
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with the ternary addition. This rough approximation led to a poor agreement of the
ternary phase diagram with the experimental evidence. To our knowledge, no study
of ternary systems have been carried out using the method to the full extent that is
now possible.
Before outlining the rest of this chapter, we must comment on a broader issue
regarding the computation of the energetics of a given alloy. In this thesis, we are
only considering substitutional rearrangements of atoms residing on ideal lattice sites
of a fixed lattice. Of course, relaxation, vibrational, and even electronic excitation
contributions to the alloy energetics can be crucial towards obtaining the small energy
differences between structures that is necessary for an accurate phase diagram deter-
mrination. The relaxation or elastic contribution is probably the most important effect
to take into account, particularly when the size-mismatch between alloy constituents
is substantial. Usually, one distinguishes between a global volume relaxation, when
molar volumes are not ideal, and local volume relaxations, when atoms do not reside
on ideal lattice sites [58, 59]. Some of the global relaxation effects are included in our
CPA-GPM approach because Hamiltonian matrix elements and effective interactions
are, in fact, parametrized with respect to the alloy volume through their dependency
on the concentration of the alloy, although alloy volumes will be given by the (ideal)
Zen's law as described in 4.2.2. Recent studies that incorporate lattice vibration ef-
fects into theoretical phase diagram computations have shown that the inclusion of
these effects can have a significant impact on the predicted phase diagrams [58, 60].
These studies use some simple models like the Debye-Griineisen approximation. A for-
malism to include the vibration effects directly into the first-principle models (through
"vibrational effective cluster interactions") is currently being developed [61].
The rest of this chapter is divided into three sections; the first section, 4.2, de-
scribes in detail the scaling of the tight-binding parameters obtained from the ab initio
calculations. To asses the reliability of these parameters we compare the density of
states and band structures which are obtained with them, to the density of states
and band structures given by the first-principles computations; the second section,
4.:3, is concerned with the formalism of the electronic structure methods, CPA and
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CGPM, including their extension to study partially ordered alloys; and lastly, section
4.4 presents and discusses results for the binary Zr-Ru, Ru-Pd, and Zr-Pd alloys, and
for ternarv Zr-Ru-Pd alloys.
4.2 The TB Parameters
4.2.1 Background
Until the seminal paper by Slater and Koster [16], transfer integrals were computed
analytically involving cumbersome integrals that included the atomic orbitals and
potentials [62, 63]. Slater and Koster derived a method where the TB parameters
were to be regarded as adjustable parameters determined by fitting to calculated
energy eigenvalues at various points in the Brillouin zone. These energy values are
now computed with more accurate density-functional methods like the augmented
plane-wave method or APW (see for example [13]).
More empirical approaches, mostly used in conjunction with realistic computer
simulations, have developed alternative semi-empirical models for the TB integrals.
These models include a number of parameters which are obtained by fitting to some
experimental values such as cohesive energies, lattice constants and independent
elastic constants. These models range from the simple second-moment approxima-
tion to more sophisticated multiparameter exponentials and polynomial functions
[64, 65, 66, 67].
The approach we are going to follow for obtaining the TB parameters uses the
TB formulation of the linear muffin-tin orbital (LMTO) Hamiltonian, in the atomic
sphere approximation (ASA), developed by Anderson et al. [14]. The ab initio nature
of the TB-LMTO approach makes empirical fitting unnecessary for obtaining the
Slater-Koster (SK) or fundamental transfer integrals. Also, unlike the fitted SK
parameters, the T'B-LMTO SK parameters are defined with reference to the Coulomb
potential so that no arbitrary rigid shift of the on-site energies is needed when alloys
are considered.
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4.2.2 Parameters for metals and alloys
We have mentioned that the hopping integrals can be written in terms of Slater-
Koster parameters which depend on the occupation of sites n and m and the distance
joining the two sites. This relation can be written as [16]
i(n)j(m) = CnmWij(Rn,m), (4.1)
h
where wh(r,m) are the SK parameters, the coefficients chm depend on the direction
cosines of vectors R,m and i(n) and j(m) show the explicit dependence on the species
at sites n and m (i, j = A, B or C in a ternary alloy). The superscript h runs over
the ten possible fundamental SK parameters, h = dda, ddrT,..., etc.
It is well known that the SK parameters depend on interatomic distance. Our
approach is to fit exponential curves to SK parameters obtained with the LMTO-
ASA calculations of the pure elements at different volumes and lattice structures
(bcc and fcc). It has been shown that atomic environment has little influence on the
potential parameters [68]. Figure 4-1 shows the fitting in the case of Zr. The fitting
curves are of the form
w = A4 e- p hd, (4.2)
where d is the interatomic distance in a.u., Ah and pih are the fitting parameters, and
i is the element type (Zr in this case). Similar results were obtained for Ru and Pd.
(In Fig. 4-1, the interatomic distance was normalized to a reference distance, d, in
this case, the nearest-neighbor distance for the B2 RuZr structure computed with the
LMTO method: d = (/2) aRuZr = 5.3503 a.u.) Table 4.1 shows the parameters
computed for the three elements.
Slater-Koster parameters for a particular alloy were approximated according to
lloy = (Ci,i/)2 (4.3)
i
where ci is the concentration of species i present in the alloy. (We have changed the
notation of SK parameters to P as it is customary.) This equation is arrived at when
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Figure 4-1: Transfer parameters for Zr as a function of the interatomic distance as
computed with the exponential fitting (dashed line) of the LMTO-ASA results (square
dots).
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Table 4.1: Tight-bindig fitting parameters Ah and ph for Zr, Ru and Pd. See Eq. 4.2.
(Ah in [Ry], ph in [(a.u.)-l].)
Zr Ru Pd
SK Parameter (h) Ah  phA ph 
ssca -74.8759 1.2668 -113.1613 1.3912 -112.0270 1.3823
ppar 57.7912 1.1981 137.4739 1.3378 137.7712 1.3240
ppTr -54.1653 1.5654 -289.4552 1.8810 -188.6586 1.7817
dda -40.4902 1.0714 -39.9683 1.1774 -28.3505 1.1708
ddTr 208.5139 1.5235 293.2882 1.7263 204.3557 1.7090
dd6 -373.1065 2.0514 -619.6101 2.3208 -421.0329 2.2903
spa 74.5814 1.2541 142.0822 1.3885 141.3045 1.3765
sdcr -62.4407 1.1972 -76.4761 1.3148 -64.1410 1.3068
pda -47.8802 1.1358 -73.5461 1.2592 -61.8225 1.2484
pd7r 129.0867 1.5787 358.0203 1.8423 241.0660 1.7833
averaging the hopping integrals for all ij bonds in random alloys, assuming that the
hopping between unlike atoms is given by the geometric mean of the appropriate pure
Fhh helement integrals, t = jj [Shiba approximation [69]]. The interatomic distance
of the alloy is obtained from the concentration average of atomic volumes for the pure
species (also known as Zen's law):
= S ci Q2i. (4.4)
i
This is not a bad approximation for the present case. For example, the equilibrium
atomic volume for the (ordered) ZrRu alloy computed with the LMTO-ASA method
is about 2% lower than the ideal value given by Eq. 4.4.
4.2.3 On-site energies
Usually the variation of on-site energies with atomic volume is ignored in electronic
structure calculations. Our LMTO calculations clearly showed a significant variation
that should be taken into account. In this work, on-site energies were extracted from
a polynomial fit of first-principles data at different atomic volumes. A common energy
shift to all orbitals for each particular site was added to obtain local neutrality for the
bcc-based ZrPd and ZrRu disordered alloys using the CPA approximation (described
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Table 4.2: Polynomial coefficients for the on-site energies. See Eq. 4.6.
Zr
A A [Ry] B [Ry (a.u.) - ] C [Ry (a.u.) - 2]
s 12.264350 -3.184679 0.206417
p 1.413209 0.073624 -0.033483
t29 7.620164 -1.913354 0.119266
eg 7.078303 -1.781268 0.110827
Ru
A A [Ry] B [Ry (a.u.) - ] C [Ry (a.u.) -2 ]
s 9.750855 -2.737415 0.188767
p 9.586590 -2.544969 0.169262
t 2g 6.973325 -2.030726 0.141034
eg 6.492289 -1.904228 0.132484
Pd
A A [Ry] B [Ry (a.u.) -1 ] C [Ry (a.u.) -2 ]
s 7.608464 -2.156563 0.148761
p 8.526845 -2.294863 0.153963
t 2g 5.163944 -1.578082 0.111592
eg 4.789320 -1.478577 0.104818
in the next section). This shift can be expressed as
-= e(o) + i,
where
shifts.
(4.5)
the index 0 denotes the on-site energy of the particular element and i are the
In our particular case, the shifts used were Zr = 0.0 Ry, Ru = 0.313 Ry and
paPd = 0.3673 Ry. When using these values in the computation of the RuPd random
alloy, the resulted charge transfer is about 0.1 electron/atom. Figure 4-2 shows the
fitting for the on-site energies corresponding to Zr. Similar results were obtained for
R,u and Pd. We used a second-order polynomial of the form
e>o) = A + B r + r2, (4.6)
with r in atomic units. Table 4.2 shows the polynomial coefficients for the three
elements.
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4.2.4 Discussion of the TB approximation
Before embarking on the study of the chemically disordered alloys it is important
to analyze the approximations we have introduced and how the results would differ
from the more accurate first-principles calculations. To illustrate this point we will
compare the band structures (BS) and DOS for an ordered B2 ZrRu alloy. Our most
"exact" results correspond to the LMTO calculation of the B2-type structure. We
will call it case (a). A first level of approximation is the TB-LMTO result (that is a
TB Hamiltonian with potential parameters obtained from the LMTO calculation of
the B2 alloy), first taking into account off-diagonal disorder (see next section for a
definition), case (b), and second, in a further approximation, defining an "average"
SK parameter using Eq. 4.3, case (c). The final approximation, case (d), uses the
tight-binding parameters for the pure elements using the TB-LMTO scheme. Again,
using these results, we define an average alloy with the SK parameters given by Eq. 4.3
with no off-diagonal disorder.
Figures 4-3 shows the band structure for the different approximations. The overall
agreement between the band structures, especially below the Fermi energy, where we
are most concerned, is very good. Figure 4-4 compares the total DOS corresponding
to cases (c) and (d) in Fig. 4-3. The DOS in these cases were computed using the
recursion method. Again, we obtained a good agreement. This shows that an accurate
description of the electronic structure (in terms of band structure and DOS) can be
achieved within the TB framework. Based on these results we will use this simpler
approximation in the rest of this work.
We have described the tight-binding approximation placing special emphasis on
the TB parameters. The parameters are extracted form LMTO-ASA calculations and
scaled with a novel scheme. We found a good agreement between the TB and the
ab initio calculations of band structures and density of sates. The following sections
deal with the energetics of binary and ternary alloys within this TB framework.
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Figure 4-3: Band structure for the B2 RuZr compound along special directions of the
irreducible wedge of the primitive cubic Brillouin zone. (a) from LMTO calculation;
(b) from TB-LMTO calculation; (c) from TB-LMTO using an "average" SK param-
eter (see text); (d) using SK parameters extrac ted from TB-LMTO calculations
performed for the pure elements, and with the definition of "average" SK parameters
for the alloy case.
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function of energy (the Fermi energy is taken as zero of energy) computed with the
recursion method, (a) same approximation as Fig. 4-3 (c), and (b) same approxima-
tion as Fig. 4-3 (d).
4.3 Electronic Structure Methods
The total energy of an alloy characterized by some ordered structure can be de-
composed as follows:
E = ci Ei(N) + ZEdis(Ne) + Eor,d(Ne) (4.7)
where Ei and N are the energy and the number of valence electrons per atom of the
pure element i, respectively. AEdi(NVe) is the energy of the totally disordered state,
AEdis (Ne) = Edis (Ne) - ci E'(Ne) (4.8)
also known as the energy of mixing, and AEord(Ne) is the ordering energy
AEord(Ne) = Eord(Ne) - Edis(Ne). (4.9)
65
Notice that Ne is the average number of electrons, Ne = E ci NE and that the energy
of each element is computed with its own Fermi energy EF(N~). Alternatively, we
could define a segregation energy AEseg given by
AEseg = Eseg - Edis, (4.10)
where Eseg is computed using an average DOS,
Eseg = J (E) EdE, (4.11)
where (E) = i cini(E). If interface energies are neglected, the total energies
corresponding to both situations (using Eeg or ci E i) should be identical. Finally
the formation energy is defined as:
AEform = AEdis + AEord. (4.12)
The following sub-sections deal with the computation of the disordered and or-
dering energies introduced in Eq. 4.7.
4.3.1 Disordered Alloys and the Coherent-Potential Ap-
proximation
The coherent-potential approximation (CPA) [70] is a mean-field theory that de-
scribes the average electronic structure of the completely disordered state of an alloy.
It; is considered the best single-site model for treating random alloys. In the absence
of short-range order, the constituents of the alloy are placed randomly on the periodic
underlying lattice, thus Bloch's theorem does not apply. The CPA restores the trans-
lational invariance by defining an average medium, represented by an on-site energy
(or coherent potential) v. This potential is located at all sites except the central one,
which is occupied by a particular atom i. Thus, this fixed atom is assumed to be
embedded in the uniform medium of the disordered state, and as such the CPA is a
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single-site approximation. This central atom causes scattering of electrons by the po-
tential difference !EAE) = (A) - oA(z) between the potential at site O occupied with
atom i and that of the uniform medium. Here, z is the energy plus an infinitesimal
imaginary part. We also assume that the alloy is homogeneous, i.e., that all the sites
are equivalent and a does not depend on the site n, but we allow for multiple orbitals
A. The scattering can be described by the t-matrix element
tA = 1i°)(z) (4.13)
where GA is the diagonal matrix element of the Green's function for the random
medium, G. The coherent potential crA can be obtained self-consistently if we require
that the scattering 'on average' vanishes. For a ternary alloy we have:
(tX ) = cAtA + CBtA + cc tA = 0. (4.14)
The notation (...) is taken to be the so-called configurational average which is the
average over all possible atomic configurations on the lattice sites at the average
concentration of the alloy. As tA is a function of z, eX and G, aX must be found
iteratively. The first guess for the coherent potential is given by the Virtual Crystal
Approximation (or VCA) value, a = EciE. To formally describe the coherent
potential and G(z), we start with the Hamiltonian of the alloy written as follows,
H= W+V (4.15)
W = n, A) / (m, u (4.16)
mn,MLA
V = Z n,A) eA n, A. (4.17)
n,A
The hopping integrals O3nX are assumed to be independent of the nature of the atoms
located at sites n and m, and W is then the translationally invariant part of the alloy
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Hamiltonian. AX's are distributed randomly in the alloy and are defined asn,,lrU~IUUULILlLIY LI I~~IJCII ~~UII~ I
en = ZPn (4.18)
i
where the occupation number p[ = 1 if atom of type i occupies site n, otherwise
Pii = 0.
As it was defined in the previous chapter, the Green's function for a particular
configuration is given by G(z) = (z - H) - . The self-energy E(z) is then defined for
the average Green's function G:
G(z) = (G(z)) = (z - V - E(z)) - . (4.19)
Within the CPA, the resulting self-energy is site-diagonal;
Z(z) = I n, A) OA (n, AI. (4.20)
n,\
Equation (4.14) actually represents nine equations that must be solved simulta-
neously. The average Green's function is given by an integration in reciprocal space
over the first Brillioun zone (BZ) performed with a technique of special k-points [71],
G(z) = B (z - a - W(k))-l d 1 k, (4.21)
where W(k) is the Fourier transform of W and QBZ is the volume of the first BZ.
Partial densities of states can be obtained from the Green's function according to
2
ni (E) =-- lim Im(OX G(E + ir7 )[0O), (4.22)
7F /7-O0+
whereas band energies can be obtained as
EF
EbPA = J En(E) dE. (4.23)
Here n(E) is the total density of states, n(E) = EiA (ci/q) ni(E) and EF the Fermi11~~L~ IU\UI LUUIL~ UV UI ~~L311~Y VL i)UU~~~ IL~\UJ - iX \~2/Cil IIi \Ul ~1111l U
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energy. The factor 2 in Eq. 4.22 accounts for the spin degeneracy.
4.3.2 Ordered Alloys
Ordering processes in alloys are normally described by the use of an Ising model.
This model was first introduced to study magnetic systems in which each atom of the
lattice is supposed to have a magnetic moment (Ising spin) a which can take on one
of two possible values. Then the Hamiltonian of the system takes the form:
H = - E Jnmrnam, (4.24)
nm
w here Jnm is an exchange integral between spins on sites n and m and the spin variable
on is 1 (-1) if the spin at site n points 'upwards' ('downwards'). The summation is
over interacting neighbor pairs. We can use the same concept to approximate random
or partially ordered multicomponent substitutional alloys, writing the configurational
energy (with only pair interactions) as
N M NE = E E Vim pn 2m, (4.25)
i,j=1 n,m=l
where Vn1,m is the effective real-space pair potential between species i and j at sites
n and m, respectively. There are N sites and Al chemical species. The factor 1/2
is required to avoid double counting. One important difference between the alloy
system and the Ising model is that the magnetic interactions Jnm in the Ising model
are postulated to be independent of both temperature and concentration (of spins
in either direction). On physical grounds, there is no compelling reason to assume
that interatomic interactions in alloys possess these properties [72], although the
temperature dependence of the interactions seems to be most important for magnetic
systems [50]. An exhaustive analysis of the approximations involved in the use of this
"generalized" Ising model when mapping the real free energy of an alloy is discussed
in Ref. [73]. We will return to the Ising model in the next chapter when we discuss
phase stability.
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The generalized perturbation method (GPM) [34] attempts a direct determina-
tion of concentration-dependent multi-site interactions in real-space. The method is
a perturbation treatment of a reference medium which is close to any particular con-
figuration of the alloy, such as the complete disordered state described by the CPA.
Any chemical configuration is completely specified by the set of occupation numbers
{p }. For a particular configuration {p} the GPM allows the band energy E(pi })
to be expressed (see [74] for a derivation of the equations) as:
E({p ) = Edis(c) + AEord({PP}), (4.26)
where the energy of the disordered state Edis is concentration-dependent but inde-
pendent of the {pt} (thus. configuration-independent) as calculated with the CPA
method, and AEo,,d is the ordering energy which can be expanded as follows:
AE +I ~~~1 V,( 3) 6iCjk ±..., (4.27)Eord= m 2N m 3N nml 
tJ ,jk
n,m,nm n,l,m,
nym,m•l,n#l
where 6c[ is the concentration deviation from the average composition at site n,
6ct = p - ci and Vij/ (l) are the concentration-dependent -site effective cluster
interactions between atoms i, j,... at sites n, m,.... Usually, higher-order terms
(greater than two) in expression (4.27) are negligible. In the following we will only
consider the second-order terms which comprise the effective pair interactions (EPI's),
and redefine the EPI's by the quantities V. In terms of Green's function matrix
elements, these interactions are written as:
V = 1 Im F dE (t(s tjAtj, (4.28)
i7 e nm orr JrC tl~ 3A,]
where EF is the Fermi energy of the CPA medium, GA' is the off-diagonal matrix
element of the CPA Green's function between s'th-neighbors and At0 = t- t.
Notice that if V'ij > 0 then clustering of unlike sth-neighbors is favored. Finally, the
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ordering energy for the ternary system can be expressed as
AEord = 2 E (ci j Zs - 6qs) V = q?' V ij , (4.29)
isj,s iZj,s
where z, is the coordination number, qj is the number of ij pairs, per atom, asso-
ciated with the s-th shell, and q are the GPM expansion coefficients.
The EPI's for a given lattice depend on:
(i) The composition (via the concentration-dependent self-energy of the CPA medium).
(ii) The interatomic distance.
(liii) The diagonal disorder defined by 5A B = (e j - ~)/W, where W is the averaged
half bandwidth of the DOS for elements i and j. (Notice in Eq. 4.28 that
the total EPI can be decomposed into orbital-dependent contributions, VS -
(iv) The off-diagonal disorder characterized by the ratio (Wi - Wj)/IW. It is gen-
erally smaller than the diagonal disorder parameter for TM alloys and may be
neglected [15]. The off-diagonal effect can be taken into account by allowing
the hopping integrals to be site-occupation dependent [69] and by using a CPA
adapted to that effect [75].
(v) The filling of the band,
Ne(EF) = dE nCPA(E).
As an example of the GPM expansion, consider the L21 (Heusler) ordered struc-
ture of a C2 AB ternary alloy, as illustrated in Fig. 4-5. Here, atoms C fully occupy
one of the two interpenetrating primitive cubic sublattices that form the bcc struc-
ture and atoms A and B the second sublattice in a NaCl-type of ordering. Then,
within the GPM framework, the ordering energy associated with this particular alloy
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Figure 4-5: Heusler structure (L2 1) of a C2AB alloy.
configuration will be expressed as
rd(L21) ( + VBC + AB + 3 (VAC + 2BC)2 4 8
VAB 3 3
16 2AB + 4C) + 3 AB + (4.30)
In order to test the validity of the GPM expansion we compare in Fig. 4-6 the ordering
energy of a hypothetical Zr2RuPd Heusler structure as given by Eq. 4.30, with that
computed using the recursion technique with 15 levels of the continued fraction. Here,
AEod = Erec _ ECPA where EreC is the band energy associated with the DOS obtained
with the recursion method. In reference to Eq. 4.30, we have Zr - C, Ru = A, and
Pd _ B. First and second EPI's were computed according to Eq. 4.28. We can see
that the agreement between the "exact" method and the GPM is very satisfactory
except at low levels of band-filling. We are confident then that the GPM , with an
expansion in pair potentials including first and second nearest-neighbors, can be used
to reproduce the ordering energy.
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Figure 4-6: Ordering energy in Ry/atom vs. band-filling for the L2 1 Zr2RuPd alloy
computed with the recursion method (dotted line) and the GPM expansion (solid
line). The vertical line shows the band filling for the composition of this particular
compound.
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4.3.3 Partially Random Alloys
As we mentioned in Chapter 2, the stable phase along the Zro.5(Ru,Pd)0.5 pseu-
diobinary system has a B2 structure beyond the martensitic region. We have studied
the characteristics of partially random alloys where, for example, Zr occupies one of
the two primitive cubic sublattices which constitute the bcc lattice, and Pd and Ru
randomly occupy the other sublattice. Although the present theory is applicable to
more complicated compounds, we restrict the following arguments to those particular
bcc-based intermetallic compounds, represented by (A 1-_Bz)0. 5Co.5. They consist of
two sublattices, a where A and B atoms are distributed randomly, and /3 which is
occupied by only C atoms. This corresponds to having A and B randomly occupying
the primitive cubic sublattice in Fig. 4-5. The values of the on-site energies are given
by (we drop the orbital superscript for simplicity),
eAOreB if n E a
= (4.31)
Ec if n E 3
A rigorous treatment of this system would require, for example, the use of the two-
site cluster CPA (CCPA) (see, for instance, Ref. [76]) where the disordered material
is considered to be a collection of clusters chosen so that the entire lattice can be
generated by the translation of the points in a cluster through a set of translation
vectors. Each cluster or cell contains several atoms (two in our case), and we apply
the CPA equation to the cell rather than to a single site. The cluster Green's function
now becomes a matrix and the scalar CPA self-consistent condition given by Eq. 4.14,
is generalized to a matrix self-consistent condition. The CPA self-energy a is replaced
by a (18 x 18) cluster diagonal matrix, E.
We can rewrite the Hamiltonian matrix of the disordered material in terms of
cluster quantities. Let Ec denote the cluster-diagonal part of H, where C = a or /,
74
and WcC, the cluster off-diagonal part. We have then (dropping orbital superscripts)
(fc) = {i 6ij (4.32)
oij ( - j) i, j E C,
and
(Wcc,)ij = ij i E C, j E C', C # C'. (4.33)
To avoid the tedious calculations involved in the CCPA computations we applied
the following approximation. The self-energy of the effective medium is required to
be not only cluster-diagonal but also site-diagonal, that is (E)ij = orij. Furthermore,
the coherent potential a is placed only on the random sublattice. This approach is
similar to the self-consistent boundary-site approximation of the cluster CPA [77].
W'Ve impose the additional restriction of fixing the on-site energies in the fully ordered
sublattice, and apply the CPA condition on the random sublattice, restoring the
scalar nature of the single-site CPA.
If we consider the full s - p - d bands, the E-matrix takes the form
/
/
(4.34)
To test this approximation, which we call "partial CPA" (PCPA), we have com-
pared results with the rigorous two-site cluster CPA treatment of the alloy. In Fig. 4-7,
,we can see the good agreement between the total DOS for the Zr0.5 (Ru0.5Pdo.5)0.5 alloy
computed with both methods. We plot in Fig.4-8 the values of the coherent potential
crt2g and on-site energy Etz9 as a function of energy, as computed with the CCPA.
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Figure 4-7: DOS (in Ry/atom) for a bcc Zro 5 (RuPd)0. 5 pseudo-binary alloy vs. energy
(in Ry) as computed with the cluster CPA (solid line) and the partial CPA (dashed
line).
Notice the different scaling in the ordinate axis. We obtained similar behavior for the
other on-site orbitals. This figure shows that the fluctuation of the on-site energy for
the ordered sublattice is vanishing compared with respect to the atomic (Zr) on-site
energy value. We can then consider a fixed on-site energy on this ordered sublattice,
and apply the partial CPA to the fully random sublattice only.
The GPM, discussed in the previous section, can be also applied to partially
random alloys. When this is done, the computed interactions are associated with the
primitive cubic random sublattice. The energy for a particular ternary configuration
mav be then obtained with two different expansions (see Eq. 4.29):
Eord = ECPA + : qSJ = ECPA + E qsVs , (4.35)
ij,s i,jEa,s
where qi and /i are respectively the expansion coefficients and EPI's associated with
the specific sublattice () where ordering takes place (here the primitive cubic sub-
lattice), and ECPA is the energy of the partially random alloy. We have then two
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Figure 4-8: On the left: real part of the self energy t2 g corresponding to the random
sublattice for the Zro.5(RuPd)0.5 pseudo-binary alloy computed with the CCPA. On
the right: on-site energy t2 g of the fully ordered sublattice for the same alloy. Notice
the different scaling on the ordinate axis.
different approaches to study stability and ordering energies in multicomponent al-
loys. The first one has the fully random alloy as the starting point, while the second
one starts by considering a partially ordered system.
4.4 Results
4.4.1 Binary Alloys
We studied the electronic structure of bcc-based Ru-Zr, Pd-Zr and Ru-Pd alloys
atl; different compositions using the TB-CPA-GPM formalism. For example, Fig. 4-9
shows the CPA-DOS for the three alloys at equiconcentration. They all exhibit a
pseudo-gap around the half-filled band with two peaks of strong d-character. This
is typical for DOS of bcc metals and alloys where the lower half region is related
to bonding states and the upper half region, to antibonding states [3]. According
to Friedel's theory of the cohesive energy for TM , the essential contribution to the
77
>1
-2
a)
-0
a
-0
(n0,Q
-1.0 -0.5 0.0 0.5 1.0
u2 0
U)
auS..),
0
-1.0 -0.5 0.0 0.5 1.0
>1
u]2
0a
,2
4j
-1.0 -0.5 0.0 0.5 1.0
E-EF [Ry]
Figure 4-9: Total DOS (in Ry/atom)vs. energy (in Ry) for the binary alloys (a) RuZr,
(b) PdZr, and (c) RuPd, as computed with the CPA. The Fermi energy is taken as
zero of energy.
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shell 1 2 3 14 5 
V R u Z r 31.18 1.75 0.80 0.81 -2.37
VPdZr 20.28 1.13 1.20 1.59 -2.13
VRuPd -1.57 -2.51 -0.14 -0.28 0.57
Table 4.3: Effective pair interactions (in mRy/atom) for the binary alloys at 50%
composition computed within the CPA-GPM formalism. All interactions in mRy.
cohesion of TM compounds is the broadening of the TM d band; filling bonding or
antibonding states will increase or reduce the cohesion (or stability). In the case of Ru-
F'd the Fermi energy falls far from the pseudo-gap, lying on a peak of the antibonding
states. This may be associated to the instability of the bcc Ru-Pd solution (e.g., see
[78] for similar analysis of TM DOS). Furthermore Table 4.3 shows that the first four
E;PI's between Ru and Pd are negative and, as seen in Fig. 4-10, the mixing energy is
positive suggesting a clear tendency towards phase separation. On the other hand we
confirm a strong B2 ordering tendency in RuZr and a weaker B2 ordering tendency
in PdZr. The B2 ordering is favored when V1 > 0 and V2 /V1 < 2/3 [79]. As expected,
the mixing energies for both systems are negative as shown in Fig. 4-11.
4.4.2 Ternary Alloys
The tendency towards mixing of the ternary alloy was evaluated with AEmix,
defined as
AEmix({Ci}, a) = Edis({Ci}, a) - CAEA(aA) - CBEB(aB) - ccEc(ac), (4.36)
where a and ai represent, respectively, the lattice parameter of the random alloy
and of the pure element i. This formula was used to map the energy of mixing on
the Gibbs' triangle for the bcc-based Zr-Ru-Pd alloys. We found that the energy of
mixing is negative except in a narrow range of concentration close to the Ru-Pd side,
as expected.
We were interested in the ternary alloy Zro.5(PdRul_,)o. 5 (Fig. 4-12) for which the
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versus concentration computed with the CPA.
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Figure 4-12: Tie line as discussed in the text in the ternary phase representation of
the Zr-Ru-Pd alloy.
bulk of experimental data are available. First and second nearest-neighbor effective
pair interactions were computed at different concentrations for these particular alloys.
Figures 4-13 and 4-14 show the first and second nearest EPI's, V1 and V2, respectively,
as a function of concentration c. Notice that VI is positive and similar in magnitude
for Ru-Zr and Pd-Zr while the interaction between Pd and Ru remains negative
and about one order of magnitude smaller. A ground state analysis performed with a
cluster method [80] and which included nearest and next-nearest neighbor interactions
predicts a tendency towards phase separation into two B2 phases. This is expected
from the magnitude and the negative sign of the EPI's involved, particularly the next
nearest-neighbor interaction, V2RuPd, between Ru and Pd.
Figure 4-15 shows the variation of this interaction with the filling of the band. This
figure tell us an important result. Simple band-filling arguments show that replacing
one element like Ru by a metal with lower number of valence electrons could turn this
interaction positive without altering the other ones significantly. In this way we may
be able to stabilize an ordered structure like the L21. That is possible because given
an Ao.5BC alloy, the ordering energy difference between a Heusler phase, L2 1(A2 BC),
and a mixture of two 3 phases, B2(AB)/B2(AC), is controlled mainly by V2BC. Our
own preliminary calculations agree with this analysis if Ru is replaced, for instance,
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Figure 4-15: Second nearest-neighbor EPI, V2, in mRy/atom between Ru and Pd
in the Zro.5Ru0.2 5Pd0.25 alloy versus band-filling, as computed with the GPM applied
to the fully random CPA medium. The vertical line shows the band filling that
correspond to the actual alloy
by Mo.
These results motivated the study of partial order in the Zro.5(Ru,Pd) system
as described in the previous section. We applied the partial CPA-GPM formalism
to a primitive cubic sublattice occupied by Pd and Ru only. The interactions that
we obtained are in agreement with those obtained using the full CPA, i.e., they
are all negative so that the elements tend to segregate on this sublattice, giving
rise to a phase separation into two B2 phases, as concluded before. Furthermore,
the disordered energy of this system is more negative than the disordered energy of
the fully random alloy for all concentrations, as shown in Fig. 4-16. This indicates
that the former configuration should, in principle, be more stable, consistent with a
preferential occupation of Zr on one sublattice, as observed in the B2 structures of
ZrRu and ZrPd.
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4.5 Conclusions
We have described and analyze in this chapter an electronic structure method
based on the TB approximation to study the energetics of multicomponent alloys.
First, a novel scaling scheme for the TB parameters was introduced. The CPA and
GPM were then presented with their natural extension for treating ternary systems.
The method allows the study of partially ordered systems using a reliable approxima-
tion of the cluster CPA. The results obtained with the CPA-GPM formalism compare
verv well with the 'exact' results obtained with the recursion method. The method-
ology was applied to study bcc Zr-Ru-Pd alloys. The effective interactions for the
binary systems give rise to B2 phases at 50% concentration in agreement with experi-
mental data (at T = 0). The kind of analysis given respect to the second EPI, V2RUPd,
shows that the computational scheme we are using can be used to design or modify
alloy composition so as to stabilize particular ordered phases. The following chapter
shows how the energetic parameters obtained within the TB-CPA-GPM scheme are
84
used with the CVM to study phase equilibria in alloys.
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Chapter 5
Phase Equilibria
5.1 Introduction
Once the energetics and ground states have been determined we can pursue the
calculation of equilibrium phase diagrams. We will be concerned here with coher-
ent phase diagrams where the underlying lattice structure is unchanged. Equilib-
rium is obtained by minimizing a suitable thermodynamic potential, for instance the
Helmholtz free energy, F(Ni, V, T) = U- T S can be minimized at fixed number of
particles Ni; alternatively, the grand potential, Q(1 i, V, T) = U - TS - Ei I-iNi can
be minimized at constant chemical potentials pi. Here, U is the internal energy, T
the temperature, V the volume and S the entropy of the system. From statistical
mechanics we have
F = -kB T In Z, (5.1)
with kB the Boltzmann constant and Z the canonical partition function given by
Z e- Ej- (5.2)
all states j
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where Ej is the energy of a particular microstate of the canonical ensemble and
3 = 1/ksT. Let H be the Hamiltonian of the crystal and p the density matrix,
-OHetH
p = (5.3)Z
so that
Z = Tre- H = e- H p-. (5.4)
Using the property Trp = 1 (p behaves as a probability) we can rewrite the free
energy as:
1F = -Tr(p) In Z
3
= -- Tr(plnZ)
1
= -- Tr (pln(e- Hp- 1))
= - Tr (p(-3H - n p)) (5.5)
F = Tr (pH) + kb T Tr (p in p). (5.6)
It, can be shown that if F is considered as functional of p, i.e. F(p), then the free
energy can be found as the minimum of this functional:
F(p) > F, (5.7)
where the equality holds when p takes its real value at equilibrium. The task is then
to construct the free energy function and find its minimum.
There are a number of models for the configurational free energy, for example
the generalized Bragg-Williams (BW) model based on single-site averaging or point-
clusters, Taylor and Fourier expansions of the free energy, and Landau-Lifshitz theo-
ries. More sophisticated approaches include Monte Carlo (MC) simulations and the
cluster-variation method (CVM). In general the BW methods are not quantitatively
reliable and can yield incorrect phase diagrams which overestimate transition tem-
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peratures as much as 50%; in certain circumstances, the BW model is known to give
incorrect order of the order-disorder transition [82]. As a rule, the lowest approxima-
tion gives the highest critical temperatures for the same set of energy interactions [81].
()n the other hand, CVM calculations can have an accuracy within 3% of that for
MC, the latter considered the most reliable [82].
5.2 The Cluster-Variation Method
5.2.1 General Description
Let us consider Eq. 5.2. Following the spirit of the Ising model, each microstate
corresponds to a particular configuration of the system, compatible with the ther-
modynamic constraints of the ensemble. Having a lattice with N sites, we define
the spin-like variable (or site operator) a,, which takes integral values depending on
the type of atom located at site n. For example, in binary systems a, = 1 or -1 ,
while in ternary systems, a, = 1 , 0, or -1. Any configuration of the system can be
completely specified by the N-dimensional vector: a = (Ol, 2, . ., (N). Then, the
partition function is written as:
Z=- e-,FO, (5.8)
{a}
where F0 r is the nonequilibrium' free energy of the particular configuration a. Notice
that this energy should account for all the possible 'excitations' compatible with the
configuration, such as atomic displacements, vibrational contributions, etc. In what
follows, we will assume that these contributions are configuration-independent and
can be factored out from the partition function because they will not contribute to
the free energy of mixing.
It is clear that the number of different configurations {a} is too large to be
workable. Thus, we introduce the concept of clusters on the Ising lattice. A cluster a
is the set of r points in the lattice. The smallest cluster is a point, the next one a pair,
then a triplet, and so on. The largest cluster corresponds to the lattice itself, denoted
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by N. A configuration on a cluster of r sites is given by ar = (l, aO2, ... , r). We
define a cluster spin or cluster function for every cluster a of r = cl[ sites as a, =
II, ai. We also introduce the correlation function H, defined as the thermodynamic
average (or ensemble average) of the cluster function (in the canonical ensemble, the
thermodynamic average of a quantity Q is given by (Q) = Tr (pQ), where Tr is the
trace of the operator):
a = (ao) = Tr p({fo})a,, (5.9)(o}
where now we have made explicit that p is a function of the particular lattice con-
figuration (microstate) A. Likewise, the density matrix can be expanded in terms of
correlation functions [83]:
p({fo}) =2N a (5.10)
a
The idea of the CVM is to develop an approximate expression for the configura-
tional entropy, S = -kBTrplnp, taking into account only the correlations up to a
maximal cluster size. These maximal clusters are considered uncorrelated indepen-
dent species. The derivation of the CVM can be found in several publications (see
for instance [15] or [84]). We present here the final equation for the entropy:
S=-kb E a, Tr p Inp, (5.11)
aCaM
where the summation is performed over clusters smaller or equal to a maximal clus-
ter M. a, are the so-called Kikuchi-Barker coefficients which only depend on the
geometry of the lattice, and p are the (finite) cluster probabilities. The former are
determined using
E a= 1, (5.12)
which is valid for each subcluster of the maximum cluster and the sum extends over
all subclusters 3 of the maximum clusters that contain a. The cluster probabilities
p,a in Eq. 5.11 are defined as:
Pa Tr p({a}). (5.13)3 CaN/a
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In the previous equation, the sum is over all the configurations of the sites within aN
but outside a, i.e. within the set aN/a. Replacing p({a}), by Eq. 5.10 above, we
obtain:
1 1 1
pa = Tr ar = 211 , (5.14)
where al is the number of sites in cluster a.
In practice, the CVM is implemented for particular ordered phases of the parent
lattice one at a time (for instance the B2 phase in the bcc lattice). This reduces the
infinite number of cluster probabilities pa to a finite number. The cluster probabilities
are then written in terms of correlation functions , according to Eq. 5.14, and the
free energy is minimized with respect to these new variables.
5.2.2 Implementation of the CVM on Binary Systems
Having just presented the CVM expression for the configurational entropy, Eq. 5.11,
we should now consider the internal energy, U. This quantity will be approximated by
the energy of the ground-state, i.e. we neglect its temperature dependence. Within
the CPA-GPM formalism this energy is given by:
U = zE CPA + EGPM (5.15)
In terms of pair-correlation functions, the ordering energy for binary alloys can be
rewritten as:
1Eord(J(sG)= 1E Z V8(C) ( ) (5.16)2 S
where z, is the coordination number in the s'th shell, V, the effective pair interaction
and J(R the pair-correlation function for the random state, J(R = (2c - 1)2. We can
now write the final form of the CVM free energy functional, for a particular structure:
F({(,},c,T) = AEdis(C) + AEord({(s},c) + kbT E5 ao Trapa lnp, (5.17)
oCoM
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where /t, is the multiplicity of the cluster type a in an unit cell. The cluster proba-
bility can be written as:
1
Pao= [ [ 1 + E v(P,&)F ], (5.18)
Ea,/-O
where ai is the number of lattice points in the cluster a, 0 is the empty cluster, and
the matrix v(3, a) is known as the 'V-matrix'. This matrix is unique to the particular
crystal structure and needs to be computed only once for a given CVM approximation
(maximal cluster).
Minimization of the free energy, Eq. 5.17, with respect to the correlation functions
was performed with the Newton-Raphson method. Because the disordered energy and
EPI's are concentration-dependent, we have fitted calculated values to spline functions
of the concentration and used their derivatives in the minimization.
The CVM was applied to Ru-Zr and Pd-Zr bcc-binary alloys. We used the tetra-
hedron approximation in the bcc lattice, i.e., the maximal cluster is a tetrahedron
which includes first- and second-nearest neighbors. The experimental phase diagram
for Ru-Zr is well characterized [85]. It shows the presence of only two compounds:
a very stable B2 intermetallic compound near 50% Zr, and a Laves phase C14 with
a R.u2 Zr structure at high temperature. The phase diagram we have obtained for
the bcc-based lattice, Fig. 5-1(a), reproduces the B2 structure. The fact that the B2
intermetallic remains stable far above the melting point (21300 C) precludes a direct
comparison of the calculated transition temperatures with the experiment.
The experimental Zr-Pd phase diagram [85] depicts a series of intermetallic com-
pounds, Pd3Zr (DO24), Pd2 Zr (Cllb), and PdZr2 (Cl1b), none of them based in the
bcc structure. It also shows a ZrPd phase with the structure Al (fcc) as strictly sto-
ichiometric and melting congruently at 16000 C. There is now wide evidence [12] that
a B2-type structure is stable at temperatures above about 6700C. Our phase diagram
Fig. 5-1(b) reproduces the B2 structure and we have also found a D03 structure below
about 1800°C in Pd-rich alloys.
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Figure 5-1: Phase diagrams computed with the CVM in the tetrahedron approxima-
tion: (a) Ru-Zr alloy, (b) Pd-Zr alloy.
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Figure 5-2: Phase diagram of the bcc-based Ru-Pd alloy computed with the CVM in
the tetrahedron approximation.
The calculated bcc-based phase diagram for Ru-Pd, shown if Fig. 5-2, presents
aL miscibility gap at low temperature. This is expected from the positive energy
of mixing (and negative pair interactions) between Ru and Pd as computed in the
previous chapter. Qualitatively, this result agrees with the observed phase diagram,
although the phases involved in the real system are hcp (Ru) and fcc (Pd).
5.2.3 Application to Pseudo-binary Alloys
The case of the ternary Zr-Ru-Pd alloy was limited to the study of the equilibrium
properties of the Zr0o5(Ru,Pd)0.5 system. From the ground-state analysis we would
expect this ternary system to phase separate in two B2 phases. Thus, we populated
one sublattice fully with Zr and studied the stability of Ru-Pd in the second sublattice.
VVe then applied the CVM to this sublattice taking the simple-cube as the maximal
cluster. Twenty-one correlation functions are necessary to describe the equilibrium
configuration for the phase separating system in this approximation. Figure 5-3 shows
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Figure 5-3: Phase diagram for the pseudo-binary system Zro.5 (RuxPd(l_x)) computed
with the CVM in the simple cube approximation. The dashed line correspond to the
spinodal line
the results we obtained for this pseudo-binary system using effective pair interactions
,liRUPd calculated with the GPM applied to the partial CPA medium, as described in
the previous chapter. The interactions are all negative, which is consistent with the
phase diagram having a miscibility gap at low temperatures, that is a B2/B2 phase
separation. Experimentally, the system has been only characterized by a B2 solid
solution on the Ru-rich side at low temperature [11, 12]. In the following section we
will see how the two-phase field could explain the observed behavior of the electronic
specific heat in these alloys.
5.3 Calculation of the Electronic Specific Heat
If there is one theme we want to emphasize in this thesis, it is the close relationship
between electronic structure and ordering phenomena in alloys. One goal is to predict
the occurrence and type of ordering from the knowledge of the electronic structure.
94
At the same time, we want to study how ordering can influence certain electronic
properties. One possible macroscopic observable to consider is the linear coefficient
of the low-temperature specific heat, 7y, which is related to the properties of the
electrons at the Fermi energy. Usually the specific heat of a metal or an alloy obeys
the law:
C(T) = yT + T3 + (5.19)
where the first term is the electronic contribution, and the second term is the lattice
(phonon) contribution. The coefficient y turns out to be proportional to the density
of states at the Fermi energy [88], n(EF):
7i2
= b n(EF), (5.20)3
where kb is the Boltzmann constant. Actually, the electron-phonon coupling (Ae-p)
and the spin fluctuations (As,) can increase the bare DOS and y is given by [86]
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= kb (1 + Ae-p + Asf + ) n(EF). (5.21)
Figure 5-4 shows the variation of the electronic specific heat coefficient y with com-
position for the pseudo-binary Zr0.5(Rul_-Pd2)0. 5 as obtained from low-temperature
calorimetry [87]. It shows a fairly linear increase of y with composition until it drops
around x-=0.68 where a martensitic transformation takes place. This behavior has
been observed in similar B2-type pseudo-binaries. For instance, for Tio.5 (Ni,Fe)0.5
presents a rounded peak around the concentration where the martensitic transforma-
tion takes place, whereas in Ti0.5(Ni,OS)0.5 and Tio0.5(Ni,Ru)0.5 the rounded peak is
larger and can be thought of as forming a "plateau" like in the Zro.5(Ru,Pd)o0.5 case
[86].
Assuming that the electron-phonon coupling and spin fluctuations are constant
upon alloying, we could explain the linear behavior if we think of the alloy as being
phase separated into two B2 phases, PdZr and RuZr, i.e. the coefficient y for the alloy
would be simply given by the concentration-weighted average of y(RuZr) and y(PdZr).
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Figure -4: Electronic specific heat coefficient in mJ(g at)-' K -2
Curve (b) in Fig. 5-5 shows the 7n(EF) that corresponds to a phase separating system
for which the total DOS was computed as the concentration-weighted average of the
DOS's of the two B2-tvpe binary alloys RuZr and PdZr. We confirmed a fairly linear
increase of n(EF,) with composition. Furthermore, after converting the appropriate
units, the rate of increase (taking only the end points) agrees to within 15% of the
nmeasured one.
Using the partial CPA we also calculated the DOS for the partially ordered alloy
and plotted n(Er-) versus composition (see Fig. 5-5. curve (a)). The calculated n(EF)
flattens out towards the Pd-rich size. We can explain this behavior by examining the
variation of the Fermi surface between RuZr and PdZr B2-tvpe alloys. Figures -6
and 5-7 show the band structure and Fermi surface cuts for the two compounds. The
b:and structure of RuZr displays a virtual gap at the Fermi level in the MI-F-R-X
plane. while the sixth band barely touches the Fermi level at the X point. As the
concentration of Pd increases the Fermi level will "move" upwards. cutting through
higher energy bands and increasing the number of valence electrons. At a certain
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Figure 5-5: DOS (in States/ Ry atom) at the Fermi energy for (a): Zr0.5 (PdzRu1-z)0. 5
from a partial CPA computation, and (b): (PdZr)B2(RuZr)B2x. See text.
composition the number of states at the Fermi energy levels off until the composition
reaches the PdZr alloy.
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5.4 Conclusions
Using energetic parameters obtained with the TB-CPA-GPM model, we have ap-
plied the cluster-variation method to compute bcc-based phase diagrams of binary
Ru-Zr, Pd-Zr, and Ru-Pd alloys, and pseudo-binary Zro.5 (Ru,Pd) alloys. Qualita-
t;ively, the equilibrium phases that were obtained for the binary systems agree with
the experimental phase diagrams. Based on the (B2)+B2) two-phase field predicted
for the ternary alloy, we proposed an explanation for the observed variation of the
,electronic specific heat coefficient, y, with composition in Zro.5(Ru,Pd) alloys.
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Chapter 6
Summary and Conclusions
The study of alloy phase equilibria from 'first-principles' requires two distinctive
components: the computation of the electronic structure of the system leading to
band energies and interaction parameters, and the determination of ground states
and phase diagrams by solving the Ising model using some appropriate method. The
emphasis of this thesis has been mainly on the first point. The formalism we have
presented was based on the tight-binding approximation. We have shown how this
simple approximation can provide a qualitative solution to the problem of determining
the stable structure for metals through the study of the first few moments of the
electronic density of states. In addition, this formalism provided the basis for an
efficient total-energy model using the linearized Green's function method based on
the recursion technique.
Even though the implementation of fully self-consistent calculations has improved
considerably in recent times, the use of a reliable and computational efficient TB
approximation is still very much sought for the study of complex structures and
large-scale simulations. To obtain reliable quantitative results we have described a
new scaling of the TB parameters based on LMTO-ASA calculations, and we have
demonstrated good agreement of the band structure and DOS with the ab initio
results. We applied the CPA-GPM formalism within this TB frame to study binary
and ternary alloys and presented a novel approximation to the cluster CPA coupled
with the GPM to study partially ordered alloys. The TB-CPA-GPM approach has
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proven to give an efficient description of the electronic structure of alloys and we have
shown that it can be used to design or modify alloys to achieve desired properties.
Finally, we have used the energetic parameters from the TB-CPA-GPM combined
with the CVM to compute phase diagrams of binary and pseudo-binary systems. The
predicted bcc ordered phases and phase separation tendencies for the binary systems
agree quantitatively with the experimental results. We have also shown how, in the
case of the particular alloy, Zro.5 (RuPd), the results can explain the behavior of the
specific heat coefficient -y or what is similar, of n(EF).
The following diagram illustrates how the alloy methods we touch upon in this
work connect with each other. It can also serve as a flow-chart for performing phase
equilibria computations:
~-----'-I---~~'--~-------~-I--- - I
(Append.)
Chapter 3 Chapter 4 Chapter 5
In conclusion, the main points we have laid out in this dissertation are:
* An analysis of the moments of the DOS computed with the recursion method
using a canonical TB model along the Bain transformation. We have shown the
relevance of the fifth moment to determining the relative stability of the metal
phases.
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· A model for total-energy calculation using the linearized Green's function method
to compute the band contribution and a Born-Mayer type potential for the re-
pulsive contribution. A sixth-moment approximation of the density of states
seems to be sufficient to reproduce the energetics of the "exact" recursion
method. This model can have important applications in molecular dynamics
simulations that look for reliable, yet tractable models to describe the energetics
of sizable systems.
· The study of the electronic structure of a ternary system within the CPA-GPM
framework, based on a TB approximation, including the description of a new
scaling of the TB parameters obtained from LMTO calculations. The DOS
and band structures are in good agreement with the ab initio results. The
TB-CPA-GPM scheme proved to be a consistent and reliable way to treat the
alloy problem, and it has the capability of assisting in the design of materials
with specific electronic properties. The study also included a novel formalism
to study partially ordered alloys, based in a simplification of the cluster CPA.
* An application of the interaction parameters and energies obtained with the TB-
CPA-GPM approach to the study the phase diagram of Zr-Ru-Pd alloys using
the CVM. The results are consistent with the bcc-based phases found experi-
mentally for the binary constituents. The two-phase field found for the ternary
Zr0.5(Ru,Pd) alloys can explain the observed behavior of the linear coefficient
of the electronic specific heat in these alloys.
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Chapter 7
Suggestions for Future Research
* Recent studies have tried to explain the occurrence of martensite phase trans-
formations of some transition-metal alloys by studying special features of the band
structure of the 3-phase showing up in the Fermi surface, leading to a softening of
particular branches of the phonon spectra (for instance, calculations have been per-
formed on NiTi [89, 90], NiAl1_, [91], and PdTi [90]). It has been shown that for a
phonon ql going soft, the dynamical matrix of phonons (q) must have a maximum
at q = ql. For that purpose, there must be nesting regions in the Fermi surface which
are connected by ql and produce a maximum in the generalized susceptibility of non-
interacting electrons X,(q). A second condition for a maximum of (q) is a saddle
point of the Fermi surface in the direction of the vector ql connecting the nesting hole
and the electron Fermi surface regions. In most of these cases, these phonon anomalies
and nesting features depend on the concentration, temperature and applied stress,
and occur at those phonon wave vectors related to the transformation displacements.
Although ab initio methods can easily evaluate the electronic structure of ordered
compounds, the consideration of concentration changes or disorder requires further
approximations. W\e believe that the TB-CPA approach outlined in this thesis, in-
cluding the treatment of partially ordered alloys, can be successfully applied to study
the electronic origin of the martensite transformation in Zro.5(RuPdl-_) alloys and
similar systems.
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*· Obtaining phase diagrams from first-principles calculations is a long standing
dream and continuing objective for material scientists. Most of the work of the past
decades has been confined to binary systems. The CVM formalism using the GPM
interactions can be extended to the full ternary alloys. As we mentioned in the
introduction of Chapter 3, there are several works in the literature which have ap-
plied an extension of the CVM to study a small collection of ternary systems, using a
limited number of phases. Additional work must be done to handle the concentration-
dependent interactions that would require, for instance, a good interpolation scheme
on the Gibbs triangle. The main problem, though, remains in designing a reliable
scheme to compute the equilibrium phases, i.e., while binary phase diagram computa-
tions have to deal with common-tangent constructions on free energy curves, common
tangential planes on free energy surfaces are needed for ternary phase diagrams. The
implementation of Monte Carlo simulations on ternary systems may be also worth
exploring.
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Appendix A
The Recursion Method
IWVe have seen that the local density of states can be obtained as a diagonal element
of the Green's function. One technique to compute these elements is the recursion
method [92]. The basic idea of the method is to tridiagonalize the Hamiltonian matrix
by replacing the atomic-orbital basis by a new basis {Iui), u2),'' } such that
/
al bl 0 0
bl a 2 b2 0 ...
0 b2 a3 b3 ...
0 0 b3 a4 ...
(A.1)
The basis is chosen to be orthonormal. It can be shown that the diagonal element
(ullGlul) can be expressed in terms of a continued fraction
1(u1iG(z)Iuj) = Gii(z) = (A.2)
b
b2z-a2- Z_ ....
1T'he recursion method directly computes the coefficients ai and bi. Using the new
orbital basis it is not difficult to prove the following recursive equation
Hlun) = anlun) + bn-llun- 1) + bnun+1) (A.3)
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H 
with boluo) = 0. We also have
an = (unHlun), (A.4)
and
bnl = (un-IHIun) = (unIHIuni). (A.5)
D)efining the vectors Lun) = bn-llun) and replacing in Eq. A.3, we obtain
fiun+1) = (H - an)lun) - bn-llun-l) (A.6)
We notice that
bn = (n+llun+1) 1/2, (A.7)
so that
IUn+1) = Ii + l~n+1)ll2 (A.8)
(iin+1lin+l)1/ 2
Applying recursively Eqs. A.4, A.6, A.8 and A.7, we can obtain an, Iun), jUn+l )
and bn. To start the recursion we have to select the first eigenvector lul). We usually
choose it as the orbital from which we want to compute the density of states, that is,
[lLl) = In, A). The recursion method has proven to be very efficient and numerically
stable. It is obvious that the continuous fraction must be truncated after a finite
number of steps (usually 10 to 30). The analytical continuation of the continuous
fraction has been extensively studied and a number of techniques are reported in the
literature [93]. Off-diagonal elements of the Green's function can also be obtained
with this method: from the identity
((Unl + (uml)G(lun) + Urn)) = (unlGlun) + (um lGlum) + 2(unlGlum), (A.9)
wre can obtain (nIGIum). In this case it is necessary to run the recursion method
three times, once for each IUn), urm), and (lun) + Uum)).
Physically, the Hamiltonian in Eq. A.3 connects the state ul) = In, A) at a central
site (whose local DOS we want to obtain) to the nearby atoms limited by the range
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of the Hamiltonian (i.e., transfer integrals), producing an orbital lu2) that extends
over these neighboring sites. As the recursion progresses, the subsequent states,
I1u3) , lu4) ,..., k) ,... extend further and further from the central site while their
contribution to the DOS decreases as k increases.
A clear advantage of the recursion method is that it does not require a periodic
lattice, making it suitable to study non-periodic systems such as amorphous materials
and surfaces. It also provides an analytical form for describing the Green's function
which is convenient to calculate derived quantities such as integrated DOS and band
energies.
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