MOTIVATION
Lava flows present a hazard to infrastructure and hu− man lives, as demonstrated recently by flows in Hawai'i [Patrick et al., 2017] , Cape Verde [Jenkins et al., 2017] and elsewhere. At the same time lava flows cover vast areas on Earth and other planets and moons, and there− fore record a long history of planetary evolution and tectonic processes [e.g., Wilson and Head, 1983; Head et al., 1992] . Deciphering the factors that control how lava flows form and evolve [e.g., Manga and Ventura, 2005; is key to understanding these landscapes.
After many years of scientific study of lava flow em− placement, the basic understanding of the controlling factors has been established: Lava flow paths depend on the ground slope, the rheology of the lava, and the cool− ing conditions [e.g., Griffiths, 2000] . These factors have consequently been included in numerical flow models, the key tools used to assess lava flow hazard [e.g., Bilotta et al., 2016; Cappello et al., 2015; Hidaka et al., 2005; Kelfoun and Vargas, 2015; Tarquini et al., 2010] . However, there are still many as− pects of flow behavior that are observed in nature but are not currently included in simulation models. These include processes such as flow inflation and breakout, levee and channel formation, and the interaction of flows with bed roughness or vegetation. Many existing simulation models also do not consider the impact of non−constant effusion rate, the impact of turbulence, or thermal or mechanical erosion of the substrate. One of the popular means for shedding some light on these standing questions is through laboratory experi− ments that simulate flow emplacement by using anal− ogous materials such as wax, paraffin, syrup, clay slur− ries, and, recently, molten basalts. Laboratory models of lava flow emplacement serve three main goals:
1. Provide intuition on the influence of specific fac− tors on the flow, by systematically varying pa− rameters and inferring an empirical behavior law that represents their influence 2. Produce well−controlled and calibrated data sets that can be utilized to test numerical flow mod− els, which are then used to simulate flow em− placement in realistic conditions 3. Offer scaled and controlled environment for test− ing and training with instruments and techniques to be deployed and utilized in the field This paper explains the considerations that go into designing laboratory flow experiments, reviews some of the classic works and results and insights gained from recent work, and outlines remaining limitations and challenges.
DESIGNING LABORATORY LAVA FLOW EX-PERIMENTS
Analog laboratory flows and natural lava flows op− erate on different time and length scales. When design− ing a laboratory analog for lava flows, a scientist should consider the controlling forces (some of which may not be known or well understood yet), the important time and length scales, the feasibility and safety of the ex− perimental procedure, and the available facility, tools and budget. The following sections address these re− quirements by discussing: Scaling of analog experiments to nature through dimensional analysis (Section 2.1), commonly used materials (Section 2.2) and tools and techniques (Section 2.3).
SCALING
A well−known method of ensuring that experiments capture the behavior of interest is through the use of non-dimensional numbers. Each of these numbers rep− resents a ratio between the forces, time and length scales that control the flow. If a ratio is smaller than a specific threshold, the flow will be within a specific regime; it will be in another regime if it is greater than that threshold. For example, a ratio greater than 1 points to dominance of one process, and if that same ra− tio is smaller than 1, another process dominates. The goal when designing an experiment is to strive to keep the non−dimensional numbers in the laboratory such that the experiment is in the same regime they have in nature. This ensures that the behaviors observed in the laboratory are relevant to the natural world despite the very different size, duration, and materials. For exam− ple, a highly turbulent flow in the lab will be a poor analog for a laminar natural flow and vice versa. In− vestigators can prevent this mismatch by noticing that the Reynolds number, the non−dimensional number that determines the level of turbulence, is different be− tween the two systems. Similarly, a laboratory material that is strongly elastic on the experiment timescale will be a poor analog for a natural material that behaves vis− cously on the relevant timescale, and this can be avoided by looking at the systems' Deborah number.
The mathematical principle of the "Pi theorem" [Buckingham, 1914] states that a system with N param− eters (e.g., flow length, liquid temperature, extrusion rate) and p fundamental units ((e.g., meter, second, kilogram, degree), can be described by N−p relationships between its parameters. These relationships are the so− called non−dimensional numbers. A recent review pa− per by Merle [2015] includes a detailed discussion on scaling between experiments and volcanic systems, in− cluding the fundamentals of dimensional analysis and similarity. Merle [2015] provide examples of scaling of experiments pertinent to pyroclastic flows and volcanic explosions, thus emphasizing brittle behavior and dilute suspensions. A short discussion of scale factors and di− mensional analysis is also given by Kavanagh et al. [2018] as part of their review of experimental and nu− merical models in volcanology. This paper focuses on the scaling considerations most relevant for lava flow em− placement simulations. It introduces the mathematical definition of these numbers, and provides values for the relevant physical constants that construct them, to cal− culate typical ranges of the numbers for experiments and natural systems. Table 1 provides the definitions, units and typical values for material properties and conditions relevant for scaling of analog laboratory lava flow models. The following list gives a more de− tailed description of several non−dimensional numbers relevant to analog models of lava flows: The Péclet number, the Reynolds number, the flow regime param− eter, the Deborah number, and the Bingham number.
− Péclet number, Pe -states the ratio of heat trans− fer by fluid advection to heat transfer by thermal conduction, and is expressed as UL/κ, where U is the mean flow velocity, L is a characteristic length scale (usually taken as the thickness of the flow), and κ is the thermal diffusivity of the lava. A Pe >>1 means that the flow is moving fast enough to advect its heat and not conduct it away. If Pe << 1 a flow will cool and solidify before it moves. Values of κ for natural lavas depend on the vesic− ularity [Robertson and Peck, 1974; Keszthelyi, 1994] , but are usually in the range of 3−7 x10 −7 m 2 /s [e.g., Neri, 1998 ]. Flow speeds and thick− nesses for basaltic lava vary widely between slow moving pāhoehoe toes, where U =0.01-1 m/s and L =0.3-3 meters [Hon et al., 1994; ] and larger flows, with speeds of < 1 m/s for 'a'ā and up to 20 m/s for fast channelized flows, and flow thickness of up to 20 meters [Cashman et al., 1999; Lipman and Banks, 1987] . These values give Pe on the order of 10 3 for a pāhoehoe toe, and on the order of 10 8 for a channelized flow. Lava flows that have more evolved compositions are thicker and move more slowly. For example, Far− quharson et al. [2015] reported surface velocities of 3.57x10 −5 m/s for the ≈ 30 m thick flow at Cordon− Caulle. The corresponding thermal diffusivity of a rhyolite is 5.5x10 −7 m 2 /s, giving Pe = 1.9 x 10 3 [Romine et al., 2012] , similar to pāhoehoe toes. Hence, Pe for natural flows is always much greater than 1. Typical laboratory flows are thinner (0.05− 0.1 meters) and slower (0.5-5 mm/s [Fink and Griffiths, 1990; Dietterich et al., 2015; Rumpf et al., 2018] ). Thermal diffusivities of materials com− monly used in the laboratory range from 8.16x10 − 8 for polyethylene glycol (PEG) (Manufacturer data sheet) to 1.9x10 −7 for corn syrup (NOAA CAMEO Chemicals website). Therefore, the Pe for laboratory flows is also well above 1, keeping them safely in the advection−dominated regime. − Reynolds number, Re -measures the ratio of in− ertial forces to viscous forces in the flow, and sets and Griffiths, 1990; Gregg and Keszthelyi, 2004] , represents the ratio between t s , the amount of time required for a crust to form at the flow sur− face, and t a , the time it takes to advect heat to a distance equivalent to the flow depth, taken as the maximum flow velocity divided by the flow depth. ψ is defined as t s /t a [Fink and Griffiths, 1990; Gregg and Fink, 2000; Gregg and Keszthelyi, 2004] . Values of ψ distinguish between regimes that correspond to different flow morphologies:
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High ψ values indicate that a flow moves faster than it has time to form a crust, and therefore the corresponding flows will have disrupted surfaces. Quantitatively, ψ >30 corresponds to leveed flows and ψ >9 to cracked and broken lava toes. Low ψ values, on the other hand, correlate with tube formation and inflated toes. Robertson and Kerr [2012] and Lev and James [2014] include a de− tailed script for calculating for both natural and laboratory flows using the material properties, flow velocity, and environmental conditions. A re− lated characterization is given by Griffiths et al. [2003] , who define the parameter ϑ=Ψ(R a R 0 ), where R a is the Rayleigh number for convection within the flow, and R 0 is taken to be equal to 100 Griffiths et al. [2003] . [Reiner, 1964] . De, defined as t r /t o , is relevant in particular when using non−Newtonian liquids. For a purely viscous fluid, the relaxation time is zero, and for a perfect spring, it is infinite. For a viscoelastic material (a Maxwell body) t r is the ra− tio of its viscosity to Young's modulus. If the ob− servation time is much shorter than the relaxation time (De >> 1), the material behaves like a solid; if the observation time is much longer, (De << 1) the viscous behavior dominates. For most lavas, viscous behavior dominates on the flow time and length scales, meaning De << 1. However, if the lava forms a foam, such as the case at a lava lake or a reticulite−forming fountain, viscoelasticity becomes important [Spina et al., 2016] . In addi− tion, a viscoelastic layer is sometimes present be− low a solid crust at the surface of the flow [Hon et al., 1994; Lore et al., 2000; Stovall et al., 2009] . Therefore, an appropriate observation time needs to be chosen for the experiment depending on the process of interest (flow advance, crust formation, bubble coalescence...) and the chosen material. − Bingham number, B -reflects the relative im− portance of yield stress σ y and viscosity η for a characteristic strain rate ε: B = σ y /εη [Griffiths, 2000] . Lavas, in particular when highly crys− talline, are often considered to be Bingham or Herschel−Bulkley materials, where σ y >0 [McBir− ney and Murase, 1984] . Depending on the situa− tion, B can be much larger or much smaller than unity. An analog material should be selected to have a similar B to that of the simulated lava sys− tem. For instance, the highly crystalline lava dome that erupted at Soufrie`re Hills, Montserrat, had a B≈10 4 ( [Griffiths, 2000] , and a purely viscous material such as syrup would not be an appropri− ate analog. Instead, a clay slurry with a non−zero yield stress would be better (B for the clay−PEG slurry domes in the experiments of Griffiths and Fink [1997] was ≈10 5 , given σ y = 84 Pa, η=0.8 Pa s, and strain rate ε ≈10 3 s 1 ). A large, crystal−poor, basaltic channel flow, on the other hand, would have B << 1, and can be simulated with syrup.
MATERIALS
The choice of materials to use in a laboratory flow experiment depends on the process of interest, as well as on availability and practicality. Past laboratory flow experiments chose materials which emphasized differ− ent aspects of lava rheology, depending on the study's focus. For example, sugar−based syrups and silicone oils are simple and cheap simulants of isothermal or tem− perature−dependent viscous flow regimes [Dietterich et al., 2015; Garel et al., 2015] . Silicone covered in sand and flour has been used by Buisson and Merle [2005] to mimic flows with a brittle crust. Polyethylene glycol (PEG) has been used extensively to simulate solidifica− tion [e.g., Fink and Griffiths, 1990; Soule and Cashman, 2004; Garel et al., 2014; Rumpf et al., 2018] , and the plastic Bingham rheology of kaoline slurries was utilized to simulate the growth of highly crystalline lava domes [Blake, 1990] .
Recently, several works have negated the need to ap− proximate lava properties with an analog by using molten basalt in large scale experiments. Currently, two US facilities, located at Syracuse University and at the University of Buffalo, perform such experiments. Lev et al. [2012] used molten basalt experiments to extract lava rheological parameters from the surface velocities of a lava flow. Edwards et al. [2013] and Oddsson et al. [2016] studied heat transfer between lava and over− or under−lying bed of ice or snow. Nonetheless, even when using molten natural rocks, there are still differences with natural lavas, for example vesicularity, crystallinity, cooling rates and crust formation.
A wealth of information exists on industrial mate− rials that can be used for laboratory experiments, e.g. on websites, engineering handbooks, and manufacturer in− formation sheets. One important resource is a newly de− veloped website, a product of the European NEMOH Marie Curie Training Network. The site, located at https://sites.google.com/site/volcanologyanalogues/hom e, contains information about common and more un− usual materials used for volcanology−related laboratory experiments, including PEG, syrup, silicone, resin, and others. While published information is essential for planning and material selection, it is important that sci− entists measure the properties of the actual materials they use in experiments. There can always be a "bad batch", slurries might settle, syrup might dehydrate, PEG may have a somewhat different grade than labeled, and so on.
TOOLS AND TECHNIQUES
An experimental fluid mechanics laboratory comes with requirements, some more straight−forward than others. A water source and sink, electricity, and tem− perature control are needed. Other essentials include scales, heaters and freezers, thermometers/thermocou− ples, glassware and tanks. Windows are not desired, as external light can interfere with imaging, in particular when experiments are performed under water, as with PEG. Figure 1 shows examples of experimental envi− ronments.
Experiments require means to generate flow. Differ− ent types of fluid flow sources have been used over the years, including a dam removal (where a barrier is be− ing removed and a reservoir spreads directly into the experiment domain, Lyman et al. [2005] ; Lyman and Kerr [2006] ; Applegarth et al. [2010] ; Castruccio et al. [2010] ), inflating a balloon inside a reservoir to push fluid out ( [Blake, 1990] , peristaltic pumps [e.g., Rumpf et al., 2018; Rader et al., 2017] , piston−in−cylinder pumps [Griffiths and Fink, 1997; Buisson and Merle, 2005; Castruccio et al., 2014; Dietterich et al., 2015] and hydraulic squeezers [Za'vada et al., 2009] .
A key component of conducting experiments is care− ful documentation. Cameras, both still and video, are the most common way to document experiments. Thermal infrared cameras such as FLIR (Forward−Looking In− frared) cameras are useful for collecting spatial temper− ature information throughout an experiment. Notable novel techniques for collecting data in laboratory ex− periments include sheet laser lighting [Andrews, 2014] , which can see through transparent flows, and laser scanners that provide high−resolution topographic data of flow structure [Starek et al., 2011] .
Data collected by cameras can be analyzed both manually and automatically using computer vision tools, to extract information about the evolution of each flow over the course of the experiments. Analysis can include tracking the flow front position and the flow width or thickness over time [e.g., Blake, 1990; Balm− forth et al., 2000] , as these are observables that are di− rectly comparable with predictions from analytical or numerical models [Cordonnier et al., 2015; Dietterich et al., 2017] . A more complete dataset on the velocity dis− tribution of the flow surface can be obtained using techniques such as Particle Image Velocimetry (PIV) [e.g., Applegarth et al., 2010] or Optical Flow [e.g., Horn and Schunck, 1981; Lucas and Kanade, 1981; Lev et al., 2012] . Both techniques produce comparable results, but have different strengths and weaknesses. PIV requires that a sufficient number of seeded particles are avail− able for tracking, and care must be taken that these par− ticles do not interfere with the flow properties. The density of the particles should match that of the fluid, to prevent sinking/floating. In addition, particles em− bedded in a transparent liquid and moving towards/away from the camera may appear to be mov− ing laterally due to parallax, and thus introduce error into the measured flow field. Optical Flow assumes that the brightness of moving objects stays constant between frames. This assumption, called the "brightness con− stancy constraint" states that the brightness I(x, y, t) of a pixel at position (x, y) and time t will be equal to I(x + ∂x, y + ∂y, t + ∂t). These constraints translates to the so called Optical Flow equation: ∂I/∂t + ∂I/∂xV x + ∂I/∂yV y = 0, where V x , V y are the velocities in the x and y directions. Because the Optical Flow equation has two unknowns, such methods require additional con− straints on the solution. These constraints can attempt, for example, to maximize the overall smoothness of the solution [Horn and Schunck, 1981] , to match velocities within a certain size win− dow [Lucas and Kanade, 1981] , or to use a polynomial to express the brightness in a pixel neighborhood [Farnebäck, 2003] .
Photographic documentation of experiments can also yield information on flow topography and mor− phology, in addition to its kinematics. Photogrammetry techniques such as Structure−from−Motion (SfM) now provide simple and efficient means to construct high− resolution digital surface models of experimental prod− ucts through readily available software tools (e.g., Pho− toScan©, Pix4D©, and VisualSFM). The introduction of synchronized camera arrays to volcanology experi− ments [Dietterich et al., 2015; Guldstrand et al., 2018] al− lows capturing of three−dimensional flow morphology throughout the duration of an experiment, producing even more quantitative data that models should com− ply with. Figure 2 shows observations from the molten basalt obstacle experiments, including a velocity field obtained using Optical Flow (Figure 2a ), a temperature distribution as observed by a FLIR camera (Figure 2b) , and a flow topography map calculated using SfM (Fig−  ure 2c ). An additional way to collect high−resolution to− pographic and roughness information on the flow sur− face is to use low−cost laser scanners such as the Kinect© sensor. The advances in collecting high−resolution quantitative information on flow morphology, both in the laboratory and in nature, provide a rich new dataset to compare with models.
THREE DECADES OF ANALOG FLOW MODELS
The field of analog laboratory experiments for lava flow studies was very active in the late 1990s and early 2000s, with the most noteworthy of those being the works by Fink and Griffiths [1990] ; Fink [1992] ; Fink and Griffiths [1998] ; Griffiths and Fink [1997] and Sakimoto and Gregg [2001] . These early works focused on the fundamental processes of flow advance and solidifica− tion, and identified the different regimes that result from the competition between these processes. Relationships between the rates of flow advance, effusion and cool− ing/crust formation have been defined in that time, and the impact on flow structure and morphology was rec− ognized [Balmforth et al., 2006; Blake and Bruno, 2000; Griffiths and Fink, 1997; Costa and Macedonio, 2005; Osmond and Griffiths, 2001 ]. In the later 2000s, empha− sis shifted to studying the impact of channels, either pre− existing channels of various shapes Huppert, 2007, 2008] or self−forming channels resulting from levee solidification .
More recent works have begun to examine more closely the impact of rheology. Robertson and Kerr [2012] built upon the studies from the 1990s and used wax− kaolin slurries to quantify the impact of non−Newtonian rheology on the solidification of a crust. Castruccio et al. [2014] looked at how flows of two−phase mixtures (sugar suspensions) behaved in a channel, and Applegarth et al.
[2010] included a brittle crust at the top of their silicone− based flows. Longo et al. [2015] revisited the question of the impact of channel shapes on flow, this time using non−Newtonian materials. Other works have focused on flow cooling, particularly how it is sensed remotely by satellite or airborne thermal cameras [Garel et al., 2013 [Garel et al., , 2014 Robertson and Kerr, 2012] . Table 2 lists important experimental works from the past three decades. For each reference, the table details the materials and configuration of the experiment, its central goal, and the observable data reported in the pa− per. This table serves as a reference guide to past exper− imental works.
RECENT ADVANCES IN ANALOG LAVA FLOWS
Recently, attention has turned to using experiments to study the impact of topography of various length scales on flow evolution [Dietterich et al., 2015; Rumpf et al., 2018] , perhaps in response to the ever−increas− ing availability of high−resolution topography data for volcanic regions [e.g., Deardorff and Cashman, 2012; Deligne et al., 2016] . Other recent works have looked at the effect of time variability in effusion rates [Rader et 
UNSTEADY FLOW DYNAMICS
Unsteady flow dynamics, which includes a time vari− able effusion of lava, lava flow inflation, and flow breakouts, are frequently observed during eruptions [e.g., Walker, 1971; Hon et al., 1994; Self et al., 1996] . However, these fundamental processes have been diffi− cult to implement in numerical models, for instance be− cause they require changing the computational mesh or handling a moving free surface. The physical under− standing of lava flow inflation and breakouts is still lacking, and models either ignore these processes com− pletely [e.g., Harris and Rowland, 2015; Kelfoun and Vargas, 2015; Tarquini et al., 2010] or include it through a stochastic approach [Hamilton et al., 2013] . It is sit− uations like these that analog experiments have shown their power. For example, Blake and Bruno [2000] ex− amined the impact of flux and viscosity on the timing of breakouts.
Recent work by Rader et al. [2017] used the ability to control effusion rate provided by the laboratory setting to examine the possibility that pulsating effusion can create lava flows with wider extent than steady effusion with the same total volume production. Rader et al. [2017] used PEG and carefully calibrated effusion rates and cooling timescales to demonstrate how pulsating leads to inflation and breakout. Figure 3 (a, b) a classic demonstration of the benefit of analog exper− iments to examine difficult−to−model processes. This experimental dataset will be an excellent test for future, more sophisticated flow simulation codes. Unsteady and episodic effusion has been docu− mented repeatedly for lava domes around the world [Bluth and Rose, 2004; Harris et al., 2003; Loughlin et al., 2010; Odbert et al., 2014; Nakada et al., 1999] . Be− cause the viscous spreading timescales for domes are similar to or longer than the timescales for changes in effusion rates, time variations in effusion are likely to impact dome structure and stability. Wegleitner and experimented with clay+PEG slurries and demonstrated that more episodic effusion led to rough, broken dome surfaces, compared to smooth, largely in− tact surfaces for constant effusion rates (Figure 3 c-h ). This observation contributes to hazard assessment for dome collapse, since it has been shown that a dome that grows episodically and develops more damaged surface may be less stable, as well as more prone to weakening by hydrothermal alteration [Ball et al., 2013] .
EXPERIMENTS ON THE IMPACT OF TOPOGRA-PHY
Lava flows naturally interact with the topography of the ground over which they are flowing. A first order parameter is the overall slope of the ground, which sets the main force driving the flow downhill. Secondary to the overall slope, several topographical factors im− pact flow evolution, including flow−scale obstacles (or, more generally, a sharp change of slope from negative to positive), small−scale variability of the ground, slope breaks (rapid steepening or shallowing of the along− flow slope) and lateral confinement by positive topog− raphy. Several recent works quantified the influence of the above factors on flow emplacement using lab ex− periments with analogs and molten basalt.
OBSTACLES
Many lava flows interact with steep obstacles along their path which can divert, split or confine the flow. These obstacles may be natural, such as fault scarps or a thick past flow, or human−made such as buildings. Especially in the case of buildings, such obstacles are not always large enough to be within the resolution of the digital elevation models (DEMs) used as input for flow emplacement models. Sometimes obstacles are constructed during an eruption, to divert a flow's path away from a community or important facility [Barberi et al., 2004; Colombrita, 1984; Williams, 1983] and are thus not part of the pre−eruption DEM. However, it is important to understand how such obstacles influence flows, for instance by causing thickening upslope of the obstacle, and changing flow's advance rate [Wolfe, 1988] . Dietterich et al. [2015] showed that the orientation of a wall (linear vertical obstacle) relative to the flow direction impacts the amount of inflation behind the obstacle and the change in flow advance rate. A sim− ilar relation was observed for V−shaped obstacles, where the opening angle impacted flow thickening and speed (Figure 2) . The experiments reported by Diet− terich et al. [2015] were performed using sugar syrup (a Newtonian, isoviscous fluid) and molten basalt. The re− sults from the experiments have already been used as a benchmark test to numerical flow models, as sum− marized by Dietterich et al. [2017] . Flow inflation be− hind an obstacle appeared to be a challenge for most codes tested, yet its importance cannot be overstated, especially in the context of flow hazard mitigation and flow diversion. Figure 2c shows the topography of a molten basalt flow as it thickened behind an obstacle; the topography was produced through SfM on data from an array of 10 synchronized cameras placed around the experiment ( [Dietterich and Dietrich, in re− view] .
Syrup and thin molten basalt experiments don't capture an important process in lava flows -the for− mation of a solid crust at the cooling flow surface above a still−molten interior. Therefore, an additional sequence of experiments was performed, using PEG. The results, shown in Figure 4 , indicated that the de− gree of flow thickening above a V−shaped obstacle for all three materials used depends on the opening angle of the obstacle. The behavior of PEG was similar to that of the Newtonian isoviscous syrup, despite the forma− tion of a solid crust on the PEG flows. Basaltic flows thickened to a greater degree, pointing to a greater in− fluence of temperature−dependent viscosity compared with a solid crust. Such observations in the lab can guide priorities in improving numerical models, de− pending on the application (e.g., barrier design). Since obstacles that could be important for flows are often not represented in DEMs, models will need to include them explicitly through, perhaps, a local refinement of computational grids or a local artificial modification of the DEM.
SMALL-SCALE BED ROUGHNESS
At the other end of the spectrum of topographical variations, bed roughness refers to topographical vari− ations with an amplitude less than half a typical flow thickness. Anecdotal field observations from Kalauea, Hawai'i and similarly low−relief terrains indicate that the underlaying roughness impacts flows' lateral ex− tent and advance rate (and thus their cooling and morphology). Intuitively one can imagine that a flow would move slower on a rough surface. However, to date, no flow simulation code considers the influence of bed roughness on flow advancement; only topo− graphic variations large enough to be captured by the digital elevation model being used, and with the ver− tical amplitude of similar or larger to that of the typ− ical flows, are considered. Rumpf et al. [2018] performed a series of experi− ments using corn syrup, PEG and molten basalt. Liq− uids were extruded onto substrates with amplitude− specific roughness, set by the grain size of the substrate cover material (sand, gravel, pebbles, etc). [2017] . With everything else held the same, the dome that formed by a steady, constant rate effusion (a) exhibited a smaller thick− ness and less inflation than the dome that formed by pulsating effusion (b). Center and bottom rows (c−h): Overhead and side views of products of new experiments using a clay−PEG mixture with a non−Newtonian rheology. Dome sur− face roughness and fracturing increase with increasing episodicity, from a smooth dome that formed by constant effu− sion (c, d) to rougher domes that formed by sawtooth effusion rate time sequence with two peaks (e, f) and four−peaks (g, h). The average flux for all three domes was identical.
analyzed for flow front advance rate over time. The re− sults, shown in Figure 6 , were consistent among all three liquids tested and showed that increasing grain size led directly to a reduction in flow advance rate. The slowing down of flow advance is equivalent to an increase in the apparent viscosity of the liquid, yet the amount of that increase depended on grain size and liquid properties. The results provide a simple way for numerical flow models, and in particular fast proba− bilistic models, to incorporate information about pre− existing small−scale roughness without a significant computational cost.
SLOPE BREAKS
Lava flow models often calculate flow geometry (width, thickness) locally, depending on the local slope and incoming lava flux [e.g., Harris and Rowland, 2015] . However, it is possible that there might be some level of inheritance of channel structures from upslope sections to sections downslope, past a slope break [e.g., Glaze et al., 2014] . This inheritance would imply, for instance, that a flow that developed a narrow channel as it trav− elled on a steep slope, would be narrower than expected even at more gradual terrain. The opposite can also hap− pen, with a flow keeping a wide cross−section despite going over a break into a steeper section. Since calcu− lations of flow advance rate depend strongly on flow width and thickness, it is important to capture the flow width accurately along the entire flow path. Conserva− tion of flux through the channel would imply that a narrower−than−expected flow will advance faster than expected for its slope.
A recent sequence of experiments using syrup and PEG tested the hypothesis of flow width inheritance. Each liquid was extruded onto a slope that changed half−way down slope to either steeper or shallower grade. Experimental setup and overhead views of rep− resentative experiments are shown in Figure 7 , and re− sults are given in Figure 8 . Experiments using isoviscous syrup showed no inheritance -the flows adjusted to the new slope instantaneously at the slope break line. Flows made of PEG showed some inheritance. If crust formation is neglected, flow front speeds should be proportional to sine of the slope at any point [Jeffreys, 1925] . For all the PEG experiments reported here, a channel forms when the flow is already in the "long−time" flow regime, dominated by downslope mo− 13 ANALOG EXPERIMENTS OF LAVA FLOW FIGURE 6. Flow front advance during analog flow experiments with varying bed roughness, from Rumpf et al., [2018] . Flow ma− terials were: A) corn syrup, B) PEG, and C) molten basalt. Circles show flow front position measured during the exper− iments. Solid curves show the best fitting analytical solution to flow advance [Lister, 1992] with a given apparent vis− cosity. Increasing roughness grain size correlates with increasing apparent viscosity. tion. In this situation, according to Kerr et al. [2006] (Eqn. 26 there), flow velocity U is expected to be pro− portional to where θ is the slope. If there is no inheritance between the pre− and post−break segments, the ratio of pre− and post−break velocities should be proportional to
As shown in Figure 8a , proximal and distal flow speeds are proportional to θ as expected, albeit with many variations. When plotting the speed ratio nor− malized by Θ(θ 1 )/Θ(θ 2 ) (Figure 8b) , there is no sys− tematic correlation between the ratio of proximal to distal flow speeds and the magnitude of slope break. Therefore, a steepening or shallowing of the bed does not lead to a predictable inheritance of channel struc− ture. This finding reassures the use of models based on the local−slope.
REMAINING CHALLENGES
After many years of studying lava flows in the field, computer and laboratory, there are still many open questions, including the influence of spatial and tem− poral variability on the rate and extent of lava flows. As shown above, analog laboratory experiments can help scientists develop intuition and insights and construct datasets for testing simulation codes. However, several key challenges still keep us from utilizing the full power of laboratory experiments to study lava flows.
ACCESS TO 3D FLOW STRUCTURE
One current challenge is the limited ability to collect observations, either kinematic or thermal, within the in− terior of laboratory flows. The 3D structure of natural flows places an important control on flow behavior, as well as provides a central post−eruption observational constraint. Thus far, experimentalists are constricted to post−experiment cross−sections, which depict only the final condition and structure and no kinematic or ther− mal information. The three−dimensional distribution of temperature is a critical constraint on lava flow evolu− tion, for example for determining the crust thickness and strength or the possibility of internal convection. The lack of experimental observations of the interior tem− peratures within experiments inhibits testing of the ac− curacy of numerical flow models on this important aspect. In addition, experiments that are conducted under water, as is the case with PEG, complicate the collection of three−dimensional topography data using SfM or laser scanning, and prohibit the collection of thermal data using infrared cameras.
Potential approaches for handling the limited access to flow interior could include the use of specialty tracer particles. For example, photoelastic particles, made of certain glasses or polymers, can highlight the orienta− tion of most compressive stress and indicate areas of high stress and strain within the flow [e.g., Estep and Dufek, 2012; Majmudar and Behringer, 2005] . Infor− mation about the 3D thermal structure of experimen− tal flows can be revealed using thermochromatic trac− ers or dyes made of materials that change color as a function of temperature. For example, a leuco dye which changes color from clear to colored at a certain temperature can highlight an isotherm within the flow.
MULTIPHASE RHEOLOGY AND DYNAMICS
Another important standing challenge in the analog modeling of lava flows is capturing the complex rhe− ology of lava flows, and in particular the influence of the multiple phases present in natural lavas. Natural 
lavas contain a mix of liquid melt, solid crystals or crystal clusters, and gas bubbles, all of which influence their rheology and dynamics [Manga et al., 1998; Mader et al., 2013; Truby et al., 2015] . Replicating a similar three−phase behavior in the laboratory remains a chal− lenge. First, scaling of analog multiphase mixtures from the field to the lab is complicated by the addition of several new time and length scales. The particles and bubbles present additional length (particle and bubble size) and time (e.g., thermal conductivity or settling speed) scales to the system, as well as forces, such as surface tension or inter−particle van der Waals forces [Tsai and Zammouri, 1988] . Therefore, to ensure that the experiment resides in the same dynamic regime as the natural system, these additional scales must be considered. This is necessary, for instance, in order to avoid a situation where surface tension dominated in the lab while is negligible in nature.
Creating proper mixtures of liquids, bubbles, and particles can be technically difficult. Several recent experimental techniques show potential in this area. Centrifuges can be used to remove bubbles from a vis− cous liquid−solids mixture [e.g., Cimarelli et al., 2011] . High viscosity mixtures are more difficult to mix uni− formly. Therefore, a small number of residual bubbles is inevitable. They are often carefully mixed by hand [Cimarelli et al., 2011] , but motorized mixers may pro− vide the best results. The shape of particles also has an important influence on suspension rheology Moitra and Gonnermann, 2015] and suspen− sions with different particle shapes and sizes are achieved by using, for example, rice ( [Soule and Cash− man, 2005] , carbon fibers [Cimarelli et al., 2011] , or glass fibers for prolate solid, glit− ter [Mueller et al., 2009 for oblate particles, and crushed materials for generally angular particles [Mueller et al., 2009 Cimarelli et al., 2011] . Namiki and Manga [2008] ; Oppenheimer et al. [2015] and others have used a chemical reaction of citric acid and bicarbonate of soda to produce gas bubbles within a particle suspension. Phillips et al. [1995] ; Lane et al. [2001 Lane et al. [ , 2008 ; Mourtada−Bonnefoi and Mader [2004] ; Stix and Phillips [2012] ; Rivalta et al. ([2013] pro− duced bubbles by dissolving acetone in gum resin and then decompressing the material at a controlled rate. Aerators and whisks are another effective way of adding bubbles of various gases (e.g. nitrogen, air, CO2) to a suspension or a liquid [Llewellin et al., 2002; Truby et al., 2015] .
New and established technologies can be utilized to characterize the mixture before, during and after ex− periments. For example, Magnetic Resonance Imaging (MRI) can image three−phase opaque mixtures in high temporal and spatial resolution and produce 3D maps of particle and bubble distribution within a sample or even a small analog flow [Tayler et al., 2012; Penn et al., 2017] . Similarly, high−rate ultrasound transducers can produce 3D maps of acoustic wave speeds within the flow, which can be calibrated to represent local density, crystallinity, vesicularity and temperature vari− ations [Ouriev and Windhab, 2002; Han et al., 2016] . Characterizing the microstructure of analog materials used in the lab is essential to allow a quantitative comparison with the microstructure found in natural lavas.
CONCLUSION
Experiments using analog fluids in a laboratory setting have been a critical methodology in the study of lava flows for many years, and are likely to continue being used into the future. New experimental and data collection techniques are being introduced, providing ever more data and observations. This paper presented the fundamental concepts governing experimental lava flow simulations, reviewed popular tools and methods, as well as several new works examining, for example, flow interaction with topography. Outstanding chal− lenges and potential ways to address those are dis− cussed. This summary will hopefully serve to tighten the connection between numerical modelers and experi− mentalists. A tight collaboration between experimen− talists and modelers is promised to help improve mod− els through rigorous benchmarking and evaluation, and to advance experimental techniques by defining needs and requirements.
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