We consider a queueing system consisting of multiple identical servers and a common queue. The service time follows an exponential distribution and the arrival process is governed by a semi-Markov process (SMP). The motivation to study the queueing system with SMP arrivals lies in that it can model the auto-correlated traffic on the high speed network generated by a real time communication, for example, the MPEG-encoded VBR video. Our analysis is based on the theory of piecewise Markov process. We first derive the distributions of the queue size and the waiting time. When the sojourn time of SMP follows an exponential distribution all the unknown constants contained in the generating function of queue size can be determined through the zeros of the denominator for this generating function. Based on the result of the analysis, we propose a model to evaluate the waiting time of MPEG video traffic on an ATM network with multiple channels. Here, the SMP corresponds to the exact MPEG sequence of frames. Finally, a numerical example using a real video data is shown.
INTRODUCTION
We analyze a queueing system with multiple identical servers and a common queue which is fed by a semiMarkov batch arrival process. The service time follows an exponential distribution, and the capacity of waiting room is infinite. This system is denoted by SMP
[X] /M/c throughout the paper.
Queueing systems with an arrival process governed by a semi-Markov process (SMP) have been studied extensively since Ç inlar 1 first analyzed an SMP/M/1 queue. The motivation to study the queueing system with an SMP arrival lies in that it can model the auto-correlated traffic on the high speed network generated by a real time communication, for example, Motion Picture Experts Group (MPEG) -encoded variable bit rate (VBR) video. Arjas 2 and de Smit 3 apply a matrix factorization method to an SMP/G/1 queue. Sengupta 4 provides a matrix-exponential solution to an SMP/PH/1 queue. Haβlinger 5 analyzes a discrete time SMP/G/1 queue using Wiener-Hopf factorization approach. To the best of our knowledge, there are few studies on multiple-server queues with SMP arrival. In Ref. 6 , Neuts analyzes an SMP/M/c queue by the well-known matrix-geometric method. While this method may handle the situation in which the customers arrive in batches of random size, it is difficult to conduct numerical computation, because it typically leads to blocks of very large dimension in partitioning the transition matrix.
On the other hand, Kuczura 7 studies a piecewise Markov process. Based on this theory, Yagyu and Takagi 8, 9 consider an SSMP [X] +M/M/1 queue, where the SSMP stands for a special semi-Markov process in which the sojourn time (interarrival time) in the state of SMP is determined only by the current state. Wu and Takagi 10 extend this model to a more general case, namely, an SMP
[X] +M/M/1 queue. The method for dealing with an SMP [X] /M/c queue in this paper is also the theory of piecewise Markov process.
The rest of paper is organized as follows. Section 2 develops the formulas for a pure death process as preliminaries. The semi-Markov batch arrival process is described in Sect. 3. In Sect. 4, the generating function for the queue size in the SMP
[X] /M/c system is derived. The waiting time distribution is studied in Sect. 5. In Sect. 6, we use an SMP
[X] /M/c queue to model the transmission of MPEG frames in multiple channels in an ATM network. A numerical example using a real video data taken from the Jurassic Park video is also given.
TRANSIENT BEHAVIOR OF A PURE DEATH PROCESS
We first consider a pure death process {X(t); t ≥ 0} for a population which evolves in the following way. At t = 0 the population size equals i (> 0). Each individual dies in the time interval [t, t + ∆t) with probability µ∆t. If the population size i is less than c (a constant positive integer), the death rate is iµ, otherwise it is cµ. We define the transition probability for the population size
and the generating function of its Laplace transform
where
is the Laplace transform of P i,j (t).
In Ref. 11 , we derive that
and
SMP BATCH ARRIVAL PROCESS
We next consider an arrival process with L types of customers, each type arriving in batches of random size. Customers arrive at time epochs T 0 , T 1 ,. . . , with T 0 := 0. Then A n := T n − T n−1 , n ≥ 1, is the interarrival time, and we set A 0 := 0. The type of customers arriving at epoch T n is denoted by S (n) . Let g l (k) denote the probability of batch size being k for type l customers, l = 1, . . . , L. The arrival process is referred to as a semi-Markov process (SMP) if the following condition holds:
For this SMP arrival process, we say that the underlying process enters state l when a batch of type l arrives. Let Q lm (t) be the probability that the arrival process moves from state l to state m in time t, i.e.
Let p lm denote the probability that the arrival of type l is followed by the arrival of type m. Let A lm denote the interarrival time between the arrivals of type l and type m customers, and let A lm (t) be the corresponding distribution function. For convenience' sake, A lm is also referred to as the sojourn time in state l when the next state is m. For A lm (t), we have
Hereafter we use a matrix P= (p lm ), which is a stochastic matrix. Let π := [π 1 , . . . , π L ] be the stationary distribution of the Markov chain with transition probability matrix P. Then we have a set of the balance equations and the normalizing condition as follows:
QUEUE SIZE IN AN SMP [X] /M/C SYSTEM
We proceed to analyze the SMP [X] /M/c queueing system which is described as follows. The arrival process in batches of customers is a semi-Markov process defined in Sect. 3. There are c parallel identical servers and a common queue. The service time follows an exponential distribution with mean 1/µ. Finally, the capacity of the waiting room is infinite, and the service discipline is first-come first-served (FCFS).
Let X(t) denote the number of customers present in the system (queue size) at time t, including the customers both in service and waiting. It is noted that the system behaves like a pure death process, analyzed in Sect. 2, between the successive batch arrival epochs. We analyze the queue size in the SMP
[X] /M/c system by means of a discrete-time Markov chain of two random variables {(X (n) , S (n) ); n = 0, 1, 2, . . .}, where X (n) denotes the number of customers in the system seen by nth arrival, and S (n) denotes the state of the underlying process immediately after the nth arrival.
The state transition probability of the time-homogeneous Markov chain {(
where P i,j (t) is transition probability of the pure death process defined by (1) . Assuming that this Markov chain is ergodic, the limiting distribution
satisfies the balance equations
We transform (11) to a complex integral, since we want to utilize (3) and (5) to convert (11) in terms of the generating function for the queue size. Since P * i,j (s) is the Laplace transform of P i,j (t), we have the inversion (12) into (11) yields
is the Laplace-Stieltjes transform (LST) of A lm (t). Let us introduce the generating function for
By definition, we must have
Multiplying (13) by z j and summing over j = 0, 1, 2, . . ., i + k, we obtain
As shown in Ref. 11, after substituting (3) and (5) this can be expressed as
Following Kuczura, 12 we may comment on the Bromwich integral in (15) as follows. Since P i+k,j (t) is the probability, the generating function P * i+k (s, z) of P * i+k,j (s) is analytic for |z| ≤ 1 and (s) > 0. Hence the bracketed part of the integrand in (15) is analytic for |z| ≤ 1 and (s) > 0, since it is the convergent series of In particular, if the sojourn time A lm follows an exponential distribution with mean 1/α lm , Eq. (15) is free from the Bromwich integral, and it is reduced to
We also have the relations 
Now, equation (21) can be written in matrix form as

Φ(z)V(z) = zΦ(z)G(z)Q(z)
In equation (26), diagX is a diagonal matrix whose elements are taken from the corresponding elements of X, and B t (z) is the transpose of B(z). We may rewrite (26) as
Let adjF(z) denote the adjoint matrix of F(z). Multiplying (31) on the right by adjF(z), we have 
is the arrival rate of the batches, and g is the average batch size given by
Those unknown constants can be determined by solving the same number of linear equations which consist of the set of equations yielded from the zeros of det F(z) in |z| ≤ 1 and relations (25).
WAITING TIME OF AN ARBITRARY CUSTOMER
We proceed to determine the waiting time W of an arbitrary customer. Let us focus on a randomly chosen tagged customer included in a batch that arrives to bring state l. LetĜ l denote the number of customers placed before the tagged customer in this batch, and W l (t) be the waiting time distribution of this tagged customer. The distribution ofĜ l is given by
and its generating function isĜ
The probability that the tagged customer need not wait is
On the other hand, if the tagged customer in a batch of size k arrives and finds that the number i + k of customers in the system is great than c, he must wait until i + k + 1 − c customers depart before he enters service. Therefore, his waiting time has
Taking the LST of W l (t), we obtain
where B(s) := cµ/(s + cµ).
Finally we get the LST Ω(s) of the distribution function for the waiting time W of an arbitrary customer as
The mean E[W ] and the second moment E[W 2 ] of the waiting time are then given by
APPLICATION TO THE MPEG FRAME SEQUENCE
Let us use the SMP [X] /M/c system to model the traffic in the ATM network in which the MPEG frames are transmitted through multiple channels. The waiting time of an arbitrary ATM cell generated from MPEG frames is studied. In Sect. 6.1, a brief description of MPEG coding scheme is given. In Sect. 6.2, the transmission of MPEG frame sequence is modeled by an SMP
[X] /M/c system. Assuming that the MPEG frame arrival process is Poisson, we obtain the formula for evaluating the waiting time of an arbitrary ATM cell. In Sect. 6.3, some numerical results using the statistics of a real video film are presented.
MPEG Video Coding Scheme
In the MPEG coding, 14 a video traffic is compressed using the following three types of frames.
• I-frames are generated independently of B-or P-frames and inserted periodically.
• P-frames are encoded for the motion compensation with respect to the previous I-or P-frame.
• B-frames are similar to P-frames, except that the motion compensation can be done with respect to the previous I-or P-frame, the next I-or P-frame, or the interpolation between them.
These frames are arranged in a deterministic sequence "IBBPBBPBBPBB," which is called a Group of Pictures (GOP). The length of the GOP is 12 frames. The traffic stream generated by the MPEG coding is characterized by two features, namely (i) the deterministic frame pattern in the GOP, and (ii) the distinguishable frame size distributions for the three types of frames (I, B and P). 
Numerical Examples
Let us evaluate the waiting time of an arbitrary ATM cell in the model. The real video film data for the Jurassic Park is downloaded from the web site http://nero.informatik.uni-wuerzburg.de/MPEG/ prepared by Rose. 15 In addition, we need to assume some distribution for the number of cells in each frame (frame size) so that we can calculate the distribution of the waiting time numerically.
Frey and Nguen-Quang 16 and Sarkar et al. 17 propose the gamma distribution for the frame size. As a discrete version of the gamma distribution, let us assume that the distribution of the frame size is negative binomial. Thus the probability generating functions for the frame size are given by
where, we set p l = p I , n l = n I ; l = 0, p l = p B , n l = n B ; l = 1, 2, 4, 5, 7, 8, 10, 11, p l = p P , n l = n P ; l = 3, 6, 9. Table 1 shows the statistics for the number of ATM cells in each frame type for the Jurassic Park video, which have been calculated by assuming that every frame is divided into a group of cells each with a payload of 48 bytes. The fitting parameters for the negative binominal distributions determined from the mean and variance of the data in Table 1 are given in Table 2 .
To compare the influence of the number of channels, we keep the total transmission rate at 20Mbps, which corresponds to 2 × 2350 cells/sec, and vary c from 2 to 3. For each set of parameters we have exactly twelve zeros in the unit disk. The zeros of T (z) for c = 2 and µ = 2350 cells/sec are plotted in the complex z-plane in Fig. 1. Figures 2 and 3 show the mean and the variance, respectively, of the waiting time of an arbitrary ATM cell in the MPEG frames for c = 2, µ = 2350 cells/sec and for c = 3, µ = (2/3) × 2350 cells/sec. It is observed that at low arrival rate α (frames/sec) both the mean and variance are relatively flat, but they increase rapidly with respect to α at heavy load. It is also observed that the difference (for both the mean and variance) between c = 2 and c = 3 is very small if we keep the total transmission rate at a constant cµ = 2 × 2350. In other words, the number of channels does not influence much on the mean and variance of the waiting time as far as the total transmission rate is a constant. This is just like the situation in an M/M/c queueing system.
SUMMARY
In this paper, we have first analyzed the queue size in an SMP
[X] /M/c system, where the underlying SMP has L states. The formulas of the mean and variance of the waiting time for an arbitrary customer have been presented. When the state sojourn times are exponentially disyributed, we have proved that there exist L 2 zeros in the unit disk in the denominator of the generating function for the queue size if the arrival rate is less than the total service rate. Then we have modeled the arrival of the MPEG frame sequence as an SMP batch arrival process. This model captures two major features of the MPEG coding scheme: (i) the deterministic frame pattern and (ii) the distinct distributions for the size of the three types of frames. The waiting time of each ATM cell has been evaluated. It is observed that, just like the situation in an M/M/c queueing system, the number of channels does not influence much on the mean and variance of the waiting time as far as the total transmission rate cµ is a constant. 
