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Ces activite´s de recherche s’inte`grent a` l’un des deux groupes de recherche du laboratoire LAS-
MEA : GRAVIR (GRoupe Automatique VIsion et Robotique), dont l’objectif est ”de de´velopper des
concepts the´oriques et me´thodologiques pour la perception de l’environnement de machines, et de
valider ceux-ci expe´rimentalement sur des de´monstrateurs par des syste`mes de´die´s”. Cet objectif a
e´te´ particulie`rement suivi dans les ve´hicules routiers intelligents puisque, depuis pre`s de quinze ans,
les re´sultats de recherches sur les capteurs, la reconnaissance des formes et la fusion de donne´es obte-
nues par une dizaine de chercheurs sont applique´s a` ce domaine. Ces recherches concernent la fusion
de donne´es pour la perception a` bord des ve´hicules routiers intelligents. Elles s’inscrivent parmi deux
projets : ARCOS (Action de Recherche pour une COnduite Se´curise´e) s’inscrit dans le cadre des ac-
tions fe´de´ratives du PREDIT (Programme national de recherche et d’innovation dans les transports
terrestres, a` l’initiative des ministe`res charge´s de la recherche, des transports, de l’environnement et
de l’industrie, de l’Ademe et de l’Anvar) et PAROTO (Projet Anticollision Radar et Optronique pour
l’auTOmobile) initie´ par le ministe`re de la recherche en partenariat avec SAGEM Division De´fense
et Se´curite´, et l’INRETS (Institut National de REcherche sur les Transports et leur Se´curite´). Dans ce
cadre, je m’inte´resse a` un syste`me de perception conduisant, et ceci dans une grande varie´te´ de situa-
tions, a` la de´finition d’une carte de l’environnement a` l’avant du ve´hicule intelligent : chaque obstacle
y est de´crit par sa position absolue, son e´tat cine´matique et un certain nombre de caracte´ristiques
qui peuvent eˆtre de´terminantes pour de´finir l’aide a` apporter au conducteur. Cette perception s’ap-
puie sur le de´veloppement d’un syste`me de fusion de donne´es applique´ a` la de´tection et au suivi des
obstacles. Plusieurs capteurs, dont les comple´mentarite´s et redondances ont e´te´ souligne´es, ont ainsi
e´te´ installe´s a` l’avant de notre ve´hicule de´monstrateur : VELAC (VEhicule du Lasmea pour l’Aide a`
la Conduite) ; un capteur RADAR (de´veloppe´ au sein de notre laboratoire) dont l’objectif prioritaire
ii Re´sume´
est de fournir une information de vitesse relative des obstacles, un capteur LIDAR (Riegl) permet-
tant une repre´sentation 3D de la sce`ne routie`re, un capteur thermique (SAGEM) dont l’objectif e´tait
de de´tecter et de suivre les diffe´rents obstacles quelques soient les conditions atmosphe´riques. Les
donne´es de ces diffe´rents capteurs sont traite´es inde´pendamment afin de de´tecter, et de suivre les obs-
tacles a` l’avant du ve´hicule. La proble´matique de fusion est ainsi vue comme une combinaison de
pistages (estimations a` l’aide de filtre de Kalman ou a` particules). Il devient donc possible, apre`s cette
fusion, de repre´senter une carte pre´cise de l’environnement a` l’avant du ve´hicule intelligent : chaque
obstacle y est de´crit par sa position absolue, et son e´tat cine´matique qui sont de´terminants pour de´finir
l’aide a` apporter au conducteur. Des re´sultats ont e´te´ valide´s a` bord de notre ve´hicule de´monstrateur
VELAC.
Abstract
In road environment, road obstacles tracking is able to extract important information for driving
safety. Indeed, kinematic characteristics estimation (relative position, relative speed, ...) provides a
clearer road scene comprehension. This estimate is one of the important parameters of driver assis-
tance systems. However, only one sensor generally does not allow to detect quickly (all the potentially
dangerous obstacles) in all the directions, under all the atmospheric conditions. Moreover, the degree
of obstacle recognition is different according to the sensor used. Multiplication of sensors makes it
possible to face these various problems. Amalgamated information will represent entities in further
details and with less uncertainty than with only one source. A system of higher level has been thus
developed in order to have a robust management of all tracks and measurements coming from va-
rious sensors. This system, applied to various sensors measurements combination, gives important
obstacles characteristics present in the front bumper of our experimental vehicle (VELAC : LAS-
MEA’s experimental vehicle for driving assistance). This state estimate is based on the use of various
Bayesian methods (Extended Kalman Filter and Particle Filter). Here we will use the fusion of two
obstacle tracking delivered by two independent systems : track to track fusion.These two systems
propose estimates characterizing obstacles positions and relative speeds. Fusion estimation is based
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Introduction
En 1896, dans le quartier de Crystal Palace a` Londres, un employe´ d’une entreprise Anglo-
Franc¸aise de moteurs de voitures, qui effectuait des de´monstrations gratuites d’un ve´hicule pour
un public curieux, provoqua le premier accident de la route mortel1. Il renversa une femme de 44
ans, Bridget Driscoll, qui marchait tranquillement, accompagne´e de sa fille. Arthur Edsell, riche de
trois semaines d’expe´rience de conduite, de´clara par ailleurs qu’il discutait avec une jeune femme
a` l’arrie`re du ve´hicule. C’e´tait le premier de´ce`s duˆ a` un accident de la circulation. Ce jour la`, le
responsable de l’enqueˆte judiciaire de´clara ”This must never happen again”. Pourtant, plus d’un
sie`cle plus tard, l’O.M.S. (Organisation Mondiale de la Sante´) consacre pour la premie`re fois la
journe´e mondiale de la Sante´ 2004 a` la se´curite´ routie`re (Paris). Effectivement, depuis 1974, une
re´solution de l’assemble´e mondiale de la sante´ de´clare que les accidents de la route constituent un
proble`me de sante´ publique. En 2002, les accidents de la circulation se classent au neuvie`me rang des
principales causes de mortalite´ dans le monde, avec 1 183 492 morts (plus de morts par jour que le
11 septembre) et Ian Roberts, Professeur en Epide´miologie et Sante´ Publique, de´clare :”D’ici 2020,
les accidents de la route auront e´volue´s du neuvie`me au troisie`me rang sur l’e´chelle des principales
causes de mortalite´ dans le monde et a` la seconde place dans les pays en voie de de´veloppement”.
C’est dans ce contexte, que le gouvernement franc¸ais affiche la se´curite´ routie`re comme un proble`me
prioritaire depuis de nombreuses anne´es. Meˆme si 90 a` 95% de tous les accidents sont en partie dus
a` une erreur humaine, il ne faut pas croire que les nouvelles ame´liorations des ve´hicules n’ont pas de
sens. Il faut plutoˆt conside´rer que ces nouveaux concepts technologiques ne s’introduiront a` grande




En 1972, pour ame´liorer la se´curite´ des usagers et re´duire la consommation d’e´nergie, le port de la
ceinture a` l’avant devient obligatoire et les limitations de vitesse font leur apparition. Plus re´cemment,
l’e´volution des technologies laisse apparaıˆtre des syste`mes, qualifie´s parfois d’intelligents, de se´curite´
active, dont le but est d’e´viter les accidents. On pourra citer par exemple le syste`me d’anti-blocage des
roues ABS2, le syste`me e´lectronique de stabilite´ en virage ESP3, le re´gulateur de vitesse a` controˆle
de distance ACC4, l’aide au stationnement, le syste`me re´cent d’Alerte de Franchissement Involon-
taire de Ligne baptise´ AFIL. A l’oppose´, limiter les conse´quences d’un accident sera le chantier de
la se´curite´ passive (ceinture, airbag, appuis teˆtes actifs, ...). La se´curite´ active est donc vue comme la
se´curite´ primaire sur laquelle de nombreux concepts technologiques seront de´veloppe´s. Comme dit
pre´ce´demment, le conducteur est en ge´ne´ral a` l’origine de l’accident, les syste`mes intelligents seront
donc destine´s a` assister le conducteur dans sa taˆche complexe de conduite et a` l’aider a` percevoir
l’environnement. La fonction de conduite ne´cessite une observation constante de l’environnement de
la part du conducteur, une e´valuation permanente de la situation sur la route, et en conse´quence des
prises de de´cision (acce´le´rer, freiner, de´passer, ralentir, ...). Des e´tudes ont montre´ qu’un conducteur
doit prendre en moyenne 12 de´cisions par kilome`tre. Ceci re´ve`le le caracte`re ardu et de´licat de la
taˆche de conduite, qui pourra eˆtre rendue encore plus difficile par certaines circonstances telles que la
densite´ du trafic, les conditions me´te´orologiques, ou encore l’expe´rience du chauffeur ou sa condition
physique. Il est donc indispensable d’aider le conducteur a` percevoir et a` rassembler l’information.
Bien entendu, le conducteur ne sera en aucun cas re´duit a` un roˆle de passager et pourra a` tout mo-
ment reprendre le controˆle de son ve´hicule. Un bon e´clairage de l’environnement, du point de vue des
capteurs, est donc impe´ratif surtout par mauvais temps, obscurite´, brouillard, ... L’aspect de l’infra-
structure routie`re, en particulier a` l’avant du ve´hicule, devra faire l’objet d’une caracte´risation pre´cise
pour l’e´vitement des collisions. Le terme collision sera limite´, dans notre application, aux diffe´rents
accidents avec les usagers de la route : voitures, camions, motos, pie´tons. Il devient donc primordial
pour un syste`me de se´curite´ actif, dont la brique principale est l’anticollision de de´tecter les diffe´rents





quelles que soient les circonstances.
Dans ce cadre, le groupe GRAVIR, Groupe de Recherche en Automatique et en VIsion pour
la Robotique, du LASMEA5 s’attache depuis une quinzaine d’anne´es a` la conception de machines
dote´es de capacite´s d’autonomie importantes (machines ”intelligentes”) graˆce a` des syste`mes
de perception mettant en oeuvre des capteurs divers tels que : came´ras CCD vide´o, radar, lidar,
GPS, ... Ses recherches sur les ve´hicules intelligents de´butent en 1988 avec le projet europe´en
PROMETHEUS6 (1988-1995) : de´veloppement des ve´hicules expe´rimentaux Prolab1 et Prolab2.
Re´cemment, les deux projets conside´rant la perception a` bord des ve´hicules routiers intelligents sont
dans cette unite´ mixte de recherche du CNRS, le projet ARCOS7 et le projet PAROTO8 du PREDIT9.
Ses compe´tences (robotique, vision artificielle, fusion de donne´es multisensorielles) dans le domaine
se regroupent autour des trois piliers de la se´curite´, du point de vue perceptif : la de´tection d’obs-
tacles, la reconnaissance de la route et de la signalisation et la localisation du ve´hicule sur la chausse´e.
Les travaux de´crits dans ce manuscrit s’inte`grent dans la brique de de´tection d’obstacles et visent
a` de´velopper un syste`me d’anticollision a` l’avant du ve´hicule ainsi qu’un syste`me de gestion des
interdistances (distances entres ve´hicules). Il ne faut pas croire ici que la de´tection d’obstacles se
limite a` l’extraction de signaux remarquables parmi un ensemble de signaux inde´pendants. Il sera
aussi indispensable de fournir au syste`me d’alerte des estimations sur la trajectoire et/ou l’e´tat des
obstacles. En outre, il est reconnu que l’on peut avoir des incertitudes associe´es aux mesures des
capteurs en plus de leur inexactitude ge´ne´ralement mode´lise´e par des bruits de mesure. Ces incerti-
tudes concordent avec l’origine des mesures : une mesure pourra e´ventuellement ne pas provenir de
la cible (fausse de´tection, clutter). De plus, il faudra ge´rer (initialisation, maintien, destruction) les
diffe´rents obstacles potentiels e´claire´s par les diffe´rents capteurs. On parlera de pistage monocible et
multicibles. Au premier abord, le pistage peut eˆtre ressenti comme un cas d’estimation. Cependant,
non seulement il utilise les outils de l’estimation mais il ne´cessite l’utilisation de la the´orie statistique
de de´cision quand des proble`mes pratiques (association de donne´es-Est ce que c’est ma mesure ?)
5LAboratoire des Sciences et Mate´riaux pour l’Electronique et d’Automatique
6PRogramme for an European Traffic with Highest Efficiency and Unpressed Safety
7Action de Recherche pour une COnduite Se´curise´e
8Projet Anticollision Radar et Optronique pour l’auTOmobile
9Programme de REcherche et D’Innovation dans les Transports terrestres
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sont conside´re´es. De plus, notre syste`me devra fonctionner quelles que soient les circonstances
me´te´orologiques (nuit, soleil, pluie, brouillard) de manie`re efficace. Sous ces conditions, l’utilisation
d’un seul capteur sera parfois inefficace. En effet, un seul capteur n’est capable de fournir qu’une
information partielle de l’environnement et par conse´quent sa capacite´ a` l’interpre´ter est limite´e. C’est
pourquoi, ces dernie`res anne´es, l’inte´reˆt pour les syste`mes multisensoriels ne cesse d’augmenter. Pour
obtenir un be´ne´fice de ces diffe´rents capteurs, il est ne´cessaire que l’information fournie par ceux
ci soit interpre´te´e et combine´e afin d’avoir une description de l’environnement pre´cise et cohe´rente.
L’e´tude des comple´mentarite´s et redondances des capteurs sera la base pour le choix des capteurs
formant le syste`me multisensoriel. Ne´anmoins, l’extraction d’information reste un pas crucial avant
la fusion d’information qui est vu ici comme la combinaison de diffe´rentes sources. En sus, il est
naturel que la fusion prenne en compte les incertitudes existantes sur les diffe´rentes sources. La quan-
tification de la pre´cision de l’information a` fusionner est donc primordiale. L’information fusionne´e
devra repre´senter une entite´ plus en de´tails et avec moins d’incertitudes que ce qui est disponible
a` n’importe laquelle des diffe´rentes sources. Ce syste`me s’appuiera sur des traitements nume´riques
tels que le traitement du signal, la reconnaissance des formes et pour sa majeure partie de l’estimation.
Le premier chapitre de ce manuscrit de´bute par une description globale de me´thodes de per-
ception de l’environnement routier pour fixer le contexte de notre e´tude. Ensuite, un tour d’horizon
des diffe´rents ve´hicules intelligents existants, qu’ils soient en phase de de´veloppement ou commer-
cialise´s, et des diffe´rents projets ou` nos travaux s’inte`grent, est propose´. La deuxie`me partie de ce
chapitre propose une introduction ge´ne´rale sur les buts recherche´s accompagne´e d’une description
globale des me´thodes d’estimation et de fusion.
Dans le deuxie`me chapitre, l’accent sera mis sur l’extraction des mesures lie´es aux capteurs. Une
description des me´thodes de´veloppe´es pour un lidar10, un radar11, et une came´ra infrarouge12 sera
propose´e. Pour le lidar, la me´thode de de´tection utilise la capacite´ de ce capteur a` de´livrer, avec
pre´cision, une repre´sentation tridimensionnelle de l’environnement e´claire´ par le capteur. Du coˆte´ du
radar, on insistera plus sur le module de traitement du signal qui de´livre en sortie un ensemble d’e´chos
10Riegl LMSZ210-60
11LASMEA-Radar Doppler a` priorite´ Doppler
12SAGEM
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affecte´s d’une mesure de distance et d’une mesure de vitesse relative. Pour la came´ra infrarouge, on
e´voquera la me´thode de´veloppe´e par la SAGEM. Apre`s le traitement des donne´es capteurs, des me-
sures, qui pourront eˆtre qualifie´es d’observations, sont disponibles. Ces mesures seront les entre´es des
diffe´rents modules d’estimation dont le but sera de mettre en phase les proprie´te´s physiques de l’objet
d’inte´reˆt (cible, obstacle) et des capteurs avec les parame`tres d’un mode`le mathe´matique, a` savoir la
caracte´risation statistique d’un processus ale´atoire de´crivant les incertitudes du proble`me.
En pre´lude a` l’estimation d’e´tat, l’estimation de parame`tres est aborde´e au chapitre trois afin de ca-
racte´riser les trajectoires des ve´hicules conside´re´s et afin de montrer le concept de limite d’information
extractible d’un syste`me.
Le pistage qui regroupe l’estimation d’e´tat, le filtrage et l’utilisation de la the´orie statistique de
de´cision est l’objet du chapitre quatre. Ce pistage est forme´ de plusieurs briques dont l’une des prin-
cipales est l’estimation des caracte´ristiques des obstacles a` suivre. Ces estimations s’appuient sur la
the´orie baye´sienne. Elles sont base´es sur les me´thodes de filtrage de Kalman et filtrage particulaire.
D’autre part, il est ne´cessaire de ge´rer judicieusement les pistes pour e´viter la multiplication de fausses
pistes pouvant porter pre´judice au syste`me d’assistance. On e´voquera donc l’association de donne´es,
l’initialisation et la destruction de pistes.
Le cinquie`me chapitre pre´sentera l’utilisation des mesures et des estimations de´livre´es par les
syste`mes de de´tection et de pistage. Ce syste`me de plus haut niveau aura donc comme objectif la
gestion robuste de toutes les pistes et mesures provenant de capteurs inde´pendants. Il devra de´livrer
des informations qu’un syste`me monocapteur ne peut fournir dans toutes les circonstances. On par-
lera de combinaison de pistages. Cette combinaison de´butera naturellement par l’association de deux
pistes que l’on qualifiera de pistes capteurs. L’association de deux pistes capteurs re´alise´e, la combi-
naison des mesures sera produite par un module de fusion dont les entre´es seront les pistes capteurs
accompagne´es des mesures et dont les sorties seront les caracte´ristiques essentielles des obstacles
potentiels, a` savoir les positions et vitesses relatives au ve´hicule e´quipe´. Le fruit de cette combinaison
sera donc un ensemble d’estimations du comportement des obstacles, que l’on pourra inte´grer a` un
syste`me haut-niveau de caracte´risation de l’environnement prenant en compte la formalisation trian-
gulaire ”infrastructure-conducteur-ve´hicule”.





1.1 La perception a` bord des ve´hicules routiers intelligents
1.1.1 Introduction
Figure 1.1 — L’e´cholocation de la chauve souris
Les petites chauves-souris ou microchiropte`res se dirigent en vol et, pour la plupart des espe`ces
insectivores ciblent e´galement leur proie par e´cholocation (voir figure1.1), c’est-a`-dire par e´mission
pulse´e de sons de haute fre´quence (entre 20 et 120 Khz) qui sont re´fle´chis sous forme d’e´chos (perc¸ues
par les oreilles de la chauve-souris) par les surfaces environnantes. Ces e´chos renseignent l’animal sur
la position, la distance relative et meˆme la nature des objets de son environnement. Ceci permet aux
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microchiropte`res de voler dans l’obscurite´ totale. Les grandes chauves-souris ou me´gachiropte`res se
servent de la vue plutoˆt que de l’ouı¨e pour s’orienter. Une seule espe`ce a e´volue´ vers un me´canisme
d’e´cholocalisation qui met en jeu l’e´mission de ”clics” audibles et ne sert que quand les chauves-
souris volent dans l’obscurite´. Aucune chauve-souris n’est aveugle, et meˆme les microchiropte`res
qui utilisent l’e´cholocalisation peuvent se servir de repe`res de grandes dimensions pour se diriger en
vol. A l’oppose´ l’eˆtre humain utilisera de fac¸on prioritaire sa vue pour observer, analyser, reconnaıˆtre
l’environnement. La vue est donc le moyen de perception primaire chez l’homme alors que chez la
chauve-souris c’est l’ouı¨e. Dans l’obscurite´, l’eˆtre humain, a` l’oppose´ des microchiropte`res, ne pourra
donc pas percevoir d’une manie`re pre´cise l’environnement dans lequel il e´volue. Il s’est donc attache´
a` de´velopper des syste`mes de vision nocturne.
D’une manie`re plus globale, la recherche en robotique de´veloppe, depuis de nombreuses anne´es,
des moyens de percevoir l’environnement dans des circonstances ou` la capacite´ de l’eˆtre humain
a` maıˆtriser son e´volution est limite´e, ou` sa pre´sence est inadapte´e. On pourra citer par exemple le
de´veloppement de robots pour le de´mante`lement de centrale nucle´aire ou d’exploration plane´taire. La
multiplication des capteurs de perception (came´ra, Lidar, Radar, came´ra Infrarouge, capteurs inertiels,
...) offre a` la robotique une capacite´ d’e´volution de plus en plus importante. Par exemple, la NASA1
a de´veloppe´ un robot capable d’e´voluer de fac¸on quasi-autonome sur la plane`te Mars pendant au
moins trois mois (figure 1.2). Ce robot est e´quipe´ d’une multitude de capteurs, pour remplacer le
champ d’action d’un ge´ologiste afin de rechercher des indications quant a` l’e´volution de la plane`te
Mars. Il est e´quipe´ d’une came´ra panoramique place´e au niveau des yeux d’un homme, d’un mini
spectrome`tre a` e´mission thermique, d’une came´ra infrarouge pour aider les scientifiques a` identifier
les pierres les plus inte´ressantes. Les six roues, sur lesquelles se greffe des panneaux solaires pour
fournir l’alimentation ne´cessaire, permettent au robot de se diriger vers la roche se´lectionne´e. Ensuite,
il de´tend un bras me´canique e´quipe´ d’outils. Un imageur microscopique donne une vue pre´cise de la
texture de la roche et deux spectrome`tres identifient la composition de la roche. Enfin, un dernier
outil, remplac¸ant le marteau du ge´ologiste, gratte la roche pour en de´couvrir la surface interne.
1National Aeronautics and Space Administration
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Figure 1.2 — Mars Rover
Dans un contexte plus terrestre, la perception a` bord des ve´hicules routiers intelligents rele`ve du
domaine de la se´curite´ routie`re. Par analogie avec l’exploration de la plane`te Mars par un robot, un
ve´hicule intelligent doit eˆtre capable de fournir des informations se´curitaires quant a` son environne-
ment, la plupart du temps inconnu. Le sche´ma de la figure 1.3 rappelle les diffe´rentes phases dans
lesquelles peut se trouver un conducteur. Il propose aussi les possibilite´s qui existent au cours de ces
phases pour alle´ger la taˆche du conducteur ou prote´ger de manie`re optimale les occupants et les autres
usagers de la route. Les trois premie`res phases rele`vent du domaine de la se´curite´ active, c’est-a`-dire
qu’aucun accident ne s’est encore produit et que les syste`mes a` bord du ve´hicule mettent tout en
oeuvre pour e´viter un crash. La se´curite´ passive est identifie´e par les autres phases. Notre contribu-
tion se place au niveau de la perception de l’environnement routier et en particulier au niveau de la
de´tection d’obstacles. La de´tection d’obstacles est une des trois missions de la perception de l’envi-
ronnement routier. On propose, dans une premie`re partie, une description ge´ne´rale des missions de
la perception de l’environnement routier. On insistera sur les fonctions utiles pour la de´tection d’obs-
tacles, en particulier la reconnaissance de la route et la localisation du ve´hicule par rapport a` celle-ci.
Ensuite, on proposera un bref tour d’horizon des plate formes expe´rimentales et des ve´hicules intelli-
gents commercialise´s. Les travaux de ce manuscrit concourent a` diffe´rents projets du LASMEA qui
seront de´crits dans une troisie`me partie.
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Figure 1.3 — Les phases d’e´volution d’un conducteur
1.1. LA PERCEPTION `A BORD DES V ´EHICULES ROUTIERS INTELLIGENTS 11
1.1.2 Missions pour la perception de l’environnement routier
La perception de l’environnement routier peut se de´finir autour de trois fonctions essentielles :
– La de´tection d’obstacles ;
– la reconnaissance et la reconstruction de la route et de la signalisation ;
– la localisation du ve´hicule sur la chausse´e.
Ces fonctions s’appuient sur l’utilisation d’un me´canisme de perception a` trois niveaux hie´rarchiques.
Par exemple, pour la reconnaissance des signalisations, le premier niveau (”Reconnaıˆtre”) ne´cessite
de connaıˆtre l’existence des routes, des carrefours et de la circulation routie`re. Le deuxie`me niveau
(”de´coder”) utilise la connaissance du code de la route et le troisie`me niveau (”utiliser”) exploite cette
information pour respecter la signalisation. Cette reconnaissance attirera l’attention du conducteur qui
souvent s’y perd dans la multitude de panneaux.
D’un coˆte´ plus se´curitaire, il est effectivement judicieux de localiser le ve´hicule dans sa voie de cir-
culation (position, orientation) et de de´terminer la ge´ome´trie tridimensionnelle de la chausse´e. Cette
fonction ne´cessite donc la connaissance de la position des bords de la route. Cette de´tection pourra
alimenter un syste`me de de´tection d’obstacles pour identifier les ve´hicules pre´sents dans cette voie
[66]. En effet, particulie`rement en situation de virage l’analyse des bords de voie constitue une aide
pre´cieuse en vue de la localisation des obstacles sur la chausse´e (voir figure 1.4). De nombreuses
Figure 1.4 — Exemple de situation en virage
12 CHAPITRE 1. INTRODUCTION GENERALE
me´thodes de reconnaissance et de reconstruction de la chausse´e par vision sont pre´sentes dans la
litte´rature. Une bonne description de celles ci est disponible dans [5]. De plus, l’auteur propose une
me´thode de reconnaissance des bords d’une route fonctionnant a` la fois dans le contexte des routes
marque´es mais e´galement dans celui des routes non marque´es (voir figure 1.5). Cette me´thode est
base´e sur l’utilisation d’un mode`le statistique, d’ordre e´leve´e, repre´sentant pre´cise´ment la position
des bords de la route dans l’image. Ce mode`le permet en outre de ge´rer efficacement la cohe´rence
entre les deux bords afin de limiter la sensibilite´ de l’approche aux fausses de´tections ou aux occulta-
tions. Une e´tape de localisation est ensuite re´alise´e pour envisager un guidage (voir figure 1.6). Une
Figure 1.5 — La de´tection des lignes blanches
Figure 1.6 — De´tection des lignes blanches et localisation du ve´hicule sur sa voie
nouvelle approche de localisation absolue est de´veloppe´e dans [65]. Ce syste`me est capable de fournir
la position globale et l’orientation du ve´hicule sur la route en utilisant une carte nume´rique. Un vec-
teur d’e´tat (x,y,z,α,β,γ)t est utilise´ pour repre´senter l’attitude du ve´hicule. x,y,z sont les coordonne´es
du ve´hicule et α,β,γ sont les angles de´finissant l’orientation relative du ve´hicule dans le repe`re lie´ a` la
carte. Il combine l’information fournie par de nombreux capteurs proprioceptifs et exte´roceptifs : un
odome`tre, un capteur d’angle au volant, un GPS bas-couˆt couple´ a` une carte qui donne une pre´cision
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d’environ 30 m, et un syste`me de reconnaissance de la route base´ sur l’utilisation de la vision qui
donne l’orientation et la position late´rale du ve´hicule sur la route. Les estimations et mises a` jour du
vecteur d’e´tat sont re´alise´es a` partir de me´thodes particulaires.
La perception de l’environnement routier s’appuie ine´vitablement sur l’utilisation de plate formes
expe´rimentales. Ces plate formes sont nombreuses et de qualite´. Nous nous inte´ressons ici a` quelques
unes d’entres elles. Le point sera fait sur les ve´hicules commercialise´s.
1.1.3 Les ve´hicules intelligents : e´tat de l’art non exhaustif
Pour valider les diffe´rents syste`mes utilise´s afin d’assister le conducteur, des plateformes
expe´rimentales sont indispensables. La plupart des concepts de ve´hicules intelligents ont e´te´ imagine´s
dans les anne´es 80. En Europe, le premier projet stimulateur est certainement le projet EUREKA-
PROMETHEUS (1988-1995). En France, le groupe Pro-Art avait pour but le de´veloppement des
ve´hicules expe´rimentaux Prolab1 et Prolab2. Prolab1 (voir figure 1.7) e´tait e´quipe´ d’un capteur multi-
sensoriel base´ sur le couplage d’une came´ra vide´o et d’un te´le´me`tre laser pour la de´tection d’obstacles,
d’une came´ra vide´o pour la reconnaissance de la route et de capteurs proprioceptifs afin de connaıˆtre
son e´tat. D’autres projets europe´ens, plus re´cents, seront de´crits dans la partie suivante. Aux ´Etats-
Figure 1.7 — Prolab 1
Unis dans le cadre des travaux de l’Universite´ de Carnegie-Mellon, Thorpe de´crit, en 1988, dans [97],
un syste`me de vision et de navigation. Il utilise un van (voir figure 1.8) e´quipe´ d’une came´ra cou-
leur et d’un te´le´me`tre laser. Aujourd’hui ce laboratoire, CMU NAVLAB, expe´rimente ses me´thodes
de perception sur un onzie`me ve´hicule : NAVLAB 11 dont une description est donne´e ci apre`s. On
s’inte´ressera e´galement a` d’autres ve´hicules et en particulier a` VELAC (Ve´hicule Expe´rimentale du
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Figure 1.8 — Le ve´hicule NAVLAB
LASMEA pour l’Aide a` la Conduite).
1.1.3.1 Quelques plateformes expe´rimentales
VELAC Riche de son expe´rience dans le projet europe´en PROMETHEUS, le LASMEA s’est
e´quipe´ en 1998 d’un ve´hicule expe´rimental nomme´ VELAC (Ve´hicule Expe´rimental du LASMEA
pour l’Aide a` la Conduite). Ce ve´hicule est une Citroe¨n Evasion (voir figure 1.9). Il est e´quipe´ de nom-
breux capteurs proprioceptifs et exte´roceptifs . Le sche´ma de la figure 1.10 re´sume l’architecture de la
plateforme expe´rimentale. L’utilisation de ces diffe´rents capteurs permet une repre´sentation globale
de la sce`ne routie`re tant du point de vue de la localisation de VELAC lui-meˆme que de la de´tection
d’obstacles. Un syste`me utilise les capteurs proprioceptifs (angle au volant, odome`tre, gyrome`tre) et
les capteurs exte´roceptifs (Came´ra, GPS) pour une localisation pre´cise a` l’aide d’une carte nume´rique
connue de l’environnement.
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Figure 1.9 — Le ve´hicule VELAC
De l’autre coˆte´ l’utilisation combine´e de capteurs exte´roceptifs (came´ra, Lidar, Radar, IR) permet
la de´tection des diffe´rents obstacles potentiels et l’alerte du conducteur. Ce processus de de´tection
sera de´crit dans les chapitres suivants. L’alerte du conducteur pourra se faire par l’utilisation d’un
bandeau de LED (voir projet PAROTO) et/ou d’un syste`me de vibreur pour la pe´dale d’acce´le´rateur.
L’alerte s’appuie sur les estimations des caracte´ristiques des obstacles de´tecte´s et sur l’utilisation du
comportement du ve´hicule (acce´le´rateur, frein, vitesse, angle au volant, clignotant, embrayage). On
pourra pour une repre´sentation pre´cise de l’environnement combiner les re´sultats de la localisation et
de la de´tection d’obstacles : les obstacles seront aussi localise´s sur la carte de l’environnement.
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Figure 1.10 — Synoptique de l’architecture VELAC
NAVLAB 11 Le groupe Navlab de l’Universite´ de Carnegie Mellon University a une longue histoire
dans le de´veloppement de ve´hicules intelligents pour l’assistance a` la conduite. Les travaux les plus
re´cents se concentrent sur le suivi de route, conduite cross-country, et la de´tection d’obstacles. Cer-
tains chercheurs du groupe focalisent aujourd’hui leur inte´reˆt sur l’environnement proche du ve´hicule,
en observant tout autour de celui-ci pour une conduite sans danger [6]. Le syste`me actuel utilise un
capteur vide´o, des capteurs de distance laser, un nouveau capteur de distance laser line-stripe, des
softwares pour traiter les mesures des diffe´rents capteurs inde´pendamment, un syste`me de fusion, et
un mode`le de pre´diction base´ sur les probabilite´s. Le syste`me complet est installe´ sur Navlab 11 (voir
figure 1.11) pour e´valuer un environnement urbain : de´tection et pistage des objets fixes, des objets
en mouvement, des pie´tons, des trottoirs et des routes.
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Figure 1.11 — Le ve´hicule NAVLAB 11
LIVIC Le LIVIC 2, unite´ mixte LCPC 3 et INRETS 4, a pour mission d’exercer des activite´s de
recherche, de de´veloppement et d’expe´rimentation visant a` faire e´merger des syste`mes d’aide a` la
conduite et a` faire e´voluer l’infrastructure associe´e. Du point de vue des syste`mes d’assistance a` la
conduite, ce laboratoire utilise plusieurs plateformes expe´rimentales. Une de ces plate formes, LOLA
(voir figure 1.12), est capable de conduire automatiquement. Elle est e´quipe´e d’un te´le´me`tre laser a`
Figure 1.12 — Le ve´hicule LOLA du LIVIC
2Laboratoire sur les Interactions Ve´hicules-Infrastructures-Conducteurs
3Laboratoire Centrale des Ponts et Chausse´es
4Institut National de REcherche sur les Transports et leur Se´curite´
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balayage capable de fournir un positionnement centime´trique des objets a` une haute fre´quence (77 Hz)
aussi bien qu’une estimation de leur largeur et de leur longueur, quand le coˆte´ de l’objet est visible.
De plus, un module de ste´re´o vision base´ sur la construction et l’analyse de l’image ”v-disparite´” [4]
fournit une bonne repre´sentation de la sce`ne routie`re. Enfin, un module de fusion permet d’avoir une
repre´sentation robuste de la sce`ne routie`re dans les zones de chevauchement des champs de vue des
deux capteurs. La distance qui se´pare les deux voitures est visualise´e sur un e´cran (voir figure1.13).
Pour le controˆle late´ral, une came´ra centrale visualise la bande de circulation. En cas d’e´cart, LOLA
corrige automatiquement la trajectoire.
Figure 1.13 — Visualisation du syste`me de surveillance de LOLA
1.1.3.2 Les ve´hicules intelligents commercialise´s
Une voiture franc¸aise ”grand public” commercialise´e proposant des syste`mes innovant pour la
se´curite´ active est la citroe¨n C5 (2004). L’ESP (ou controˆle dynamique de stabilite´), de se´rie, est
associe´e a` l’antipatinage, l’ABS, l’aide au freinage d’urgence, et inte`gre une nouvelle re´partition
de freinage roue par roue et un syste`me de controˆle de stabilite´ pour corriger ”sous” et survirage.
Elle posse`de aussi un nouveau syste`me d’aide a` la conduite de nuit : les phares a` xe´non (proche
de la luminosite´ du jour) bidirectionnels. Ils permettent d’e´clairer des pie´tons et des objets place´s
sur la route au niveau d’un virage (voir figure 1.14). Elle propose e´galement un limiteur de vitesse,
qui permet au conducteur de de´finir une vitesse maximale quelle que soit la position de son pied
sur l’acce´le´rateur. Enfin, la nouvelle C5 est e´quipe´e de l’Alerte de Franchissement Involontaire de
1.1. LA PERCEPTION `A BORD DES V ´EHICULES ROUTIERS INTELLIGENTS 19
Figure 1.14 — Les projecteurs a` xe´non bidirectionnels
Ligne (AFIL). Ce syste`me d’aide a` la conduite pre´vient le conducteur lorsqu’une de´rive par rapport
a` la ligne blanche est constate´e. Le conducteur est averti par des vibreurs place´s dans l’assise de
son sie`ge lors d’un instant de de´concentration ou d’un assoupissement (voir figure 1.15). Du coˆte´
Figure 1.15 — Le syste`me AFIL
des constructeurs e´trangers, de nombreux syste`mes d’assistance existent. Le syste`me passif Pre-Safe,
qui e´quipe les Mercedes classe S (2003), est capable de de´tecter si un accident est imminent. En
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utilisant l’ESP et le BAS5, Pre-Safe, tend, de manie`re pre´ventive, les ceintures de se´curite´, ferme le toit
ouvrant et repositionne les sie`ges pour mieux prote´ger les occupants en cas d’impact. Le constructeur
Toyota, a rejoint Mercedes sur ce cre´neau en de´veloppant son syste`me de pre´-collision, de´nomme´
PCS6 (figure 1.16). Il utilise un radar a` onde millime´trique place´ a` l’avant du ve´hicule afin de de´tecter
les objets arrivant a` grande vitesse vers le ve´hicule. Ce syste`me e´quipe la Toyota Lexus GS (2004).
De nombreux autres ve´hicules sont e´quipe´s d’un syste`me ACC. Ce syste`me e´largit les fonctions du
Figure 1.16 — Toyota Pre-Collision System (PCS)
re´gulateur de vitesse conventionnel par une re´gulation de la distance et de la vitesse graˆce a` une
intervention automatique sur le pilotage du moteur et sur les freins. Il se base sur l’imple´mentation
d’un capteur radar a` l’avant du ve´hicule pour capter la distance des objets qui pre´ce`dent. Par exemple,
un syste`me ACC e´quipe certaines BMW depuis l’an 2000. Ce syste`me propose, par l’utilisation d’un
capteur radar a` fre´quence d’e´mission 76− 77 GHz, deux modes de services diffe´rents. Un mode de
circulation libre dans lequel l’ACC assure automatiquement la re´gulation sur la vitesse souhaite´e. Un
mode de poursuite, signale´ au conducteur par un voyant de controˆle, qui maintient, par rapport au
ve´hicule qui pre´ce`de, la distance en secondes pre´alablement choisie par le conducteur. L’ACC assure
automatiquement la re´gulation de la vitesse en intervenant sur le moteur et sur les freins. De`s que la
voie est libe´re´e, le voyant de controˆle s’e´teint et la vitesse souhaite´e est re´tablie.
5Brake Assist Sensors
6Pre-Collision System
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1.1.4 Les diffe´rents projets du LASMEA
Les de´veloppements de´crits dans ce manuscrit concourent aux diffe´rents projets de´crits ci-
dessous.
1.1.4.1 le projet ARCOS
Le projet ARCOS7 s’inscrit dans le cadre des actions fe´de´ratives du PREDIT. Il associe une
soixantaine de partenaires, laboratoires publics et entreprises prive´es, autour des e´quipementiers au-
tomobiles pour un investissement d’environ 85MF sur 3 ans. Il concerne le domaine de la se´curite´
routie`re et son objectif a` terme est la re´duction de 30% des accidents. Ces accidents peuvent re´sulter
d’une erreur humaine mais aussi d’un proble`me lie´ a` l’environnement (me´te´o, ...), d’un proble`me lie´
a` l’infrastructure ou au ve´hicule. Ce projet s’appuie donc sur le syste`me global repre´sente´ par l’infra-
structure, le ve´hicule et le conducteur pour la re´alisation de quatre fonctions qui constituent le coeur
d’ARCOS :
– ge´rer les interdistances entre les ve´hicules ;
– pre´venir les collisions sur obstacles fixes, arreˆte´s ou lents ;
– pre´venir les sorties de route ;
– alerter les ve´hicules en amont d’accidents/d’incidents.
ARCOS est organise´ selon onze the`mes (perception a` l’avant du ve´hicule / visibilite´, adhe´rence / trai-
tement de l’information, controˆle-commande / communication / accidentologie, simulation / syste`me
homme-machine / aspects e´conomiques / expe´rimentation, inte´gration, analyse fonctionnelle / poids
lourds) qui permettent d’inte´grer les nombreuses comple´mentarite´s des sciences de l’inge´nieur, des
sciences humaines, et des sciences sociales. Le but est de proposer des moyens d’inte´ractions avec le
conducteur afin de l’assister. Ces moyens sont diffe´rencie´s par leur degre´ d’action :
– des moyens d’information (pas d’actions) ;
– des moyens inter-actifs (actions coope´ratives) ;
– des moyens actifs (actions de´le´gue´es).
Il s’agit de`s lors de renforcer l’intelligence et l’efficacite´ du syste`me « ve´hicule conducteur infra-
structure » en ame´liorant la qualite´ et la fiabilite´ des inte´ractions. Les ve´hicules sont ainsi capables
7http ://www.arcos2004.com/
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d’une plus grande autonomie par rapport au conducteur. Graˆce a` des capteurs et des moyens de trai-
tement embarque´s, ils sont capables de surveiller leur environnement proche. Des moyens de com-
munication leur permettent e´galement de re´agir a` des incidents plus e´loigne´s au-dela` de la porte´e
des capteurs. Faisant la synthe`se de l’ensemble de ces informations, les e´quipements embarque´s des
ve´hicules sont capables d’e´tablir l’assistance au controˆle longitudinal et late´ral graˆce aux fonctions
d’information et de controˆle-commande. Au-dela` du triangle « ve´hicule-conducteur-infrastructure »,
l’originalite´ d’ARCOS tient a` la volonte´ de faire e´voluer la conception des aides a` la conduite vers une
inte´gration de l’ensemble des syste`mes, y compris du comportement des autres usagers. Une journe´e
de pre´sentation des re´sultats/de´monstrations est pre´vue le 28 octobre 2004 a` Versailles-Satory. Les
travaux de ce manuscrit se situe au niveau de la gestion des interdistances entre les ve´hicules et de la
pre´vention des collisions sur obstacles fixes, arreˆte´s ou lents.
1.1.4.2 le projet PAROTO
Le projet PAROTO, qui regroupe le LASMEA, l’INRETS, la SAGEM et TEAM, consiste a`
de´velopper un de´monstrateur de syste`me anti-collision pour automobile qui associe des capteurs ra-
dar et came´ra thermique, fusionne leurs donne´es, fournit une alarme ou alerte au conducteur et se
termine par une e´valuation comportementale du syste`me. Le but est d’alerter le conducteur et non
d’avoir un comportement actif sur le ve´hicule. L’architecture ge´ne´rale du projet est de´crite figure
1.17. Les capteurs fournissent des signaux a` un module de traitement dont la sortie propose une infor-
Figure 1.17 — Architecture ge´ne´rale du projet PAROTO
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mation haut-niveau (estimations des caracte´ristiques des obstacles) a` un module de fusion. On parlera
ici de fusion de´centralise´e. Cette combinaison d’information permet une caracte´risation robuste et
pre´cise des obstacles et sera l’objet du chapitre quatre. La caracte´risation est analyse´e par un module
de filtrage, utilisant des donne´es proprioceptives (angle au volant, acce´le´rateur, frein, clignotant), qui
commande une interface homme-machine (IHM) en cas de besoin. L’IHM (voir figure 1.18), com-
pose´e d’un bandeau de diodes lumineuses, propose deux modes d’inte´raction avec le conducteur et
une repre´sentation spatiale des obstacles. Le premier mode consiste a` orienter le conducteur sur un
e´ve´nement potentiellement dangereux, le deuxie`me est un mode d’alarme ciblant un danger immi-
nent. Pour la repre´sentation spatiale, le mode d’orientation de l’attention est active´ sous la forme
d’une se´rie de diodes qui s’allument de fac¸on dynamique (en suivant la trajectoire de l’obstacle et
de l’orange au rouge, en fonction du temps a` collision) sur le tableau de bord du ve´hicule. Le mode
d’alarme est une combinaison de deux types d’alarme donne´s simultane´ment : une interface visuelle
(diodes rouges en face du conducteur) et une interface sonore. La combinaison des informations four-
Figure 1.18 — Interface visuelle installe´e dans le ve´hicule PAROTO
nit au syste`me de filtrage un ensemble de caracte´ristiques d’obstacles. Ce module de filtrage contient
un certain nombre de re`gles utilisant les donne´es issues de la fusion et les valeurs des capteurs de
comportement du conducteur. Il adapte donc le niveau d’information (alarme, mise en attention), son
intensite´ (faible, forte) et le mode de diffusion (visuel, sonore), en fonction du type de danger, de
son urgence et de la prise en compte du comportement du conducteur. L’architecture mate´rielle du
ve´hicule PAROTO, VELAC, est pre´sente´ sur la figure 1.19. La liaison came´ra Infrarouge-PC IR est
une liaison analogique. Les dates affecte´es aux pistes Infrarouge correspondent aux instants d’ac-
quisitions des images. Les pistes IR alimentent le module de fusion via un re´seau local. La liaison
Radar-PC Radar est une liaison analogique. Les pistes Radar, affecte´es des dates d’acquisitions des
mesures Radar, alimentent le module de fusion par le bus IEEE 1394. Le bus IEEE 1394 met a` dis-
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Figure 1.19 — Architecture mate´rielle du ve´hicule PAROTO
position des diffe´rents mate´riels connecte´s une horloge commune, qui nous sert de re´fe´rence pour
la mise en correspondance des pistes capteurs. Notre collaboration dans ce projet se situe au niveau
du de´veloppement du capteur Radar, de l’analyse de ces donne´es, et de la combinaison des pistages
Radar et IR.
1.1.4.3 le projet ROADSENSE
L’objectif principal du projet ROADSENSE8, qui comprend une dizaine de partenaires, est le
de´veloppement d’une structure standard pour les interactions homme-ve´hicule (HVI : Human Vehicle
Interactions) et en particulier les interfaces homme-machine (IHM). Ce projet vise a` livrer des direc-
tives pour les me´thodes d’essais d’HVI qui mesurent les effets sur le comportement du conducteur
que n’importe qu’elle technologie simple, ou combinaison de technologies, aura. Plus pre´cise´ment,
les objectifs de ROADSENSE sont :
– Objectifs scientifiques :
– de´velopper des indicateurs comportementaux du conducteur ;
– de´velopper une structure pour l’inte´gration des outils existants et des techniques concernant
les capacite´s sensorielles et cognitives du conducteur ;
8ROad Awareness for Driving via a Strategy that Evaluates Numerous SystEms
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– identifier de nouveaux outils et techniques pour les sce´narios critiques, et e´tudier les techno-
logies propose´es par l’industrie ;
– de´velopper une structure dans laquelle les techniques de validation d’HVI peuvent eˆtre exa-
mine´es.
– Objectifs techniques :
– de´velopper un prototype base´ sur la technologie DSP et sur une communication se´rie rapide
pour simuler un re´seau de ve´hicule ;
– de´velopper des outils programmables de simulation de syste`me pour l’e´valuation des IHM ;
– de´velopper une plate forme permettant une approche modulaire et une mise a` jour pour les
futures technologies.
Ces objectifs sont la base du de´veloppement d’une interface D-BITE (Driver Behaviour Interface Test
Equipment) pour simuler et valider les nouvelles HVI. Cette interface permet :
– la synchronisation des donne´es ;
– le traitement temps re´el ;
– gestion, enchaıˆnement des taˆches ;
– le rejeu des donne´es synchronise´es ;
– la repre´sentation/visualisation des donne´es ;
Par exemple pour la localisation des obstacles sur la chausse´e on pourra utiliser les modules de´crits
sur la figure 1.20. Cette repre´sentation modulaire pourra eˆtre utilise´e en temps re´el ou pour le rejeu
des donne´es. Une repre´sentation d’une interface pour la de´tection d’obstacles est donne´e sur la figure
1.21.
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Figure 1.20 — Exemple d’utilisation du D-BITE pour la localisation des obstacles sur la chausse´e
Figure 1.21 — Exemple d’interface D-BITE pour la de´tection d’obstacles
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On a pre´sente´ une bre`ve description de plusieurs projets dont les objectifs principaux se
regroupent autour de la re´duction du nombre d’accidents. Tous ces syste`mes se basent sur la
repre´sentation triangulaire de la se´curite´ routie`re (infrastructure-ve´hicule-conducteur). Plusieurs
ve´hicules expe´rimentaux et commercialise´s ont e´te´ pre´sente´s. Les plateformes expe´rimentales sont
indispensables pour la validation des me´thodes de´veloppe´es. Ces me´thodes de´pendent bien suˆr des
capteurs utilise´s. Les capteurs peuvent eˆtre du type exte´roceptifs ou proprioceptifs. On pourra asso-
cier le caracte`re exte´roceptif des capteurs a` la se´curite´ active meˆme si des capteurs comme le GPS
peuvent eˆtre utiles pour la se´curite´ passive (localisation post-accident pour pre´venir les secours par
exemple). Dans le chapitre suivant, on s’inte´ressera aux diffe´rents capteurs utiles a` la perception de
l’environnement, en particulier a` la de´tection d’obstacles. Une description des capteurs utilise´s dans
nos syste`mes de perception sera effectue´e.
1.2 Buts recherche´s
Notre travail s’inscrit dans la brique de de´tection d’obstacles. Il est clair que dans un contexte
de conduite, il est important de qualifier l’environnement en terme d’obstacles pour e´viter les col-
lisions et/ou ge´rer les interdistances. Par exemple, notre application pourra s’inte´grer dans une ap-
plication pour l’ACC : dans un contexte autoroutier, le conducteur n’aurait plus qu’a` s’occuper du
volant. Les mouvements longitudinaux du ve´hicule seraient fixe´s par l’obstacle le plus dangereux
devant le ve´hicule. De plus, avec l’essor actuel des re´gulateurs de vitesse, nos travaux seraient faci-
lement inte´grables : il suffirait de re´gler (avec souplesse bien entendu !) la vitesse de l’observateur
en fonction de l’obstacle conside´re´ comme le plus alarmant. Si l’on suppose que l’observateur et la
cible se de´placent longitudinalement alors les donne´es ne´cessaires au fonctionnement de l’ACC sont
limite´es. En effet, on aura besoin essentiellement de la vitesse et de la distance relative de l’obs-
tacle. Par contre, dans un contexte de gestion des interdistances en virage, la position late´rale de la
cible est une information pouvant devenir indispensable. Les informations des capteurs ne sont pas
ne´cessairement des mesures de position, et en particulier de position late´rale. On verra, par exmple,
que pour notre radar il est difficile, voire meˆme impossible, d’estimer la position relative late´rale des
obstacles puisque ses mesures ne sont que radiales et que l’on laisse au conducteur le soin d’effectuer
les manoeuvres late´rales. Cependant, l’ajout d’hypothe`ses permettra e´ventuellement d’obtenir une
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estimation ”grossie`re” de la trajectoire et/ou de la position late´rale. Tout le monde sait, que le capteur
GPS, est un senseur qui s’inte`gre facilement dans les ve´hicules routiers et que sa pre´cision de posi-
tionnement ne cesse d’augmenter (pre´cision de l’ordre de 5 centime`tres pour des GPS diffe´rentiels9
performants). En outre, de nombreuses cartographies existent. Par exemple, certaines cartes proposent
une cartographie pre´cise de tous les e´le´ments de la route (lignes blanches, pointille´s, passage pie´ton,
feux tricolores, barrie`re de se´curite´, arbres, ...). Les figures 1.22 et 1.23 sont des exemples de cartes
pre´cises d’un boulevard de l’agglome´ration clermontoise.
Figure 1.22 — Une carte de´taille´e d’un boulevard
A partir de l’estimation de position, il sera donc facile de savoir ou` la cible se trouve sur la route, et
en particulier d’acce´der a` la courbure et la largeur de la route a` l’endroit conside´re´. De plus, si un
syste`me performant est capable de reconnaıˆtre l’obstacle que l’on suit (ce sera l’hypothe`se la moins
probable), on pourra acce´der a` d’autres informations comme la vitesse angulaire du cap du ve´hicule.
Pour la reconnaissance, on pense par exemple a` un syste`me de vision capable de reconnaıˆtre dans une
base de donne´es un certain de nombre de ve´hicules. A partir de cette hypothe`se, qui je l’admets est
forte, on pourra par l’e´tude de la dynamique longitudinale proposer des bornes sur l’acce´le´ration, et
par l’e´tude de la dynamique late´rale une estimation de la vitesse angulaire du cap et de l’angle late´ral
9DGPS
1.2. BUTS RECHERCH ´ES 29
Figure 1.23 — Une carte de´taille´e d’un boulevard
de de´rive. On verra, que l’ajout de ces hypothe`ses permet une estimation de la position late´rale a` partir
de l’observation de mesures radiales seules. Ne´anmoins, l’ajout d’un capteur laser ou autre (vision,
...), permettant d’obtenir une observation pre´cise de position permet la suppression de ces hypothe`ses.
On est maintenant dans un contexte de fusion. Dans notre cas, le capteur radar de´livre des donne´es
pre´cises en vitesse (de l’ordre du km/h) et impre´cises en distance (porte de 22.5 m) ; le traitement
des donne´es du capteur lidar permet d’obtenir une mesure de position pre´cise (≈ 10 cm pour le lidar)
toutes les ≈ 500 ms. Un des buts de la fusion sera donc d’estimer de fac¸on pre´cise la position de la
cible a` la fre´quence du capteur le plus rapide, soit 8 ms dans notre application. De plus, on verra que le
degre´ de reconnaissance est nul pour les observations radar. Il sera donc difficile, par exemple, de faire
la diffe´rence entre un ve´hicule arreˆte´ et une barrie`re de se´curite´. L’autre but de la fusion sera donc de
prendre des de´cisions sur les pistes ge´ne´re´es par les diffe´rents traitements capteurs. Par exemple, si
une piste appartenant au champ de recouvrement des faisceaux des deux capteurs n’est vue que par
un seul capteur alors faut-il prendre la de´cision d’e´liminer cette piste ?
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1.3 Estimation des caracte´ristiques cine´matiques des obstacles
En pre´ambule, il faut souligner le fait que la fusion d’informations est un cas d’estimation. On
pourra meˆme conside´rer l’estimation comme un cas de fusion. La loi de Bayes confirme cette affir-
mation puisqu’elle fusionne des informations a priori et a posteriori. De meˆme le filtrage re´cursif peut
eˆtre conside´re´ comme la fusion d’une pre´diction et d’une observation courante.
L’estimation des caracte´ristiques des obstacles se base sur le ”design” et l’e´valuation d’algorithmes
d’estimation d’e´tat qui ope`rent dans un environnement stochastique. Ces me´thodes sont des syste`mes
d’extraction d’information pour la de´tection d’objets en mouvement a` partir d’observations capteurs.
Le but est donc de mettre en phase les proprie´te´s physiques de l’objet d’inte´reˆt et des capteurs avec les
parame`tres d’un mode`le mathe´matique, a` savoir la caracte´risation statistique d’un processus ale´atoire
de´crivant les incertitudes du proble`me. Meˆme si la combinaison d’informations issues de diffe´rentes
sources est un domaine en pleine expansion, on doit garder en me´moire que l’extraction d’information
est un pas crucial avant la fusion. De plus la fusion doit tenir compte des incertitudes existantes afin
de quantifier la pre´cision de l’information a` fusionner. En pre´lude a` l’estimation d’e´tat, l’estimation
de parame`tres est aborde´e afin de montrer le concept de limite d’information extractible d’un syste`me
et d’estimer des parame`tres de´terministes de´crivant les trajectoires de l’obstacle. L’estimation est vue
ici comme le processus d’infe´rence de la valeur d’une quantite´ d’inte´reˆt a` partir d’observations non
pre´cises, incertaines.
Le pistage est l’estimation de l’e´tat d’un objet en mouvement base´e sur des observations capteurs. Au
premier abord, le ”tracking” peut eˆtre ressenti comme un cas d’estimation. Cependant, non seule-
ment il utilise les outils de l’estimation mais il ne´cessite l’utilisation de la the´orie statistique de
de´cision quand des proble`mes pratiques (association de donne´es - Est ce que c’est ma mesure ?)
sont conside´re´s.
Le filtrage est quant a` lui l’estimation de l’e´tat courant d’un syste`me dynamique. Le terme filtre est
utilise´ ici parce que l’on doit obtenir le meilleur estime´ a` partir de mesures bruite´es (e´limination d’un
signal non de´sire´).
En re´sume´, on peut dire que l’on cherche a` maximiser notre connaissance sur un parame`tre ou un e´tat.
On peut donc classifier les variables a` estimer en deux cate´gories :
– parame`tres (scalaire, vecteur, matrice)
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– e´tat d’un syste`me dynamique (vecteur) qui e´volue dans le temps a` partir d’une e´quation sto-
chastique
Cette classification implique l’utilisation de deux classes d’estimateurs :
– estimation de parame`tres
– estimation d’e´tat
Les re´sultats, en terme de convergence et de limite d’information extractible, sont plus facile-
ment disponibles pour les estimateurs de parame`tres que pour les estimateurs d’e´tat. Les mode`les
mathe´matiques a` appliquer afin de re´soudre les proble`mes pratiques seront donc choisis a` partir de
l’e´tude de l’estimation de parame`tres.
La figure 1.24 pre´sente un diagramme qui illustre l’estimation d’e´tat. Sur cette figure les deux pre-
miers blocs sont des boıˆtes noires : on n’a pas acce`s aux variables leur appartenant. Les seules va-
riables auxquelles l’estimateur a acce`s sont les mesures affecte´es par les erreurs des sources (bruit de
mesure).
Figure 1.24 — Estimation d’e´tat
L’estimateur utilise la connaissance de :
– e´volution des variables (dynamique du syste`me)
– le mode`le de mesure
– la caracte´risation probabiliste des facteurs ale´atoires
– l’information a` priori
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1.4 Conclusion
La perception a` bord des ve´hicules routiers intelligents a pour but de re´soudre les proble`mes lie´s a`
la de´tection d’obstacles, a` la reconnaissance et reconstruction de la route et de la signalisation, a` la lo-
calisation de la chausse´e. Tous ces enjeux sont caracte´rise´s par de nombreux projets dont l’un des plus
fe´de´rateurs en France est sans doute le projet ARCOS. Ce projet vise a` re´duire le nombre d’accidents
sur la route. Il s’appuie sur l’approche triangulaire ”infrastructure-ve´hicule-conducteur” afin d’orga-
niser la perception de manie`re globale. Les syste`mes perceptifs de´veloppe´s sont base´s sur l’utilisation
de capteurs inte´grables dans des plateformes expe´rimentales. Ces plateformes sont nombreuses et de
qualite´s et sont indispensables pour de´montrer les re´sultats. Les capteurs sont quant a` eux base´s sur
des technologies diffe´rentes. On parlera du coˆte´ des capteurs exte´roceptifs de came´ras, de laser ou de
radar. Cependant, tous ces capteurs ne sont pas aptes a` percevoir de manie`re rapide, robuste et pre´cise
dans toutes les circonstances l’ensemble de l’infrastructure s’ils travaillent de manie`re inde´pendante.
La multiplication des sources de donne´es est donc la clef pour une perception comple`te de l’environ-
nement. Pour la de´tection d’obstacles a` l’avant d’un ve´hicule, on verra que le radar semble eˆtre le
capteur indispensable a` un syste`me multisensoriel puisqu’il est un des seuls a` fonctionner de manie`re
valide dans des circonstances critiques pour la se´curite´ du conducteur (brouillard en particulier). Dans
la suite, le signal radar sera utilise´ dans les deux applications propose´es (combinaison radar/laser et
combinaison radar/IR). L’utilisation du signal laser (ou de l’infrarouge) permet d’avoir une bonne
re´solution late´rale, et le degre´ de reconnaissance des obstacles est supe´rieure a` celui du radar. Dans le
chapitre suivant, on s’inte´ressera a` la description des capteurs formant notre syste`me et en particulier
a` l’extraction des observations laser, radar et infrarouge, a` partir de leurs signaux respectifs.
Chapitre 2
DESCRIPTION DES CAPTEURS ET
PRETRAITEMENT
La de´tection d’obstacles est donc un des proble`mes clefs de la robotique mobile. Chaque robot
mobile devant e´voluer dans un environnement inconnu doit eˆtre capable de de´tecter les obstacles.
Selon J. Hancock, la de´tection d’obstacles ne sera jamais un proble`me re´solu [47]. En effet, les robots
mobiles deviennent de plus en plus capables et e´voluent a` des vitesses qui ne cessent d’augmenter ;
ces robots auront donc besoin d’observer plus loin, d’examiner de plus larges zones et ne´cessiteront
des laps de temps de plus en plus court. De plus, la population apparaissant de plus en plus
de´pendante de ces syste`mes, il paraıˆt ne´cessaire de faire accroıˆtre leur fiabilite´. Du coˆte´ des ve´hicules
routiers intelligents, plus les syste`mes sont devenus capables, plus l’attention s’est focalise´e sur
le proble`me de la de´tection d’obstacles. Ces syste`mes re´sultant pour la plupart de collaborations
nombreuses et de qualite´. De nombreuses recherches ont e´te´ mene´es depuis une vingtaine d’anne´es
dans diffe´rents pays sur les moyens de re´duire le nombre de collisions sur route. La figure 2.1 montre
la re´partition des causes d’accident. Un peu moins de la moitie´ des accidents est due a` une erreur
humaine caracte´rise´e par une erreur de perception de l’environnement. Un peu plus du tiers est
due a` des causes exte´rieures comme l’e´tat de la route. Seize pour cent sont dus a` une de´faillance
du conducteur (endormissement,...), et enfin un pour cent a` des causes lie´es a` la voiture. La figure
2.2 montre que la majorite´ des accidents graves (tue´s ou blesse´s graves) re´sulte des collisions avec
des obstacles. Il est donc ne´cessaire pour une bonne perception de de´tecter ces obstacles et d’en
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Figure 2.1 — Re´partition des causes d’accident
Figure 2.2 — Types d’accidents
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extraire des informations importantes pour la se´curite´ du conducteur. Envisage´e comme une aide
a` la conduite, la de´tection d’obstacles est donc une fonction vitale a` examiner pour la re´duction
de l’accidentologie. La de´tection d’obstacles est, dans un contexte de se´curite´ routie`re, un outil au
service de fonctions dont la terminologie est plus pre´cise (anticollision, collision mitigation1, ...).
Actuellement, la recherche sur les ve´hicules intelligents a fait d’e´normes progre`s conduisant a` une
re´elle autonomie de ces derniers. L’apparition de nombreux syste`mes inte´gre´s aux ve´hicules routiers
tels que le suivi de route, le maintien du cap, la de´tection d’obstacles montre ce re´el progre`s.
Pre´ce´demment, on a vu que les plateformes expe´rimentales utilisaient de nombreux capteurs
exte´roceptifs et proprioceptifs. En effet, un environnement routier est une sce`ne complexe a` ana-
lyser, de´pendante de nombreuses circonstances (me´te´o, e´tat de la chausse´e, luminosite´, conducteur,
vitesse). Les diffe´rents capteurs pre´sente´s dans la suite apportent leurs solutions a` ces proble`mes
de perception. Chaque capteur peut re´soudre une taˆche spe´cifique. Les te´le´me`tres Laser et Radar
sont particulie`rement adapte´s pour la de´tection d’obstacles. De l’autre coˆte´, les came´ras permettent
d’effectuer toutes les taˆches de perception (reconstruction et reconnaissance de la chausse´e, de la
signalisation, la localisation du ve´hicule sur la chausse´e, de´tection d’obstacles). Cependant, leurs per-
formances sont souvent limite´es ou restreintes par les conditions expe´rimentales (me´te´o, lumie`re, ...).
On s’attache donc ici a` pre´senter les capteurs utiles pour la de´tection d’obstacles. On s’inte´ressera
particulie`rement aux capteurs utilise´s pour valider les me´thodes de´veloppe´es.
2.1 La te´le´me´trie laser
2.1.1 La place du laser dans les ve´hicules routiers intelligents
Depuis de nombreuses anne´es, la te´le´me´trie laser est utilise´e pour la de´tection d’obstacles,
spe´cialement pour la navigation en terrain inconnu. La te´le´me´trie laser ope`re par balayage d’un fais-
ceau dans une re´gion d’inte´reˆt et mesure, pour chaque pixel, le temps mis par le faisceau laser pour
partir et revenir au capteur. De nombreuses me´thodes pour le calcul du temps de vol sont explicite´es
dans [47]. De plus, connaissant la position angulaire du tir, on peut en de´duire la position exacte de
1re´duction de la vitesse d’impact
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l’objet dans un plan. Enfin, aujourd’hui, la plupart des te´le´me`tres lasers renvoient l’intensite´ du signal
pour chaque pixel en mesurant l’e´nergie du signal laser retourne´. Donc, un balayage complet en deux
dimensions peut donner une image de profondeur et une image d’intensite´. Les obstacles peuvent
donc eˆtre de´tecte´s en observant les discontinuite´s apparaissant dans l’image de profondeur et dans
l’image d’intensite´.
En 1994, dans [106] les auteurs proposent un syste`me embarque´ couplant un te´le´me`tre laser a` une
came´ra CCD pour avoir une image d’intensite´. Ils de´tectent premie`rement les obstacles dans l’image
d’intensite´ de´livre´e par la came´ra, ensuite le te´le´me`tre est utilise´ pour valider ou non la pre´sence
d’obstacles mais aussi pour obtenir une information de distance des obstacles de´tecte´s. Une seconde
approche [99], dans laquelle la sce`ne est scrute´e par balayage du faisceau laser pour obtenir une
image 3D de faible re´solution, repose sur la segmentation et l’interpre´tation des donne´es de profon-
deur. Dans [21], diffe´rentes me´thodes de segmentation d’images de profondeur sont pre´sente´es.
Plus re´cemment, J. Hancock [47][48] de´montre comment l’intensite´ du laser peut eˆtre utilise´e pour
de´tecter les obstacles sur autoroute. En effet, l’intensite´ du laser fournit des informations diffe´rentes
des donne´es de vide´o ordinaires puisque les directions d’e´clairage et de vue sont coı¨ncidentes. Leur
syste`me de de´tection d’obstacles statiques utilise un scanner laser haute performance qui procure
rapidement une ligne de diffe´rents scans. L’analyse sous forme d’histogramme de l’intensite´ laser
retourne´e est utilise´e pour se´lectionner les obstacles potentiels. Ensuite, apre`s avoir mis en correspon-
dance les candidats des lignes pre´ce´dentes, la distance de chaque obstacle est estime´e. Finalement, la
position de chaque obstacle est mise a` jour, avant que la prochaine ligne soit acquise, en se basant sur
le mouvement du ve´hicule. Ils de´tectent facilement toutes sortes d’obstacles (cageot de bois, parpaing,
re´verbe`re, voiture) jusqu’a` 35 m. La plupart de ces obstacles apparaıˆt de´tectables a` des distances de
50 m ou plus en utilisant une bonne configuration des diffe´rents parame`tres. En particulier, ce syste`me
est capable de de´tecter un parpaing a` une distance de 60 m.
D’autres me´thodes re´centes utilisant la te´le´me´trie laser sont pre´sentes dans la litte´rature [29, 36, 41,
60, 76]. Dans [60], les auteurs combinent les donne´es d’estimation des bords de la route (barrie`re de
se´curite´, borne re´fle´chissante) et les donne´es de de´tection des obstacles pour avoir une estimation plus
robuste et plus pre´cise de la situation dans le trafic (position, vitesse des obstacles) jusqu’a` une dis-
tance maximale de 100 m. Un capteur, utilisant la te´le´me´trie laser (haute porte´e 150 m), est propose´
dans [36, 41]. Ce capteur retourne une image de profondeur haute re´solution, et utilise une me´thode
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de de´tection d’obstacles base´e sur la segmentation et un algorithme de tracking pour envoyer via une
interface CAN2 les informations (vitesse, taille) concernant les diffe´rents objets de´tecte´s. Dans [29],
les obstacles de´tecte´s (jusqu’a` 100 m) sont diffe´rencie´s par segmentation des images de profondeur
et par utilisation de mode`les (voiture, camions/bus, moto/ve´lo, petits objets dynamiques).
2.1.2 Le te´le´me`tre laser LMSZ210-60 du LASMEA
Le te´le´me`tre Laser 3D LMSZ210-60 Riegl(voir figure 2.3) est un syste`me capable de de´livrer
des images 3D. Ces images sont base´es sur la mesure de distance pre´cise de´livre´e par un syste`me
opto-e´lectronique et sur un me´canisme a` double balayage. Elles sont forme´es en exe´cutant une se´rie
de mesure de distance dans des positions diffe´rentes, avec des directions angulaires bien de´finies.
Ces donne´es de distance associe´es aux angles forment la base des images 3D. Ces images 3D ou
de profondeur se pre´sentent sous la forme de matrice par analogie avec les images de luminance.
Chaque e´le´ment de la matrice repre´sente un pixel. Chaque pixel donne une information sur la sce`ne
observe´e par le capteur 3D. Cette information repre´sente une indication de position dans la sce`ne. En
re´sume´, l’information contenue par chaque pixel de l’image de profondeur repre´sente les coordonne´es
ge´ome´triques de celui-ci dans le repe`re du capteur.
2.1.2.1 Le module de mesure de distance
Le syste`me de mesure de distance est base´ sur le principe du calcul de temps de vol des impulsions
laser de longueur d’onde dans le proche infra-rouge.
Un ge´ne´rateur d’impulsions e´lectriques commande une diode laser semiconductrice qui envoie des
impulsions de lumie`re infrarouge vers un objectif e´metteur. A travers l’objectif re´cepteur, une partie
du signal re´fle´chi par une cible frappe une photo diode, ce qui ge´ne`re un signal e´lectrique. L’intervalle
de temps entre l’e´mission et la re´ception est mesure´ au moyen d’une fre´quence d’horloge stabilise´e
par un quartz. La mesure de distance calcule´e est transmis a` un microprocesseur interne qui pre´pare
les donne´es a` transmettre au PC (voir figure 2.4).
2Controller Area Network
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Figure 2.3 — Le te´le´me`tre laser LMSZ210-60
Figure 2.4 — Principe de mesure de distance
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2.1.2.2 Le module de balayage
La taˆche du me´canisme de balayage est de diriger le faisceau laser dans une position pre´cise
de´finie. Les images 3D (appele´e aussi frame) sont compose´es de lignes, et chaque ligne est compose´e
de pixels. Ce me´canisme fournit un balayage rapide pour les lignes, et plusieurs centaines de pixels
par ligne. Le me´canisme de balayage pour les frames est beaucoup plus lent que celui pour les lignes.
La de´flection angulaire du faisceau laser est re´alise´e par un miroir polygonale rotatif (voir figure
2.5). Les miroirs polygonaux sont habituellement en rotation a` vitesse constante afin de fournir des
balayages re´pe´titifs unidirectionnels. Le nombre de facettes du polygone rotatif fixe l’amplitude de
l’angle de de´flection. Notre laser est e´quipe´ d’un miroir polygonal rotatif a` quatre facettes (60◦). Un
faisceau laser a` diame`tre constant est divise´ au niveau de l’areˆte du polygone en deux faisceaux se
propageant dans diffe´rentes directions. Par conse´quent, la re´volution comple`te ne pourra pas eˆtre
utilise´ pour le balayage et le secteur utilisable de balayage doit eˆtre re´duit.
Le me´canisme de balayage formant les images, plus lent que celui des lignes, se fonde sur la rotation
du syste`me forme´ par la teˆte optique et le balayage des lignes. Ceci est accompli en montant le
syste`me de balayage des lignes et la teˆte optique sur un syste`me tournant.
2.1.2.3 Spe´cifications du capteur
Les performances et caracte´ristiques du capteur sont re´sume´es dans les tableaux suivants (tableau
2.1 2.2 2.3).
Toutes ces caracte´ristiques sont adapte´es a` notre application. En effet, la gamme de mesure est appro-
prie´e a` la de´tection d’obstacles routiers et la divergence permet d’obtenir une re´solution satisfaisante
( 1 mrad correspond a` un impact de 10 cm de diame`tre a` 100 m).
2.1.2.4 De´finitions des axes
La figure 2.6 de´crit le repe`re absolu lie´ au capteur qui sera utilise´ dans la suite.
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Figure 2.5 — Principe du balayage du faisceau laser avec un miroir rotatif
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Me´canisme de balayage miroir polygonale rotatif
Nombre de facettes 4
Angle de balayage 60◦ fixe´
Mouvement angulaire line´aire, unidirectionnel
Vitesse de balayage 5 balayages/s → 90 balayages/s
Pas angulaire 0.072◦→ 0.57◦
Re´solution angulaire 0.036◦
Tableau 2.1 — Caracte´ristiques de balayage des lignes
Me´canisme de balayage teˆte optique rotative
Angle de balayage 0◦→ 333◦ fixe´
Mouvement angulaire line´aire
Vitesse de balayage 1◦/s → 20◦/s
Pas angulaire 0.072◦→ 0.36◦
Re´solution angulaire 0.018◦
Tableau 2.2 — Caracte´ristiques de balayage des images
Mesure de distance 0.5m → 150m
Re´solution ±25mm
Pre´cision 2.5cm
Cadence de tirs → 28kHz
Longueur d’onde proche infrarouge 0.9µm
Divergence du faisceau 3mrad
Se´curite´ laser classe 1
Tableau 2.3 — Caracte´ristiques du laser pour la mesure de distance
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Figure 2.6 — Le repe`re absolu lie´ au capteur
2.1.2.5 Caracte´ristiques temporelles
Les caracte´ristiques temporelles du capteur correspondent au temps ne´cessaire au capteur pour
acque´rir une image 3D de la sce`ne. Ce temps est lie´ a` la vitesse de rotation maximale de la teˆte
optique (20°/s) et a` la vitesse de rotation maximale du miroir polygonal rotatif a` quatre facettes (90
lignes/s soit 90/4=22.5tours/s). Ces vitesses fixent donc une contrainte sur le pas angulaire a` ne pas





ou` α est l’angle total fixe´ par le nombre de lignes et ω est la vitesse angulaire de la teˆte optique.
De´terminons le temps ne´cessaire pour acque´rir une image 3D de 100 pixels par 20 lignes le plus
rapidement possible. Ce type d’images 3D sera le type d’images utilise´ dans notre syste`me de per-
ception. Ses dimensions correspondent, apre`s diffe´rents tests, aux dimensions minimales en vue
d’une de´tection aise´e des obstacles. Le tableau 2.4 montre les diffe´rents parame`tres du capteur et
leurs contraintes associe´es. On de´duit, de ces diffe´rentes donne´es, le temps d’acquisition the´orique.
On remarque que le temps re´el d’acquisition est supe´rieur au temps d’acquisition the´orique. Cette
supe´riorite´ est due au temps que le moteur de la teˆte optique met pour re´aliser un aller-retour et au
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contraintes
nb lignes/image 20
angle total pour une image 4650 mrad
pas angulaire entre deux lignes 244,7 mrad < 245,5 mrad
nb pixels/ligne 100
angle total pour une ligne 63360 mrad
pas angulaire entre deux pixels 640 mrad
vitesse du polygone rotatif 22,4 tours/s < 22,5 tours/s
nb lignes/sec 89,6 90
vitesse angulaire de la teˆte optique 21,9 rad/s 22 rad/s
19,7◦/s 20◦/s
temps d’acquisition the´orique 212 ms
temps d’acquisition re´el 512 ms
Tableau 2.4 — Caracte´ristiques temporelles du laser
fait que la ”the´orie” n’englobe pas tous les parame`tres. C’est une contrainte me´canique impossible a`
supprimer.
Des exemples d’images 3D de´livre´es par ce capteur sont donne´s dans la suite.
2.1.2.6 images 3D ou frames
Nous pre´sentons ici diffe´rentes types d’images 3D en insistant sur les images utilise´es dans notre
syste`me de de´tection d’obstacles. Les premie`res images correspondent a` une image dense d’un bu-
reau. Elles correspondent a` une rotation de la teˆte optique de 333◦ et un angle de balayage de 60◦
(fixe). L’image 2.7 est une repre´sentation de l’image 3D par code couleur (couleurs diffe´rentes par
classe de distance). L’image 2.8 correspond a` l’image d’intensite´ laser rec¸ue par le capteur. L’image
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Figure 2.7 — Image 3D dense : un bureau
Figure 2.8 — Image d’intensite´ dense : un bureau
Figure 2.9 — Une vue 3d du bureau au format vrml
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en 3 dimensions 2.9 permet de tourner autour d’un objet avec la souris, de le de´placer, de s’en rap-
procher, comme s’il e´tait re´el. Elle permet aussi la vision panoramique, par exemple d’un paysage ou
la visite virtuelle d’une maison ou d’une auto.
Nous pre´sentons maintenant diffe´rentes images, utilise´es dans notre syste`me de perception, dont les
dimensions sont 102 pixels x 20 lignes. La dimension des images est fixe´e par les caracte´ristiques
temporelles du capteur (une image toutes les 500ms). Nous proposons diffe´rents types d’images cor-
respondant a` plusieurs types d’obstacles (voitures : figure 2.10, camions : figure 2.11, motos : figure
2.12, pie´tons : figure 2.14). Pour toutes ces figures l’image du haut correspond a` l’image d’inten-
site´ laser retourne´e par le capteur, l’image du milieu repre´sente l’image 3D avec un code couleur (la
couleur de´pend de la distance de chaque point 3D, la couleur blanche correspond aux impacts non
de´finis) et enfin l’image du bas repre´sente la vue de la sce`ne.
Ces diffe´rentes images montrent premie`rement qu’il n’est pas possible d’utiliser l’intensite´ laser
Figure 2.10 — visualisation d’un voiture a` 30m
rec¸ue par le capteur en vue de la de´tection d’obstacles. En effet, elles ne permettent pas une bonne
discrimination des obstacles. Cette donne´e ne sera donc pas utilise´e dans la suite. De plus, dans des
conditions de brouillard on s’aperc¸oit que le te´le´me`tre laser ne de´livre pas de mesures pour un obs-
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Figure 2.11 — visualisation d’un camion a` 50m
Figure 2.12 — visualisation d’une moto a` 10m
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Figure 2.13 — visualisation d’un pie´ton a` 11m
Figure 2.14 — visualisation d’un obstacle a` 40m dans le brouillard
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tacle situe´ au-dela` de 40 m. Ensuite, on remarque qu’il existe une assez bonne discrimination des
obstacles dans les images de profondeur ce qui permettra une de´tection correcte.
La me´thode de de´tection et de reconnaissance des obstacles sera de´crite dans la suite.
2.2 Le Radar
2.2.1 La place du dans les ve´hicules routiers intelligents
Initie´ par AEG Telefunken en Allemagne en 1973 a` 35 GHz, le projet de radar hyperfre´quence
a e´te´ relance´ par le programme europe´en Promotheus avec une version a` 77 GHz vingt ans plus
tard. Les bandes de fre´quences re´serve´es aux transports routiers sur chaque continent sont donne´es
sur le tableau 2.5. La bande de fre´quence 76− 77 Ghz est la plus commune pour les projets radar
Bandes de fre´quences supporte´es Organisation
76−77 GHz CEPT (Europe)
76−77 GHz ETSI (Europe)
46,7−46,9 GHz, 76−77 GHz FCC (USA)
60−61 GHz, 76−77 GHz MPT (Japon)
Tableau 2.5 — Bandes de fre´quences alloue´es aux radars automobiles longue porte´e
anti-collision. Fondamentalement, un radar doit permettre de de´tecter l’obstacle mobile ou non et de
calculer la distance le se´parant du ve´hicule intelligent. Dans cette optique, les radars a` ondes hy-
perfre´quences peuvent eˆtre divise´s en deux grandes cate´gories : les radars impulsionnels d’une part,
les radars a` e´mission continue et a` modulation de fre´quence d’autre part.
Pour les radar impulsionnels, on s’attache a` de´terminer le temps e´coule´ entre, l’e´cho provenant de
l’obstacle de´tecte´ et le signal e´mis. On peut a` nouveau distinguer deux familles, selon que la de´tection
du signal re´fle´chi par l’obstacle est cohe´rente ou non. Les mode`les a` de´tection non cohe´rente sont les
plus simples a` re´aliser, mais ne permettent pas d’e´valuer la vitesse de la cible (pas de mesure de
phase), et ne permettent donc pas de de´velopper tous les types d’applications de´sire´s. Le second type
(a` de´tection cohe´rente) re´sout ce proble`me en permettant d’avoir une relation entre la phase du si-
gnal e´mis et celle du signal re´fle´chi par la cible. Pour les radar a` e´mission continue et a` modulation
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de fre´quence, il s’agit de de´terminer le de´calage en fre´quence entre l’e´cho provenant de l’obstacle
de´tecte´ et le signal e´mis. Le radar est alors structure´ autour d’un oscillateur controˆle´ en tension, qui
sert tant en e´mission qu’en re´ception. Il permet en effet a` la fois de transmettre le signal a` l’antenne
en assurant un bon controˆle de la fre´quence, et de passer en fre´quence interme´diaire le signal rec¸u. La
spe´cificite´ du re´cepteur est donc que son fonctionnement n’est base´ que sur un multiplieur. Le signal
en fre´quence interme´diaire e´tant ensuite simplement amplifie´, et transfe´re´ a` une unite´ de traitement.
Cette simplification de la partie hyperfre´quence entraıˆne donc un accroissement de la partie de traite-
ment du signal en re´ception, mais ceci va de pair avec l’e´volution des performances des dispositifs de
traitement.
Du point de vue automobile, le radar est un excellent moyen pour de´tecter les autres ve´hicules
puisqu’il travaille a` des tre`s grandes porte´es et puisqu’il n’est pas affecte´ par la pluie, la neige ou
le brouillard [56, 59, 63, 67]. Un type de radar (77Ghz MMW radar) pour la de´tection d’obstacles
est pre´sente´ dans [67]. Ce radar est capable de de´tecter des obstacles jusqu’a` une distance de 200m
avec une re´solution de 0.1m. Ce capteur a un champ de vue vertical de 3° et un champ de vue
horizontal de 12°. La position des obstacles est estime´e graˆce a` la reconstruction du front d’onde, et
en combinant cette estimation avec l’information ge´ome´trique de la route, la position et l’orientation
des obstacles potentiels relativement a` leur voie sont calcule´es. Dans [101], un radar courte porte´e
permet de de´tecter les obstacles a` quelques dizaines de centime`tres, ce radar n’utilise pas le temps
de retard comme les radars usuels mais utilise l’information de phase. Un syste`me ACC utilisant un
radar 60.5 Ghz MMW est pre´sente´ dans [63]. Ce radar est capable de mesurer la distance, la vitesse
et l’angle azimut des ve´hicules en amont.
Cependant, de manie`re ge´ne´rale, le radar connaıˆt quelques inconve´nients. Les re´flections sur les
barrie`res de se´curite´ peuvent conduire a` des fausses alarmes. Deux ve´hicules roulant coˆte a` coˆte a`
la meˆme vitesse sont difficilement diffe´rentiables et peuvent eˆtre regroupe´s en un seul obstacle. Cela
signifie, par exemple, qu’une moto derrie`re un camion pourra eˆtre invisible pour le radar. Pour palier
ce proble`me l’utilisation d’un autre capteur est souvent ne´cessaire [17, 93, 50, 75]. Des me´thodes de
fusion avec un capteur Laser ou came´ra Infrarouge seront pre´sente´es dans le chapitre 5.
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2.2.2 Radar Doppler a` priorite´ Doppler du LASMEA
L’objectif du projet PAROTO est de de´tecter avec une grande pre´cision les obstacles pre´sents a`
l’avant du ve´hicule porteur du syste`me a` l’aide des informations fournies par une came´ra thermique
et un radar. Les principaux inte´reˆts lie´s a` l’utilisation d’un radar dans ce projet sont d’une part la
pre´cision sur la vitesse estime´e des obstacles et d’autre part son inde´pendance de bon fonctionnement
vis a` vis des conditions me´te´orologiques difficiles.
Selon la re´glementation en vigueur dans l’Union Europe´enne et aux Etats-Unis, la fre´quence
d’e´mission de l’onde pour un projet d’anti-collision automobile est fixe´e a` 77 GHz (radar d’onde
millime´trique). Le principe du radar utilise´ dans le cadre du projet PAROTO est une fusion entre la
technique du radar a` impulsions et l’exploitation du phe´nome`ne Doppler : c’est un radar Pulse Dop-
pler Priorite´ Doppler [72, 16]. En effet, la priorite´ est donne´e a` l’estimation de la vitesse relative entre
le ve´hicule et les obstacles potentiels. Les distances des obstacles au ve´hicule porteur du radar sont
range´es par classe de distance ou ”porte distances”.
De plus, ce radar est constitue´ d’une seule antenne qui sert d’e´metteur et de re´cepteur. Ce proce´de´
ne´cessite la mise en place d’un circulateur (syste`me hyperfre´quence) et d’un processus de synchroni-
sation qui permettent de transfe´rer de l’e´nergie soit entre l’e´metteur et l’antenne soit entre l’antenne
et le re´cepteur (voir figure 2.15). La voie de re´ception e´tant tre`s sensible, ce syste`me doit parfaitement
isoler la voie de re´ception de celle d’e´mission.
2.2.2.1 Bilan de puissances
L’expression de la puissance moyenne du signal en re´ception en fonction de la puissance e´mise Pe,
pour une cible place´e a` la distance D ayant une section efficace σ avec une antenne e´mission/re´ception




ou` λ est la longueur d’onde utilise´e (3,9 mm).
La section efficace ou surface e´quivalente radar (SER) traduit en fait la portion de surface ”e´claire´e”
par le faisceau directif incident. Elle a les dimensions d’une surface. C’est une caracte´ristique de la
cible (type de mate´riaux de surface, etc) qui repre´sente une mesure de sa taille vue par le radar. La
section efficace d’une automobile vue par un radar est approximativement de 100 m2. La technique
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Figure 2.15 — Structure du radar PAROTO a` une antenne
radar employe´e dans ce projet consiste a` envoyer par impulsions re´pe´titives (de largeur te = 150 ns
et de pe´riode Tr = 4 µs) une onde e´lectromagne´tique sinusoı¨dale et recevoir les e´chos pour l’analyse
(voir figure 2.16). Le bilan de puissances est donc re´alise´ en utilisant la puissance moyenne Pm du




Pour une puissance Pe de 3 mW , un gain d’antenne de 26 dB, une distance de D = 150 m et avec
une section efficace de 1 m2 (SER d’un panneau par exemple), la puissance moyenne du signal rec¸u
par le radar est e´gale a` 3.10−13 mW d’ou` l’importance d’une isolation efficace entre l’e´metteur et le
re´cepteur.
2.2.2.2 Le signal Radar
La relation reliant le signal de re´ception au signal d’e´mission peut s’exprimer simplement dans
le cas d’un seul e´cho (conside´re´ comme ponctuel) en provenance d’un objet situe´ sur le trajet de





Figure 2.16 — Diagramme d’e´mission et de re´ception
l’onde e´mise a` la distance D, de vitesse relative v dans la direction de l’axe radar-objet. Pour le radar
impulsionnel qui nous concerne, le signal complexe d’e´mission est de la forme :
e(t) = Aeu(t)exp( j2pi f0t)
L’amplitude Ae de ce signal est directement proportionnelle a` la racine carre´e de la puissance
d’e´mission Pe introduite dans le paragraphe pre´ce´dent, la forme de l’impulsion de dure´e te est in-
troduite dans la quantite´ u(t) (impulsion normalise´e). f0 repre´sente la fre´quence radar (77 GHz dans
notre cas). Le signal de retour pour un seul e´cho sera le signal d’e´mission de´cale´ en premie`re approxi-







s(t) = Aru(t− τ(t))exp( j2pi f0(t− τ(t)) (2.1)
L’amplitude Ar est proportionnelle a` la racine carre´e de la puissance de re´ception Pr et pour tenir
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compte du diagramme de rayonnement de l’antenne [71] (voir figure 2.17) on introduit une fonction
normalise´e G(θ,φ), θ et φ repre´sentant les angles de´finissant la position de l’objet par rapport a` l’axe
de l’antenne. On mesure en fait l’amplitude complexe du signal qui de´pend principalement :
Figure 2.17 — Diagramme d’antenne Radar constructeur
– de la position du signal de re´ception par rapport a` l’instant d’origine de l’impulsion d’e´mission
2 Dλ f0 ,
– de la fre´quence Doppler : fd = 2 vλ ,
– du type d’objet caracte´rise´ par sa SER et de sa position par rapport a` l’axe de l’antenne.
Dans le cas de plusieurs objets, le signal de re´ception est la somme des signaux individuels. Pour
obtenir la fre´quence Doppler, on observe les variations de l’amplitude des e´chos en re´pe´tant le signal
d’e´mission a` la pe´riode note´e tr.
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2.2.2.3 Mise en œuvre du Radar PAROTO
Le LASMEA et la socie´te´ RCS3, socie´te´ partenaire dans la construction du radar, ont re´alise´
conjointement ce radar en conformite´ avec le brevet ”Anticollision method for vehicle”[40]. Ce radar
est un syste`me traditionnel Pulse Doppler (voir figure 2.18). Il comporte :
– une antenne
– un circuit radio fre´quence conventionnel caracte´ristique d’un radar Pulse Doppler
– deux canaux de sorties I et Q (en quadrature de phase)
– une unite´ d’acquisition et de traitement qui inclut un convertisseur analogique/digitale
– un calculateur nume´rique
– un module de de´tection
– un module de de´cision pour indiquer au conducteur une situation dangereuse.
De nombreux syste`mes capables de re´aliser les meˆmes fonctions sont connus [108, 89, 62, 73, 26].
3Radar Communications Services, Chartres (France)
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Figure 2.18 — Structure du radar PAROTO
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2.3 Un exemple de came´ra thermique : la came´ra PAROTO (Sagem)
On pre´sente ici le capteur infrarouge utilise´ dans le projet PAROTO par SAGEM.
Les came´ras thermiques de type non refroidi ont des couˆts ou des projections de couˆt qui permettent
de les envisager dans les applications automobiles de grande diffusion. Elles sont d’ailleurs de´ja`
inte´gre´es dans des ve´hicules de haut de gamme (par exemple Cadillac De Ville) afin de fournir au
conducteur des images infrarouge (IR) transpose´es dans le visible et ainsi aider a` la conduite dans des
conditions de visibilite´ re´duite. Les came´ras thermiques par leur sensibilite´ a` des faibles diffe´rences
de tempe´rature ou d’e´missivite´ ont dans le domaine automobile une aptitude particulie`re pour la
de´tection (diffe´rence de contraste) des pots d’e´chappements, des roues et des compartiments moteurs
des automobiles, des motocycles, des pie´tons, des animaux,... En outre, ces capteurs sont insensibles
aux conditions d’e´clairement (jour, nuit, couleur, ombre, reflet, ...). Les came´ras thermiques peuvent
certes fournir une image a` des fins de visualisation mais aussi a` des fins de traitement d’images pour
re´aliser une de´tection et un suivi automatique de divers objets.
Le capteur utilise´ dans le projet PAROTO est a` base de micro-bolome`tre non refroidi sensible dans la
bande 8−12 µm (voir figure 2.19). Sa re´solution thermique est de 80 mK ; les dimensions de l’image
sont 320x240 pixels ; l’optique associe´e permet d’avoir un champ de 40◦x30◦.
Figure 2.19 — Came´ra thermique PAROTO
La me´thode de´veloppe´e se concentre sur la de´tection de ve´hicules, de cycles et de pie´tons. La Figure
2.20 montre l’aspect de ces derniers en thermique. Les roues et l’e´chappement sont, en infrarouge
thermique, les parties les plus significatives des ve´hicules motorise´s. Ide´alement, les pie´tons appa-
raissent comme des re´gions uniforme´ment chaudes. En re´alite´, l’aspect thermique des pie´tons de´pend
des veˆtements porte´s. Toutefois, la teˆte et les mains restent le plus souvent chaudes.
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Figure 2.20 — Aspects thermiques des usagers de la route
2.4 La vision
Depuis de nombreuses anne´es, des syste`mes utilisant la vision ont e´te´ de´veloppe´s pour la
de´tection d’obstacles. En vision, le crite`re utilise´e pour la de´tection d’obstacles de´pend fortement
de la de´finition que l’on fournit pour un obstacle (voir figure 2.21, [14]). Des syste`mes confondent
Figure 2.21 — La de´finition d’un obstacle
la de´tection d’obstacles avec la localisation de ve´hicules, qui est base´e sur la recherche de formes
spe´cifiques (” bounding box ”, mode`le, syme´trie,...). Dans la litte´rature, les informations image uti-
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Tous ces indices sont e´voque´s et commente´s suivant leur exploitation possible, leurs de´fauts e´ventuels
par rapport a` la de´tection de ve´hicules, dans [24]. Tous ces syste`mes sont base´s sur l’analyse d’une
seule image, mais malheureusement cette approche n’est plus satisfaisante quand l’obstacle ne cor-
respond plus aux formes spe´cifiques.
Une de´finition plus ge´ne´rale, rendant de toute e´vidence les algorithmes proposant des solutions de
plus en plus complexes, est : tout objet sur la chausse´e est un obstacle. Cependant, cette de´finition
peut sembler incomple`te puisque des pie´tons pourront eˆtre des obstacles potentiels meˆme s’ils ne sont
pas sur la chausse´e [13, 39]. Dans ce cas, la de´tection d’obstacles est la recherche de l’espace libre
dans lequel le ve´hicule peut e´voluer en toute se´curite´ au lieu d’eˆtre la recherche de formes spe´cifiques.
Le proble`me est donc traite´ avec des techniques plus complexes dont les plus connues et les plus uti-
lise´es sont celles base´es sur le traitement de deux ou plus images, telles que :
– l’analyse du flot optique et
– la ste´re´ovision
Dans le premier cas, diffe´rentes images sont acquises avec le meˆme capteur a` diffe´rents instants,
tandis que dans le deuxie`me cas on traite simultane´ment deux images acquises avec des capteurs
diffe´rents avec des angles de vues diffe´rents. Le flot optique re´sulte donc du mouvement du capteur
d’image relativement a` son environnement, et l’information ste´re´o ge´ne`re une estimation de profon-
deur calcule´e graˆce a` des correspondances de structures signifiantes dans l’image, comme les coins
ou les bords, extraites de une ou plusieurs images ste´re´o. Ces techniques devront eˆtre suffisamment
robustes pour tole´rer les bruits cause´s par les mouvements du ve´hicule et les de´rives dues a` la calibra-
tion des diffe´rentes came´ras.
De nombreuses techniques utilisant le flot optique ont e´te´ propose´es dans la litte´rature sur la de´tection
d’obstacles [35, 18, 11, 14]. Bien que certaines de ces techniques re´ussissent a` de´tecter des grands
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obstacles statiques, les me´thodes utilisant le flot optique sont meilleures pour de´tecter des objets en
mouvement. Un autre ve´hicule, par exemple, peut eˆtre de´tecte´ et piste´ en utilisant les techniques du
flot optique, meˆme s’il a une vitesse relative infe´rieure a` celle du ve´hicule e´quipe´ puisqu’il est tou-
jours en mouvement par rapport a` la route. Ceci peut eˆtre compris par la comparaison de la direction
du vecteur de flot calcule´ avec la direction du mode`le du vecteur de flot.
De l’autre coˆte´, le traitement des images non-monoculaires ne´cessite d’identifier des correspondances
entre les pixels des diffe´rentes images (deux pour la ste´re´ovision). L’avantage d’analyser des images
ste´re´os a` la place de se´quences d’images monoculaires re´side dans la possibilite´ de de´tecter directe-
ment la pre´sence d’obstacles, qui, dans le cas des me´thodes base´es sur le flot optique, est indirecte-
ment de´rive´e de l’analyse du champ de vitesse. De plus, dans les conditions limites ou` l’obstacle et
le ve´hicule ont une vitesse quasiment nulle, les me´thodes base´es sur le flot optique ne fonctionnent
plus tandis que les me´thodes base´es sur la ste´re´ovision fonctionnent. Dans le domaine des techniques
de de´tection d’obstacles par ste´re´ovision, deux classes de me´thodes se distinguent : celles base´es sur
une mise en correspondance entre les deux images ste´re´oscopiques , et celles mettant en oeuvre une
rectification homographique pre´alable.
La premie`re technique [12, 4, 61, 84, 20] fournit une carte de disparite´, a` partir de l’appariement,
qui peut eˆtre traduite par une carte de profondeur moyennant un calibrage pre´alable. Une me´thode
de calibrage automatique qui met a` jour les parame`tres extrinse`ques et la focale est de´crite dans [27].
Une se´lection des informations selon des crite`res de cohe´rence (disparite´ similaire [64], distance et
voisinage spatiale semblable [38]) met, alors, en e´vidence les obstacles potentiels.
La deuxie`me technique [49] exploite la transformation homographique qui permet de rectifier une
image du syste`me ste´re´o pour que les pixels, issus de la projection de points sur le plan de la route,
se retrouvent a` l’identique dans l’autre image. Cette transformation est de´termine´e a priori, suite a`
un calibrage pre´alable du syste`me ste´re´oscopique. Les objets situe´s au dessus ou en dessous de la
route apparaissent comme e´tant tre`s dissemblables. La comparaison entre une image et une image
transforme´e par homographie permet ainsi de les mettre en e´vidence.
La vision propose de nombreuses solutions quant a` la de´tection d’obstacles. Cependant, les li-
mites de capacite´ sensorielle d’un syste`me de vision sont fixe´es par les limites de la vision hu-
maine. Les performances de ces capteurs seront donc fortement de´grade´es dans des circonstances
spe´cifiques (brouillard, nuit, soleil, ...). Ces techniques ne seront donc pas utilise´es dans notre syste`me
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de perception puisqu’un des objectifs est son inde´pendance de bon fonctionnement aux conditions
me´te´orologiques.
2.5 Comple´mentarite´s et redondances
Les ve´hicules intelligents doivent e´voluer le plus souvent dans un environnement inconnu. Un
seul capteur est capable de ne donner qu’une information partielle et par conse´quent sa capacite´ a` in-
terpre´ter l’environnement est limite´e. En effet, tous les syste`mes (vision, Radar, Laser) pre´sentent
leurs inconve´nients respectifs, et la plupart de ces me´thodes sont susceptibles de rencontrer des
proble`mes cause´s par les conditions de l’environnement dans lequel e´volue le ve´hicule e´quipe´
(lumie`re ou pas, pre´cipitation). Une solution est de multiplier le nombre de capteurs pour obtenir
l’avantage des comple´mentarite´s et redondances de chaque capteur. Cependant, cette multiplication
tend a` l’augmentation du flux d’information, ou encore du couˆt. Il est donc ne´cessaire d’effectuer un
choix qui limite la quantite´ d’information, pour qu’elle soit transporte´e et traite´e en temps re´el. Pour
obtenir un be´ne´fice de ces diffe´rents capteurs, il est essentiel que l’information fournie par ceux ci
soit interpre´te´e et combine´e pour obtenir une description du syste`me pre´cise, comple`te, cohe´rente et
robuste. En effet, l’information fournie par un capteur, influence´e par les conditions variables de l’en-
vironnement (conditions atmosphe´riques, trafic,... ), est le plus souvent ge´ome´triquement, temporel-
lement incomparable avec celle fournie par un autre type de capteur. Il est donc ne´cessaire d’exploiter
les comple´mentarite´s et les redondances des diffe´rents capteurs formant le syste`me multisensoriel
(voir tableau ci-apre`s). Les capteurs utilise´s dans notre syste`me sont des capteurs passifs et actifs :
came´ra, came´ra IR, te´le´me`tre laser, radar. Premie`rement, il est e´vident de souligner que le degre´ de re-
dondance augmente avec le chevauchement des champs de vision des diffe´rents capteurs. Cependant,
les performances de chaque capteur sont de´pendantes des conditions environnementales telles que les
conditions atmosphe´riques ou le trafic. La vision est sensible aux ombres, a` la pluie, a` l’illumination,
au brouillard. Le te´le´me`tre laser est sensible a` l’eau, la poussie`re. Quant au radar, il est insensible aux
conditions atmosphe´riques, ses donne´es sont donc comple´mentaires avec celles des autres capteurs
dans de mauvaises conditions atmosphe´riques. Le tableau ci apre`s montrent les comple´mentarite´s et
redondances des diffe´rents capteurs en vue du choix du syste`me de fusion.
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Figure 2.22 — Comple´mentarite´s et redondances
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2.6 La de´tection d’obstacles : extraction des observations
Notre syste`me multisensoriel s’appuie sur l’utilisation de capteurs a` technologie diffe´rente. On
a vu que pre´ce´demment le radar semblait eˆtre le capteur indispensable pour un fonctionnement se-
lon toutes les circonstances. Cependant, il peut de´livrer des fausses mesures et la re´solution late´rale
du signal n’est pas satisfaisante. L’utilisation d’un capteur te´le´me´trique ou d’une came´ra infrarouge
permet de pallier ces proble`mes. On pre´sente donc dans la suite diffe´rentes me´thodes de de´tection
d’obstacles utilisant des mesures fournies par des capteurs tels que le laser LMSZ210-60, le radar et
la came´ra infrarouge PAROTO. Le te´le´me`tre laser 3D sera utilise´ de fac¸on inde´pendante dans le cadre
du projet ARCOS pour les fonctions d’anticollision et de gestion des interdistances. La combinaison
des informations radar et infrarouge est la base du projet PAROTO. Outre ces diffe´rents projets, on
pourra utiliser une combinaison des donne´es te´le´me´triques et radar.
2.6.1 Extraction des observations laser
L’extraction de primitives dans les images 3D pre´sente´es dans la partie 2.1.2.6 images 3D est
une e´tape de la de´tection d’obstacles. Cette extraction se de´roule en deux e´tapes et est fonde´e sur les
travaux re´alise´s dans [99][21]. La premie`re e´tape consiste en la segmentation en re´gions de l’image
3D et la deuxie`me e´tape re´alise la reconnaissance des obstacles parmi ces re´gions.
2.6.1.1 Segmentation en re´gions de l’image 3D
L’analyse des images de profondeur est couramment re´alise´e graˆce a` des me´thodes de segmen-
tation. Ces me´thodes bas niveau consistent a` regrouper ensemble les pixels pre´sentant des proprie´te´s
similaires. De nombreuses me´thodes sont pre´sente´es dans la litte´rature. Une description de quelques
unes est pre´sente´e dans [21]. Pour notre syste`me de perception, le but de la segmentation est d’obtenir
des zones forme´es d’impacts laser spatialement proches. Le crite`re de segmentation est la distance
ya car, dans l’hypothe`se d’une route plane, les obstacles routiers apparaissent comme des plans
orthogonaux a` la route constitue´s de points situe´s a` une distance ya constante a` une tole´rance σy pre`s.
La me´thode retenue pour cette segmentation s’appuie sur un algorithme de croissance de re´gions.
Les re´gions sont construites a` partir d’un impact et croissent en incorporant, de proche en proche, les
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impacts situe´s a` la meˆme distance ya de notre ve´hicule avec une tole´rance σy. Une description du
principe de l’algorithme de´veloppe´ dans [99] est donne´e ci-dessous.
• tous les impacts sont non classe´s
⇒ Pour chaque impact de l’image de profondeur
→ Si distance non nulle et impact non classe´
• initialisation d’une nouvelle re´gions
• impact classe´
⇒ Pour chacun des impacts connexes (voisins)
→ Si distance ya du voisin e´gale a` σy pre´s et impact non classe´
• placer le voisin dans la re´gion
• placer le voisin dans le tampon de recherche
• voisin classe´
FinSi
7→ Tantque le tampon de recherche n’est pas vide
⇒ Pour chacun des voisins de l’impact du tampon
→ Si distance ya du voisin e´gale a` σy pre´s et impact non classe´
• placer le voisin dans la re´gion
• placer le voisin dans le tampon de recherche
• voisin classe´
FinSi
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Finalement, apre`s la segmentation, un ensemble de re´gions Ri comportant Ni impacts est ge´ne´re´.
Parmi ces re´gions, toutes ne correspondent pas force´ment a` un obstacle. Il est donc ne´cessaire d’ef-
fectuer une e´tape de reconnaissance pour ne retenir que les re´gions correspondant a` des obstacles
potentiels. Un exemple de segmentation est repre´sente´ sur la figure 2.23. Les re´gions extraites de la
segmentation sont de´signe´es par l’ensemble des rectangles noirs les englobant.
Figure 2.23 — Re´sultats de segmentation
2.6.1.2 La reconnaissance des obstacles
La reconnaissance consiste donc a` extraire des re´gions issues de la segmentation les obstacles
potentiels. Par exemple, il faudra extraire les deux obstacles de type voiture pre´sents dans la sce`ne
repre´sente´e figure 2.23. Nous limiterons notre reconnaissance dans un premier temps a` la recherche
d’obstacles de type voiture ou camion qui sont e´videmment les plus courants dans un contexte
routier. Cette reconnaissance s’appuie sur le mode`le 3D d’un ve´hicule vue de derrie`re qui est un
simple rectangle. Il s’agira donc de comparer les dimensions de chaque re´gion a` celle du mode`le
ainsi de´fini afin de prendre une de´cision quant a` l’assimilation d’une re´gion a` un obstacle.
Chaque re´gion Ri issue de la segmentation comportant Ni impacts est parame´tre´e par un vecteur :
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Ri = (Xmin,i,Xmax,i,Zmin,i,Zmax,i,Yi)
ou` (Xmin,i,Xmax,i) et (Zmin,i,Zmax,i) sont respectivement les valeurs minimale et maximale des
coordonne´es des impacts suivant l’axe x et l’axe )z du repe`re du capteur, et Yi la distance de la re´gion
a` notre capteur (figure 2.6).
Ces parame`tres sont calcule´s de la fac¸on suivante :


Xmin,i = min{xa,i, j,∀ j ∈ (1, ...,Ni)}
Xmax,i = max{xa,i, j,∀ j ∈ (1, ...,Ni)}
Zmin,i = min{za,i, j,∀ j ∈ (1, ...,Ni)}







Finalement, ces parame`tres permettent le calcul de trois caracte´ristiques importantes pour la recon-
naissance des obstacles :
– la largeur li : li = Xmax,i−Xmin,i
– la hauteur li : hi = Zmax,i−Zmin,i
– la position du centre Ci(Xobs,i,Yi,Zobs,i) :

 Xobs,i = (Xmin,i + Xmax,i)/2Zobs,i = (Zmin,i + Zmax,i)/2
Une re´gion Ri est donc caracte´rise´e par le vecteur suivant :
R′i = (li,hi,Xobs,i,Yi,Zobs,i)
En comparant les composantes de ce vecteur aux dimensions des mode`les de ve´hicules moyennant
certaines tole´rances, nous pourrons assimiler une re´gion a` un obstacle. Soit Θ l’ensemble des
N obstacles routiers. Un obstacle est repre´sente´ par le vecteur O j = (L j,H j) ou` L j et H j sont
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respectivement sa largeur et sa hauteur. Pour chaque re´gion Ri, on peut e´crire :
Ri ∈ Θ ⇔

 hi = H j±σH, jli = L j±σL, j

 ∀ j ∈ (1, ...,N)
ou` σH, j et σL, j sont les tole´rances sur les dimensions de l’obstacle O j qui tiennent compte des varia-
tions de tailles possibles pour une meˆme cate´gorie de ve´hicules. La figure 2.24 repre´sente le re´sultat de
cette reconnaissance : seules les deux re´gions caracte´risant les voitures sont retenues en tant qu’obs-
tacle.
Cependant cette me´thode de reconnaissance connaıˆt quelques proble`mes dans diffe´rents cas illustre´s
Figure 2.24 — Reconnaissance des obstacles de type voiture
sur la figure 2.25. Des erreurs de classification apparaissent. Par exemple, sur la figure 2.25, les
de´tections sont dues a` un mur dans l’image du haut et a` un talus dans l’image du bas. Par l’analyse de
la cine´matique de l’obstacle, on pourrait sans doute conclure sur le caracte`re non dangereux de l’obs-
tacle. De plus, dans le cadre d’une coope´ration avec un module de reconnaissance de la chausse´e, ces
de´tections sont facilement filtre´es.
Cependant, pour e´liminer ces erreurs de classification, sans coope´ration ni analyse du mouvement,
on pre´fe`re rajouter des contraintes sur les normales aux diffe´rentes surfaces formant les re´gions (voir
figure 2.26) : 

θx,i = Θx,k ±σΘx,k
θy,i = Θy,k ±σΘy,k
θz,i = Θz,k±σΘz,k
ou` Θx,k, Θy,k, Θz,k repre´sentent les angles de la normale a` la surface d’un obstacle Ok ; σΘx,k , σΘy,k ,σΘz,k
les tole´rances sur ces angles, et θx,i, θy,i,θz,i les angles de la normale a` la surface forme´e par la re´gion
Ri de´tecte´e.
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Figure 2.25 — Des fausses de´tections
Cette me´thode s’appuie sur l’approximation, au sens des moindres carre´s, de l’ensemble des
points de mesures formant la re´gion
{
Pi = (xa,i, j,ya,i, j ,za,i, j)∀ j ∈ (1...Ni)
}
par un plan d’e´quation :
ya,i = f (xa,i,za,i) = aixa,i + biza,i + ci
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Figure 2.26 — Repre´sentation d’une normale a` un obstacle




(ya,i, j −aixa,i, j −biza,i, j − ci)2
































































































ou` f ′x(xa,i,za,i) et f ′z(xa,i,za,i) sont respectivement les de´rive´es partielles en Pi de la fonction ya,i =
f (xa,i,za,i) selon x et z.
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Nous avons ainsi de´tecte´ les obstacles et e´limine´ les fausses de´tections (voir figure 2.27), il est
Figure 2.27 — Re´sultats apre`s ajout de contraintes sur les normales
maintenant ne´cessaire de mettre en oeuvre leur suivi afin d’en extraire des informations cine´matiques
importantes. Le suivi fera l’objet de la section 4.
2.6.2 Extraction des observations Radar Doppler a` priorite´ Doppler
2.6.2.1 Extraction des mesures
L’objectif de cette e´tape est de de´terminer la distance et la vitesse relatives des objets ou obstacles
situe´s dans l’espace e´claire´ par le faisceau radar. Cette de´tection est re´alise´e a` partir du signal s(t)
de´fini par l’e´quation (2.1) p. 52. Les signaux I et Q repre´sentent les parties re´elles et imaginaires du





−→Di)ug(pδD−Di)exp( j(4piviλ nδt + ϕi))
L’indice i donne le nume´ro de l’objet renvoyant un e´cho, le vecteur distance −→Di dans l’amplitude
du signal permet de tenir compte de l’angle antenne-objet c’est a` dire de la position de la cible dans
le champ d’e´mission du radar. L’e´chantillonnage en distance δD est lie´ a` la largeur de l’impulsion
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d’e´mission te par la relation : δD = λ f02 te, l’e´chantillonnage temporel δt est proportionnel a` la pe´riode
de re´pe´titions des impulsions δt = tr.
p = 1, ...,P et n = 0, ...,N − 1 ou` P repre´sente le nombre de “portes distances” de largeur te et N le
nombre de pe´riodes de re´pe´titions des impulsions tr.
Le re´sultat de cette nume´risation est donc un signal complexe de dimension P×N dont la partie re´elle
est le signal I[p,n] et la partie imaginaire le signal Q[p,n].
L’e´tape suivante consiste a` calculer les P transforme´es de Fourier des signaux sur N e´chantillons









Par ce calcul on transforme l’axe des temps (indice n) en axe des vitesses (indice k) ou` la fonction



















−1 p = 1, ...,P
Cette forme de repre´sentation fre´quentielle du signal traite´ provient de la nume´risation qui oblige a`
borner a` N e´chantillons l’observation du signal temporel.
L’e´chantillonnage en vitesse est inversement proportionnel a` la pe´riode de re´pe´tition tr. Par augmen-
tation du nombre de points N dans le calcul de la transforme´e de Fourier on peut donc augmenter la
re´solution en vitesse au de´triment de la dure´e totale d’analyse pour le meˆme N. La valeur de N est
donne´e par l’utilisation du module de transforme´e de Fourier nume´rique rapide (ou FFT pour Fast
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Fourier Transform) ou` le nombre d’e´chantillons a` traiter prend une valeur en 2N .
Avant d’effectuer le calcul des FFT, un feneˆtrage nume´rique est re´alise´e dans une feneˆtre de
Hamming. Ce filtrage permet d’e´liminer la pre´sence de lobes secondaires dans les signaux I et Q et
ainsi d’e´viter d’avoir plusieurs e´chos pour une meˆme porte distance pour une meˆme cible.
Par la suite, le calcul des P FFT est effectue´. Une e´tape supple´mentaire permet alors de rechercher
la pre´sence d’e´chos (obstacles) dans l’espace des transforme´es de Fourier. A l’issue du calcul des P
transforme´es de Fourier, la pre´sence d’un nouvel obstacle est conside´re´e chaque fois que l’e´nergie
dans l’espace de Fourier (tableau de dimension P× N) est supe´rieure a` un seuil constant fixe´
expe´rimentalement. Pour chaque obstacle, il est ne´cessaire d’identifier sa vitesse relative par rapport
au ve´hicule porteur du radar et la distance les se´parant. L’indice correspondant aux lignes du tableau
identifie l’indice de vitesse de l’obstacle, et l’indice colonne celui des distances. Dans notre cas, le
nombre de portes distance utilise´ est P = 5 ou P = 10 ce qui porte la distance maximale d’analyse a`
112.5 m ou 225 m.
Un e´cho est alors de´fini par quatre parame`tres :
– temps : n×Tr, n ∈ [0, ...,N−1]
– amplitude : e´nergie dans l’espace de Fourier
– Doppler : Vr = (indicevitesse − N2 )∗δv
– distance : r = (porte−1)×δD + δD2
Finalement, le radar de´livre donc, toutes les Tr = 8 ms, une mesure de temps, d’amplitude, de porte
distance, d’indice vitesse. Une porte distance correspond a` δD = 22.5 m, et un indice vitesse cor-
respond a` une vitesse de δv = 0.238 m/s. Une cible peut cependant ge´ne´rer plusieurs e´chos dans
des portes voisines, avec des indices vitesse voisins, c’est pourquoi un pre´traitement est ne´cessaire
afin de regrouper les e´chos provenant d’une meˆme cible. Une seconde phase permet le calcul des
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2.6.2.2 Regroupement des e´chos appartenant a` la meˆme cible
Les tests portent sur les indices de porte de distance ainsi que sur ceux des vitesses plutoˆt que sur
les valeurs alge´briques de ces deux grandeurs. L’indice vitesse du e´cho est note´ IVi, la porte Portei.




(α = 2 et β = 2 donne´es par les caracte´ristiques du radar)
2.6.2.3 Calcul des caracte´ristiques de la cible re´sultante des n e´chos associe´s
Soit n le nombre d’e´chos associe´s.







La distance r d’une cible est donne´e par :











ou` Ai est l’amplitude.
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Les re´sultats pour l’extraction des mesures radar, pre´sente´s ici, sont issus de donne´es acquises
dans des conditions re´elles de circulation. La figure 2.28 (resp. 2.29) repre´sente les distances (resp.
vitesses) brutes et les distances (resp. vitesses) filtre´es. Le sce´nario propose´ correspond a` l’arrive´e du
ve´hicule porteur sur un obstacle ayant une vitesse relative ne´gative. On remarque que diffe´rentes me-
sures brutes peuvent provenir d’e´chos issus de la meˆme cible. En effet, quand une cible se rapproche
de l’extre´mite´ d’une porte, des e´chos peuvent apparaıˆtre dans la porte voisine. On peut faire la meˆme
remarque pour les vitesses. Le re´sultat du filtrage est repre´sente´e en rouge sur les figures. A des dis-
tances correspondant aux limites des portes, les mesures filtre´es permettent d’avoir une information
plus pre´cise.
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Figure 2.28 — Extraction de la distance radiale
Figure 2.29 — Extraction de la vitesse radiale
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De plus, une campagne d’essais a e´te´ re´alise´e afin de savoir si une caracte´risation des cibles
e´taient possible. L’amplitude des e´chos rec¸us ne permet pas d’avoir une caracte´risation suffisante. Par
exemple, on n’observe pas de diffe´rence d’amplitude entre une barrie`re de se´curite´ et une voiture,
cette attribut ne sera donc pas exploite´.
2.6.3 Extraction des observations infrarouge
La me´thode de´crite ci-dessous provient du travail effectue´ par SAGEM dans le cadre du projet
PAROTO. Le lecteur pourra se re´fe´rer a` [46] pour de plus amples renseignements. Le principe de la
de´tection repose sur une segmentation base´e sur les proprie´te´s de l’image infrarouge. Les positions
3D relatives au ve´hicule porteur sont calcule´es a` partir de ces informations en se servant d’une hy-
pothe`se supple´mentaire : la route devant le ve´hicule est conside´re´e comme un plan. Sous l’hypothe`se
route plane, les relations ge´ome´triques biunivoques entre les points de la route et leurs projections a`
l’image sont utilise´es pour estimer les positions relatives des obstacles. Le calibrage ge´ome´trique est
donc d’une grande importance, puisqu’il de´termine en partie la qualite´ de l’estimation des distances.
Malheureusement, cette estimation reste fragile puisque tributaire des mouvements du ve´hicule, et
notamment des changements d’assiette. Il est donc indispensable d’estimer le mouvement propre du
porteur (ego-motion) a` partir d’une analyse de mouvement dans l’image, et le compenser pour ob-
tenir des positions relatives fiables. Cette technique est fortement apparente´e a` de la stabilisation de
se´quences d’images. L’analyse de mouvement est base´e sur la poursuite de points caracte´ristiques.
La segmentation et l’analyse de mouvement peuvent eˆtre re´alise´es en paralle`le, et leurs re´sultats sont
recoupe´s afin d’obtenir les informations les plus pre´cises possibles, ainsi que l’illustre la figure 2.30.
La figure 2.31 pre´sente des re´sultats de de´tection.
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Figure 2.30 — Sche´ma ge´ne´ral du module IR
Figure 2.31 — De´tection de ve´hicules par IR : rectangles noirs
2.6.4 Conclusion
Cette partie a fourni une description des me´thodes d’extraction de mesures d’obstacles respectives
aux capteurs laser, radar et infrarouge. Le Lidar est capable de donner une repre´sentation de la sce`ne
en trois dimensions. Apre`s traitement de ces donne´es, un algorithme de´livre un ensemble de vecteurs
2.6. LA D ´ETECTION D’OBSTACLES : EXTRACTION DES OBSERVATIONS 77
d’observations, dont les composantes sont la position et la taille de l’obstacle, pour chaque obstacle
reconnu. Du coˆte´ du signal radar, les vecteurs d’observations sont compose´s d’une mesure de porte
distance et d’une mesure d’indice vitesse. Une mesure de position late´rale et longitudinale est donne´e
par la me´thode de de´tection de´veloppe´e par SAGEM pour l’infrarouge. Pour chaque capteur les me-
sures sont regroupe´es dans des syste`mes de plus haut niveau dont les sorties seront les caracte´risations




Une repre´sentation correcte de l’environnement routier a` l’avant d’un ve´hicule repose, entre autre,
sur la connaissance de l’e´tat des diffe´rents usagers de la route. La de´termination de ces diffe´rents e´tats
de´bute par l’estimation descriptive de ces e´tats. On parlera de parame`tres pour des quantite´s (scalaires
/ vecteurs) suppose´es temporellement invariantes. On cherchera par exemple a` estimer la trajectoire
des obstacles. Ces trajectoires seront de´finies par diffe´rents parame`tres de´terministes a` e´valuer. L’es-
timation des parame`tres, de´taille´e dans la premie`re partie, sera base´e sur des me´thodes de re´gression
line´aire ou non line´aire suivant les observations (capteurs) et les mode`les dynamiques utilise´s. De
plus, afin de caracte´riser d’une manie`re robuste la trajectoire du ve´hicule, la matrice d’information de
Fisher (FIM) sera calcule´e.
Une deuxie`me partie de´taillera le cas de l’estimation de la trajectoire d’un obstacle a` partir des obser-
vations radar.
Les me´thodes de´veloppe´es dans cette partie ne sont pour la plupart pas adapte´es a` une estimation
temps re´el des parame`tres. Cependant, elles jugent de la capacite´ des mode`les et des observations a`
estimer les parame`tres de´terminants pour une appre´hension correcte de l’environnement routier.
3.1 Estimation de parame`tres
Les me´thodes statistiques d’estimation de parame`tres sont base´es sur la connaissance des compo-
santes suivantes :
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– l’ensemble ou` le(s) parame`tre(s) a` estimer, θ, prennent valeurs : l’espace de parame`tres, Θ ;
– la loi de probabilite´ qui de´crit l’effet du parame`tre sur les observations : p(Z/θ) (parame`tres
de´terministes : approche non baye´sienne) ;
– la loi de probabilite´ qui de´crit l’effet du parame`tre sur les observations : p(Z/θ), et la densite´
de probabilite´ a` priori de θ : p(θ) (parame`tres ale´atoires : approche baye´sienne) ;
– l’ensemble ou` les observations, Z, prennent valeurs : l’espace des observations Z
Il existe donc deux mode`les pour l’estimation de parame`tres selon le caracte`re ale´atoire de ceux ci.
On parlera d’approche non baye´sienne pour les parame`tres de´terministes. Dans ce cas, on utilise la
densite´ de probabilite´ conditionnelle des mesures pour chaque valeur possible du parame`tre : c’est
la fonction de vraisemblance p(Z/θ). Quand les parame`tres sont ale´atoires, on parlera d’approche
baye´sienne. Pour ce deuxie`me mode`le, on utilise la densite´ de probabilite´ a` priori du parame`tre a`







ou` c est une constante de normalisation qui ne de´pend pas de θ.
Le proble`me d’estimation de parame`tres est de´crit ci-dessous. Etant donne´ les mesures :
z( j) = h[ j,θ,w( j)] j=1,...,k (3.2)
effectue´es en pre´sence de bruit w( j), on cherche une fonction des k observations
ˆθ(k) ∆= ˆθ[k,Zk] (3.3)
ou` les observations sont de´finies d’une manie`re compacte par :
Zk = {z( j)} j=1,...,k (3.4)
qui estime la valeur de θ. La fonction 3.3 est appele´e estimateur et sa valeur est l’estime´.
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3.1.1 Les estimateurs
3.1.1.1 Estimateurs a` maximum de vraisemblance et a` maximum a posteriori
Une me´thode commune d’estimation de parame`tres non ale´atoires est la me´thode du maximum
de vraisemblance1 qui maximise la fonction de vraisemblance :
ˆθML = arg max
θ
p(Z/θ) (3.5)
L’estimateur MLE2 est la solution de l’e´quation :
d p(Z/θ)
dθ = 0 (3.6)
L’estimateur correspondant pour un parame`tre ale´atoire est l’estimateur a` maximum a posteriori3






3.1.1.2 Estimation des moindres carre´s et minimisation du carre´ des erreurs
Une autre me´thode commune d’estimation de parame`tres de´terministes est la me´thode des
moindres carre´s4. Etant donne´ des mesures (scalaire, line´aire ou non-line´aire) :
z( j) = h( j,θ)+ w( j) (3.8)
l’estimateur des moindres carre´s de θ est :






[z( j)−h( j,θ)]2} (3.9)
L’estimateur correspondant pour des parame`tres ale´atoires est l’estimateur qui minimise le carre´
des erreurs5 :
1ML : Maximum Likelihood
2Maximum Likelihood Estimator
3MAP : Maximum A Posteriori
4LS : Least Square
5MMSE : Minimum Mean Square Error




La solution de cette e´quation est l’espe´rance conditionnelle de θ :




Tous ces estimateurs sont compare´s dans [10]. Si, pour un ensemble de mesures donne´es, les
erreurs sont de moyennes nulles, gaussiennes et inde´pendantes alors l’estime´ LS correspond a` l’estime´
ML. De meˆme, l’estime´ MAP d’une variable ale´atoire gaussienne correspond a` l’estime´ MMSE.
Pour e´valuer la qualite´ des re´sultats, diffe´rentes me´thodes sont de´taille´es dans la suite. On parlera
d’estimateur non biaise´, de variance d’estimateur. De plus, la ”limite d’information” sera appre´hender
par l’utilisation de la borne de Cramer-Rao et de l’information de Fisher.
3.1.1.3 Estimateur non-biaise´
On dit qu’un estimateur est non biaise´ si l’erreur d’estimation est de moyenne nulle :
E(˜θ) = 0 (3.12)
ou` ˜θ est l’erreur d’estimation de´finie par :
˜θ = θ− ˆθ (3.13)
Un estimateur est non biaise´ si 3.12 est ve´rifie´ pour tout k. On dit qu’il est asymptotiquement non
biaise´ si 3.12 est ve´rifie´ quand k tend vers l’infini.
3.1.1.4 Variance d’estimateur
Une deuxie`me caracte´ristique importante d’un estimateur est la variance de l’erreur d’estimation :
var(ˆθ(Z)) ∆= E[(ˆθ(Z)−E(ˆθ(Z))2] (3.14)
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Cette variance doit eˆtre aussi petite que possible, de fac¸on a` ce que l’estime´ soit concentre´ autour de




L’e´cart type fournit une mesure de pre´cision pour l’estimateur.
3.1.1.5 Borne de Cramer Rao et Matrice d’Information de Fisher
Dans l’e´tude de proble`mes d’estimation parame´trique, une ine´galite´ tre`s utile e´tablit qu’une borne
infe´rieure pour la variance de l’erreur d’estime´s non biaise´s existe. Cette limite est connue sous le nom
de Borne de Cramer Rao7.
Cas scalaire
Pour l’estimation d’un parame`tre scalaire de´terministe a` partir d’un estimateur non biaise´, la

















est l’information de Fisher, p(Z/θ) est la fonction de vraisemblance, et θ0 est la vraie valeur de θ.
Cas vectoriel
Pour un vecteur de parame`tres de´terministes, la matrice de covariance d’un estimateur non biaise´
admet une borne minimale donne´e par :
E[(ˆθ(Z)−θ0)(ˆθ(Z)−θ0)t ]≥ J−1 (3.18)
6MSE : Mean Square Error
7CRLB : Cramer Rao Lower Bound
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ou` la matrice d’information de Fisher8 est :
J ∆=−E [∇θ∇tθ ln p(Z/θ)]
∣∣












est l’ope´rateur de gradient et n la dimension du vecteur de parame`tres. La matrice d’information
de Fisher peut eˆtre vue comme une quantification du (maximum) d’information existante pour un
parame`tre a` partir d’observations.
Les estimateurs qui ve´rifient avec e´galite´ la borne de Cramer Rao sont dits efficaces. La preuve de
l’existence de la borne de Cramer Rao est donne´e dans [10].
3.1.2 Estimation line´aire et non line´aire
3.1.2.1 Cas line´aire
Estimation des moindres carre´es
Estimation batch
On souhaite estimer un vecteur θ de parame`tres, de dimension nθ, a` partir d’un vecteur d’observa-
tions line´aires de dimension nz :
z(i) = H(i)θ+ w(i), i = 1, ...,k (3.21)

















8FIM : Fisher Information Matrix
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0 · · · R(k)

= diag[R(i)] (3.26)
est une matrice diagonale par bloc de´finie positive de dimension knz× knz.
L’estimateur des moindres carre´s qui minimise 3.22 est obtenu en annulant le gradient par rapport a` θ :
∇θJ(k) =−2Hkt (Rk)−1[zk−Hkθ] = 0 (3.27)
Finalement, l’estimateur est donne´ par :
ˆθ(k) = [Hkt (Rk)−1Hk]−1Hkt (Rk)−1zk (3.28)
De plus, la matrice de covariance de l’estimateur des moindres carre´s est donne´e par [10] :
P(k) = [Hkt (Rk)−1Hk]−1 (3.29)
Estimation ite´rative
L’estimateur des moindres carre´s peut eˆtre e´crit d’une manie`re ite´rative. Dans ce cas, k est























0 R(k + 1)

 (3.33)
Les e´quations ite´ratives sont donne´es dans [10] :
ˆθ(k + 1) = ˆθ(k)+W(k + 1)[z(k + 1)−H(k + 1)ˆθ(k)] (3.34)
P(k + 1) = P(k)−W(k + 1)S(k + 1)W (k + 1)t (3.35)
ou`
W (k + 1) ∆= P(k)H(k + 1)tS(k + 1)−1 (3.36)
et
S(k + 1) ∆= H(k + 1)P(k)H(k + 1)t + R(k + 1) (3.37)
Une initialisation est ne´cessaire puisque c’est une me´thode ite´rative. Cela peut eˆtre re´alise´ en utilisant
une technique dite ”batch” sur un faible nombre de mesures ou en utilisant un estime´ et une covariance
associe´e a` priori.
Ajustement polynomial On cherche a` estimer les parame`tres pour ajuster un polynoˆme de degre´
n a` un ensemble d’observations. On conside`re que l’on observe, en pre´sence de bruit, la distance r
et la vitesse radiale r˙ d’un ve´hicule dont l’e´volution radiale (position,vitesse) est mode´lise´e par des
















ou` les parame`tres a` estimer sont les coefficients a j du polynoˆme. Ils correspondent au de´rive´e d’ordre
j de la position au temps initial (t = 0). La me´thode des moindres carre´s est utilise´e pour ajuster les
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parame`tres du polynoˆme de degre´ n. Le mode`le de re´gression est de´finie par 3.38, on a :
Zk = Hkθ+ wk (3.39)
ou` wk est donne´ par 3.25 et Hk par 3.24 avec :
H(i) =

 1 ti . . . . . . tnin!





On donne le vecteur estime´ de parame`tres par[2] :
ˆθ = (Hkt Hk)−1Hkt Zk (3.41)
















∀i ∈ [1...k] (3.43)
On remarque ici que le vecteur de parame`tres a` estimer est inde´pendant des erreurs sur les obser-
vations. Finalement, apre`s avoir de´termine´ les diffe´rents parame`tres caracte´risant la trajectoire de la
cible, on peut pre´dire l’e´tat de la cible pour un temps arbitraire. Si x(t), au temps arbitraire t, est le
vecteur d’e´tat alors son estime´ (pre´diction) est :
xˆ(t/k) = F(t)ˆθ(k) (3.44)
ou` k est le nombre de mesures disponibles et F(t) est la matrice de´finie par :
F(t) =

 1 t · · · tnn!
0 1 · · · tn−1(n−1)!

 (3.45)
La covariance correspondante est donne´e par :
P(t/k) = F(t)P(k)F(t)′ (3.46)
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3.1.2.2 Cas non line´aire
On pre´sente ici l’utilisation de la technique des moindres carre´s pour estimer un vecteur θ de
parame`tres a` partir de mesures non line´aires. Le vecteur ”empile´” de mesures est donne´e par :
z = zk = h(θ)+ wk (3.47)
ou` h est une fonction non line´aire de θ (dimension nθ).
Estimation ite´rative des moindres carre´s : Me´thode de Gauss-Newton Cette me´thode, base´e sur
le principe des moindres carre´s, est une technique qui ame´liore se´quentiellement l’estime´ courant en
utilisant les mesures disponibles. A partir de l’estime´ ˆθk a` l’ite´ration k, la mise a` jour de l’estime´ ˆθk+1
est donne´e par :
ˆθk+1 = ˆθk +(JtkRkJk)−1JtkRk
−1
[zk−h(ˆθk)] (3.48)
ou` Jk = ∂h∂θ
∣∣∣
θ=ˆθk
est la matrice jacobienne et Rk est la matrice de covariance de´finie par (3.26). La
































L’erreur moyenne au sens des moindres carre´s de l’estime´ ˆθ est :
E[(ˆθk−θ)(ˆθk−θ)t ] = (JtR−1J)−1 (3.50)
Estimation du maximum de vraisemblance : Me´thode de Newton-Raphson
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On a donc :
ˆθMLE = argmax
θ
Λ(θ) = arg min
θ
{− ln[Λ(θ)]} ∆= arg minλ(θ) (3.52)
Cette minimisation est effectue´e en utilisant la me´thode de Newton-Raphson qui repose sur une
approximation line´aire a` l’ordre 1 de la fonction de vraisemblance. L’estime´ ˆθk ; a` l’instant k, est
relie´ a` l’estime´ suivant ˆθk+1 par :














































3.2 Cas des observations radar
3.2.1 re´gression line´aire
On propose ici d’utiliser un sce´nario en virage. La construction de la route est visible dans 3.2.4.
On suppose ici que le rayon de courbure est R = 850 m, et la vitesse initiale v = 90 km/h. La figure 3.1
montre ce sce´nario : coordonne´es carte´siennes, distance re´elle et mesures de porte distance, vitesse
re´elle et mesures d’indice vitesse. On se limitera ici a` des polynoˆmes d’ordre un, deux et trois.
Dans la suite, on pre´sente un exemple de re´gression line´aire pour estimer les coefficients d’un :
– polynoˆme d’ordre 1 : mode`le a` vitesse constante
– polynoˆme d’ordre 2 : mode`le a` acce´le´ration constante
– polynoˆme d’ordre 3 : mode`le a` jerk constant
Les re´sultats pre´sente´s sont issus de l’observation de 150 mesures soit une dure´e d’analyse de 1.2
s. La dure´e d’analyse est telle que des changements de porte apparaissent. Les covariances sur les
diffe´rents parame`tres sont donne´es par l’e´quation 3.42 et apparaissent sur la figure 3.2. La covariance
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Figure 3.1 — Le sce´nario e´tudie´
sur le parame`tre r0 (voir figure 3.2) est inde´pendante du mode`le utilise´. Pour le mode`le a` jerk
constant, on parlera d’”over-fitting” : le parame`tre caracte´risant le jerk est insignifiant (covariance
e´leve´e). Les erreurs d’estimation au sens des moindres carre´es9, sont donne´es par :
Figure 3.2 — Covariances sur les parame`tres pour les diffe´rents mode`les
9RMSE :Root Mean Square Error




ou` la valeur ”estime´e” est donne´e par 3.44. La figure 3.3 pre´sente ces erreurs. Les erreurs sur la
distance sont e´quivalentes pour les diffe´rents mode`les. Pour la distance et la vitesse, les mode`les
re´agissent identiquement aux changements de portes (pic sur la figure 3.3). Cependant, la sensibilite´
a` ces changements est moindre pour le mode`le a` vitesse constante. En effet, pour une telle dure´e
d’analyse, la vitesse peut eˆtre conside´re´e comme constante. Dans la suite, on choisira donc ce type de
mode`le pour l’estimation de la distance et de la vitesse radiale.
Figure 3.3 — RMSE sur la distance et vitesse radiale
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3.2.2 Observabilite´ pour le pistage radar en coordonne´es carte´siennes a` partir de co-
ordonne´es polaires
L’e´tude de l’observabilite´ d’un syste`me est un pre´-requis ne´cessaire pour l’analyse du mouvement
d’une cible. En particulier pour le proble`me caracte´ristique de l’estimation de positions et de vitesses
donne´es dans un repe`re carte´sien a` partir d’observations de distance et vitesse radiales, cette e´tude
est primordiale. A ma connaissance, le pistage de cible a` partir de mesures polaires seules (distance
et vitesse) n’a pas fait l’objet de nombreuses communications au contraire du proble`me de suivi a`
partir de mesures d’angles seules. D’ailleurs, les deux principaux e´crits sur ce sujet[94][88] s’ins-
pirent des nombreux travaux en rapport avec l’analyse du mouvement par mesures d’angles seules
dont une synthe`se est visible dans[87]. Dans [94], une condition d’observabilite´ est e´tablie a` partir de
la matrice d’information de Fisher et d’une transformation du repe`re carte´sien dans un repe`re a` co-
ordonne´es polaires modifie´es10[1]. Cette condition stipule que si une cible se de´place a` acce´le´ration
constante alors l’observateur doit se de´placer a` jerk non nul pour pouvoir observer la cible. De meˆme,
si l’observateur se de´place a` acce´le´ration constante alors le crite`re d’observabilite´ ne sera pas atteint
si l’obstacle ne se de´place pas a` vitesse constante. Ce crite`re apparaıˆt identique a` celui stipule´ pour
l’analyse de trajectoire a` partir de mesure d’angle seule. L’observabilite´ pourra donc eˆtre ame´liore´e
par les manoeuvres e´ventuelles de l’observateur. Dans [88], en supposant la condition pre´ce´dente
ve´rifie´e, d’autres contributions sont pre´sente´es. Le calcul de la borne the´orique de Cramer-Rao pour
l’analyse des performances, a` partir de mesures de distance et vitesse radiale, est pre´sente´. Les auteurs
montrent que cette borne, de´finissant la meilleure efficacite´ re´alisable, de´pend de la ge´ome´trie entre
l’observateur et la cible, de la pre´cision des mesures et de la fre´quence d’e´chantillonnage. De plus,
ils comparent trois algorithmes (MLE, EKF-AP, RPF) a` cette borne et concluent que celui utilisant le
filtre de Kalman e´tendu est le plus performant.
Dans notre cas, il est difficile de proposer a` un conducteur d’adapter ses manoeuvres au contexte
pour ”arranger” l’observabilite´ du syste`me. En effet, si un obstacle se de´place a` vitesse constante, il
sera difficile d’obliger le ve´hicule porteur a` acce´le´rer dans une quelconque direction, pour pourvoir
acce´der a` l’e´tat donne´ en coordonne´es carte´siennes. On choisit donc d’utiliser les caracte´ristiques dy-
namiques du ve´hicule qui vont permettre de rendre observable le syste`me. On suppose ici que l’on
10MPC : Modified Polar Coordinates
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connaıˆt les caracte´ristiques du ve´hicule a` pister et la courbure de la route. Cette dernie`re condition
pourra eˆtre par exemple ve´rifie´e par l’utilisation d’une cartographie GPS pre´cise et/ou d’un algorithme
de reconnaissance de la route.
3.2.3 Dynamique du ve´hicule routier
D’une manie`re globale, l’expression ”dynamique du ve´hicule routier” regroupe l’inte´raction entre
les diffe´rents acteurs du syste`me : conducteur-ve´hicule-infrastructure. Premie`rement, le conducteur
peut de diffe´rentes fac¸ons interfe´rer avec le ve´hicule (figure 3.4) :
Figure 3.4 — Inte´raction conducteur-ve´hicule
Le ve´hicule fournit au conducteur diffe´rentes informations (figure 3.5) :
Figure 3.5 — Inte´raction ve´hicule-conducteur
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L’environnement influence aussi le comportement du conducteur (figure 3.6) :
Figure 3.6 — Inte´raction environnement-conducteur
Cependant, les re´actions du conducteur sont ve´ritablement complexes a` mode´liser. Des mode`les
”ide´aux” sont parfois utilise´s en simulation mais le transfert vers un conducteur que l’on qualifiera de
”normal” reste difficile.
On insistera donc plutoˆt sur les proprie´te´s dynamiques simples du ve´hicule (voiture) et en particu-
lier, pour l’environnement, sur la mode´lisation de la route. En effet, la route (courbure, irre´gularite´s,
frottement, ...) est une source influente sur le ve´hicule.
3.2.3.1 Syste`mes de coordonne´es
Pour l’e´tude de la dynamique du ve´hicule plusieurs syste`mes de coordonne´es sont utilise´s (figure
3.7). Le syste`me d’axes (x0,y0,z0) est fixe´ a` la route. Le syste`me lie´ au ve´hicule utilise un axe x f
qui pointe vers l’avant, un axe y f dirige´ vers la gauche et un axe z f dirige´ vers le haut. L’orientation
de la roue est donne´e par le vecteur unitaire eyR dans la direction de l’axe des roues. Les vecteurs
unitaires ex,ey dans la direction des forces late´rale et longitudinale et le vecteur normale a` la route
en sont construits a` partir de la ”ge´ome´trie de contact”. Dans la suite, on conside`re que le ve´hicule
e´volue dans un monde plan : on ne traitera donc pas l’influence du relief de la route ni la dynamique
verticale du ve´hicule.
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Figure 3.7 — Syste`mes de coordonne´es pour l’e´tude de la dynamique du ve´hicule
3.2.3.2 Dynamique longitudinale
Mode`le de ve´hicule simple Le ve´hicule est conside´re´ comme une masse rigide qui se de´place le
long d’une route. Au niveau de chaque essieu, les forces au point de contact de la roue sur le sol sont
donne´es par une force normale et une force longitudinale (figure 3.8).
Figure 3.8 — Mode´le simple de ve´hicule
Si les forces ae´rodynamiques sont ne´glige´es, alors les e´quations du mouvement du ve´hicule sont
donne´es par :
mv˙ = Fx1 + Fx2 (3.56)
0 = Fz1 + Fz2−mg (3.57)
0 = Fz1a1−Fz2a2+(Fx1 + Fx2)h (3.58)
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ou` v˙ est l’acce´le´ration du ve´hicule, m sa masse, a1+ a2 est la distance entre les deux essieus, et h est
la hauteur du centre de gravite´ du ve´hicule.
On remarque qu’il y a seulement trois e´quations pour quatre forces inconnues. Cependant, si on inse`re



















La de´termination de ces deux forces, en supposant les forces ae´rodynamiques ne´gligeables, permet le
calcul de l’acce´le´ration maximale pour un ve´hicule donne´.
Acce´le´ration maximale Les ve´hicules routiers ordinaires ne peuvent fournir que des forces de pres-
sion a` la route. Si on applique Fz1 ≥ 0 et Fz2 ≥ 0 aux e´quations 3.59 et 3.60 alors on obtient une limite





L’acce´le´ration maximale est aussi limite´e par les conditions de frottement :
|Fx1| ≤ µFz1et |Fx2| ≤ µFz2 (3.62)
ou` le coefficient de frottement µ est identique au niveau de l’essieu avant et arrie`re. Les conditions
limites sont donne´es par :
Fx1 =±µFz1etFx2 =±µFz2 (3.63)
On a donc en utilisant l’e´quation 3.56 :
v˙max =±µ (3.64)
Selon les dimensions du ve´hicule et le coefficient de frottement l’acce´le´ration ou la de´ce´le´ration
maximale est donne´e soit par 3.61 ou par 3.64.
Traction/Propulsion et freinage Si on suppose que l’on est aux conditions limites, i.e. Fx1 = 0 et
Fx2 = µFz2 pour une propulsion et Fx1 = µFz1 et Fx2 = 0 pour une traction, alors en utilisant 3.56 on
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Pour une voiture ”normale” le parame`tre a2
a1+a2 est borne´ [86]. Pour un ve´hicule a` propulsion et a`
traction on a couramment (µ = 1 et h = 0.55) :
0.4 ≤ a2/a1+ a2 ≤ 0.5 donc 0.64 ≤ v˙/g≤ 0.77 pour une propulsion.
0.55 ≤ a2/a1+ a2 ≤ 0.6 donc 0.45 ≤ v˙/g≤ 0.49 pour une traction.
Les ve´hicules a` propulsion peuvent donc acce´le´rer plus vite que ceux disposant d’une traction.
On peut proce´der de la meˆme fac¸on pour le freinage et montrer que, pour 0.4≤ a2/a1+a2≤ 0.6, on a
−0.77≤ v˙/g≤−0.51 pour un freinage distribue´ sur l’essieu avant, et −0.49≤ v˙/g≤−0.33 pour un
freinage distribue´ sur l’essieu arrie`re. Ces diffe´rentes bornes pourront eˆtre utilise´es afin d’ame´liorer
l’estimation de l’e´tat de la cible. Par exemple, si on utilise un mode`le a` vitesse constante, la valeur de
la covariance sur le bruit (acce´le´ration longitudinale dans ce cas) sera fixe´e par ces bornes.
3.2.3.3 Dynamique late´rale
Ge´ome´trie d’Ackermann Dans une courbe a` tre`s basse vitesse, les efforts late´raux sur les pneus
sont ne´gligeables, et le roulis quasiment nul. La condition de non-glissement des roues implique que
les roues directrices doivent eˆtre braque´es d’un angle diffe´rent selon qu’il s’agit de la roue inte´rieure
ou de la roue exte´rieure. Ackermann suppose, pour simplifier, que le centre de courbure est situe´ au
niveau de l’axe de l’essieu arrie`re (figure 3.9).
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Figure 3.9 — Ge´ome´trie de direction d’Ackermann





L’angle β entre le vecteur vitesse du ve´hicule v et l’axe longitudinal du ve´hicule est l’angle late´ral de
glissement ou l’angle late´ral de de´rive.
Mode`le simple Les forces des pneus appartennant au meˆme essieu sont combine´es en une force
re´sultante. Pour des faibles glissements late´raux, la force late´rale peut eˆtre approxime´e par une
approche line´aire :
Fy = cssy (3.69)
ou` cs est une constante qui de´pend de la pression du pneu et sy le glissement late´ral. Le mouvement
du ve´hicule, figure 3.10, dans le plan (x0,yO) est seulement influence´ par les forces late´rales suivantes
[86] :
Fy1 = cs1syA1;Fy2 = cs2syA2 (3.70)
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Figure 3.10 — Mode`le simple de ve´hicule (late´ral)
Dans [86], l’auteur montre que pour un ve´hicule, en manoeuvre de virage, a` vitesse v constante








































ou` ω = γ˙ est la vitesse angulaire du cap, a1,a2,cs1,cs2,Θ sont des constantes donne´es dans [86].
L’e´quation dynamique d’e´tat du syste`me a` temps continu est donc donne´e par :
x˙(t) = Ax(t)+ Bu(t) (3.72)
dont la solution est de la forme :




ou` x(t0) est l’e´tat initial et F(t, t0) est la matrice de transition de l’e´tat de l’instant t0 a` l’instant t. Pour
un syste`me, de pe´riode de´chantillonnage fixe, on montre facilement que, pour t0 = 0 :
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F(t) ∧= F(t, t0) = eAt (3.74)






k! = I + At +
1
2
At2 + · · · (3.75)
On se limitera, dans de nombreux cas, au de´veloppement a` l’ordre2. De plus, une e´tude simple a`















ou` δ0 est l’angle de braquage des roues donne´ en fonction du rayon de courbure R de la route et des










A partir de la connaissance de l’e´tat initial et de la courbure de la route, la vitesse suppose´e connue,
on pourra donc estimer l’angle de de´rive late´ral β et la vitesse angulaire du cap ω du ve´hicule. L’e´tat
initial pourra eˆtre de´termine´ (estime´) par re´gression line´aire a` partir des solutions stables.
3.2.4 Mode´lisation de la route
La route est le plus souvent mode´lise´e par des lignes droites, des arcs et des clothoı¨des [28]. Les
clothoı¨des sont des courbes dont la courbure e´volue line´airement en fonction de la distance x le long
de celle ci. La fonction de´finie ci dessous pour la courbure est efficace dans la majorite´ des cas [34] :
c(x) = c0 + c1x (3.78)
La construction de la route suit les directives donne´es dans [34]. Pour une route limite´e a` 50 km/h, le
rayon de courbure minimum est de 140 m, et pour une route limite´e a` 90 km/h il est de 550 m. Les
parame`tres de la clothoı¨des sont donne´s par c1 = kv3 ou` k = 0.45 (m/s
3) est le jerk maximum et v la
vitesse. La figure 3.11 repre´sente diffe´rentes routes construites a` partir des indications pre´cedentes.
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Figure 3.11 — Mode`les de route
3.2.5 Estimation non line´aire
On a vu pre´cedemment que l’observabilite´ du syste`me est donne´e par une condition qu’il sera
difficile de respecter dans un contexte routier. On choisit donc d’inclure une autre information,
vitesse du cap ω, estime´e par re´gression line´aire a` partir de la connaissance de la courbure de la route
et des caracte´ristiques du ve´hicule (voir 3.2.3.3). La connaissance de la vitesse angulaire du cap
permet de de´finir le mode`le d’e´volution suivant [69] :
Xk+1 = F(ω)Xk + wk (3.79)
ou`




1 sinω∆tω 0 − 1−cosω∆tω




0 sinω∆t 0 cosω∆t

 (3.81)
































1 ∆t 0 −ω∆t2
0 1− (ω∆t)2 0 −ω∆t
0 ω∆t2 1 ∆t
0 ω∆t 0 1− (ω∆t)2

 (3.83)
3.2.5.1 De´finition du proble`me
La cible se de´place le long d’une trajectoire de´finie par la courbure de la route. Dans le sce´nario
e´tudie´, le rayon de courbure sera fixe´ a` R = 850 m et la vitesse initiale a` v = 25 m/s. On construit la
trajectoire en utilisant la de´finition des clothoı¨des donne´e dans 3.2.4. Le sce´nario est identique a` celui
de´fini dans 3.2.1. Le proble`me est d’estimer l’e´tat cine´matique de la cible (position, vitesse, cap) a`
partir d’observations de position, vitesse radiales et vitesse angulaire du cap. L’e´tat dynamique de la
cible est comple´tement de´fini si on utilise les composantes suivantes :
Xk = [xkx˙kyky˙k]t (3.84)
ou` xk et yk sont les coordonne´es carte´siennes de la cible au temps k, et x˙k, y˙k sont leurs vitesses









ou` rk, r˙k et ωk sont les observations de distance radiale, de vitesse radiale et de vitesse angulaire de
cap. L’e´quation de mesure est donne´e par :


































Le bruit wk est conside´re´ gaussien de moyenne nulle et de´corre´le´ : wk ∼ N(0;R). Sa matrice de









On conside`re le mode`le d’e´tat de´finie en 3.79. On a donc :
































pour t0 = 0.
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3.2.5.2 Borne de Cramer Rao
La borne de Cramer Rao d’un estimateur non biaise´ ˆθ du vecteur de parame`tre est donne´e par
l’inverse de la matrice d’information de Fisher(FIM) :
E[(ˆθ−θ)(ˆθ−θ)t ]≥ J−1k (3.93)
ou` la FIM est :
Jk = E{[∇λ(θ)][∇λ(θ)]t} (3.94)
λ(θ) est l’oppose´ du logarithme de la fonction de vraisemblance, i.e. :
λ(θ) =−logp(zk/θ) (3.95)
et ∇ est l’ope´rateur gradient par rapport au vecteur de parame`tre θ. Le terme zk est de´finie par
l’e´quation 3.23. Si on suppose l’inde´pendance sur les bruits de mesures alors la fonction de vraisem-















A partir des e´quations 3.95 et 3.97 on montre que la fonction logarithme de la vraisemblance peut











[∇(h(i,θ))t ]R−1[∇(h(i,θ)t )]t (3.99)
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Les bornes de Cramer Rao sont donne´es par les e´le´ments diagonaux de l’inverse de la matrice de
Fisher, i.e :
CRLB(θ j) = J−1j j (3.100)
A partir du sce´nario de´fini dans 3.2.5.1, on calcule les bornes par la me´thode de´finie ci-dessus. Les
variances sur la distance et la vitesse sont fixe´es a` partir des re´sultats obtenus par re´gression line´aire :
on choisit σr = 1 m et σr˙ = 0.1. On analyse ensuite l’effet de la courbure de la route sur les bornes des
diffe´rentes composantes du vecteur. On utilise ici la connaissance de la route et de la distance radiale
de la cible, en initialisant la matrice de Fisher. Par exemple, pour sa valeur sur x, on suppose que la
cible appartient a` la route. On pourra de´finir σx en utilisant l’approximation faite dans (4.79) pour une
largeur de route donne´e (distribution beta ≈ distribution gaussienne). Les valeurs de la borne sont
repre´sente´es sur les figures 3.12 3.13 pour des courbures de route diffe´rentes. Au vue des bornes, on
remarque que plus la courbure de la route est forte, alors plus l’estimation pourra eˆtre performante,
en particulier sur l’estimation de x et x˙. Pour y et y˙, l’estimabilite´ est quasiment inde´pendante de la
courbure de la route.
Figure 3.12 — Bornes de Cramer Rao pour x et x˙
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Figure 3.13 — Bornes de Cramer Rao pour y et y˙
3.2.5.3 Estimation des parame`tres de la trajectoire en virage
On suppose ici que les observations sont d’une part la distance radiale et la vitesse radiale qui
pourront eˆtre donne´es par la re´gression line´aire effectue´e en 3.2.1. D’autre part, selon la courbure
de la route, on pourra estimer la vitesse angulaire du cap e´galement par re´gression et conside´rer que
cette estimation devient une observation. A partir du sce´nario pre´ce´dent, on montre en utilisant la
me´thode de Gauss-Newton, pre´sente´e en 3.1.2.2, la capacite´ du syste`me a` estimer les caracte´ristiques
cine´matiques du ve´hicule dans un repe`re carte´sien. On utilise le mode`le de´finie en 3.91.
La me´thode utilise´e pour la re´gression non line´aire ne´cessite une initialisation du vecteur de pa-
rame`tres.
Initialisation de x0 L’estimation de x est de´pendante de l’erreur sur l’initialisation de x0. Les
mode`les ne permettent pas la convergence de x vers la vraie valeur. Cependant, ils permettent
d’avoir une repre´sentation de la trajectoire du ve´hicule. Sur les figures suivantes, la vraie trajec-
toire du ve´hicule sera repre´sente´e en rouge et les bords gauche et droit en noir pour une largeur de
route de 5m. La figure 3.14 montre les trajectoires du ve´hicule pour diffe´rentes initialisations de x0
(x0−2≤ x0init ≤ x0 +2 : x0 e´tant la vraie position). Au vue de ces figures, on pourra selon la confiance
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que l’on a sur l’initialisation de x0, qui peut eˆtre donne´e par la largeur de la route, de´finir un intervalle
de confiance sur x et y illustre´ par les diffe´rentes trajectoires possibles de la cible.
Figure 3.14 — Repre´sentation des trajectoires estime´es selon l’initialisation de x0
Initialisation de y0 L’estimation de x est aussi de´pendante de l’erreur d’initialisation de y, meˆme si
une erreur d’initialisation d’une dizaine de me`tres sur y n’engendre qu’une erreur d’une vingtaine de
centime`tres sur x. La figure 3.15 correspond a` l’estimation de x et y pour diffe´rentes valeurs d’initia-
lisation de y0 (y0−10≤ y0init ≤ y0 + 10).
Initialisation sur x˙0 et y˙0 La figure 3.16 de´voile les diffe´rentes trajectoires estime´es a` partir des
deux mode`les pour diffe´rentes valeurs d’initialisation de x˙0. On constate que le mode`le est largement
plus sensible a` x˙0 (x˙0−2≤ x˙0init ≤ x˙0 +2). La figure 3.17 montre la montre la moindre sensibilite´ sur
l’erreur d’initialisation sur y˙0 (y˙0−10≤ y˙0init ≤ y˙0 + 10).
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Figure 3.15 — Repre´sentation des trajectoires estime´es selon l’initialisation de y0
Figure 3.16 — Repre´sentation des trajectoires estime´es selon l’initialisation de x˙0
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Figure 3.17 — Repre´sentation des trajectoires selon l’initialisation de y˙0
3.3 Conclusion
L’estimation des parame`tres de la trajectoire par re´gression line´aire ou non line´aire selon la
line´arite´ des mesures a e´te´ de´veloppe´e dans ce chapitre. La re´gression est base´e sur l’estimation
au sens des moindres carre´s. Dans la cas ou` l’on cherche a` estimer la trajectoire radiale (distance,
vitesse), la re´gression line´aire est satisfaisante pour les observations radar. Cependant, pour une plus
nette compre´hension de la sce`ne, il est ne´cessaire de connaıˆtre les caracte´ristiques cine´matiques
(position, vitesse) dans un repe`re carte´sien. L’e´tude de l’observabilite´ de l’e´tat dans un repe`re
carte´sien a` partir de mesures de distance et vitesse radiales montre que pour estimer la trajectoire
d’un ve´hicule se de´plac¸ant a` vitesse constante, il est ne´cessaire que l’observateur effectue un
mouvement a` acce´le´ration constante. Cette condition, dans un contexte d’assistance au conducteur,
ne pourra pas eˆtre respecte´e. On choisit donc plutoˆt d’utiliser un mode`le dynamique simple d’un
ve´hicule routier. En effet, a` partir de ce mode`le et par la connaissance de la vitesse du ve´hicule et de
la courbure de la route (cartographie GPS pre´cise par exemple), on estime par re´gression line´aire la
vitesse angulaire du cap. A partir ce cette nouvelle estimation, le calcul de la borne de Cramer Rao
nous renseigne sur l’estimabilite´ des composantes de´terministes de la trajectoire selon la courbure de
la route. La pre´cision des estimations est fortement lie´e a` l’initialisation de la vitesse x˙0. De plus, le
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mode`le dynamique du ve´hicule est de´pendant de parame`tres qui diffe`rent selon les ve´hicules routiers.
Il sera donc difficile de fixer ces parame`tres. Cependant, la construction des diffe´rentes trajectoires
selon les diffe´rentes initialisations permet de de´finir des intervalles de confiance pour la position dans
un repe`re carte´sien.
L’estimation de parame`tres a permis de mettre en concordance les proprie´te´s physiques de la cible et
des capteurs (en particulier du radar) avec les parame`tres d’un mode`le mathe´matique.
Ne´anmoins, toutes ces me´thodes sont ge´ne´reuses en temps de calcul puisqu’elles ne´cessitent la
connaissance de toutes les mesures. On pourra, cependant, fixer le nombre de mesures a` traiter.
Chapitre 4
LE SUIVI DES OBSTACLES
Le roˆle du pistage de cible est avant tout d’assurer la cohe´rence temporelle des observations afin
d’e´viter les fausses alarmes et de filtrer l’e´tat. La structure haut niveau d’un tel syste`me est donne´e
figure 4.1. Les capteurs de´livrent des signaux qui sont collecte´s par un module de traitement du si-
gnal de´livrant des mesures au traitement des donne´es. Les pistes sont des e´le´ments du sous syste`me
de traitement des donne´es dont le roˆle est de former et de maintenir les pistes. Le suivi d’obstacles
Figure 4.1 — Structure haut niveau d’un syste`me de surveillance
est un e´le´ment indispensable pour un syste`me de de´tection d’obstacles. Son roˆle est de de´terminer
le nombre, la position, et le mouvements des diffe´rentes pistes. Un syste`me de pistage repose sur
plusieurs briques dont la principale est celle qui permet une estimation re´cursive de l’e´tat de la piste
(position, vitesse, voire acce´le´ration). Cette brique s’appuie sur une me´thode de filtrage telle que
le filtrage de Kalman ou le filtrage particulaire. D’autres briques comme l’initialisation, la destruc-
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tion, l’association des pistes sont indispensables au bon fonctionnement (voir figure 4.2). En effet,
Figure 4.2 — Un module de pistage
toutes les mesures de´livre´es par les capteurs ne sont pas force´ment des mesures d’obstacles mais
peuvent provenir d’interfe´rences ale´atoires (conditions atmosphe´riques, fausses alarmes,...). Il est
donc ne´cessaire de valider les mesures qui correspondent le mieux a` l’estimation : c’est l’associa-
tion. Une piste tente´e est typiquement issue d’une mesure non associe´e avec les pistes existantes. La
confirmation d’une piste est base´e sur le nombre de mises a` jour effectue´es pendant un temps fixe´ :
c’est l’initialisation. Une piste est dite supprime´e si elle n’est pas mise a` jour par une mesure pendant
un laps de temps fixe´ : c’est la destruction.
L’estimation re´cursive des caracte´ristiques de l’obstacle a` suivre sera aborde´e dans une premie`re par-
tie. La deuxie`me partie de´crit les autres briques ne´cessaires a` la gestion des pistes (association, ini-
tialisation, destruction). Enfin, des re´sultats seront pre´sente´s pour diffe´rentes sources d’informations
avec des comparaisons sur les estimations faites par les me´thodes utilise´es.
4.1 Estimation re´cursive des caracte´ristiques de la piste
Le pistage est utilise´ afin de fournir la description d’un syste`me dynamique. Il s’agit d’estimer
a` l’instant k l’e´tat Xk d’un syste`me, a` partir d’observations (Z0, ...,Zk) entache´es d’un bruit blanc.
Les observations seules ne permettent pas d’estimer cet e´tat et il est ne´cessaire d’e´tablir un mode`le
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suffisamment re´aliste pour repre´senter l’e´volution de l’e´tat entre deux instants d’observations.
Conside´rons le mode`le d’e´volution d’une piste (obstacle a` suivre) suivant :
Xk = fk−1(Xk−1,Vk−1) (4.1)
ou` fk−1 : ℜnx ×ℜnv → ℜnx est une fonction, pouvant eˆtre non line´aire, de l’e´tat Xk−1 , et de Vk−1
qui repre´sente le bruit sur l’e´tat dont la distribution de probabilite´ est pVk−1(.). nx et nv sont les
dimensions du vecteur d’e´tat et du bruit. Ce mode`le de´crit un processus ale´atoire qui a la proprie´te´
que son e´volution (passage de Xk a` Xk−1) ne de´pend que de l’e´tat courant et non de son passe´. C’est
un chaıˆne de Markov i.e :
p(Xk/Xk−1,Z1:k−1) = p(Xk/Xk−1) (4.2)
L’objectif du suivi est d’estimer re´cursivement Xk a` partir des mesures :
Zk = hk(Xk,Wk) (4.3)
ou` hk : ℜnx ×ℜnw → ℜnz est une fonction de Xk pouvant eˆtre non line´aire, et Wk est le bruit sur les
mesures dont la distribution de probabilite´ est pWk(.). nz et nw sont les dimensions du vecteur de
mesure et du bruit de mesure.
4.1.1 Estimation baye´sienne
Le proble`me de suivi d’un obstacle, du point de vue baye´sien, peut eˆtre vu comme le calcul
re´cursif de degre´s de croyance en l’e´tat Xk au temps k, en prenant en compte l’historique des
mesures Z1:k = Z1, ........,Zk. Il est donc ne´cessaire de construire la densite´ de probabilite´ a posteriori
(note´e pdf dans la suite) p(Xk/Z1:k). On conside`re que la pdf initiale est connue et est donne´e par
p(X0/Z0) ≡ p(X0). Alors, par principe, la pdf p(Xk/Z1:k) peut eˆtre obtenue re´cursivement en deux
e´tapes : la pre´diction et la mise a` jour.
La premie`re e´tape consiste en la pre´diction a` partir de p(Xk−1/Z1:k−1) (suppose´e connue a` l’instant
k− 1) en utilisant le mode`le Markovien de´finie en 4.1, afin d’obtenir p(Xk/Z1:k−1) via l’e´quation de
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p(Xk/Xk−1) est une densite´ de transition de´finie par le syste`me d’e´quation 4.1. La deuxie`me e´tape









de´pend de la fonction de vraisemblance p(Zk/Xk) de´finie par le mode`le de mesure 4.3. Il est aussi





La solution optimale baye´sienne est base´e sur les relations re´currentes 4.4 et 4.5. Cependant, ces re-
lations ne permettent pas un calcul analytique de la densite´ de probabilite´. Sous certaines hypothe`ses,
des solutions optimales ou sous-optimales existent. Si les mode`les d’e´tat et de mesure sont line´aires
et les bruits conside´re´s comme gaussiens alors les e´quations de Kalman [58], ou des me´thodes
nume´riques (grid-based method [3]) permettent une estimation optimale. Cependant, la condition de
line´arite´ et l’hypothe`se gaussienne sont strictes pour certaines applications. D’autres me´thodes per-
mettent une estimation sous-optimale dans des cas non-line´aires ou non-gaussiens : EKF (Extended
Kalman Filter [10]), UKF (Unscented Kalman Filter [102]), me´thodes nume´riques approxime´es (ap-
proximated grid-based method[3]), filtre a` particules [45]. Une description pre´cise de ces me´thodes
est donne´e dans [87]. Les filtres base´s sur les me´thodes de Kalman (EKF, UKF) supposent la pdf
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p(Xk/Zk) gaussienne, ils ne sont donc pas adapte´s si celle-ci ne peut pas eˆtre conside´re´e comme gaus-
sienne. Les ”grid-based method” souffrent de la croissance exponentielle de la complexite´ de leur
algorithmes. Les filtres a` particules, quant a` eux, base´s sur les me´thodes de Monte-Carlo, sont des
syste`mes qui permettent une estimation dans des cas non-line´aires et non-gaussiens. Dans la suite, on
pre´sentera les me´thodes, utilise´es dans notre syste`me, base´es sur les filtres de Kalman et les me´thodes
particulaires.
4.1.2 Filtre de Kalman
Les filtres de Kalman sont des me´thodes re´cursives qui supposent que la densite´ de probabilite´
de l’e´tat conditionne´ par les mesures est une loi normale d’espe´rance l’estimation de l’e´tat Xk et de
variance la covariance sur cet e´tat Pk.
p(Xk/Zk)∼ N(Xk,Pk)
Si on conside`re que p(Xk−1/Zk−1) est gaussienne alors p(Xk/Zk) est aussi gaussienne si :
– les bruits sur l’e´tat, et de mesure sont inde´pendants et gaussiens. Selon cette hypothe`se on a :
Vk−1 ∼ N(0,Qk−1)
Wk ∼ N(0,Ck)
ou` Qk−1 et Ck mode´lisent respectivement les covariances du bruit sur l’e´tat et du bruit sur la
mesure.
– fk−1(Xk−1,Vk−1) est une fonction line´aire connue
– hk−1(Xk,Wk) est une fonction line´aire connue
On a donc, a` partir des e´quations 4.4 et 4.5 :
p(Xk−1/Zk−1)∼ N( ˜Xk−1/k−1,Pk−1/k−1)
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p(Xk/Zk−1)∼ N( ˆXk/k−1,Pk/k−1)
p(Xk/Zk)∼ N( ˜Xk/k,Pk/k)
De plus, les syste`mes 4.1 et 4.3 peuvent s’e´crire :
Xk = Fk−1Xk−1 +Vk−1 (4.8)
Zk = HkXk +Wk (4.9)
ou` Fk−1 et Hk sont des matrices connues de´finies par les fonctions line´aires fk−1 et hk. Sous ces
hypothe`ses, l’utilisation des e´quations de Kalman [58] permet une estimation optimale de l’e´tat de
notre obstacle.
Cet algorithme est une solution optimale sous les conditions de line´arite´ et gaussienne. Une autre
me´thode existe si les fonctions hk ou/et fk−1 sont non line´aires : le filtre de Kalman e´tendu (EKF).
Elle consiste en une line´arisation locale en approximant les fonctions non-line´aires par le premier
terme du de´veloppement en se´rie de Taylor. On a :
ˆXk/k−1 = fk−1( ˜Xk−1/k−1) (4.10)
˜Xk/k = ˆXk−1/k + Kk(Zk−hk( ˆXk/k−1)) (4.11)
et les matrices Fk−1 et Hk sont les matrices jacobiennes utilise´es pour la line´arisation. Ces me´thodes
supposent toujours que p(Xk/Zk) est gaussienne. Dans le cas de forte non line´arite´, le caracte`re non
gaussien de la pdf devient de plus en plus prononce´ et la performance d’un tel filtre sera de´grade´e.
La me´thode base´e sur le filtre UKF1 ne´cessite aussi le caracte`re gaussien de la pdf p(Xk/Zk). Cet
1Unscented Kalman Filter
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algorithme, re´cent, est de´crit dans [102, 57]. Contrairement a` l’EKF, l’UKF n’approxime pas les
fonctions non-line´aires fk−1 et hk mais approxime la pdf p(Xk/Zk) par une densite´ gaussienne
repre´sente´e par un ensemble d’e´chantillons choisis de fac¸on de´terministe. La premie`re phase de ce
filtrage sera donc la repre´sentation de cette densite´ a` l’instant k−1 par un ensemble de N points X ik−1





W ik−1 fk−1(X ik−1) (4.12)





[ fk−1(X ik−1)− ˆXk/k−1][ fk−1(X ik−1)− ˆXk/k−1]t (4.13)
La pdf pre´dite p(Xk/Zk−1) est repre´sente´e par un ensemble de N e´chantillons :
X ik/k−1 = fk−1(X ik−1) (4.14)





W ik−1hk(X ik/k−1) (4.15)
et la mise a` jour est effectue´e par les relations suivantes :
˜Xk/k = ˆXk/k−1 + Kk(Zk− ˆZk/k−1) (4.16)
˜Pk/k = ˆPk/k−1−KkSkKtk (4.17)
ou`
Kk = PxzS−1k (4.18)
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W ik−1(hk(X ik/k−1)− ˆZk/k−1)(hk(X ik/k−1)− ˆZk/k−1)t (4.21)
Toutes les me´thodes base´es sur ce type de filtre ne diffe´rent que par la se´lection des e´chantillons
(nombre, valeur, poids).
En re´sume´, si la pdf p(Xk/Zk) peut eˆtre approxime´e par une gaussienne, les me´thodes s’appuyant
sur les filtres de Kalman de´livrent des estimations optimales/sous optimales selon les conditions de
line´arite´/non-line´arite´ des mode`les d’e´tat 4.1 et de mesure 4.3.
4.1.3 Filtre a` particules
Le filtrage particulaire, de´veloppe´ a` l’origine dans [45], connaıˆt actuellement un fort
de´veloppement dans de nombreux domaines (vision, localisation, navigation, robotique,...), en
particulier dans le pistage multi-cibles.
Ce filtrage est une me´thode se´quentielle de Monte-Carlo dans laquelle des particules parcourent
l’espace d’e´tat de manie`re inde´pendante, et interagissent sous l’effet d’une fonction de vraisemblance
qui concentre automatiquement les particules dans les re´gions d’inte´reˆt de l’espace d’e´tat. En fait,
a` chaque instant k, une particule a` d’autant plus de chance de se reproduire a` l’instant suivant
qu’elle est cohe´rente avec l’observation courante. Cette me´thode a l’avantage de ne pas ne´cessiter
de contraintes line´aires ou gaussiennes sur le mode`le. De plus, elle est tre`s facile a` imple´menter,
puisqu’il suffit de savoir simuler de manie`re inde´pendante diffe´rentes trajectoires du mode`le.
Pour de´tailler cet algorithme, supposons que l’on soit capable de simuler NS e´chantillons ale´atoires a`
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ou` δ est une fonction de Dirac. Cette approximation converge vers la densite´ de probabilite´ si NS est
suffisamment grand (loi des grands nombres)[31].
Cependant, il est habituellement impossible d’e´chantillonner efficacement a` partir de p(X0:k/Z1:k) a`
chaque instant k puisque cette distribution n’est pas connue et doit eˆtre estime´e. Une solution consiste
a` e´chantillonner a` partir d’une distribution connue q(X0:k/Z1:k). C’est le principe d’e´chantillonnage
d’importance (Importance Sampling [32]). On introduit une densite´ d’importance (fonction d’im-
portance) q(.) telle que p(.) ∝ q(.), a` partir de laquelle on e´chantillonnera NS particules. Alors, une
















ou` les w˜i0:k,wi0:k sont respectivement les poids non normalise´s et les poids normalise´s.
Cette me´thode n’est cependant pas ade´quate pour une estimation re´cursive. En effet, on a besoin
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d’avoir toutes les mesures Z1:k pour estimer p(X0:k/Z1:k). La me´thode pre´ce´dente peut eˆtre modifie´e
pour qu’il devienne possible de calculer l’estime´e de p(X0:k/Z1:k) sans utiliser tout l’historique de
l’e´tat. Il faut choisir la densite´ d’importance telle que :
q(X0:k/Z1:k) = q(X0:k−1/Z1:k−1)q(Xk/X0:k−1,Z1:k) (4.26)




































De plus, on n’a besoin que d’une estimation de p(Xk/Z1:k). On ne garde donc en me´moire que X ik.
Les se´quences X i0:k−1 et l’historique des mesures Z1:k−1 ne sont plus ne´cessaires. La formule de













Cet algorithme consiste donc en la propagation re´cursive des particules et de leurs poids associe´s a`
chaque re´ception de mesure.
Cependant, un proble`me commun a` tous ces types d’algorithmes est le phe´nome`ne de de´ge´ne´rescence
des particules. En effet, apre`s quelques ite´rations, les descendants d’une meˆme particule qui a e´te´
multiplie´e occupent toutes la meˆme position. Toutes ces particules ont un poids ne´gligeable sauf une.
Une mesure caracte´ristique de cette de´ge´ne´rescence est de´finie par [70] :









est de´fini comme ”poids vrai”. Cependant, on ne peut pas l’e´valuer exactement.
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On utilise donc un estime´e de Ne f f qui peut eˆtre obtenu par :








La de´ge´ne´rescence est d’autant plus forte que ˆNe f f est petit. Une approche brute pour re´duire ce
phe´nome`ne est d’augmenter conside´rablement NS, ce qui est le plus souvent impraticable. Plusieurs
me´thodes pour re´duire ce phe´nome`ne existent. La premie`re consiste a` effectuer un choix ade´quate
pour la fonction d’importance. La seconde repose sur l’utilisation d’un re´e´chantillonnage. Toutes
les variantes du filtrage particulaire se diffe´rencient par le choix de la densite´ d’importance et/ou la
modification du re´e´chantillonnage.
Une me´thode consiste a` choisir la densite´ d’importance de telle fac¸on qu’elle minimise la variance
des poids d’importance conditionnellement a` la trajectoire simule´e et aux mesures Z0:k. Cette












Cela semble eˆtre le meilleur choix pour la fonction d’importance puisque celle ci permet un calcul
des poids de manie`re intuitive et simple. Dans la suite, cette densite´ d’importance sera conserve´e.
Une autre me´thode consiste a` re´e´chantillonner les particules quand le phe´nome`ne de de´ge´ne´rescence
est significatif. Pour ceci, si ˆNe f f < seuil, on tire (avec remplacement) NS particules parmi le jeu
courant, de fac¸on a` favoriser les particules de plus forte vraisemblance (de plus fort poids). Le poids
affecte´ a` chaque particule est alors fixe´ a` l’inverse du nombre de particules. Meˆme si cette me´thode
re´duit le phe´nome`ne de de´ge´ne´rescence, d’autres proble`mes apparaissent. En effet, les particules de
plus fort poids sont statistiquement se´lectionne´es plusieurs fois ce qui provoque la perte de diversite´
a` travers les particules. Les particules ne sont concentre´es qu’autour d’un seul point. Des techniques
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existent pour re´soudre ce proble`me : ”resample move algorithm [44]”, ”regularisation [81]”.
De nombreuses variantes du filtrage particulaire utilisant le re´e´chantillonnage sont de´crites dans
[51]. Une des variantes les plus courantes, consiste a` effectuer un re´e´chantillonnage syste´matique
(meˆme si ˆNe f f > seuil). On parle ici de filtre SIR (Sampling Importance Resampling) ou encore de
” bayesian bootstrap ” [45]. Les hypothe`ses e´mises pour l’utilisation de cet algorithme sont limite´es.
Il faut premie`rement connaıˆtre les fonctions caracte´risant la dynamique de l’e´tat et des mesures (4.1
et 4.3 respectivement). Il faut ensuite pouvoir e´chantillonner a` partir de la distribution du bruit et de
p(Xk/X ik−1) utilise´e ici comme densite´ d’importance. En effet, un e´chantillon X ik de p(Xk/X ik−1) peut
eˆtre engendre´ par la ge´ne´ration d’un e´chantillon de bruit V ik−1 a` partir de pVk−1(Vk−1) d’une part et
par l’utilisation du mode`le de´fini en 4.1 : X ik = Fk(X ik−1,V ik−1) d’autre part.




Il faut donc connaıˆtre aussi la fonction de vraisemblance. On de´signe par :
pWk(Zk−Hk(X ik)) (4.35)
la fonction de vraisemblance, qui quantifie l’ade´quation de chaque particule X ik par rapport a`
l’observation courante Zk : cette fonction de´pend de l’e´cart Zk−Hk(X ik) entre l’observation Hk(X ik) a`
laquelle on s’attend si le syste`me occupait l’e´tat X ik, et l’observation re´elle Zk [68] : c’est l’innovation.
Avant chaque re´e´chantillonnage, les poids calcule´s a` partir de la vraisemblance 4.34 sont normalise´s.
L’algorithme ci-dessous de´crit deux variantes du filtrage particulaire suivant la me´thode de
re´e´chantillonnage effectue´e.
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INITIALISATION (i) k = 0
Un jeu de NS particules est ge´ne´re´ a` partir de la valeur initiale du vecteur d’e´tat X0
X ik ∼ p(X0)
Chaque poids est calcule´ en fonction de la vraisemblance : c’est la ponde´ration
wi0 = pW0(Z0−H0(X i0)),∀i = 1, ...,NS
a` tout instant k ≥ 1
PREDICTION (ii)
On ge´ne`re des e´chantillons de bruit sur l’e´tat
V ik ∼ pVk(.),∀i = 1, ...,NS
chaque particule est donne´e par
















,∀i = 1, ...,NS
REECHANTILLONNAGE (iv)
Importance Sampling Sampling Importance Resampling
Bayesian Bootstrap





< seuil on tire (avec remplacement)
on tire (avec remplacement) NS particules parmi le jeu courant
NS particules parmi le jeu courant ∀i,wik = 1NS
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4.2 Performances des estimateurs re´cursifs : borne de Cramer Rao a
posteriori
Le choix de la me´thode d’estimation a` appliquer est guide´ par sa performance. Pour un syste`me
qui ve´rifie les conditions gaussienne et de line´arite´, alors le filtre de Kalman est optimal. Cependant,
dans le cas non line´aire, on ne peut pas conclure sur l’optimalite´ du syste`me. On utilise donc des com-
paraisons avec des bornes caracte´risant la performance optimale. On a vu, dans 3.2.5.2, qu’il existait
une borne infe´rieure sur la variance des erreurs dans le cas d’estimations de parame`tres de´terministes.
Cette notion a e´te´ e´tendue dans le cas d’estimation de variables ale´atoires [100] : borne de Cramer
Rao a posteriori2 . Plus re´cemment, dans [98], l’auteur propose une formule re´cursive pour le calcul
de cette borne.
4.2.1 Calcul re´cursif de la matrice d’information de Fisher
On conside`re le syste`me de´fini par le mode`le d’e´volution et le mode`le de mesure de´finis
respectivement en 4.1 et 4.3. Si ˆXk/k est un estimateur non biaise´ de Xk, calcule´ a` partir de la se´quence
de mesures Zk = z1, ...,zk et de la connaissance de p(X0) (pdf initiale), alors la matrice de covariance
de ˆXk/k, note´e Pk/k admet une borne minimale donne´e par :
Pk/k
∆
= E{( ˆXk/k−Xk)( ˆXk/k−Xk)t} ≥ J−1k (4.36)
ou` la matrice Jk est la matrice d’information de Fisher que l’on cherche a` de´terminer.
4.2.1.1 Cas ge´ne´ral
Tichavsky et al [98] proposent une me´thode pour calculer Jk re´cursivement :
Jk+1 = D22k −D21k (Jk + D11k )−1D12k (4.37)
ou`
D11k = E{−∆XkXk log p(Xk+1/Xk)} (4.38)
2PCRB : Posterior Cramer Rao Bound
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avec ∆ΞΘ = ∇θ∇tΞ
D12k = E{−∆Xk+1Xk log p(Xk+1/Xk)} (4.39)
D21k = E{−∆XkXk+1 log p(Xk+1/Xk)}= [D12k ]t (4.40)
D22k = E{−∆Xk+1Xk+1 log p(Xk+1/Xk)}+ E{−∆Xk+1zk+1 log p(zk+1/Xk+1)} (4.41)
Les espe´rances E{.} dans (4.38), (4.39), et (4.40) sont calcule´es a` partir de Xk et Xk+1 alors que celle
utilise´e dans l’e´quation (4.41) est e´value´e a` partir de Xk, Xk+1 et zk+1.
4.2.1.2 Cas de Bruit gaussien
Le syste`me est de´fini par :
Xk+1 = fk(Xk)+ vk
zk+1 = hk+1(Xk+1)+ wk+1
(4.42)
ou` les bruits vk et wk+1 sont des bruits blanc, gaussiens et inde´pendants. Leurs covariances respectives
sont donne´es par Qk et Rk+1. On montre facilement que dans ce cas :
D11k = E{ ˜Ftk Q−1k ˜Fk} (4.43)
ou`
˜Fk = [∇Xk f tk(Xk)]t (4.44)
est la matrice jacobienne de fk(Xk) e´value´e a` la vraie valeur Xk.
D12k =−E{ ˜Ftk}Q−1k = [D21k ]t (4.45)
D22k = Q−1k + E{ ˜Htk+1R−1k+1 ˜Hk+1} (4.46)
ou`
˜Hk+1 = [∇Xk+1htk+1(Xk+1)]t (4.47)
est la matrice jacobienne de hk+1(Xk+1) e´value´e a` la vraie valeur de Xk+1. Le proble`me est de calculer
les espe´rances qui apparaissent dans (4.46), (4.45) et (4.43). Ne´anmoins, une approximation de Monte
Carlo pourra eˆtre applique´e. On cre´era un ensemble de re´alisations de vecteurs d’e´tats, trajectoires, et
l’espe´rance sera calcule´e sur la moyenne de cet ensemble.
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4.2.1.3 Cas line´aire et gaussien
Le cas line´aire et gaussien est donne´ par le syste`me 4.42 avec :
fk(Xk) = FkXk (4.48)
hk+1(Xk+1) = Hk+1Xk+1 (4.49)
En remarquant que les jacobiens sont maintenant donne´s par :
˜Fk = Fk (4.50)
˜Hk+1 = Hk+1 (4.51)
on montre que :
D11k = F
t
k Q−1k Fk (4.52)
D12k =−Ftk Q−1k = [D21k ]t (4.53)
D22k = Q−1k + Htk+1R−1k+1Hk+1 (4.54)
Finalement, l’e´quation re´cursive pour la matrice de Fisher est :
Jk+1 = Q−1k + Htk+1R−1k+1Hk+1−Q−1k Fk(Jk + Ftk Q−1k Fk)−1F tk Q−1k (4.55)
Si on suppose que la matrice de covariance est telle que P−1k/k = J
−1
k alors en utilisant le lemme
d’inversion matricielle3 on montre que :
P−1k+1/k+1 = (Qk + FkJ−1k Ftk )−1 + Htk+1R−1k+1Hk+1 (4.56)
Une nouvelle application du lemme d’inversion matricielle montre que :
Pk+1/k+1 = Pk+1/k−Pk+1/kHtk+1(Hk+1Pk+1/kHtk+1 + Rk+1)−1Hk+1Pk+1/k (4.57)
On retrouve, dans ce cas, l’e´quation de Kalman pour la covariance sur les erreurs d’estimation de´finie
par :
3(A+BCBt)−1 = A−1−A−1B(BtA−1B+C−1)−1BtA−1
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Pk+1/k+1 = Pk+1/kKk+1Sk+1Ktk+1 (4.58)
avec
Sk+1 = Hk+1Pk+1/kHtk+1 + Rk+1 (4.59)
et
Kk+1 = Pk+1/kHtk+1S−1k+1 (4.60)
Dans le cas line´aire et gaussien, l’utilisation des e´quations de Kalman rend l’estimateur efficace, i.e.
la borne de Cramer Rao est atteinte pour la covariance sur les erreurs.
4.2.1.4 Cas de´terministe
En l’absence de buit, l’e´volution de l’e´tat est comple´tement de´terministe. Les espe´rances n’ont
plus besoin d’apparaıˆtre et on a comme forme re´cursive l’e´quation suivante :
Jk+1 = [ ˜F−1k ]





4.2.2 PCRB dans le cas line´aire : distribution beta et gaussienne
4.2.2.1 Calcul de la borne
cas gaussien : voir 4.2.1.2
cas beta Si les mesures sont borne´es par un intervalle, i.e Z ∈ [PL,PH ], la distribution la plus











ou` ∆P = PH−PL ; λ1, λ2 sont des parame`tres de forme et le symbole Γ repre´sente la fonction gamma.
La figure 4.3 repre´sente cette fonction pour λ1 = λ2 = 1.1, PL = 22.5 et PH = 45. On suppose ici que la
mesure est une distance comprise entre PL et PH (observations de distance radiale donne´e par le radar
par exemple). On souhaite maintenant calculer la borne de Cramer Rao du syste`me de´finie ci-dessous :
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Figure 4.3 — La densite´ de probabilite´ de la mesure : distribution beta
Xk+1 = FXk + vk
Zk+1 = HXk+1 + wk
(4.63)




















pour un mode`le a` vitesse constante et H = Id2. Pour le bruit, on suppose qu’il est gaussien pour
l’e´volution. Du coˆte´ des mesures, le bruit suit une loi de distribution beta pour la distance radiale et




 w1k ∼ β(λ1,λ2)
w2k ∼ N(0,σ2r˙obsk )

 (4.66)
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ou` G = [T 2/2T ]T et Q = σ2r¨ . L’utilisation de la formule re´cursive donne´e en 4.37 et des conditions
propres a` notre syste`me montre que :
D11k = F
t(GQGt)−1F (4.67)
D12k =−Ft(GQGt)−1 = [D21k ]t (4.68)
D22k = (GQGt)−1 + E{−∆Xk+1Xk+1 log p(Zk+1/Xk+1)} (4.69)
En posant Bk = E{−∆Xk+1Xk+1 log p(Zk+1/Xk+1)} et en utilisant le lemme d’inversion matricielle on
de´montre que :
Jk+1 = Bk +(GQGt + FJ−1k Ft)−1 (4.70)
Le calcul de Bk est donne´ ci-dessous. Etant donne´ notre syste`me, en particulier le mode`le de bruit sur

































































Cependant, dans le cas ou` les de´nominateurs s’annulent, i.e. l’e´tat rencontre les bornes, alors les
termes non nuls de Bk tendent vers l’infini. Il en re´sulte une convergence rapide de la pcrb de rk
vers ze´ro. Pour contourner, ce proble`me on suppose que si |rK+1−Pl(robsk )| < ℓ alors Pl(robsk) =
Pl(robsk )−κ et ∆P = ∆P+ κ ; et si |rK+1−Pl(robsk)−∆P|< ℓ alors ∆P = ∆P+ κ.
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4.2.2.2 Simulation : sce´nario en ligne droite
On propose ici d’e´valuer la PCRB pour l’estimation de distance et vitesse radiale dans le cas ou`
la mesure est issue du radar. On conside`re ici que le bruit sur l’observation de distance radiale suit
une distribution beta ou gaussienne, celui de la vitesse radiale est conside´re´ gaussien. Le sce´nario
e´tudie´ est un sce´nario de suivi en ligne droite. On suppose qu’un ve´hicule s’e´loigne a` une vitesse







Pour le proble`me aux bornes, on utilise ℓ = κ = 1 m. La figure 4.4 repre´sente la racine carre´ de la
pcrb de la distance radiale pour les deux types de distribution. Pour des sce´narios de courte dure´e
(infe´rieure a` 2s ici : de´pend du premier changement de porte), la pcrb est le´ge´rement supe´rieure
pour la distribution beta (environ 1 m). Ne´anmoins, pour les deux types de distributions, les pcrb
convergent (ici vers 0.5 m pour une dure´e de 20s : environ 2500 mesures). Pour la vitesse radiale, la
pcrb est inde´pendante du choix de la distribution effectue´ pour la distance (figure 4.5).
Figure 4.4 — Borne De Cramer Rao de la distance radiale selon la distribution du bruit
Etant donne´ les re´sultats pre´sente´s ci-dessus, on pourra approximer la distribution du bruit sur
l’observation de distance radiale par une gaussienne. La figure 4.6 propose une repre´sentation de la
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Figure 4.5 — Borne De Cramer Rao de la vitesse radiale
gaussienne utilise´e. Ces parame`tres sont donne´s par [19] :





(λ1 + λ2)2(λ1 + λ2 + 1)
(4.79)
Si ∆P = 22.5 et λ1 = λ2 = 1.1 alors σr ≈ 6.29 m.
Le calcul de la pcrb sur r nous a permis de valider le fait que la distribution gaussienne peut eˆtre choi-
sie pour caracte´riser le bruit sur l’observation de distance radiale. Dans la suite, cette approximation
sera utilise´e.
4.2.3 PCRB dans le cas non line´aire
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Figure 4.6 — Distribution gaussienne et beta









On rappelle que les composantes du vecteur Xk sont les caracte´ristiques cine´matiques de la cible
dans un repe`re carte´sien. Les mesures sont les observations de distance et vitesse radiale et de vitesse
angulaire du cap. Le mode`le d’e´volution est de´fini par





1 T 0 0
0 1 0 0
0 0 1 T
0 0 0 1

 (4.83)
et vk ∼ N(0,Qk).
Le mode`le non line´aire est :
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et wk ∼ N(0,Rk). Les bruits vk et wk sont conside´re´s inde´pendants.
4.2.3.1 Calcul de la borne
Le calcul de la borne est donne´ dans 4.2.1.2 puisque l’on travaille dans le cas gaussien. On a
donc dans le cas ou` fk est line´aire et hk non line´aire :




k Q−1k Fk (4.89)
D12k =−Ftk Q−1k = [D21k ]t (4.90)
D22k = Q−1k + E{ ˜Htk+1R−1k+1 ˜Hk+1} (4.91)
ou`
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4.2.3.2 Simulation : sce´nario en virage
On propose ici d’e´valuer la PCRB pour l’estimation des caracte´ristiques cine´matiques de la cible
dans un repe`re carte´sien. Le sce´nario spe´cifie´ permet de pre´ciser les performances optimales dans le
cas du suivi d’un obstacle en virage, a` partir d’observations de distance et vitesse radiale et vitesse
angulaire de cap. La cible se de´place a` la vitesse v = 10 m/s le long d’une clothoide de´finie par
le rayon de courbure R. Selon le bruit de mesure sur la vitesse angulaire, on calcule les pcrbs des
composantes du vecteur d’e´tat. Les figures 4.7, 4.8 de´crivent respectivement ces re´sulats. La pcrb sur
x est fortement de´pendante de la pre´cision que l’on a sur ω pour des sce´narios d’une dure´e infe´rieure
a` 60 s. Pour un sce´nario d’une dure´e de 120 s, la pcrb converge vers la meˆme valeur quelquesoit la
variance sur ω. En de´but de sce´nario, le mouvement e´tant longitudinal, la pcrb sur x augmente. Pour
la distance et la vitesse suivant y, on s’aperc¸oit que les pcrbs sont identiques (a` 10 cm pre´s) et ont
tendance a` augmenter puisqu’en fin de sce´nario le mouvement du ve´hicule tend vers un mouvement
plus transversal que longitudinal. L’initialisation de la matrice de Fisher J0, est donne´e a` partir de la
matrice de covariance initiale P0 :
J0 = P−10 =


1.4 0 0 0
0 5 0 0
0 0 1 0





Ensuite, on analyse l’effet du rayon de courbure sur la pcrb. Les figures 4.9 et 4.10 montrent les
pcrbs obtenues pour diffe´rents R. Plus on tend vers un sce´nario en ligne droite, plus la performance
sur l’estimation de x diminue. En effet, les mouvements selon l’axe x (transversaux) sont quasiment
nuls pour une cible se de´plac¸ant sur une courbe qui tend vers la ligne droite.
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Figure 4.7 — PCRB de x et vx en fonction de σω (rad/s)
Figure 4.8 — PCRB de y et vy en fonction de σω (rad/s)
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Figure 4.9 — PCRB de x et vx en fonction du rayon de courbure
Figure 4.10 — PCRB de y et vy en fonction du rayon de courbure
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4.3 Gestion des pistes
4.3.1 Association des pistes
Dans la partie pre´ce´dente, nous avons pre´sente´ deux types de filtres de poursuite qui permettent
une estimation de l’e´tat de l’obstacle a` suivre. Ces filtres ont pour roˆle de suivre une trajectoire e´tant
donne´es les observations qui lui sont associe´es. Dans de nombreuses applications radar, par exemple,
les mesures ne sont pas seulement issues des cibles a` suivre mais aussi du bruit et d’objets divers
(barrie`res de se´curite´, panneaux, terrain, ...). Il est donc ne´cessaire de se´lectionner les mesures, si
elles existent, correspondant le mieux a` la piste. Les mesures non de´sire´es sont ge´ne´ralement qua-
lifie´es de ”clutter”. De plus, dans un contexte multipiste, les mesures peuvent eˆtre issues de plusieurs
cibles. Les cibles peuvent, a` tout instant, rentrer et sortir de la zone de surveillance du capteur. Un
capteur a rarement une probabilite´ de de´tection PD = 1 et une probabilite´ de fausses alarmes PF = 0.
Dans ce contexte, de nombreux crite`res, pour prendre la de´cision d’associer des mesures ou une me-
sure a` une piste, existent. Ces crite`res de´pendent essentiellement de la complexite´ de la taˆche du
pistage, comme par exemple le nombre de pistes, les manoeuvres effectue´es par les obstacles, le
nombre de fausses alarmes. Dans un contexte de pistage en pre´sence de ”clutter”, une des premie`res
phase essentielle pour l’association de donne´e est le feneˆtrage [8]. Le feneˆtrage permet de ne pas
prendre en conside´ration les mesures qui sont loin de la mesure pre´dite et de se´lectionner les me-
sures ayant la plus forte probabilite´ d’entretenir la piste. Apre`s cette se´lection de mesures, il est
ne´cessaire de faire des choix quant aux associations e´ventuelles. De nombreuses me´thodes existent
dans la litte´rature. On pourra citer par exemple comme me´thode d’association la me´thode simple du
plus proche voisin (PPV) [37] qui est une me´thode a` hypothe`se unique [55]. Ce type de me´thode
sous-optimale, est adapte´ aux environnements contenant peu d’e´ve´nements et connaıˆt de faibles per-
formances en pre´sence de ”clutter”. Dans [8], les auteurs de´crivent une me´thode optimale, d’un point
de vue baye´sien, pour l’association de donne´es. Cette me´thode ne´cessite la connaissance de toutes
les mesures de l’instant initial a` l’instant courant et utilise le the´ore`me des probabilite´s totales. Cette
me´thode ne peut donc pas eˆtre imple´mente´e puisque le nombre d’hypothe`ses croient exponentielle-
ment avec le temps.
D’autres me´thodes sous-optimales, ont donc e´te´ propose´es. Ces me´thodes peuvent eˆtre classe´es en
deux classes [80] : mono-scan et multi-scan. Les algorithmes mono-scan (PDAF, JPDAF [8]) de´livrent
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un e´tat estime´ courant a` partir d’un e´tat pre´ce´dent et d’hypothe`ses sur l’origine de la de´tection a` l’ins-
tant courant. Au contraire les algorithmes multi-scan (Multiple Hypothesis Tracking [85], VDA [91])
construisent l’e´tat estime´ courant a` partir d’hypothe`ses sur les mesures courantes et pre´ce´dentes. Le
nombre d’hypothe`ses a` sauvegarder est fixe´. Ces algorithmes sont ge´ne´ralement plus efficaces quand
la probabilite´ de de´tection PD est faible et que les ”clutters” sont nombreux ou non homoge`nes.
Pour nos capteurs, dont les probabilite´s de fausses alarmes sont faibles, on utilisera essentiellement
une me´thode d’association base´e sur la recherche du plus proche voisin.
4.3.1.1 Feneˆtrage
Le but de cette se´lection de mesure est d’inte´grer au filtre les bonnes mesures et e´viter les calculs
inutiles en cas de pre´sence de ”clutters”. Cette me´thode e´limine les mesures qui sont ”loin” de la
mesure pre´dite issue du filtrage. Le feneˆtrage est effectue´ pour chaque piste et a` chaque instant par la
de´finition d’une zone de surveillance appele´e feneˆtre (ou re´gion d’inte´reˆt). Une seule ou l’ensemble
des mesures pre´sentes dans cette re´gion est se´lectionne´ pour l’association, les autres sont ignore´es.
La taille de la feneˆtre influence le nombre de mesures valide´es. Si on choisit une feneˆtre trop petite
alors la probabilite´ d’e´liminer la mesure provenant de la cible augmente, ce qui peut provoquer la
perte de la piste. Au contraire, si la taille est trop grande, un grand nombre de mesures ne provenant
pas de la piste est utilise´. Cela tend a` augmenter les calculs et a` de´te´riorer la pre´cision du pistage. Un
re´sume´ de diverses me´thodes de feneˆtrage est donne´ dans [15]. La plupart de ces me´thodes utilise
des styles de feneˆtres ellipsoı¨daux(voir figure 4.11).
La feneˆtre est forme´e de telle fac¸on que la probabilite´ qu’une mesure, issue de la cible, soit dans la
feneˆtre de validation, a` condition que la cible existe et soit de´tecte´e, est donne´e par une probabilite´
PG e´value´e a` partir des caracte´ristiques statistiques de la piste. Puisque la taille ou le volume de la
re´gion de´pendent de la pre´cision du pistage, la feneˆtre varie a` chaque instant et pour chaque piste.
En supposant que la mesure provienne de la cible est un e´ve´nement de densite´ de probabilite´ normale,
centre´e sur la mesure pre´dite ( ˆZk = H( ˆXk)) i.e. : p(Zk/Z1:k−1) = N( ˆZk,Sk), la feneˆtre de validation G
est de´finie par :
G = {Z/(Z− ˆZk)tS−1k (Z− ˆZk) < γ} (4.94)
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Figure 4.11 — Une feneˆtre ellipsoı¨dale
ou` Sk repre´sente la covariance de l’innovation νk = Z− ˆZk. Le volume de la feneˆtre est donne´e par [8] :
Vm = Cm |γSk|1/2 (4.95)
ou` |γSk| est le de´terminant de γSk et Cm vaut pim/2m
2 !




2 si m est impair. Le
seuil γ est un parame`tre directement issu de la probabilite´ PG. Il est issu des tables du χ2 a` m degre´s
de liberte´ avec un niveau de confiance de N%.
Des techniques de feneˆtrage, ou` les cibles ne suivent pas un mode`le a` vitesse constante (”maneuvering
target”’), sont de´taille´es dans [103]. Dans la plupart des me´thodes de pistage, en pre´sence de ”clutter”,
le volume de la feneˆtre est utilise´ pour mesurer la densite´ de ”clutter” qui est ne´cessaire pour la
caracte´risation des probabilite´s d’associations. Le calcul de ce volume, pour un pistage mono-cible
conside´rant une approximation gaussienne (tel que le filtre a` association probabiliste des donne´es :
PDAF), est donne´ par l’e´quation 4.95 [56]. Cependant, pour un pistage qui approxime la densite´
de probabilite´ a posteriori par une combinaison de gaussiennes ou par un ensemble de particules,
le volume est l’union de toutes les re´gions d’inte´reˆt. Ceci s’applique aussi pour le pistage multi-
cible, puisque meˆme si on utilise une approximation gaussienne (filtre a` association conjointe des
donne´es : JPDAF), les feneˆtres de validation de deux cibles proches se chevauchent. Le calcul du
volume d’une re´gion compose´e de plusieurs hyper-ellipses est donc ne´cessaire. Dans ce contexte,
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des me´thodes de calcul de ce volume sont pre´sente´es dans [79]. Une me´thode consiste a` employer
une simulation de Monte-Carlo qui ge´ne`re des e´chantillons dans une re´gion englobant la feneˆtre et
qui compte la proportion d’e´chantillons appartenant a` la feneˆtre. Une autre me´thode [77] conside`re
comme mesure de chevauchement le nombre de mesures partage´es entres les diffe´rentes feneˆtres.
Apre`s avoir se´lectionner les mesures valides, il faut utiliser une me´thode d’association afin de mettre
a` jour l’estimation de l’e´tat. Ces me´thodes sont diverses suivant le contexte du pistage. Quelques unes
sont pre´sente´es dans la suite.
4.3.1.2 Me´thode du plus proche voisin (PPV)
L’algorithme du plus proche voisin [8], note´ PPV dans la suite, de´termine, par l’utilisation de
distances (traditionnellement euclidienne ou de Mahalanobis), quelle mesure est la plus proche de la
pre´diction et associe cette mesure a` la piste. Cependant, puisque l’on n’associe qu’une seule mesure,
il est parfois possible de ne pas associer la mesure issue de la cible dans diffe´rents cas. Le premier
cas est celui ou` le capteur de´livre des mesures non issues d’un obstacle (voir figure 4.12). Si une telle
mesure appartient a` la feneˆtre de validation, rien ne dit qu’elle ne sera pas la plus proche.
Figure 4.12 — Cas 1 : association PPV
De plus, si un capteur de´livre plusieurs mesures pour une seule et meˆme cible, on ne prendra pas
en compte toutes les donne´es de la cible, ce qui peut entraıˆner une perte de pre´cision du syste`me de
pistage.
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Le choix du calcul de distance (euclidienne, Mahalanobis) peut conduire a` des associations incor-
rectes. Dans le cas de la figure 4.13, la donne´e sera associe´e a` la piste de gauche en conside´rant une
distance de Mahalanobis alors qu’elle est plus proche de celle de droite en conside´rant une me´trique
euclidienne. Au contraire, pour le cas de la figure 4.14, la donne´e sera associe´e avec la piste de droite
en conside´rant une distance euclidienne alors qu’elle est plus proche de celle de gauche en conside´rant
une distance de Mahalanobis. Afin de palier ce proble`me, une nouvelle distance a e´te´ propose´e dans
[55] : c’est une ponde´ration entre les distances euclidienne et de Mahalanobis, en fonction de la taille
de la feneˆtre de validation.
Figure 4.13 — Cas 2 : association PPV
Figure 4.14 — Cas 3 : association PPV
Dans le cas d’un suivi de deux cibles proches ou` les modules de pistage ne communiquent pas entre
eux, cet algorithme peut conduire, dans des cas critiques en particulier le croisement de deux obs-
tacles, a` la perte de suivi d’une piste. Une e´tude re´alise´e par [82] montre que la me´thode PPV a des
performances acceptables pour un syste`me de pistage pre´sentant tre`s peu de ”clutters”. Les auteurs
proposent une comparaison des re´sultats respectifs aux me´thodes d’association utilise´es. Cette com-
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paraison se base sur le temps de vie d’une piste, sur l’erreur moyenne de l’estimation de position
et sur la complexite´ des calculs. Pour des niveaux de ”clutter” faibles, les re´sultats prouvent que la
me´thode PPV propose un temps de vie supe´rieure aux autres me´thodes, une erreur d’estimation de
position e´quivalente aux autres me´thodes, et une complexite´ moindre. Dans le cas d’une pre´sence
importante de ”clutters” ces performances se de´gradent puisqu’on n’utilise qu’une seule mesure de la
feneˆtre de validation.
4.3.2 Initialisation et mort des pistes : vraies ou fausses pistes
Ces briques d’un syste`me de pistage de´pendent fortement du contexte et des capteurs. En ef-
fet, les syste`mes d’association de donne´es e´voluent dans des situations ou` les mesures ne sont pas
certaines. On sait que dans de nombreuses applications, notamment radar, les mesures peuvent pro-
venir de cibles ou de fausses de´tections (divers objets, terrain, bruit thermique,...). Dans des contextes
multicibles, les mesures peuvent provenir d’une cible ou d’une autre. Dans de telles conditions, un
syste`me d’initialisation des pistes cre´e des vraies pistes (a` partir des mesures d’une cible) et des
fausses pistes (a` partir des fausses mesures). Durant l’ope´ration de maintenance des pistes, une vraie
piste peut devenir fausse si la de´tection n’a pas eu lieu, ou si le filtre utilise´ ne mode´lise pas les ma-
noeuvres effectue´es par la piste. De fac¸on e´quivalente, une fausse piste peut devenir une vraie piste si
les mesures issues d’une cible sont utilise´es pour la mise a` jour. Il est donc ne´cessaire de distinguer
les vraies des fausses pistes. Quand une piste est conside´re´e comme vraie, elle est inte´gre´e au trai-
tement suivant. Quand une piste est conside´re´e comme fausse, on dit qu’elle est morte ou termine´e.
Pour distinguer un fausse piste d’une vraie, les syste`mes de pistage utilisent en ge´ne´ral une mesure de
qualite´ pour la piste conside´re´e. Les divers algorithmes de pistage utilisent des noms diffe´rents pour
cette mesure de qualite´. On parlera d’une fonction de score de piste (”track score function”) pour le
MHT (Multiple Hypothesis Tracking)[15], d’une probabilite´ d’existence de piste pour le IPDA (Inte-
grated Probability Data Association) [78] ou de probabilite´ de de´tection de piste pour le IMM-PDA
(Integrated Multiple Model Probability Data Assocation)[7]. La proce´dure usuelle est de conside´rer
une piste comme vraie si sa qualite´ est au-dessus d’un seuil : on parlera de seuil de confirmation. Elle
conside`re, de plus, qu’une piste est fausse si sa qualite´ est infe´rieure a` un seuil : on parlera de seuil
de terminaison. Dans de nombreux cas, ces diffe´rents seuils sont constants. Cependant, dans [9], les
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auteurs proposent des seuils qui e´voluent avec l’aˆge de la piste. L’initialisation et la terminaison des
pistes sont donc base´es sur une mesure de qualite´. Cette mesure de´pend fortement du contexte et sera
de´crite dans nos applications suivant les capteurs utilise´s.
4.4 Application : simulation de suivi d’obstacles par Lidar et Radar
Pour les deux types de capteur, on choisit de construire un composant fonctionnel pour chaque
taˆche diffe´rente du pistage. On aura donc une brique pour la ”vie des pistes”, une brique pour l’as-
sociation de donne´es et une brique pour l’estimation. On traite ici les re´sultats sur l’estimation des
caracte´ristiques cine´matiques de l’obstacle. On suppose que l’initialisation et que l’association de
donne´es sont re´alise´es. Les re´sulats sur ces briques seront appre´hende´s dans le chapitre sur les
re´sultats expe´rimentaux (6). On admet donc que les observations sont issues d’une seule et meˆme
cible et que la probabilite´ de non de´tection des capteurs est nulle. On aborde ici deux cas de sce´nario :
la ligne droite et le virage. On supposera, parfois, que l’on a acce´s a` la courbure de la route a` l’endroit
conside´re´ ; en particulier dans le cas de l’estimation a` partir des observations radar seules.
4.4.1 Estimation par lidar


















pour un mode`le d’e´volution a` vitesse constante. Pour un mode`le a` acce´le´ration constante on inclut
l’acce´le´ration longitudinale et transversale au vecteur d’e´tat. Les deux mode`les d’e´volution utilise´s
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sont donc :
– un mode`le a` vitesse constante :





1 ∆t 0 0
0 1 0 0
0 0 1 ∆t













Le bruit sur le mode`le est conside´re´ ici comme e´tant l’acce´le´ration. Il est caracte´rise´ par sa
matrice de covariance Q dont les e´le´ments diagonaux pourront eˆtre fixe´s par l’e´tude re´lise´e en
3.2.3.
– un mode`le a` acce´le´ration constante :
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Le bruit sur le mode`le est conside´re´ ici comme e´tant le jerk (de´rive´e de l’acce´le´ration). Il est
caracte´rise´ par sa matrice de covariance Q.
4.4.1.1 sce´nario ligne droite
On suppose ici qu’un cible s’e´loigne a` la vitesse v = 5 m/s de l’observateur. Sa trajectoire suit
une ligne droite. On ge´ne`re des observations toutes les ∆tlidar = 600 m/s. Les mesures sont calcule´es
a` partir de la vraie valeur en affectant du bruit a` celle ci selon les caracte´ristiques du capteur. La figure
4.15 illustre les mesures ge´ne´re´es et la vraie trajectoire. Les figures 4.16 4.17 repre´sentent les erreurs
Figure 4.15 — Description de la trajectoire et des observations bruite´es
au sens des moindres carre´s sur l’estimation des composantes cine´matiques. Au vu de ces figures, les
deux mode`les sont e´quivalents pour l’estimation de la position. Ne´anmoins, le mode`le a` acce´le´ration
constante ge´ne`re une erreur moindre pour l’estimation des vitesses. La pre´cision sur les vitesses e´tant
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faible, quelque soit le mode`le, le choix du mode`le sera guide´ par l’application conside´re´e.
Figure 4.16 — Erreur sur x et x˙ pour les deux mode`les
Figure 4.17 — Erreur sur y et y˙ pour les deux mode`les
4.4.1.2 sce´nario en virage
Le sce´nario utilise´ est celui de´finie en 3.2.5.1. Les figures 4.18 et 4.19 renseignent sur la rmse sur
les diffe´rentes composantes du vecteur d’e´tat. De manie`re identique au sce´nario en ligne droite, on
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peut dire que le choix du mode`le est pratiquement sans influence sur l’erreur de position. Cependant,
la pre´cision sur la vitesse e´tant moindre pour le mode`le a` acce´le´ration constante pour un sce´nario en
virage, on utilisera ce type de mode`le.
Figure 4.18 — Erreur sur x et x˙ pour les deux mode`les
Figure 4.19 — Erreur sur y et y˙ pour les deux mode`les
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4.4.2 Estimation par radar
On rapelle que le radar de´livre des observations radiales toutes les 8 ms. La mesure de distance
est caracte´rise´e par une observation de porte distance et la mesure de vitesse par un indice vitesse. Le







La de´finition du mode`le d’e´volution est de´pendante de l’application a` re´aliser. En effet, si le sce´nario
est un sce´nario en ligne droite, l’estimation de r et r˙ pourra eˆtre suffisante dans un contexte d’anti-
collision. Par contre pour la gestion des interdistances, en particulier pour le suivi en virage, l’estima-
tion des positions et des vitesses carte´siennes sera ne´cessaire.
4.4.2.1 Estimation line´aire a` partir des observations de distance et vitesse radiale
On utilise ici un mode`le d’e´volution a` vitesse constante dont le vecteur d’e´tat est e´quivalent au
vecteur de mesures. Le proble`me est donc line´aire, on exploitera donc un filtre de Kalman. La figure
4.20 de´crit la de´finition du sce´nario et en particulier les observations effectue´es (mesure de porte
distance). La figure 4.21 renseigne sur la rmse de r. On remarque que l’on est capable d’estimer la
Figure 4.20 — Sce´nario pour la distance radiale
distance radiale avec environ 1 m de pre´cision pour un sce´nario de 5 s environ. La performance est
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Figure 4.21 — Erreur sur r : covariance kalman et rmse
donc moindre que celle obtenue par re´gression line´aire (voir 3.2.1 : ≈ 0.5 m pour une dure´e de 1.2 s).
Afin d’ame´liorer la pre´cision sur la distance, on pourra initialiser le filtre par les composantes issues
de la re´gression line´aire.
4.4.2.2 Estimation non line´aire : sce´nario en virage
Le sce´nario pre´sente´ ici est un sce´nario d’estimation se´quentielle de la trajectoire d’une cible qui
roule dans un virage. Le sce´nario pourra s’inclure dans un syste`me de gestion des interdistances,
en particulier dans un contexte de suivi en virage. On suppose ici qu’une cartographie GPS pre´cise
de la route nous permet de connaıˆtre la courbure de la route a` l’endroit conside´re´. A partir de cette
courbure R et de la vitesse v de la cible , la vitesse angulaire du cap du ve´hicule sera calcule´e :
ω = v/R. Les observations sont les mesures issues du radar : r et r˙. Avant l’estimation se´quentielle de
la trajectoire, on proce`de par re´gression line´aire pour estimer de manie`re pre´cise la distance radiale
du ve´hicule. On supposera pour l’initialisation du filtre que les composantes y0 et y˙ sont donne´es par
r et r˙ issue de la re´gression. La matrice de covariance, pour y et y˙, sera initialise´e par l’estimation de
l’erreur donne´e par la re´gression. Pour l’initialisation sur les composantes x et x˙, on suppose que la
cible se de´place au centre de sa voie (largeur 5 m). On pourra en utilisant la cartographie de la route
ge´ne´rer des observations sur x centre´es sur la voie et de covariance σx = 1.4 m(voir 4.79). La vitesse
transversale intiale est conside´re´e nulle. Sa covariance est fixe´e a` σx˙ = 10 m/s.
Le mode`le d’e´volution utilise´ est donne´ par :
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Xk+1 = F(ω)Xk + wk (4.105)













+ wk = h(Xk)+ wk (4.106)
Pour l’estimation se´quentielle, le mode`le de mesure e´tant non line´aire, on utilise un filtre de Kalman
e´tendu ou un filtrage particulaire. Les figures 4.22 et 4.23 pre´sentent les re´sultats sur l’estimation
se´quentielle de la trajectoire du ve´hicule pour les deux me´thodes. Les donne´es, repre´sente´es en jaune,
caracte´risent les observations bruite´es faites sur x. La trajectoire re´elle du ve´hicule est en rouge.
Les bords gauche et droit sont en vert. L’estimation de la trajectoire est donne´e en noir. Ces figures
montrent que l’on est capable de reconstruire la trajectoire d’une manie`re se´quentielle pre´cise a` partir
d’observations bruite´es, en particulier sur x et r.
Figure 4.22 — Estimation de la trajectoire par filtre de kalman e´tendu
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Figure 4.23 — Estimation de la trajectoire par filtrage particulaire
4.5 Conclusion
Dans cette section, on aborde´ le proble`me de l’estimation re´cursive des caracte´ristiques
cine´matiques de la cible a` suivre. Selon, les observations utilise´es, donc les capteurs, les mode`les
mis en jeu sont diffe´rents. Pour les observations laser, le filtrage de Kalman convient puisque ces me-
sures sont pre´cises et line´aires par rapport au vecteur d’e´tat a` estimer. Dans ce cas, aucune hypothe`se
sur la cartographie de la route n’est ne´cessaire. Cependant, si on souhaite estimer ces caracte´ristiques
avec les observations radar seules, on a vu que la condition d’observabilite´ e´tait difficilement attei-
gnable. Il est donc ne´cessaire d’inclure des observations caracte´risant la chausse´e. On utilisera en
particulier pour un sce´nario en virage, la courbure de la route et sa largeur ; en supposant que la
cible suit la route. Cependant, ces donne´es ne sont pas ne´cessairement accessibles. Dans ce cas, il
est ne´cessaire d’utiliser toutes les informations disponibles et en particulier tous les capteurs. Dans la
section suivante, on pre´sente donc la fusion des estimations donne´es par les diffe´rents capteurs afin
de s’affranchir des hypothe`ses re´alise´es dans cette section pour le suivi mono capteur.

Chapitre 5
LA FUSION PISTE A PISTE
Le pistage d’obstacles dans un environnement routier permet d’extraire des informations impor-
tantes pour la se´curite´ d’un conducteur. En effet, une estimation des caracte´ristiques cine´matiques des
obstacles (position, vitesse relative,...) permet une plus nette compre´hension de la sce`ne. Cette estima-
tion est une des composantes primordiales d’un syste`me d’alerte pour le conducteur. Un syste`me de
pistage s’appuie sur l’utilisation de mesures discre`tes (position, vitesse) de´livre´es par un syste`me sen-
soriel. L’utilisation d’au moins un capteur exte´roceptif (Lidar, Radar, IR, Came´ra visible,...) est donc
ne´cessaire. Cependant, un seul capteur ne permet ge´ne´ralement pas de de´tecter rapidement dans toutes
les directions, sous toutes les conditions atmosphe´riques tous les obstacles potentiellement dangereux.
Ce syste`me mono capteur peut parfois de´livrer des fausses alarmes ne´fastes pour l’interpre´tation de
l’environnement. La multiplication des capteurs permet de faire face a` ces diffe´rents proble`mes. Ex-
traire le maximum d’informations possibles sur l’environnement e´claire´ par les diffe´rents capteurs
sous toutes les conditions d’ope´rations est le but de la fusion de donne´es multisensorielle.
Elle est vue ici comme la fusion de deux pistages d’obstacles de´livre´s par deux syste`mes
inde´pendants. Ces deux syste`mes de´livrent des estimations, des mesures caracte´risant les donne´es
de positions et cine´matiques des diffe´rents obstacles. Ces estimations sont base´es sur l’utilisation de
filtres de Kalman ou a` particules et d’un syste`me d’association de donne´es.
La fusion de pistages va permettre d’utiliser opportune´ment les diffe´rentes caracte´ristiques
comple´mentaires et redondantes de´livre´es par les deux syste`mes. Les positions et les vitesse des cibles
seront estime´es d’une manie`re plus robuste, tout en proce´dant a` l’e´limination des fausses pistes. Cet
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algorithme de fusion ne´cessite premie`rement l’utilisation d’une architecture ge´rant les donne´es a` trai-
ter et a` envoyer au syste`me d’alerte. Cette architecture est issue de la collaboration avec la SAGEM
dans le cadre du projet PAROTO. De manie`re naturelle, une me´thode d’association de pistages mono
capteur est utilise´e pour tester la ressemblance de deux pistes. Ce premier niveau est crucial pour
le processus de fusion piste a` piste. En effet, si les associations sont de´fectueuses alors l’estimation
fusionne´e des pistes peut potentiellement devenir de´cevante par rapport a` un syste`me de pistage mono
capteur. Enfin, apre`s une association fiable, il est ne´cessaire de combiner les pistages pour obtenir une
interpre´tation de l’environnement plus robuste. Cette combinaison s’appuie sur l’utilisation de filtre
de Kalman et filtres a` particules.
L’architecture du syste`me de fusion sera pre´alablement explicite´e. Ensuite, la gestion du flux de
donne´es e´tant pre´sente´e, on de´taillera l’algorithme d’association de pistages. La partie la plus riche
sera celle correspondant a` la combinaison des pistes qui s’appuie sur des me´thodes base´es sur les
filtres de Kalman ou particulaires. Enfin, des re´sultats applicatifs concernant la fusion de pistes Lidar
et Radar ou de pistes infrarouge et Radar seront commente´s.
5.1 Architecture du syste`me de fusion
On rappelle que ce travail a e´te´ re´alise´ dans le cadre d’un collaboration avec la SAGEM pour le
projet PAROTO.
Les pistages locaux fournissent la meilleure information qu’il est possible d’extraire de l’analyse
des donne´es capteurs. Le module de fusion est en charge du recoupement de ces informations afin
d’obtenir une carte des obstacles (faiblement type´s) en exploitant les comple´mentarite´s ge´ome´trique
(champs de vue) et cine´matique des deux capteurs. Lorsque de nouvelles donne´es sont disponibles,
un e´ve´nement ”mise a` jour” signale au module de fusion qu’il peut commencer le travail. Les donne´es
sont disponibles dans le module de re´ception. Les diffe´rentes taˆches de´crites figure 5.1 peuvent alors
s’enchaıˆner se´quentiellement. On peut distinguer deux parties dans le module. La partie dite de ges-
tion de flux de donne´es est l’ensemble des fonctions de mise a` jour des donne´es internes du module
suite a` la re´ception de donne´es capteurs. Il s’agit le plus souvent de recopies. La partie dite analytique
est l’ensemble des fonctions qui permet la cre´ation d’informations supe´rieures aux informations cap-
teurs.
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Figure 5.1 — sche´ma du module de fusion
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Explicitons quelques termes. Une piste monomode est une piste forme´e au niveau d’un capteur, qui
n’est pas associe´e a` une piste provenant de l’autre capteur. Les nouvelles pistes capteurs arrivant au
module de fusion sont force´ment monomodes. Une piste bimode est une piste re´sultant de l’associa-
tion d’une piste capteur1 et d’une piste capteur2. Nous verrons par la suite qu’est appele´ dissem-
blance, une mesure de la qualite´ d’association d’une piste capteur1 avec une piste capteur2.
5.2 Gestion du flux de donne´es
5.2.1 monomode
Ce bloc effectue la mise a` jour des donne´es internes. Les nouvelles pistes provenant du traitement
des donne´es capteurs sont ine´vitablement monomodes. Si une nouvelle observation associe´e a` une
piste monomode apparaıˆt, alors cette piste est maintenue dans son e´tat. Une nouvelle piste monomode
est cre´e´e si l’observation rec¸ue ne correspond a` aucune piste du module de fusion.
Si aucune observation ne prolonge une piste du module de fusion, alors cette piste disparaıˆt.
5.2.2 bimode
Si les deux pistes qui composent une piste bimode sont prolonge´es, la piste bimode est prolonge´e :
maintenance bimode.
Si les deux pistes qui composent une piste bimode disparaissent, la piste bimode disparaıˆt. Si une
seule des 2 pistes formant la piste bimode est prolonge´e d’une nouvelle observation, alors la piste
bimode est abandonne´e et la piste prolonge´e passe au statut monomode.
5.3 Calcul des resemblances
On essaie d’apparier une piste capteur1 avec une piste capteur2. De nombreuses me´thodes d’as-
sociation sont pre´sente´es dans [90]. Pour associer deux pistes, il est ne´cessaire qu’elles soient dans
la zone de recouvrement des champs de vue des deux capteurs. En pratique, les pistes des deux cap-
teurs ne sont pas synchrones. Il est donc ne´cessaire de les synchroniser avant comparaison. La date
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de re´fe´rence est celle donne´e par la piste la plus re´cemment mise a` jour. On re´alise une pre´diction a`
cette date pour la piste la plus ancienne des deux. L’e´laboration d’un test est donc ne´cessaire afin de
choisir entre les deux hypothe`ses suivantes :
– H0 : les estime´es sont issues de la meˆme cible
– H1 : les estime´es sont issues de cibles diffe´rentes
Le test pour l’association se situe dans l’espace des mesures commun aux deux capteurs et est
inspire´ des travaux effectue´s dans [8]. On conside`re donc les vecteurs x1(k) et x2(k), de covariances
associe´es p1(k) et p2(k), projections des vecteurs d’e´tat estime´s X1k et X2k dans l’espace des mesures
commun, de covariances associe´es P1k et P2k , a` l’instant k.
En de´finissant ∆12 = x1(k)− x2(k), les hypothe`ses deviennent :
H0 : ∆12 = 0
et
H1 : ∆12 6= 0
En supposant les erreurs inde´pendantes, la covariance de ∆12 est :
p12(k) = p1(k)+ p2(k)
Les erreurs e´tant suppose´es gaussiennes :
H0 est vraie si ∆12(k)t [p12(k)]−1∆12(k) ≤ δ ou` δ un parame`tre issu des tables du χ2 puisque
la distribution du test statistique ainsi conside´re´ est approximativement une distribution du χ2 a`
n degre´s de liberte´, ou` n est la dimension de l’e´tat dans l’espace de mesures commun aux deux
capteurs.
La valeur
f it = ∆12(k)t [p12(k)]−1∆12(k) (5.1)
est appele´e dissemblance des deux pistes.
Cependant, plusieurs pistes d’un capteur peuvent parfois s’associer avec une piste d’un autre capteur.
Il est donc ne´cessaire de se´lectionner la plus probable. Un algorithme base´ sur l’approche standard du
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plus proche voisin est utilise´. Finalement, les deux pistes ayant la plus petite valeur de dissemblance
sont associe´es. Les deux pistes monomodes ainsi associe´es n’ont plus le statut de monomode mais
sont bimodes. Il est maintenant ne´cessaire de combiner ces deux estimations afin d’en extraire une
estimation plus pre´cise.
5.4 La combinaison des pistes
De nombreuses me´thodes de fusion de donne´es pour le pistage existent dans la litte´rature, une
bonne description de ces me´thodes est visible dans [42]. Une des me´thodes des plus intuitives est de
fusionner les mesures des diffe´rents capteurs dans un module central capable de de´livrer une estima-
tion pre´cise de l’e´tat des obstacles. C’est une me´thode centralise´e de fusion des mesures [54][53]. Une
autre me´thode, dite de´centralise´e, consiste a` fusionner les estimations de´livre´es par les diffe´rents pis-
tages locaux [96][25][17][105]. Des comparaisons sont pre´sente´es dans [43][22]. De plus, on pourra
faire re´troagir l’estimation fusionne´e sur les pistages capteurs pour les adapter [107]. Le sche´ma de
la figure 5.2 de´crit ses diffe´rentes architectures. Ici on utilisera une me´thode base´e sur la fusion piste
a` piste sans re´troaction de l’estimation fusionne´e. En effet, on cherche a` de´velopper une me´thode
ge´ne´rale de fusion de donne´es pour le pistage facilement adaptable aux diffe´rentes sorties des mo-
dules de poursuite. On ne cherche pas a` agir sur ces modules. Cette me´thode pourra eˆtre utilise´e
pour fusionner des pistes Radar avec celles d’un Lidar, ou des pistes Radar avec des pistes IR, sans
modifier les modules des pistages respectifs des deux capteurs. Chaque capteur sera vue comme une
boite noire en sortie de laquelle une estimation de l’e´tat des obstacles et des mesures associe´es seront
disponibles.
A l’entre´e du module de fusion on aura donc un ensemble de vecteurs d’e´tats correspondant a` des
pistes. Un module d’association de donne´es est donc ne´cessaire pour regrouper les pistes e´manant
de la meˆme cible. Cette proce´dure d’association effectue´e, on utilisera les mesures des diffe´rents
capteurs pour effectuer le filtrage. L’association des pistes e´tant de´crites dans le paragraphe 5.3, on
conside`re ici que les entre´es du module de fusion sont des pistes associe´es. La combinaison, coeur du
module de fusion, sera base´ sur les filtres de Kalman et a` particules SIR de´crits ci-avant. La validation
de l’estimation fusionne´e sera effectue´e par des calculs de divergence entre les mesures au niveau des
capteurs et les pistes au niveau du module de fusion. On a vu auparavant, que le pistage utilise des
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Figure 5.2 — Les architectures de fusion de pistages
observations bruite´es et des mode`les pour l’estimation d’un e´tat ”cache´”. De tels mode`les ont parfois
des contraintes de non-line´arite´ et les bruits d’e´tats et de mesures sont parfois non-gausssien. Sous
ces hypothe`ses, l’utilisation des filtres a` particules est parfaitement adapte´e. Toutefois, si les bruits
sont suppose´s gaussiens, on pourra utiliser les filtres de Kalman si les mode`les sont line´aires et les
filtres de Kalman e´tendu si les mode`les sont non line´aires. De nombreuses me´thodes base´es sur de
tels filtres existent dans la litte´rature [17][95][96][43][109].
Diffe´rentes me´thodes de fusion base´es sur le filtrage particulaire sont de´crites dans [107][23][52][33].
Dans [23], les pistages et le module de fusion interagissent pour obtenir un suivi de visage plus ro-
buste. Le module de fusion utilise les sorties des pistages pour construire des hypothe`ses, et les pis-
tages utilisent la sortie du module de fusion pour guider leurs poursuites. Les auteurs comparent deux
architectures de fusion pour configurer leurs capteurs et estimer l’e´tat de la cible. Dans la premie`re
me´thode (dite centralise´e), les capteurs sont configure´s par l’ajustement d’un gain foveal donne´ par les
particules issues du re´e´chantillonnage. La fusion de donne´es est accompli en utilisant des poids par-
ticulaires pour chaque capteur. Au contraire, dans la deuxie`me me´thode (dite de´centralise´e), chaque
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capteur utilise un filtre a` particule pour estimer des mesures angulaires et pour effectuer sa propre
configuration. La me´thode centralise´e donnent de meilleures performances pour leur application.
Dans [52], les auteurs e´tendent l’utilisation classique des filtrages particulaires, par l’estimation de
plusieurs processus d’e´tat a` partir de re´alisations de diffe´rents processus de mesure. Cet algorithme
est utilise´ pour le pistage multi cibles dans un contexte ou` les mesures sont des donne´es de direction.
Dans [33], les auteurs pre´sentent une me´thode de pistage multi-cibles conjointe a` une gestion des
capteurs.
On pre´sente ici deux me´thodes d’estimation pour l’e´tat fusionne´. La premie`re repose sur une combi-
naison re´alise´e a` partir de filtre de Kalman tandis que l’autre me´thode utilise les me´thodes particu-
laires afin de s’affranchir de l’hypothe`se gaussienne sur les bruits.
5.4.1 Consolidation bimode : filtre de kalman
L’association de deux pistes provenant de deux capteurs diffe´rents doit permettre d’ame´liorer la
connaissance sur l’objet poursuivi. On se propose donc de re´aliser un filtrage de Kalman, dont les










ou` x12, y12 sont les positions de la piste dans le re´fe´rentiel commun aux deux capteurs, et x˙12, y˙12 la
vitesse relative de la piste. Le mode`le d’e´volution peut eˆtre pre´sente´ sous forme matricielle par :
X12k+1 = FX
12
k + GVk,Vk ∼ N(0,Qk)
ou` F est la matrice de transition qui mode´lise l’e´volution de X12k , et Qk la matrice de covariance de
Vk mode´lise´ par l’acce´le´ration.
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La me´thode de fusion envisage´e est illustre´e sur la figure 5.3, et est inspire´e par les travaux de J.B.
Gao et C.J. Harris[43].
Figure 5.3 — Filtrage de Kalman bimode
Soit ˜X12k−1/k−1 l’e´tat estime´ fusionne´. L’estimation a priori est donne´e par :
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ˆX12
k/k−1 = F ˜X
12
k−1/k−1
L’estimation ainsi conside´re´e est associe´e aux mesures Z1k et Z2k afin d’obtenir deux e´tats estime´s
˜X1k/k et ˜X
2
k/k en utilisant des filtres de Kalman locaux. Les e´quations de mesures sont calque´es sur le














ou` Z ik/k−1 est le vecteur de mesure pre´dit, H
i la matrice reliant l’e´tat a` la mesure, et Cik la matrice de
covariance de W ik pour le capteur i.
Pour chaque modalite´ on a classiquement l’estimation des vecteurs d’e´tats :







ou` Kik est le gain de Kalman du filtre du capteur i.





k/k−P12k/k][P1k/k + P2k/k−P12k/k−P21k/k]−1( ˜X1k/k− ˜X2k/k)
ou` P1k/k et P
2








t est la matrice de ”cross-covariance” de ˜X1k/k et ˜X
2
k/k. La matrice de covariance de l’e´tat





k/k− [P1k/k−P12k/k][P1k/k + P2k/k−P12k/k−P21k/k]−1[P1k/k−P2k/k]t
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= ˜X1k/k +[ ˜P
1
k/k− ˜P12k/k][ ˜P1k/k + ˜P2k/k− ˜P12k/k− ˜P12k/k]−1( ˜X1k/k− ˜X2k/k)
˜P′120/0 = P0






















˜P1k/k = [I−K1k H1k ] ˆP
′12
k/k−1












k/k− [ ˜P1k/k− ˜P12k/k][ ˜P1k/k + ˜P2k/k− ˜P12k/k− ˜P21k/k]−1[ ˜P1k/k− ˜P12k/k]
5.4.2 Consolidation : filtre a` particule
Notre me´thode de fusion est base´e sur le calcul de poids particulaires a` partir des mesures des
diffe´rentes capteurs. Elle est illustre´e figure 5.4 pour la fusion de deux pistages.
Soit le vecteur d’e´tat X12k/k = (x
12, x˙12,y12, y˙12)t dont les composantes sont les positions et vitesses




k−1/k−1 + GVk (5.2)
ou` :
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Figure 5.4 — Architecture de fusion / Filtrage particulaire
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et Vk le bruit sur l’e´tat conside´re´ comme l’acce´le´ration.
Quand deux pistes sont associe´es, on initialise un vecteur d’e´tat fusionne´ : c’est la brique initialisation
qui apparaıˆt sur la figure 5.4. On pourra prendre la moyenne des estimations des deux pistages si les
vecteurs d’e´tats respectifs aux deux capteurs sont estime´s dans le meˆme re´fe´rentiel. On pourra utiliser










t est un des exemples de vecteur d’e´tat initial fusionne´. A partir de
ce vecteur, un ensemble de Ns particules est construit. On ge´ne`re des particules de bruit que l’on







0 ,∀i ∈ [1...NS] (5.3)
On applique ensuite aux diffe´rentes particules le mode`le de´finie en 5.2 : c’est la pre´diction (mutation)
des particules (voir figure 5.4). Pour cette mutation, on ge´ne`re Ns particules de bruit et en appliquant








La correction est effectue´e au niveau du calcul des poids. Pour chaque capteur, on calcule Ns poids


















































































Les particules sont re´e´chantillonne´es et retournent a` l’e´tape de pre´diction si la validation a` eu lieu. La
me´thode de validation est base´e sur un test statistique.
5.4.3 Validation ou divergence bimode
Il faut ve´rifier qu’une piste bimode n’est pas entretenue de fac¸on artificielle. Une fac¸on de le
ve´rifier est de tester la dissemblance entre les deux pistes capteurs la composant. Nous pre´fe´rons ici
ve´rifier que les mesures associe´es aux pistes sont toujours compatibles avec l’e´tat estime´ de la piste
bimode.
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5.5 Application : suivi d’obstacle en virage par fusion d’estimations
On traite ici le sce´nario particulier du suivi de la cible en virage. Les observations capteurs sont
traite´es se´paremment par un module de pistage. On suppose ici que les estimations sont associe´es. La
figure 5.5 repre´sente la trajectoire re´elle du ve´hicule. Les observations radar et lidar sont respective-
Figure 5.5 — La trajectoire re´elle de la cible
ment repre´sente´es sur les figures 5.7 et 5.6. Les re´sultats des pistages mono capteur sont illustre´s sur
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Figure 5.6 — Les mesures laser bruite´es
Figure 5.7 — Les mesures radar
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la figure 5.8 pour le lidar, et sur la figure 5.9 pour le radar.
Le but de la fusion est ici d’estimer les caracte´ristiques cine´matiques de la cible a` la cadence du
Figure 5.8 — La trajectoire estime´e par le traitement des mesures lidar
capteur le plus rapide (toutes les 8 ms) de la manie`re la plus robuste possible. On ne prend pas en
compte ici la limite de porte´e des capteurs. On pre´sente les re´sultats pour diffe´rentes me´thodes de
fusion exploitant les algorithmes pre´sente´s dans la section pre´ce´dente. Pour la me´thode de fusion,
dite me´thode (1), on n’utilise les donne´es que quand elles sont disponibles. A contrario, la me´thode
de fusion (2) utilise une pre´diction de la donne´e du capteur le plus lent (lidar) a` l’instant conside´re´ par
le capteur le plus rapide (radar). Les figures 5.13 et 5.14 illustrent la qualite´ de l’estimation. En effet,
pour chaque composante du vecteur d’e´tat, on remarque que la pre´cision est bonne, quelque soit la
me´thode de fusion envisage´e. Pour limiter les calculs, on pre´fe´rera utiliser la me´thode (1) pour l’im-
plantation de l’algorithme dans le ve´hicule. La figure 5.12 montre les trajectoires estime´es a` partir des
deux me´thodes de fusion. Pour comparaison, on montre les re´sultats obtenus en utilisant un filtrage
particulaire a` partir de la me´thode de fusion (1). Les figures 5.13 et 5.14 permettent la comparaison
entre la me´thode utilisant le filtre de Kalman e´tendu et celle utilisant le filtrage particulaire. Meˆme si
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Figure 5.9 — Les estimations sur r et r˙ a` partir du traitement des mesures radar
Figure 5.10 — Erreur d’estimation sur x et x˙
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Figure 5.11 — Erreur d’estimation sur y et y˙
Figure 5.12 — Les trajectoires estime´es selon la me´thode de fusion envisage´e
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l’erreur semble un peu plus faible pour la me´thode particulaire, on peut conclure que les diffe´rentes
de´marches utilise´es sont e´quivalentes.
Figure 5.13 — Erreur d’estimation sur x et x˙ : filtrage particulaire (PF) + EKF
Figure 5.14 — Erreur d’estimation sur y et y˙ : filtrage particulaire (PF) + EKF
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On a montre´ ici, la capacite´ de notre syste`me a` estimer pre´cisemment les caracte´ristiques cine´matiques
de l’obstacle dans un contexte de suivi en virage. Ici, aucune hypothe`se n’est ne´cessaire afin d’ac-
croıˆtre la pre´cision des re´sultats. On acce`de toutes les 8 ms a` la caracte´risation pre´cise de notre obs-
tacle en terme de position et de vitesse. Le but recherche´, exploiter de manie`re robuste et pre´cise les
donne´es capteur afin d’accroıˆtre la reconnaissance de l’environnement en terme d’obstacles, est at-
teint. Tous les re´sultats pre´sente´s ci-avant sont issus de simulation. Ces dernie`res nous ont permis de
ve´rifier la robustesse de nos diffe´rentes me´thodes. Ces techniques sont pour la plupart imple´mente´es






6.1.1 Suivi d’obstacles par Lidar
On rappelle que la de´tection d’obstacles par Lidar de´livre pour chaque obstacle, les coordonne´es
3D (x,y,z) de celui-ci dans le repe`re du capteur ainsi que sa taille donne´e par sa hauteur et sa largeur.
Apre`s ces diffe´rentes de´tections, il est ne´cessaire de les pister afin d’en extraire des informations
importantes qui seront les caracte´ristiques cine´matiques de l’obstacle : sa position et sa vitesse
relatives (x, x˙,y, y˙,z, z˙). On suppose ici qu’un obstacle devient une piste si sa variation de vitesse
(donne´e par la position du centre de la cible dans trois images conse´cutives) est infe´rieure a` un seuil
et si de plus sa taille est stable a` une constante pre`s dans trois images conse´cutives. Les seuils sur les
vitesses pourront eˆtre fixe´s par les vitesses maximales relatives suivant les trois axes dans un contexte
autoroutier. Par exemple, pour un obstacle fixe ayant comme vitesse relative −130 km/h, on a une
diffe´rence d’environ 22 m en distance relative entre deux instants d’acquisition.
Quand les obstacles sortent du champ de vue du capteur, ou sont occulte´s, l’algorithme utilise une
approche base´e sur l’aˆge de la piste : les parame`tres de l’obstacle sont mis a` jour par la pre´diction de
l’e´tat, l’obstacle peut donc eˆtre associe´ de nouveau quand il re´apparaıˆt. La piste est dite morte si elle
ne re´apparaıˆt pas apre`s un temps fixe´ (proche de une seconde).
On a vu qu’il existait de nombreux crite`res dans la litte´rature pour prendre la de´cision d’associer un
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obstacle a` une piste. Ces crite`res de´pendent essentiellement de la complexite´ de la taˆche du pistage,
comme par exemple le nombre de cibles, les manoeuvres effectue´es par les obstacles, le nombre de
fausses alarmes. On a vu que les me´thodes a` hypothe`se unique sont adapte´es aux environnements
contenant peu d’e´ve´nements [55]. On utilisera donc une me´thode de ce type puisque dans un
contexte autoroutier le nombre d’obstacles visibles a` l’avant du ve´hicule est re´duit, les manoeuvres
effectue´es par les obstacles sont tre`s limite´es : en particulier du fait qu’il n’y a pas de croisement. De
plus, l’algorithme de de´tection d’obstacles par Lidar permet l’e´limination de la plupart des fausses
alarmes et de´livre des mesures 3D pre´cises. On utilisera donc une me´thode d’association base´e sur la
recherche du plus proche voisin.
Pour l’estimation des pistes, conside´rons le mode`le d’e´volution line´aire a` vitesse constante suivant :
Xk+1/k = FXk/k + GVk (6.1)
ou` Xk/k = (x, x˙,y, y˙,z, z˙)t est le vecteur d’e´tat, F la matrice de transition qui mode´lise l’e´volution de
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Le but du filtrage est d’estimer re´cursivement Xk a` partir des observations dont le mode`le line´aire est
donne´e ci-dessous :
Zk = HXk+1/k +Wk (6.2)
ou` Zk = (x,y,z) est l’observation, H la matrice d’observation, et Wk le bruit sur les mesures.




1 0 0 0 0 0
0 0 1 0 0 0
0 0 0 0 0 1


Si on conside`re les bruits inde´pendants et gaussiens i.e. Vk ∼ N(0,Qk) et Wk ∼ N(0,Ck), on peut
appliquer les e´quations de Kalman [58] qui permettent d’estimer Xk de fac¸on optimale.
Afin d’imple´menter une estimation d’e´tat par filtrage de Kalman, plusieurs e´le´ments ont besoin
d’eˆtre connus : les matrices de covariances sur les bruits de mesure Ck et Qk et les conditions initiales
X0 et P0. La matrice R est donne´e par les caracte´ristiques fournies par le constructeur et de´pend de la
mesure. En effet, le lidar de´livre les coordonne´es sphe´riques d’un impact et non pas ses coordonne´es
carte´siennes. Les erreurs sur les coordonne´es sphe´riques sont fournies par le constructeur : σρ = 5




y = ρsin θsinϕ+ xe sinϕ− ye cosϕ
z =−ρsinθcos ϕ− xe cosϕ− ye sinϕ
ou` xe = ye = 25 mm repre´sente le de´calage de l’origine de la mesure laser et du repe`re capteur. La





















ou` les diffe´rentes e´le´ments de la matrice de´pendent des mesures et de leurs erreurs respectives. Pour









Les valeurs des e´le´ments diagonaux de Qk sont choisies en fonction de l’application. Dans notre
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contexte, l’acce´le´ration maximale possible obtenue lors d’un freinage avec un syste`me A.B.S est
fixe´e σay = 7 m/s2. Les valeurs sur les autres axes ne sont pas connues de fac¸on pre´cise, mais on peut
les supposer plus faibles. On choisit σax = 3 m/s2 et σaz = 1 m/s2. Apre`s avoir initialiser une piste,
les composantes du vecteur d’e´tat initial repre´sentant la position sont fixe´es par l’observation initiale
de la cible. Les composantes de vitesses sont fixe´es a` 0. Du coˆte´ de la covariance, on l’initialise par
rapport aux e´carts maximums possibles. Le tableau 6.1 re´sume le choix des conditions initiales.
Composantes X0 P0
x x0 15 m
y y0 100 m
z z0 10 m
vx 0 50 km/h
vy 0 130 km/h
vz 0 20 km/h
Tableau 6.1 — Choix des conditions initiales
L’initialisation des diffe´rents parame`tres permet donc au filtre de Kalman d’estimer re´cursivement
de fac¸on optimale l’e´tat de l’obstacle. Des re´sultats sont pre´sente´s sur les figures 6.1, 6.2 et 6.3. Pour
comparaison, on peut estimer l’e´tat graˆces aux me´thodes particulaires. On utilisera un algorithme de
type SIR de´crit dans le paragraphe 4.1.3. On de´crit ici les diffe´rentes e´tapes du filtrage particulaire
pour notre application Lidar.
– Un jeu de N particules est ge´ne´re´ a` partir de la valeur initiale du vecteur d’e´tat X0 de´fini dans le
tableau 6.1. Chaque particule n ∈ [1, ...,N] a un poids e´gal a` l’inverse du nombre de particules
(i).
Xn0 (i, i) =
√
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– Le mode`le d’e´volution 6.1 est applique´ a` chaque particule. Une pre´diction de l’e´tat de chaque
particule est alors calcule´e (ii) :
On ge´ne`re un bruit ale´atoire : V =
√Q∗ random()




– Le poids associe´ a` chaque particule est calcule´ en fonction de l’observation issue de l’asso-
ciation de donne´es (iii). Si on suppose que l’innovation donne´e par Zk −HXk+1/k suit une loi
uniforme alors :
wnk = p(Zk−HXnk+1/k) = e
−dnk
2
ou` Sk est la covariance de l’innovation et dnk = (Zk −HXnk+1/k)tS−1k (Zk −HXnk+1/k). Chaque







– On tire (avec remplacement) N particules parmi le jeu courant, de fac¸on a` favoriser les parti-
cules de plus forte vraisemblance (de plus fort poids). Le poids associe´ a` chaque particule est
de nouveau e´gal a` l’inverse du nombre de particules (iv).















– Bouclage a` l’e´tape (ii).
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6.1.1.1 Re´sultats
Les premiers re´sultats pre´sentent une se´quence de suivi par filtrage de Kalman et par filtrage
particulaire dans un cas mono cible dans des conditions re´elles de circulation.
Les figures repre´sentent respectivement la position late´rale (figure 6.1), la position longitudinale
(figure 6.2) et la vitesse radiale (figure 6.3) pour les deux types de filtres. Les mesures de position
issues du traitement des donne´es laser apparaissent en noir. La figure 25 permet de repe´rer cinq
instants de la se´quence (a,b,c,d,e). Au vu de ces re´sultats, les deux filtres donnent les meˆmes
Figure 6.1 — Re´sultats du pistage en x dans un cas mono cible
estime´es en position (voir figure 6.1 et 6.2). En effet, le mode`le e´tant line´aire et les bruits gaussiens,
l’utilisation du filtre de Kalman est optimale pour les estime´es en position. L’inte´reˆt de l’utilisation
du filtre a` particules est souligne´ par les re´sultats sur l’estimation de la vitesse radiale. On remarque
que le filtrage particulaire permet une estimation de cette vitesse plus lisse´e que l’estimation par
filtrage de Kalman (voir figure 6.3).
Pour les re´sultats suivants, dans un cas multicibles, on ne pre´sentera que les estime´es du filtre de
Kalman pour une compre´hension plus nette des figures. Dans les figures ci-dessous, les estime´es en
position et en vitesse des diffe´rentes pistes sont repre´sente´es avec des couleurs diffe´rentes (figures
6.1. SUIVI D’OBSTACLES 181
Figure 6.2 — Re´sultats du pistage en y dans un cas mono cible
Figure 6.3 — Re´sultats du pistage pour Vr dans un cas mono cible
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(a) (b) (c)
Figure 6.4 — Instants a,b et c de la se´quence
(d) (e)
Figure 6.5 — Instants d et e de la se´quence
6.6, 6.7, 6.8). La figure 6.9 permet de repe´rer plusieurs instants de la se´quence.
Ces re´sultats montrent la capacite´ du syste`me de pistage multicibles dans un contexte autoroutier.
On remarque que l’on est capable de de´tecter et pister plusieurs types d’obstacles (voitures et
camions). Le syste`me d’association de donne´es base´ sur la recherche du plus proche voisin semble
suffisant pour ce syste`me. En effet, on remarque ici qu’il n’apparaıˆt aucune fausse piste. De
plus, la pre´cision sur les mesures Lidar permet a` l’association de donne´es d’inte´grer facilement
l’observation qui correspond le mieux a` la piste conside´re´e. On pourra, par exemple, utiliser la taille
de l’obstacle comme un des crite`res d’associations au cas ou` plusieurs mesures tombent dans le
feneˆtre de validation. De plus, dans un contexte routier, le nombre de pistes a` suivre a` l’avant d’un
ve´hicule est faible ce qui re´duit conside´rablement les calculs ne´cessaires aux syste`mes d’association.
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Figure 6.6 — Re´sultats pistage pour x dans un cas multicibles
Figure 6.7 — Re´sultats pistage pour y dans un cas multicibles cible
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Figure 6.8 — Re´sultats pistage pour Vr dans un cas multicibles
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(a) (b) (c)
(d) (e) ( f )
(g) (h) (i)
( j)
Figure 6.9 — Instants a,b,c,d,e,f,g,h,i et j de la se´quence
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6.1.2 Suivi d’obstacles par Radar
Le second type de donne´es utilise´ pour le pistage est donc issu du Radar PAROTO. On rap-
pelle que le capteur Radar a` onde millime´trique permet de de´livrer toutes les 8 ms un indice de
porte distance P de largeur 22,5 m et un indice vitesse Indvit de largeur 0,238 m/s pour chaque
obstacle dont l’amplitude de la transforme´e de Fourier du signal re´fle´chi est supe´rieure a` un seuil
fixe´ expe´rimentalement. L’indice de porte distance correspond a` la distance radiale R. La mesure de
distance sera calcule´e par R(m) = (P− 1) ∗22,5 + 11,25 et la mesure de vitesse radiale relative par
˙R(m/s) = (Indvit −1− N2 )∗0,238.
Le radar ne fournit pas les meˆmes observations que le Lidar. Il n’est pas possible de connaıˆtre la taille
de la cible se´lectionne´e. En revanche, le nombre de de´tection est supe´rieur, mais il n’est pas possible
de caracte´riser les diffe´rentes cibles de´tecte´es. On ne pourra donc pas diffe´rencier facilement une voi-
ture d’un pont, si le radar est le seul capteur utilise´. Cependant, ce capteur est capable de fournir une
mesure de distance et une mesure pre´cise de vitesse radiale relative, toutes les 8 ms a` des distances
pouvant atteindre 200 m dans toutes les conditions me´te´orologiques. On s’attachera donc ici a` estimer
Xk = (R, ˙R)t a` partir des mesures afin d’obtenir un estime´ plus pre´cis en distance que la mesure issue
de l’intervalle de confiance de 22,5 m.
Pour initialiser les pistes a` envoyer au syste`me de filtrage on utilise une me´thode base´e sur des hy-
pothe`ses multiples. En effet, le nombre de fausses de´tections n’e´tant plus ne´gligeable, il est ne´cessaire
de les prendre en compte. La brique d’initialisation fournit donc au syste`me de pistage des pistes que
l’on qualifiera de tente´es. Le syste`me ne valide les pistes tente´es que si des observations lui sont as-
socie´es a` chaque instant d’acquisition pendant un laps de temps de´fini (une non association durant le
laps de temps δtvalid ainsi conside´re´ correspond a` la non validation de la piste). Une piste valide´e sera
dite morte si aucune observation n’apparaıˆt pour la mise a` jour pendant un temps δt f in. On pourra
fixer ces deux parame`tres temporels en fonction de la distance de la cible conside´re´e.
Le traitement du signal de´livre les observations a` incorporer a` l’initialisation par paquet de L mesures.
L n’est pas force´ment constant et sera choisi de manie`re a` e´viter la multiplication des fausses pistes.
En effet, des fausses mesures peuvent apparaıˆtre a` des instants quelconques. Ces fausses mesures
sont en ge´ne´ral ponctuelles et ne peuvent initialiser une piste que si L est petit. L est fixe´ a` 10 pour
notre application, ce qui repre´sente un temps de 80 ms. On va donc rechercher dans un arbre forme´
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par l’ensemble des mesures de´livre´es pendant LTr (Tr = 8 ms), les se´quences de mesures qui peuvent
correspondre a` des pistes tente´es. Cette recherche est base´e sur des hypothe`ses multiples. On aura
comme hypothe`se :
– la mesure provient d’une nouvelle piste
– la mesure est une fausse de´tection
L’hypothe`se ”la mesure provient d’une cible de´ja` existante” n’est pas conside´re´e ici puisque la brique
d’initialisation ne prend en entre´e que les observations qui n’ont pas e´te´ associe´es. On se´lectionnera
les hypothe`ses les plus vraisemblables (dont la probabilite´ est supe´rieure a` un seuil) afin de de´livrer
au syste`me de filtrage les pistes tente´es. Une piste tente´e mais non valide´e sera dite morte.
Apre`s la description de la gestion des pistes, on de´crit ici le filtre de poursuite qui permet l’estima-
tion de l’e´tat de notre obstacle. On rappelle qu’un filtre est utilise´ pour chaque piste. Le mode`le
d’e´volution line´aire, choisi a` vitesse constante, est de´fini par :













Le but du filtrage est d’estimer Xk re´cursivement a` partir des mesures Zk dont le mode`le de mesure
line´aire est :








On a vu que les bruits sur la mesure pouvaient eˆtre conside´re´s comme approximativement gaussiens.
Dans ce cas, le filtre de Kalman est optimal puisque le mode`le de mesure est line´aire. On pre´sente ici
les matrices R et Q et les conditions initiales choisies. Comme pour le capteur Lidar, il est ne´cessaire
de connaıˆtre les matrices R et Q. La matrice R est donne´e par la de´finition 2.2 et on choisit la matrice
Q qui sera compose´e d’un seul scalaire correspondant a` l’acce´le´ration maximale obtenue lors d’un
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freinage A.B.S. : σaR = 7 m/s2. Le tableau 6.2 re´sume les conditions initiales choisies pour X0 et P0.
Composantes X0 P0
R R0 100 m
˙R ˙R0 130 km/h
Tableau 6.2 — Choix des conditions initiales pour le syste`me radar
Les diffe´rentes e´tapes du syste`me (association et filtrage multicibles) s’enchaıˆnent ensuite
se´quentiellement selon les e´quations de Kalman.
6.1.2.1 Re´sulats
Le re´sultats pre´sente´s ci-dessous sont acquis dans des conditions re´elles de circulation. On peut
voir que l’on est capable de de´tecter et pister plusieurs types d’obstacles : moto (figure 6.10), pie´tons
(figure 6.11), ve´hicules (figure 6.12). De plus, on est capable de pister plusieurs cibles (figure 6.12).
Sur ces illustrations, nous montrons que le pistage fournit des estimations de distance de manie`re plus
pre´cise qu’une porte de largeur 22,5 m. Pour la vitesse, l’estime´e correspond a` la mesure. On peut
e´galement s’apercevoir que de`s que l’estime´e de vitesse devient positive alors l’obstacle commence
effectivement a` s’e´loigner (figure 6.13). Sur la figure 6.11, meˆme si le Radar ne fournit pas de mesures
(la cible est sortie du champ de vue des capteurs), la position et la vitesse relative du pie´ton sont
estime´es. Cette estimation est valable pendant un laps de temps en utilisant une approche base´e sur
l’aˆge de la piste.
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(a)
(b)
Figure 6.10 — moto
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(a)
(b)
Figure 6.11 — pie´ton
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(a)
(b)
Figure 6.12 — deux obstacles
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(a)
(b)
Figure 6.13 — obstacle dans le brouillard
6.1.3 Conclusion
On a de´crit ici deux syste`mes de pistage diffe´rents base´s sur les filtres de Kalman et les me´thodes
particulaires. Le choix des me´thodes d’association de donne´es est fortement de´pendant des capteurs
et de l’environnement. On a montre´ qu’avec un capteur Lidar il e´tait possible de de´tecter et de pister
plusieurs cibles jusqu’a` 100m. Cependant, la technologie de ce capteur ne lui permet pas de fonc-
tionner de manie`re probante dans des conditions de brouillard. Le syste`me radar est quant a` lui ca-
pable de de´livrer de manie`re pre´cise la vitesse radiale relative des obstacles dans de nombreuses
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conditions climatiques. Ce capteur peut de´tecter des obstacles jusqu’a` 200 m. Cependant, il de´livre
parfois des fausses de´tections, qu’il n’est pas possible de filtrer. Ces de´tections peuvent provenir
de panneaux de signalisation, de barrie`res de se´curite´ ou encore de pont. Pour palier ce proble`me,
l’utilisation simultane´e des deux capteurs, afin d’ame´liorer le syste`me d’alerte, se fait de manie`re na-
turelle. Les deux syste`mes vont donc eˆtre utilise´s afin de prendre en compte de manie`re ade´quate leurs
comple´mentarite´s et redondances. La sortie de ce syste`me de fusion sera plus robuste et pourra aler-
ter le conducteur de manie`re fiable. Dans le cadre du projet PAROTO, l’utilisation de la me´thode de
pistage de´veloppe´e par SAGEM pour l’infrarouge remplace la me´thode base´e sur le te´le´me`tre laser.
6.2 Fusion de pistages
On a vu auparavant que les donne´es radar sont comple´mentaires avec toutes les autres donne´es.
En effet, le Radar est insensible aux conditions atmosphe´riques, il est donc judicieux voir meˆme
indispensable d’utiliser un capteur de ce type pour la de´tection d’obstacles dans un environnement
routier.
On pre´sente ici diffe´rents re´sultats de fusion de pistages. Ces pistages sont des syste`mes totalement
inde´pendants. On de´taillera ici la fusion de pistage IR et Radar et la fusion de pistage Lidar et Radar.
Tous les re´sultats pre´sente´s sont issus de donne´es acquises dans des conditions re´elles de circulation.
On s’attachera dans cette pre´sentation a` montrer l’apport de la fusion pour un syste`me robuste de
surveillance des obstacles sous de nombreuses conditions atmosphe´riques.
6.2.1 Calibrage et datation
Les entre´es du module de fusion sont les pistes entretenues au niveau de chacun des capteurs.
Dans cette section, nous pre´sentons les repe`res utilise´s. Du point de vue Radar, une piste sur un
obstacle suppose´ est caracte´rise´e par une distance et une vitesse radiale (r, r˙), et par l’impre´cision
sur ces mesures. Pour le te´le´me`tre laser (respectivement la came´ra infrarouge), une observation a`
un instant donne´ est un objet. Un objet est caracte´rise´ par une position (xtel ,ytel) (respectivement
(xir,yir)) mesure´e relativement au capteur a` un instant donne´ et par l’impre´cision sur cette position.
Une piste est un suivi de cet objet au cours du temps. La piste renseigne la position et la vitesse
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estime´es de cet objet.
Les donne´es te´le´me´triques (respectivement infrarouge) et radar ne sont pas donne´es dans la meˆme
re´fe´rence. On choisit donc le repe`re lie´ au radar comme repe`re pour la fusion. Les observations
te´le´me´triques (respectivement infrarouge) subissent donc une transformation avant l’entre´e dans le
module de fusion (voir figure 6.14) (respectivement figure 6.15). Les zones couvertes par les capteurs
Figure 6.14 — repe`res capteurs radar et laser
Figure 6.15 — repe`res capteurs radar et infrarouge
sont e´galement de´finies dans le repe`re fusion (voir figures 6.16, 6.17). La zone exclusive te´le´me`tre
(respectivement infrarouge) est la zone couverte par le seul capteur te´le´me´trique (respectivement
infrarouge). La zone exclusive Radar s’e´tend au-dela` de la porte´e the´orique du lidar (90 me`tres)
(respectivement 70 a` 80 me`tres pour l’infrarouge). L’analyse de ces zones par le module de fusion
coı¨ncide donc avec l’analyse des capteurs seuls. C’est dans la zone bimode que se situe le travail de
fusion, puisqu’elle est couverte par les deux capteurs. Le syste`me de datation des donne´es s’appuie
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Figure 6.16 — zone de couverture des capteurs
Figure 6.17 — champ radar et ir
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sur l’utilisation de l’horloge du bus IEEE 1394, qui a` la particularite´ de donner une base de temps
commune a` tous les PC connecte´s.
6.2.2 Re´sultats
6.2.2.1 Radar+IR
Nous illustrons ici l’apport de la fusion des donne´es dans l’interpre´tation de sce`nes typiques, et
montrons le gain par rapport aux re´sultats obtenus par les traitements mono capteur.
Figure 6.18 — Fusion de donne´es dans une situation simple (IR en rouge, Radar en vert, piste bimode
en bleu)
La Figure 6.18 illustre une situation autoroutie`re simple. Nous voyons deux ve´hicules a` l’image. Les
pistes produites au niveau des capteurs sont reporte´es dans la figure du centre : les positions relatives
des obstacles de´tecte´s sont symbolise´es par des points, les erreurs associe´es par des ellipses. Comme
attendu, les erreurs sur les mesures Infrarouge croissent avec la distance. De plus, ”les distances In-
frarouge” sont plus impre´cises que les ”distances Radar”. Par contre, l’impre´cision en direction est
plus faible du coˆte´ Infrarouge. Le ve´hicule de gauche est dans la zone exclusive IR. La piste IR lui
correspondant est donc produite par le module de fusion sans modification. Le ve´hicule circulant sur
notre voie est de´tecte´ par les deux capteurs, les pistes IR et Radar sont suffisamment proches pour
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eˆtre fusionne´es. La piste bimode produite a une impre´cision sur la position bien plus faible.
Figure 6.19 — De´passement d’un ve´hicule, e´tape 1
Figure 6.20 — De´passement d’un ve´hicule, e´tape 2
Ce cas illustre la comple´mentarite´ de la came´ra Infrarouge et du Radar. Dans cette situation, on
s’approche assez pre`s du ve´hicule (figure 6.19) et on de´boıˆte rapidement (figure 6.20, de´but de la
manoeuvre). Le Radar seul de´tecte un obstacle qui se rapproche droit devant jusqu’au dernier mo-
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ment. L’information de direction donne´e par l’Infrarouge influence le pistage bimode, permettant la
de´tection de la manoeuvre d’e´vitement. La situation vue par le syste`me est donc moins alarmante que
la situation vue par le Radar seul, dans ce cas.
Figure 6.21 — De´tection Radar non confirme´e par l’Infrarouge
Sur la figure 6.21, le ve´hicule a` l’image est dans la zone exclusive IR, la piste IR correspondante
est donc produite par le module de fusion. Le Radar ge´ne`re une piste errone´e a` partir des e´chos sur
la barrie`re de se´curite´ dans la zone de recouvrement des capteurs. Comment traiter une telle piste ?
Faut-il la conside´rer comme une fausse alarme d’un capteur ou a` une non de´tection de l’autre. La
de´cision de´pendra de la confiance que l’on met en les capteurs. Dans le cadre expe´rimental du projet
PAROTO, on de´cide qu’une piste monomode dans le champ de recouvrement est une fausse alarme
puisque le nombre de non de´tections observe´ est faible. Dans notre exemple, la piste non confirme´e
par l’Infrarouge est donc rejete´e, e´vitant ainsi une possible alarme. Des situations syme´triques (arte-
facts thermiques non confirme´s par le Radar) se produisent e´galement.
6.2.2.2 Radar+Lidar
Les deux premie`res figures correspondent aux re´sultats sur l’estimation de la position de la cible
selon l’utilisation d’une combinaison a` base de filtre de Kalman ou a` base de me´thode particulaire.
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Pour l’estimation de distance, le choix de la me´thode n’est pas influent. En revanche, on remarque
que les me´thodes particulaires permettent une estimation de x plus en conformite´ avec nos attentes
qu’avec la me´thode de Kalman. En effet, les estimations de x par le filtrage particulaire semblent
converger plus rapidement vers la mesure tandis que pour le filtrage de Kalman l’estimation semble
beaucoup plus bruite´e. Dans la suite, on choisit donc de pre´senter les re´sultats donne´s par le filtrage
particulaire.
Figure 6.22 — Comparaison Kalman / Particule pour R
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Figure 6.23 — Comparaison Kalman / Particule pour x
Les re´sultats pre´sente´s sont issus de donne´es acquises dans des conditions re´elles de circulation
autoroutie`re en pleine journe´e (figure 6.24, figure 6.25, figure 6.26, figure 6.27, figure 6.28, figure
6.29, figure 6.30, figure 6.31, figure 6.32) ou durant la nuit (figure 6.33, figure 6.34).
Les re´sultats repre´sentent le suivi d’une cible dans un contexte autoroutier. Pour les deux premiers
sce´narios (figure 6.24, figure 6.25, figure 6.26, figure 6.27, figure 6.28, figure 6.24, figure 6.30), on
s’attache a` repre´senter les re´sultats sur une se´quence de 60 s pour le premier et d’environ 30 s pour le
deuxie`me. On rappelle qu’une se´quence de 60 s peut engendrer, si un seul obstacle est pre´sent durant
toute la dure´e du sce´nario, 7500 mesures radar (1 mesure toutes les 8 ms). Les re´sultats de fusion
seront de´taille´s par une estimation de distance radiale, de vitesse radiale, et de cap relatifs. Les me-
sures Radar sont repre´sente´es en vert, celles du Lidar en bleu, et les re´sultats de fusion sont en rouge.
Les autres figures (figure 6.31, figure 6.32, figure 6.33, figure 6.34) repre´sentent une visualisation des
re´sultats a` des instants pre´cis dans diffe´rents sce´narios. Cette visualisation montre l’e´tat de la piste et
de ses particules associe´es.
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Figure 6.24 — Re´sultat fusion pour distance radiale relative (1)
Figure 6.25 — Re´sultat fusion pour vitesse radiale relative (1)
202 CHAPITRE 6. RESULTATS EXPERIMENTAUX
Figure 6.26 — Re´sultat fusion pour cap relatif (1)
Figure 6.27 — Visualisation de la piste radar a` 170m
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Figure 6.28 — Re´sultat fusion pour distance radiale relative (2)
Figure 6.29 — Re´sultat fusion pour vitesse radiale relative (2)
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Figure 6.30 — Re´sultat fusion pour cap relatif (2)
Tout d’abord, on peut remarquer que le Radar est capable de de´tecter des obstacles jusqu’a` 200
m tandis que la limite du Lidar est a` un peu moins de 100 m (figure 6.24). De plus, on remarque sur
les figures figure 6.24, figure 6.25, figure 6.28 qu’il existe des mesures Radar qui peuvent engendrer
des fausses pistes Radar. Ces mesures radar sont en ge´ne´ral issues d’objets fixes propres a` un
environnement autoroutier. On peut assimiler les fausses mesures radar a` des barrie`res de se´curite´,
des ponts, des panneaux, des talus, ... Dans tous les sce´narios e´tudie´s, ces objets fixes engendrent
des mesures qui re´agissent de la meˆme fac¸on : la distance donne´e diminue fortement en fonction
d’une vitesse relative ne´gative. Par exemple, on remarque quatre paquets de mesures susceptibles de
procurer des fausses pistes radar sur la figure 6.24, et un seul paquet apparaıˆt sur la figure 6.28. Les
pistes Lidar et Radar ne sont pas repre´sente´es ici pour la clarte´ des re´sultats. Les pistes Radar, qui
ne sont pas confirme´es par une des pistes Lidar dans la zone de recouvrement ou bimode, sont donc
conside´re´es comme des fausses pistes. La fusion de ces deux pistages permet donc d’e´liminer les
fausses pistes donne´es par le radar. Un des objectifs de la fusion qui consiste a` e´liminer les fausses
pistes est donc rempli.
L’autre objectif est d’exploiter opportune´ment les comple´mentarite´s et redondances des deux pis-
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tages. Une des comple´mentarite´s est temporelle. En effet, les donne´es fusionne´es sont de´livre´es toutes
les 8 ms a` la cadence des mesures radar. Les caracte´ristiques des pistes fusionne´es correspondent
a` nos attentes. Effectivement, on remarque que la distance radiale de la piste bimode correspond a`
la distance radiale de´livre´e par le Lidar (beaucoup plus pre´cis en distance que le Radar) et que la
vitesse radiale correspond a` celle du Radar (beaucoup plus pre´cis que le Lidar). Sur la figure 6.28,
les mesures de distances Radar connaissent un biais puisque ces mesures correspondent en fait a` des
mesures de portes de largeur 22,5 m. Par exemple, pour une de´tection dans la porte 1 la mesure sera
de 11,25m ( 11,25 m) : on ne sait pas pre´cise´ment ou` on se trouve. L’estimation de distance fusionne´e
suit alors la mesure de´livre´e par le lidar puisque cette mesure est beaucoup plus pre´cise que celle
donne´e par le radar. Enfin, pour exploiter les caracte´ristiques late´rales donne´es par le te´le´me`tre laser
(comple´mentaire au radar), on repre´sente le cap des pistes suivies fusionne´es (figure 6.26 et figure
6.30) donne´e toutes les 8 ms.
On repre´sente maintenant la visualisation des re´sultats a` des instants pre´cis pour des sce´narios
donne´s. La figure 6.31 propose une explication des diffe´rentes feneˆtres de visualisation. Ces feneˆtres
exposent principalement les re´sultats respectifs aux deux capteurs utilise´s et les re´sultats de la fusion
(cercle jaune) en affichant l’e´tat des diffe´rentes particules. Une repre´sentation 3D et une visualisation
de la sce`ne sont de plus disponibles. L’initialisation des particules est illustre´e sur les figure 6.31 et
figure 6.32. Les particules, repre´sente´es par des points jaunes, sont ge´ne´re´es normalement a` partir de
l’e´tat initial de la piste et de sa covariance. A l’instant initial, on constate que les particules occupent
un espace assez vaste tant en position qu’en vitesse. Ces particules se regroupent ensuite autour de
l’estimation (figure 6.32 et figure 6.34) a` partir du re´e´chantillonnage. Sur les figures figure 6.31 et
figure 6.32 et figure 6.33, des ve´hicules, e´tant dans une zone exclusive monomode, sont de´tecte´s par
le te´le´me`tre. Ces pistages ne ne´cessitent donc aucune confirmation par le radar. Syme´triquement, des
pistages radar ne requie`rent aucune corroboration du lidar (figure 6.33).
Le cas du de´passement d’un obstacle (figure 6.32) illustre la comple´mentarite´ du lidar et du radar.
Avec le radar seul, le syste`me de´tecte un ve´hicule s’approchant jusqu’au dernier moment. La
direction de de´tection du lidar influence la piste bimode, de´tectant ainsi la de´rive du ve´hicule. Cette
piste ne pourra donc pas eˆtre classifie´e comme une menace potentielle meˆme si elle est proche et sa
vitesse relative est ne´gative. De la meˆme fac¸on, la figure 6.33 repre´sente l’insertion d’un obstacle
dans notre voie de circulation. La piste est initialise´e de`s qu’elle est visible par le radar et la de´tection
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lidar permettra de savoir si l’obstacle s’inse`re ou si il vient juste d’apparaıˆtre. Enfin, la figure 6.34
illustre l’utilisation de ce type de capteur dans des conditions de nuit. On remarque que notre
syste`me est capable de de´tecter des obstacles meˆme si ils sont difficilement visibles (came´ra vide´o).
L’utilisation de capteurs vide´o ne serait donc pas ade´quate dans ce sce´nario.
Figure 6.31 — Repre´sentation des re´sultats (initialisation d’une piste bimode)
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Figure 6.32 — Repre´sentation des re´sultats (de´passement d’un ve´hicule)
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Figure 6.33 — Repre´sentation des re´sultats (insertion d’un ve´hicule)
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Figure 6.34 — Repre´sentation des re´sultats (un obstacle a` 90m sur autoroute durant la nuit)
6.2.3 Conclusion
On a montre´ ici l’inte´reˆt de la fusion de deux pistages. En effet, l’utilisation d’un seul capteur
ne permet pas une caracte´risation comple`te de l’environnement, du point de vue des obstacles, sous
toutes les conditions. Par exemple, l’utilisation d’une came´ra visible n’est pas ade´quate dans des
conditions de nuit pour des obstacles lointains (une centaine de me`tres). De plus, l’estimation de
distance est difficile. Du point de vue de ce radar, il n’est pas possible d’extraire de ses mesures les
caracte´ristiques late´rales de l’obstacle de´tecte´. Le lidar ne de´livre pas de mesures de vitesses relatives
mais seulement une estimation toutes les 500 ms. Un obstacle, ayant comme vitesse relative v = 130
km/h, parcourt 18 m en 500 ms. Il n’est donc pas possible de prendre des de´cisions robustes quant
a` l’alerte du conducteur en utilisant le seul capteur te´le´me´trique. Par ailleurs, le syste`me de pistage
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propre au capteur peut parfois de´livrer des fausses pistes pouvant engendrer des menaces et donc
alerter le conducteur sans raison valable.
Toutes ces remarques nous ont pousse´es a` utiliser un syste`me de fusion permettant de qualifier de
manie`re robuste et pre´cise les obstacles de dangereux ou non. Ce syste`me se base sur l’extraction du
maximum d’informations possibles sur l’environnement e´claire´ par les capteurs sous de nombreuses
conditions. Effectivement, ce processus de fusion permet dans un premier point d’e´liminer les fausses
pistes apparaissant dans la zone de recouvrement des deux capteurs. Si une piste radar n’est pas
confirme´e par une piste lidar (et re´ciproquement) dans la zone de recouvrement alors c’est une fausse
piste. En outre, ce syste`me permet une estimation des caracte´ristiques essentielles d’un obstacle qui
se limitent a` la distance, la vitesse et le cap de l’obstacle. Cette estimation, base´e sur l’utilisation
de filtre de Kalman ou de me´thodes particulaires, de´livre rapidement (cadence du capteur le plus
rapide : 8 ms) toutes les caracte´ristiques essentielles en vue d’une possible alerte. Cette alerte pourra
s’appuyer sur l’utilisation des donne´es proprioceptives de la voiture (angle volant, acce´le´rateur, frein,
embrayage,...), et donc sur le comportement du conducteur.
6.3 Ve´rite´ terrain
On de´crit ici une manipulation qui nous permet d’avoir une ve´rite´ terrain. Pour cela, on e´quipe
l’observateur et la cible de capteurs DGPS. Leurs positions respectives sont donne´es toutes les se-
condes. La position de la cible est envoye´e a` l’observateur par modem radio. La cible est piste´e par
les deux capteurs et les re´sultats des estimations sont enregistre´es. Le processus de fusion est quant a`
lui teste´ sur table.
6.3.1 Syste`me de mesures
Le syste`me de mesure comporte deux GPS diffe´rentiels omnistar qui de´livrent des trames au
format TSIP1, ces donne´es au format RGF93 en grades sont traduites au format Lambert 2. Ce
DGPS donne dans la meilleure configuration une position a` ±40 cm. Un modem radio de marque
Satel rec¸oit des trames provenant du ve´hicule cible qui contiennent ses informations de position. Les
1Trimble Standard Interface Protocol
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informations DGPS et modem parviennent a` 1 Hz (fre´quence maximal que peut fournir le DGPS).
La figure 4.11 re´sume la manipulation effectue´e.
Figure 6.35 — Les capteurs mis en jeu
6.3.2 Re´sultats et comparaison des me´thodes de fusion
On teste ici les deux types de me´thodes de fusion de´crites ci-avant. Pour chaque type, on propose
d’e´valuer les erreurs d’estimation donne´es par la comparaison des deux positions GPS avec la dis-
tance radiale disponible a` la sortie du module de fusion. De plus, pour la me´thode de fusion base´e
sur l’EKF, on choisit d’inte´grer ou pas les pre´dictions des estimations donne´es par le pistage lidar a`
chaque instant radar. La figure 6.36 repre´sente l’erreur entre l’estimation de r a` la sortie du module
de fusion et la distance donne´e par les capteurs GPS.
Au vue des re´sultats, on peut dire que la performance est correcte pour les deux estimations.
Ne´anmoins, il semble que l’ajout de la pre´diction lidar permet un le´ger gain en pre´cision. La fi-
gure 6.37 permet la comparaison des erreurs selon le filtrage utilise´. On ne montre ici que les re´sultats
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Figure 6.36 — Erreur de position sur r
pour les estimations fusionne´es sans pre´diction des mesures lidar.
On montre l’estimation de r par la fusion particulaire sur la figure 6.38. On caracte´rise Les erreurs sur
la position GPS par des bornes sur cette figure. La performance de l’algorithme utilisant les me´thodes
particulaires est supe´rieure a` celle de l’EKF comme le prouve la figure 6.37. Cependant, son temps
de calcul est largement supe´rieure. Le tableau 4.11 de´taille les temps de calcul des deux algorithmes,
pou un PC e´quipe´ d’un pentium 4 M 1.7 GHz. L’algorithme utilisant les me´thodes particulaires ne
EKF 0.5 ms
500 particules 12 ms
1000 particules 40 ms
2000 particules 100 ms
Tableau 6.3 — Temps de calcul
pourra donc pas eˆtre imple´menter pour une utilisation temps re´el de la fusion puisque son temps de
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Figure 6.37 — Erreur de position sur r
calcul de´passe la pe´riode d’acquisition du capteur le plus rapide (8 ms). Les diffe´rentes manipulations
temps re´el utilisent donc l’algorithme base´ sur le filtre de Kalman e´tendu.
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Figure 6.38 — Estimation de r (particules) et position GPS
Conclusion
Chaque anne´e, un million deux cent mille personnes sont tue´es sur les routes mais aussi cinquante
millions de personnes sont blesse´es ou rendues invalides, faisant des accidents de la circulation l’une
des premie`res causes de mort violente dans le monde. C’est pourquoi, ces dernie`res anne´es, l’effort
entrepris par les pouvoirs publics pour faire reculer l’inse´curite´ routie`re ne cesse d’augmenter. Ces
de´marches se fondent sur des fonctions telles que la pre´vention, la responsabilisation, la re´pression
et l’action sur le trio ”Infrastructure-Ve´hicule-Conducteur”. La pre´vention, la re´pression et la res-
ponsabilisation des comportements ont permis de re´duire conside´rablement le nombre de tue´s ou
blesse´s. Cependant, certaines situations critiques ou` le conducteur n’est plus en se´curite´ (visibilite´,
endormissement,...) sont a` la limite des de´marches de pre´vention , de re´pression et de responsabili-
sation. Des actions et recherches sur l’approche globale ”Infrastructure-Ve´hicule-Conducteur” sont
donc ne´cessaires. C’est a` ce niveau que de nombreux projets existent pour ame´liorer l’infrastructure,
assister le conducteur et se´curiser de manie`re passive les ve´hicules. Notre travail se situe au niveau
de l’assistance du conducteur et vise a` re´aliser un syste`me de de´tection d’obstacles (gestion des inter-
distances, pre´vention des collisions) a` l’avant du ve´hicule capable de fonctionner quelles que soient
les circonstances de circulation routie`res et autoroutie`res. Ce syste`me se fonde sur l’utilisation d’une
information multisensorielle. En effet, la complexite´ des sce`nes routie`res, les circonstances parfois
critiques, les limites des capteurs, sont la base du choix multisensoriel effectue´.
Apre`s avoir aborde´ diverses me´thodes de de´tection d’obstacles respectives a` des capteurs aux tech-
nologies diffe´rentes, les caracte´ristiques des diffe´rents capteurs utilise´s dans le syste`me ont e´te´
pre´sente´es. Un capteur te´le´me´trique laser qui permet une repre´sentation de l’environnement en trois
dimensions pourra eˆtre couple´ avec un Radar Pulse Doppler priorite´ Doppler. De manie`re analogue
le capteur radar pourra eˆtre couple´ a` une came´ra infrarouge.
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Pour chaque capteur, une extraction des mesures est ne´cessaire. Les mesures laser sont issues d’une
me´thode de segmentation des images 3D et de reconnaissance d’obstacles. Le traitement du signal
radar permet d’acce´der de manie`re pre´cise a` l’information de vitesse relative de l’obstacle couple´e
a` une mesure de porte distance impre´cise. Du coˆte´ de la came´ra infrarouge, la de´tection d’obstacles
utilise une me´thode de segmentation base´e sur les proprie´te´s des images infrarouge. La position du
ve´hicule est donne´e par l’estimation du mouvement propre du ve´hicule e´quipe´ en faisant l’hypothe`se
d’une route plane.
Chaque capteur est la base d’un syste`me capable de fournir une carte des obstacles pre´sents dans l’en-
vironnement e´claire´ par celui-ci. Cette caracte´risation des obstacles s’appuie sur un syste`me complet
d’estimation de´terministe des parame`tres de la trajectoire et de gestion des pistes. L’initialisation, la
destruction, la maintenance des pistes sont les briques primordiales du pistage. La maintenance des
pistes repose sur les me´thodes d’association de donne´es et les me´thodes d’estimation. L’utilisation
de mode`les repre´sentant l’e´volution des pistes et des mesures est ne´cessaire pour l’estimation. Les
mode`les d’e´volution des pistes, a` vitesse constante ou a` acce´le´ration constante semblent convenir a`
notre application. Le mode`le de mesure est quant a` lui de´pendant du capteur utilise´ et des variables
d’e´tat conside´re´es. Le caracte`re line´aire et gaussien des mode`les sont la base du choix effectue´ pour
le filtrage. Les filtres de Kalman sont des me´thodes optimales dans des cas line´aires et gaussiens.
L’utilisation des me´thodes particulaires permet d’acce´der de manie`re ade´quate a` l’estimation quand
les mode`les sont non line´aires et/ou non gaussiens. La sortie d’un tel syste`me propose une descrip-
tion des caracte´ristiques estime´es des obstacles. Cependant, on sait que chaque syste`me connaıˆt des
de´fauts. Le syste`me base´ sur le radar de´livre parfois des fausses pistes (barrie`res de se´curite´, ponts,
terrain, ...). Ces pistes peuvent conduire le syste`me a` de´clencher une alarme non ne´cessaire. Il est donc
indispensable de combiner ces informations avec d’autres informations qui pourront eˆtre redondantes
ou comple´mentaires. La fre´quence de mesure du syste`me laser est faible. Couple´ avec le syste`me
radar, il permet une estimation de la position des obstacles toutes les 8 ms au lieu de toutes les 500
ms. La me´thode de combinaison de pistages de´veloppe´e dans ce manuscrit, permet cette estimation.
De manie`re naturelle, le syste`me de fusion observe quelles sont les pistes capteurs pouvant s’associer
entre elles. C’est cette e´tape, association piste a` piste, qui permet d’inte´grer au filtre les observations
respectives a` la piste. Apre`s la mise a` jour du filtre par les observations, un module de validation
confirme que les mesures issues de chaque capteur conviennent a` l’entretien de la piste.
Conclusion
La plupart des algorithmes a e´te´ valide´e a` partir de l’utilisation de notre ve´hicule expe´rimental VE-
LAC, dans des conditions re´elles de circulation. En particulier, dans le cadre du projet PAROTO une
expertise du syste`me a e´te´ effectue´e. Un des objectifs e´tait de mettre les conducteurs en situations
d’alerte : la plupart des conducteurs (90 %) ont affirme´ que les signaux visuels les ont aide´s a` e´viter
les obstacles et ont pense´ que de tels signaux leur ont permis d’avoir des temps de re´ponses plus
rapides.
Cependant, ce syste`me est encore loin d’e´quiper les ve´hicules commercialise´s e´tant donne´ les
contraintes diverses en matie`re d’automobile (couˆt, esthe´tique, re´glementation,...). Mais il a le me´rite
de fonctionner de manie`re robuste dans toutes les circonstances. Une came´ra serait le capteur ide´al,
mais malheureusement cette source d’information ne permet pas une bonne perception dans les cas
critiques (brouillard par exemple). L’utilisation d’un capteur radar est donc primordiale pour les
syste`mes anti-collision du coˆte´ des constructeurs automobiles. Il est d’ailleurs commune´ment ad-
mis que le radar sera a` coup suˆr dans le ve´hicule du futur.
Tout au long de ce manuscrit, on a parle´ de la repre´sentation triangulaire de la se´curite´ routie`re
”Infrastructure-Ve´hicule-Conducteur”. Cependant, nos recherches se sont limite´es a` la perception de
l’environnement a` bord des ve´hicules routiers intelligents, elles sont donc base´es sur l’infrastructure
et le ve´hicule. L’information caracte´rise´e par le terme conducteur n’a pas e´te´ prise en conside´ration.
On pourra donc, peut eˆtre, poursuivre nos recherches dans le domaine de la perception en s’appuyant
de manie`re plus importante sur l’information que peut fournir le conducteur humain. L’INRETS a
sur ce point amorce´ un module de filtrage qui prend en compte toutes les informations propriocep-
tives du ve´hicule. De plus, un mode`le de simulation cognitive est propose´ dans [74], il pourra eˆtre
la base d’une fusion coope´rative d’informations pour la perception de l’environnement dans lequel
il e´volue. En effet, l’utilisation d’un tel mode`le pourrait en outre diriger les actes perceptifs dans les
zones critiques autour du ve´hicule.
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