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Abstract—The paper presents limited memory time-invariant
linear integral predictors for continuous time processes such
that the corresponding predicting kernels have bounded support.
It is shown that processes with exponentially decaying Fourier
transforms are predictable with these predictors in some weak
sense, meaning that convolution integrals over the future times
can be approximated by causal convolutions over past times. The
predictors allow a compact explicit representation via polynomi-
als approximating a periodic exponent in weighted L2-spaces.
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I. INTRODUCTION
We study pathwise predictability of continuous time pro-
cesses in deterministic setting and in the framework of the
frequency analysis. It is well known that certain restrictions
on frequency distribution can ensure additional opportunities
for prediction and interpolation of the processes; see, e.g., [7]-
[14], and the bibliography therein. These works considered
predictability of band-limited processes.
We consider some special linear weak predictability: instead
of predictability of the original processes, we study predictabil-
ity of sets of anticausal convolution integrals based on linear
time-invariant integral predictors. This version of predictability
was introduced in [1] for band-limited and high-frequency pro-
cesses. In [2], the problem was considered for processes with
exponentially decaying Fourier transforms. In [4], a similar
predictability was considered for processes with a single point
spectrum degeneracy. In these works, integral predictors with
kernels featuring unlimited support were derived. Respectively,
the predicting algorithms based on these predictors would
require unlimited history of observations for the underlying
processes.
Following the setting from [2], the present paper con-
siders processes with with exponentially decaying Fourier
transforms. It is known that these processes are analytic and
therefore allow an unique extension from any open interval.
In particular, an arbitrarily accurate prediction can be achieved
via Taylor series expansions wth sufficiently small steps and
sufficiently high order of the Taylor polynomials. However,
this would require calculations of large number of deriva-
tives for the underlying processes which is impractical. The
result of [2] allowed to use integral type predictors instead
of calculating derivatives. The novelty of the present paper
is that some new integral predictors with limited memory
are suggested. The corresponding convolution kernels have
bounded support, and the corresponding predicting algorithm
requires history of observations on some finite time interval.
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The setting with limited memory predictors was first suggested
in [8], [9] for stochastic stationary band-limited processes. In
[8], an existence result for the predictors but the predictors are
not derived. In [9], the predictors are obtained for the case of
a known preselected spectral density.
In the present paper, the predictors are obtained via polyno-
mials approximating a periodic exponent eiωT in exponentially
weighted L2-spaces; here ω ∈ R and T > 0. These predictors
allow a compact explicit representation in the time domain
given by equation (III.2) below. In addition, these predictors
allow explicit representation in the frequency domain via their
transfer functions given by equation (III.3) below. The choice
of the predictors is independent on the spectral characteristics
of input processes.
The paper is organized in the following manner. In Section
II, we formulate the definitions and background facts related
to the linear weak predictability. In Section III, we formulate
the main theorems on predictability and predictors (Theorem
1 and Theorem 2). In Section IV, we discuss possible choices
of approximating polynomials. In Section V, we discuss the
robustness of the predictors. Section VI contains the proofs.
Finally, in Section VII, we discuss our results.
II. PROBLEM SETTING AND DEFINITIONS
Let x(t) be a currently observable continuous time process,
t ∈ R. The goal is to estimate, at a current time t, the values
y(t) =
∫ t+T
t
h(t − s)x(s)ds, where h(·) is a given kernel,
and T > 0 is a given prediction horizon. At any time t,
the predictors use historical values of the observable process
x(s)|s≤t.
We consider only linear predictors in the form ŷ(t) =∫ t
t−τ
ĥ(t−s)x(s)ds, where ĥ(·) is a kernel that has to be found,
and where τ > 0. We will call k̂ a predictor or predicting
kernel.
To describe admissible classes of h and ĥ, we need some
notations and definitions.
Let R+
∆
= [0,+∞), C+ ∆= {z ∈ C : Re z > 0}, C− ∆=
{z ∈ C : Re z < 0}, i = √−1.
For p ∈ [1,+∞], we denote by Lp(R,R) and Lp(R;C)
the usual Lp-spaces of functions x : R→ R and x : R→ C
respectively.
For x ∈ Lp(R,C), p = 1, 2, we denote by X = Fx the
function defined on iR as the Fourier transform of x;
X(iω) = (Fx)(iω) =
∫ ∞
−∞
e−iωtx(t)dt, ω ∈ R.
If x ∈ L2(R,C), then X is defined as an element of
L2(iR,C), i.e., X(i·) ∈ L2(R,C).
2For x(·) ∈ Lp(R,C), p = 1, 2, such that x(t) = 0 for
t < 0, we denote by Lx the Laplace transform
X(z) = (Lx)(z) ∆=
∫ ∞
0
e−ztx(t)dt, z ∈ C+. (II.1)
In this case, X |iR = Fx.
Let Hr be the Hardy space of holomorphic on C+
complex valued functions h(p) with finite norm ‖h‖Hr =
sups>0 ‖h(s+ i·)‖Lr(R,C), r ∈ [1,+∞]; see, e.g., [5].
Let Hr− be the Hardy space of holomorphic on C
−
complex valued functions h(p) with finite norm ‖h‖Hr
−
=
sups>0 ‖h(−s+ i·)‖Lr(R,C), r ∈ [1,+∞].
Definition 1: For θ ∈ [0,+∞) and T ∈ (0,+∞), we denote
by H(θ, T ) the set of functions h : R→ R such that h(t) = 0
for t /∈ [−θ, T ] and such that h ∈ C∞(R).
It can be shown that the traces of functions from H(−θ, T )
are everywhere dense in L2(−θ, T ): let κε(t) be defined as
κε(t) = ε
−1
κ1(t/ε), where κ1(t) is the so-called Sobolev
kernel defined as κ1(t) = exp(t
2(1 − t2)−1). Then any
function h ∈ L2(R) vanishing outside (−θ, T ), can be
approximated by a function hε ∈ H(−θ, T ) defined as the
convolution
hε(t) =
∫ ∞
−∞
κε(t− s)I[−θ+ε,T−ε](s)h(s)ds.
Definition 2: For τ > 0, let Ĥ(τ) be the class of functions
ĥ : R → C such that ĥ ∈ L2(R;C), ĥ(t) = 0 for t /∈ [0, τ ]
and such that Ĥ(·) = Lĥ ∈ H2 ∩H∞.
Definition 3: Let X¯ be a class of processes x(·) from
L2(R;C) ∪ L1(R;C). Let T > 0, θ ≥ 0, and τ > 0, be
given.
(i) We say that the class X¯ is linearly weakly (τ, θ)-
predictable with the prediction horizon T if, for any
h(·) ∈ H(−θ, T ), there exists a sequence {ĥd(·)}+∞d=1 =
{ĥd(·, X¯ , k)}+∞d=1 ⊂ Ĥ(τ) such that
sup
t∈R
|y(t)− ŷd(t)| → 0 as d→ +∞ ∀x ∈ X ,
where
y(t)
∆
=
∫ t+T
t
h(t− s)x(s)ds,
ŷd(t)
∆
=
∫ t
t−τ
ĥd(t− s)x(s)ds.
The process ŷd(t) is the prediction of the process y(t).
(ii) Let the set F(X¯ ) ∆= {X = Fx, x ∈ X¯} be provided
with a norm ‖ · ‖. We say that the class X¯ is linearly
weakly (τ, θ)-predictable with the prediction horizon T
uniformly with respect to the norm ‖ · ‖, if, for any
h(·) ∈ H(−θ, T ), there exists a sequence {ĥd(·)} =
{ĥd(·,X , h, ‖ · ‖)} ⊂ Ĥ(τ) such that
sup
t∈R
|y(t)− ŷd(t)| → 0
uniformly in {x ∈ X¯ : ‖X‖ ≤ 1, X = Fx}.
Here y(·) and ŷd(·) are the same as above.
Remark 1:We do not exclude the case where θ < 0, because
the case θ = 0 would restrict the choice of h by the smooth
kernels vanishing at zero. This would exclude possibilities of
the short term prediction of x.
III. THE MAIN RESULT
For r ∈ R, let L2,r(R;C) be the Hilbert space of complex
valued processes with the norm
‖u‖2L2,r(R,C) =
(∫ +∞
−∞
e−r|ω||u(ω)|2dω
)1/2
.
Let X (r) be the set of real valued processes x(·) ∈
L2(R;C) such that
‖X(i·)‖L2,r(R;C) < +∞, X = Fx.
Let U(r) be a class of processes x(·) ∈ X (r) such that
‖X(i · ‖L2,r(R;C) ≤ 1.
Theorem 1: For any r > 0, T > 0, θ ≥ 0, and τ > 0, the
following holds.
(i) The class X (r) is (T+θ, θ)-predictable in the weak sense
with the prediction horizon T .
(ii) The class U(r) is linearly weakly (T + θ, θ)-predictable
with the prediction horizon T uniformly with respect to
the norm ‖ · ‖L2,r(R).
Remark 2: In [2], similar linear weak predictability with
infinite horizon was introduced and established for predictor
kernels with unbounded support requiring infinite history of
observations. The predicability claimed in Theorem 1 requires
kernels with bounded support.
A. A family of predictors
The question arises how to find the predicting kernels.
We suggest a possible choice of the kernels; they are given
explicitly in the frequency domain.
Let h ∈ H(−θ, T ) and H = Fh.
By the choice of h, we have that H (iω) = Q (iω) eiωT ,
where Q ∈ H+ is such that Q = Lq, where q(t) ≡ h(t− T ).
Let H (iω) |ω∈R be extended on C as H(z) = Q(z)ezT ,
z ∈ C.
Theorem 2: The following holds.
(i) There exists sequence of polynomials {ψd(z)}∞d=1 of
order d such that
‖eiT · − ψd(i·)‖2L2,−r(R,C)
=
∫ ∞
−∞
|eiTω − ψd(iω)|2e−r|ω|dω → 0
as d→ +∞. (III.1)
(i) For d = 1, 2, ...., z ∈ C, set
ĥd(t)
∆
=
d∑
k=0
adk
dkh
dtk
(t+ T ),
where adk are the coefficients of the polynomials
ψd(z) =
∑d
k=0 adkz
k. Then ĥd(·) ∈ Ĥ(T + τ) for all
3d, and the predictability of the processes considered in
Theorem 1(i)-(ii) can be ensured with the sequence of
these predicting kernels, i.e., with
ŷd(t) =
∫ t
t−T−θ
ĥd(t− s)x(s)ds
=
d∑
k=0
adk
∫ t
t−T−θ
dkh
dtk
(t− s+ T )x(s)ds. (III.2)
Theorem 2 presents predictors explicitly in the time domain.
These predictors can be represented explicitly in the frequency
domain via their transfer functions
Ĥd(z)
∆
= e−Tzψd(z)H(z), ĥd = F−1Ĥd|iR. (III.3)
Clearly, if the coefficients of a polynomial ψd are real, then
the predicting kernel hd(t) is real valued. In any case, if the
underlying process x is real valued, then one should replace
ĥd(t) by its real part.
In the next section, some choices of the polynomials will
be suggested.
IV. ON SELECTION OF POLYNOMIALS ψd
A sequence of polynomials ψd required for the predic-
tors described above can be constructed from projections
of the function eiωT on the truncated orthonormal basis in
L2,−r(R,C) that can be constructed using the Gram–Schmidt
procedure.
For the case where the prediction horizon T is sufficiently
small, the polynomials ψd can be constructed from the Taylor
series.
Theorem 3: For the case where T < r, the polynomials
ψd(z) satisfying the assumptions of Theorem 2 (i) can be
constructed as ψd(z) =
∑d
k=0
Tkzk
k! , i.e., as truncated Taylor
expansions of eTz .
V. ON ROBUSTNESS WITH RESPECT TO NOISE
CONTAMINATION
It is shown below that the predictors introduced in Theo-
rem 2 and designed for processes from X (r) feature some
robustness with respect to noise contamination.
Suppose that r > 0 and either p = 1 or p = 2 is given.
Assume that the predictors are applied to a process x ∈
L2(R, C) such that x = x0+ η, where x0 ∈ X (r), and where
η ∈ Lp(R, C) ∩ L2(R,C) represents the noise. We assume
that either p = 1 or p = 2.
Let X = Fx, X0 = Fx0, and N = Fη.
We assume that X0(i·) ∈ L2(R, C) and ‖N(i·)‖Lp(R,C) =
ν. The parameter ν ≥ 0 represents the intensity of the noise.
By the assumptions, the predictors are constructed as in
Theorem 2 under the hypothesis that ν = 0, i.e. that x =
x0 ∈ X . By Theorems 1-2, for an arbitrarily small ε > 0,
there exists d such that, if the hypothesis that ν = 0 is correct,
then
Ed
∆
= ‖ŷd,0 − y‖L∞(R,C) ≤ ε,
where ŷd,0 = ĥd∗x be defined via convolutions as in Theorem
2 with ν = 0.
Let us estimate the prediction error for the case where ν >
0. Let ŷd,η be defined by (III.2) with x = x0 + η. We have
that
‖ŷd,η − y‖L∞(R,C) ≤ Ed + Eη,d,
where
Eη,d = ‖ĥd ∗ η − h ∗ η‖L∞(R,C)
represents the additional error caused by the presence of a
high-frequency noise η /∈ X (r) (when ν > 0). We have that
Eη,d ≤ 1
2pi
‖(Ĥd(i·)−H(i·))N(i·)‖L1(R,C).
It follows that
‖ŷ − y‖L∞(R,C)
≤ ε+ ν
2pi
(‖Ĥd(i·)‖Lq(R,C) + ‖H(i·)‖Lq(R,C)),(V.1)
where q = +∞ for p = 1 and q = 2 for p = 2.
Therefore, it can be concluded that the prediction is robust
with respect to noise contamination for any given ε. On the
other hand, if ε → 0 then γ → +∞ and κ → +∞. In this
case, the right hand part of (V.1) is increasing for any given
ν > 0. Therefore, the error in the presence of noise will be
large for a predictor targeting too small a size of the error for
the noiseless processes from X (r).
The equations describing the dependence of (ε, κ̂d) on d
could be derived similarly to estimates in [3], Section 6, where
discrete time setting was considered. We leave it for future
research.
VI. PROOFS
Theorem 1 follows immediately from Theorem 2. Let us
prove Theorem 2.
Proof of Theorem 2. By the Completeness Theorem for
polynomials [6], p.31, it follows that there exists sequence
of polynomials {ψ¯d(ω)}∞d=1 in ω ∈ R of order d such that
‖eiT · − ψ¯d(·)‖2L2,−r(R,C)
=
∫ ∞
−∞
|eiTω − ψ¯d(ω)|2e−r|ω|dω → 0
as d→ +∞. (VI.1)
The coefficients ak of desired polynomials ψd(z) =∑d
k=0 akz
k can be constructed by adjustment the signs of the
coefficients for the polynomials ψ¯d(ω) =
∑d
k=0 a¯kω
k such
that ψd(iω) ≡ ψ¯d(ω), i.e., a¯k = akik and ak = a¯ki−k. This
proves statement (i).
Let us prove statement (ii). Clearly, q(t) = 0 for t < 0
and q ∈ C∞(R). Hence znQ(z) ∈ H2 ∩ H∞ for any integer
n ≥ 0. It follows that
Ĥ(z) = ψd(z)Q(z) ∈ H2 ∩H∞. (VI.2)
Further, Q(z)e(T+θ)z ∈ H2−. Hence
Ĥ(z)e(T+θ)z = e−Tzψd(z)e
TzQ(z)e(T+θ)z
= ψd(z)Q(z)e
(T+θ)z ∈ H2−. (VI.3)
4It follows from (VI.2)-(VI.3) that Ĥ ∈ H(−θ, T ).
For x(·) ∈ X (r), let X(iω) = Fx, Y (iω) = Fy =
H(iω)X(iω), Ŷd(iω) = Ĥd(iω)X(iω), and ŷ = F−1Ŷd.
We have that
‖ŷd − y‖L∞(R)
≤ 1
2pi
‖(Ĥd(i·)−H(i·))X(i·)‖L1(R). (VI.4)
Furterhrmore,
‖(Ĥd(i·)−H(i·))X(i·)‖L1(R)
=
∫ ∞
−∞
∣∣∣(e−iωTψd(iω)− 1)eiωTQ(iω)X(iω)∣∣∣dω
=
∫ ∞
−∞
e−r|ω|/2
∣∣∣(e−iωTψd(iω)− 1)
×er|ω|/2eiωTQ(iω)X(iω)
∣∣∣dω
=
∫ ∞
−∞
e−r|ω|/2
∣∣∣(ψd(iω)− eiωT )
×er|ω|/2eiωTQ(iω)X(iω)
∣∣∣dω
≤ α1/2d β1/2. (VI.5)
Here
αd =
∫ ∞
−∞
e−r|ω||ψd(iω)− eiωT |2dω,
β =
∫ ∞
−∞
er|ω||eiωTQ(iω)X(iω)|2dω.
By the choice of ψd, it follows that
αd → 0 as d→ +∞. (VI.6)
Since q ∈ C∞(R;R) and has a bounded support, it follows
that supω |Q(iω)| < +∞. Hence
|β| ≤ sup
ω
|Q(iω)|
∫ ∞
−∞
er|ω||X(iω)|2dω. (VI.7)
We have that b is finite for each X under the assumptions of
of Theorem 2(i)-(ii), and that b is bounded over x ∈ U(r)
under the assumptions of of Theorem 2(ii). Then estimates
(VI.4)–(VI.7) imply the proof of Theorem 2. .
Proof of Theorem 3. We have that
ψd(iω) =
d∑
k=0
T kikωk
k!
= Cd(ω) + iSd(ω),
where
Cd(iω) =
∞∑
m=0
T 2mi2mω2m
(2m)!
= (−1)m
∞∑
m=0
T 2mω2m
(2m)!
and
Sd(iω) =
1
i
∞∑
m=0
T 2m+1i2m+1ω2m+1
(2m)!
= (−1)m
∞∑
m=0
T 2m+1ω2m
(2m)!
.
We have that Cd(iω) and Sd(iω) are truncated Taylor expan-
sions for cos(Tω) and sin(Tω) respectively. Hence∫ ∞
−∞
| cos(Tω)− Cd−1(iω)|2e−r|ω|dω
≤
∫ ∞
−∞
T d
d!
|ω|de−r|ω|dω = 2T
d
d!
d!
rd−1
=
2T d
rd−1
.
By the assumptions, we have that T < r. Hence∫ ∞
−∞
| cos(Tω)− Cd(iω)|2e−r|ω|dω → 0
as d→ +∞. (VI.8)
Similarly to (VI.8), we obtain that∫ ∞
−∞
| sin(Tω)− Sd(iω)|2e−r|ω|dω → 0
as d→ +∞. (VI.9)
This completes the proof of Theorem 3. 
Remark 3: Let r > 0 and q > 0. Let L2,r,q(R;C) be the
Hilbert space of complex valued functions u : R → C with
the norm
‖u‖2L2,r,q(R,C) =
(∫ +∞
−∞
er|ω|
q |u(ω)|2dω
)1/2
.
It can be seen from the proof above that the polynomials
cannot form a complete set in L2,−r,q(R;C) for any r > 0
and q ∈ (0, 1). Otherwise, the direct implementation of the
proof of Theorem 1 would imply predicability in the sense
of Definition 3 of non-zero processes x ∈ L2(R) such that
x(t) = 0 for t < 0, which is impossible.
VII. DISCUSSION AND FUTURE RESEARCH
The present paper studies prediction of continuous time
processes in pathwise deterministic setting. The paper suggests
linear integral predictors with limited memory for prediction
of anti-causal convolutions with finite horizon.
The predictors are described explicitly via polynomials
approximating periodic exponents.
The predictors do not depend on the shape of the spectrum
of the underlying process.
The predictors are not error-free; however, the error can be
made arbitrarily small with a choice of large d.
There is some similarity with the result obtained in [2].
However, the predictors in [2] are different: they require
unlimited history of observations.
A numerical implementation of the predicting method im-
plied by Theorems 1-2 could be difficult since supω |ĥd(iω)|
would increase fast as d → +∞. Therefore, achieving some
predicting accuracy would involve calculations with very large
numbers. We leave this for the future research.
It is shown in the paper that one can use polynomials based
on Taylor series expansion for the case where T < r, i.e
for short horizon prediction and fast decay of the Fourier
transforms. It could be interesting to construct an orthonormal
basis of polynomials ψd for more efficient approximation or
for the general case where T ≥ r. We leave this for the future
research as well.
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