ABSTRACT Microgrids are increasingly deployed and networked at the power distribution level in the transition toward an active distribution network (ADN) that is managed by a distribution system operator (DSO). This paper presents a decentralized economic dispatch approach for an ADN, when the DSO collaborates with microgrid central controllers (MGCCs) residing in a set of networked microgrids for optimizing the ADN's energy management. This paper first develops a comprehensive economic dispatch model in the form of mixed-integer second-order cone programming (MISOCP) for ensuring the efficiency and security of the ADN's operation. The proposed model takes full advantage of advanced control entities, such as onload tap-changing transformers, static Var compensators, and remotely-controlled switches, while facilitating the plug-and-play participation of microgrids in providing energy and auxiliary services to the ADN. Next, generalized Benders decomposition is applied to solve the proposed MISOCP problem in a decentralized and iterative manner. After receiving power exchange requests from the DSO, MGCCs iteratively provide feedback in terms of Benders cuts without revealing their private operational information in order to help the DSO find the optimal dispatch decision. Moreover, a specific set of cutting planes are derived to ensure the tightness of the second-order cone relaxation of branch flows in the solution process. Last, case studies based on the modified IEEE 33-bus distribution system are conducted for evaluating the computational performance of the proposed approach. Numerical results have validated that the proposed approach has favorable efficiency, accuracy, and robustness, with great potential in the energy management of an ADN.
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I. INTRODUCTION
Power distribution networks have been undergoing the transition to active distribution networks (ADNs). In essence, the increasing integration of distributed energy resources (DERs) is the driving force that converts a conventional passive power distribution network with one-directional power flows (from centralized generation facilities to end customers) to an active one with flexible power flow management capabilities. DERs emerging in an ADN include conventional controllable generators (e.g., co-generation systems, diesel generators), renewable-based non-controllable generators (e.g., photovoltaic systems, wind turbines), ES devices (e.g., batteries, electric vehicles with vehicleto-grid capabilities). However, the presence of numerous DERs has also posed a host of technical and regulatory challenges to the distribution system operator (DSO) that manages the operation of an ADN. In particular, voltage insecurity will be potentially a major concern in the ADN's operation, provided frequent and unexpected variations in power outputs of renewable-energy-based DERs [1] . Accordingly, the DSO has to rely on advanced control entities such as on-load tap-changing (OLTC) transformers, static Var compensators (SVCs), and remotely-controlled switches for enhancing the security posture of the ADN's operation. For example, the DSO can remotely control certain switches to mitigate the security issues caused by the integration of DERs (e.g., voltage rises, line congestions) [2] . Meanwhile, microgrids have emerged as a promising platform in an ADN for localizing power generation and consumption through the interconnection of geographically close DERs and loads. Each microgrid is deployed with a microgrid central controller (MGCC) which occurs as a central source of communication and control of on-site resources for managing the microgrid operation strategically under various conditions. Microgrids are increasingly networked in an ADN (as illustrated in Figure 1 ), so that can even act as virtual feeders (from the DSO's perspective) to provide energy and auxiliary services back to the ADN. For example, microgrids can contribute to voltage security management of the ADN by generating or absorbing reactive power at their sites. The operation of these networked microgrids will be coordinated by the DSO that has direct control over the remaining part of the ADN, when the DSO acts as the leader followed by MGCCs of these microgrids in the decision-making of the ADN's management (e.g., economic dispatch) [3] .
Normally, the DSO interacts with MGCCs via bidirectional communication means for enhancing the efficiency and security of the ADN's operation as a whole. Since microgrids networked together often feature diversified profiles of renewable energy generation and power demands, the DSO is provided with ample opportunities for reducing the total operation costs of the ADN by scheduling power exchanges among networked microgrids [4] . Given that the DSO and MGCCs have their own regulation domains, the economic dispatch for ADNs represents a complex optimization problem involving a variety of decision makers that have independent observations and control capabilities in the ADN's operation. A conventional solution to meeting the need of such DSO-MGCCs collaborations is disclosing the operational information of networked microgrids and centralizing the decision-making capabilities to the DSO. In that regard, the DSO has global observability and full controllability over all components in the ADN and therefore it is capable of coordinating the operation of networked microgrids and determining the economic dispatch decisions in an elegant manner.
However, such a centralized solution poses additional challenges to the energy management of ADNs. In addition to the common concerns such as poor scalability and high communication overheads, centralized approaches are criticized for failing to preserve the privacy of decision makers that share operational information with each other for achieving a global optimal and equilibrium solution. In fact, the DSO and MGCCs represent different decision-making parties with mutually-exclusive regulation domains so that they are neither willing to expose their sensitive information (e.g., types and features of on-site resources) nor authorized to make critical operational decisions (e.g., dispatch and control onsite resources) on behalf of other parties due to privacy and security considerations. Hence, the realization of economic dispatch for ADNs necessitates decentralized optimization techniques that overcome the disadvantages and weaknesses of centralized ones but achieves the same solution quality.
Most studies on decentralized optimization regarding power system economic dispatch and other energy management schemes take advantage of Lagrangian-based dual decomposition (e.g., alternating direction method of multipliers (ADMM) [5] - [7] , analytical target cascading (ATC) method [8] , [9] ). To be more specific, Ma et al. [5] develop decentralized energy management strategies for tackling uncertainties of DERs' power generation in networked microgrids based on an online version of ADMM; Liu et al. [6] apply ADMM to optimize, in a decentralized manner, the operation of networked microgrids that cooperate with each other via a dedicated direct-current energy exchange network; Liu et al. [7] derive a distributed adjustable robust optimization algorithm from ADMM for determining the optimal scheduling of networked microgrids; Malekpour and Pahwa [8] employ ATC to realize parallelized computation for solving hierarchically-structured energy management problems that characterize stochastic decision-making interactions between the DSO and MGCCs; Qi et al. [9] apply ATC to decompose and then coordinate the operation of a power distribution network that is comprised of a hybrid of networked microgrids with heterogeneous configurations.
Noticeably, these Lagrangian-based decomposition approaches suffer from several common issues. First and most important, these approaches require sophisticated parameter tunings, especially for the values of Lagrangian 38804 VOLUME 6, 2018 multipliers, in order to achieve satisfactory convergence. There is no generalized rule for setting these parameters so that the optimal tunings are usually problem-specific and improper tunings may even render the solution process diverged. For example, Lagrangian multipliers are commonly updated by the subgradients at each iteration, but the corresponding convergence speed is often slow and questionable, especially in the cases of large-scale optimization problems [10] . Second, it is difficult to recover a feasible near-optimal solution (even through heuristics) to the original optimization problem from an optimal solution to the Lagrangian dual problem where a certain number of coupling constraints in the original problem are relaxed. Third, when the optimization problem is a mixed-integer programming problem, there is no guarantee to find a global optimal solution by solving the Lagrangian dual problem due to the nonconvexities of integer variables (i.e., the so-called ''integrity gap'').
Alternatively, the decentralized economic dispatch for an ADN can be executed based on primal decomposition approaches such as Benders decomposition or generalized Benders decomposition [13] , which in theory avoids the above issues of Lagrangian-based dual decomposition. To the best of our knowledge, there have been, however, few studies on the application of such well-known primal decomposition approaches in the decentralization of the ADN's energy management decision making.
Additionally, conventional economic dispatch models for power distribution networks are mostly derived from nonconvex alternating-current (AC) power flow equations so that they are often criticized for computational intractability (e.g., slow solution speed and poor solution quality). Furthermore, most existing decentralized energy management strategies in the context of ADNs fail to respect technical and operational constraints (e.g., voltage and power flow limitations) of the underlying power distribution infrastructure that networks individual microgrids. This is partly due to the inefficiency of Lagrangian-based decomposition approaches in addressing these network-wide coupling constraints. For example, electrical connections between networked microgrids are considered in an abstract and oversimplified way in some latest studies (e.g., [4] , [7] , [11] ), and accordingly these studies would render the obtained energy management results impractical in an ADN with multiple networked microgrids that are geographically and electrically far from each other.
This paper explores the possibility of involving multiple networked microgrids in the decision making of the ADN's economic and secure operation in a practical setting, and successfully overcomes the weaknesses of the existing studies. The main contributions are summarized as below:
(1) This paper proposes a comprehensive optimization model for determining the security-constrained economic dispatch for an ADN, which is by nature a mixed-integer second-order cone programming (MISOCP) problem. The formulated MISOCP problem is significantly more computationally efficient than conventional nonconvex problems, and also avoids using sufficiently large positive constants (i.e., the so-called big ''M'' [12] ) which may incur numerical instability in the solution process.
(2) This paper employs generalized Benders decomposition [13] to solve the proposed MISOCP problem, which is in line with the prevalent leader (DSO)-follower (MGCCs) relationship of these parties in the decision making of ADN's energy management. This decomposition-based approach preserves the decision-making independency of the DSO and MGCCs as well as their operational privacy, and the pertinent solution process exhibits rapid and reliable convergence characteristics without the burden of tuning parameters.
(3) This paper derives a specific type of cutting planes along with an iterative optimization procedure for restoring the solution feasibility and optimality from an infeasible solution caused by the second-order cone (SOC) relaxation of branch flows. Numerical experiments have verified the effectiveness of these cutting planes in feasibility restoration, and also demonstrated that an optimal or high-quality nearoptimal solution can be discovered after solving a sequence of MISOCP problems penalized by maximum relaxation errors.
The remainder of the paper is organized as follows. Section II models the security-constrained operation of ADNs not only by considering the flexible network configuration enabled by remotely-controlled switches and OLTC transformers, but also by promoting the active participation of networked microgrids in the economic dispatch decision making of ADNs. Section III discusses the application of generalized Benders decomposition in specifying the privacy-preserving information exchange between MGCCs and the DSO for determining the optimal dispatch solution in a collaborative manner. Section IV provides detailed results of numerical experiments for evaluating the efficiency, accuracy, robustness, and practicality of the proposed approach. Section V concludes the paper and looks out on several potential research directions for future work.
II. SECURITY-CONSTRAINED OPERATION OF ACTIVE DISTRIBUTION NETWORKS
In this section, we propose a comprehensive optimization model for determining security-constrained economic dispatch in a ADN by combining the decision-making processes of the DSO and MGCCs that are modeled separately. Here we consider the single-period operation (as is the common case for economic dispatch [14] ) of an ADN that is comprised of overhead lines rather than underground cables (i.e., line capacitances are ignored [6] ). For ease of representation, distribution lines equipped with and without remotely-controlled switches are denoted as switchable and non-switchable lines, respectively; buses connected with microgrids or not are denoted as microgrid and non-microgrid buses, respectively.
A. MODELING THE CONFIGURATION OF THE ADN
In the context of ADNs, advanced control entities, which are dispersed in the network and can be remotely controlled by the DSO, follow the instructive signals issued by the DSO VOLUME 6, 2018 and implement the requested changes in real time, thereby introducing additional flexibility and reliability to the ADN's operation. Hence, the DSO has more confidence in operating the ADN with ensured efficiency and security in the face of increasingly complex operating conditions (e.g., customers' demand response and localized generation in microgrids).
For one thing, the DSO may change the ADN's topology configuration at runtime by remotely manipulating the statuses of switchable lines in order to reduce line losses and eliminate line congestion. Although an ADN may be designed with redundant lines that enable a meshed topology configuration, it appears that the DSO tends to operate the ADN with a radial topology mainly for simplifying the configuration and coordination of protective devices [15] . The following set of constraints can be considered to ensure the radiality of the ADN's topology, which are adapted from the single commodity flow model proposed in [16] :
where |•| represents the set cardinality; (1) and (2) specify the net commodity amounts injected into the ADN at the boundary buses (''sources'', they collectively inject the amount equal to the number of all the other buses) and all the other buses (''sinks'', each consumes one), respectively; (3) corresponds to the balance of commodity flows at each bus; (4) defines the capacity limits of non-switchable lines and transformers; (5) defines the capacity limits of switchable lines; when a switchable line is not put in operation, the commodity flow along this line is enforced nullity; when (1)- (5) collectively define the topological connectedness of the ADN, (6) limits the total number of in-use branches to guarantee that there is no loop in the ADN' topology. Given the radial tree-like topology of the ADN, electrical relationships of neighboring buses can be simply described by the well-know DistFlow equations [17] instead of the full set of conventional AC power flow equations. For example, branch flows pertinent to bus m in the portion of an ADN (shown in Figure 2 ) can be expressed by the following DistFlow equations: (10) where (7) and (8) represent the balance of real and reactive power flows at that bus, respectively; (9) quantifies the difference in the square of voltage magnitude of that bus and the preceding bus; (10) define the relationship of apparent power, current, and voltage on the line terminated at that bus. In order to leverage the computational superiority of SOC programming, (10) can be relaxed into the following convex constraint:
which is by nature a rotated quadric cone. The exactness of such a SOC relaxation of branch flows has been proved under relatively mild conditions [18] . Hence, all the electrical quantities in the ADN conform to the following set of power flow equations:
where (12) and (13) represent the real and reactive power balance at each bus, respectively; (14) quantifies the difference in the square of voltage magnitude of two end buses of each non-switchable line; the combination of (15) and (16) describe the difference in the square of voltage magnitude of two end buses of each switchable line, where the limits depend on the switching status of that line; (17) further limits the range of the square of current flowing through each switchable line; that is, the square of current is constrained by the line capacity when the line is in operation, and it is enforced nullity when the line is out of operation; noteworthy, the limits in (15)- (17) are also explicitly expressed instead of using the big ''M'' due to the consideration of enhancing the numerical stability in the solution process; (18) represents the relaxed branch flow along each distribution line.
For another, the DSO may remotely adjust the tap settings of OLTC transformers in close coordination with the configuration of SVCs at runtime in order to maintain voltage security across the ADN. Figure 3 shows the equivalent representation of an OLTC transformer between buses k and m. More specifically, after introducing a dummy bus k' (added into ), the transformer is viewed as an ordinary line kk' (added into NS ) with the same impedance and capacity as the transformer) and a lossless tap changer k'm (included in T as an ideal transformer), which are connected in series. For each branch representing an ideal transformer, the following relationship between voltage magnitude of the two end buses stands:
where the tap changing ratio is represented by:
and the tap position is a general integer in the following range:
Furthermore, the integer value of the discrete tap position can be expressed in the following equation after binary expansion:
where the value of H km is determined by respecting the following relationship:
It can be easily seen that, after the substitution of (20) and (22), (19) comprises a series of products of binary and continuous variables, the nonlinearity of which significantly increase the computational complexity. Here we introduce auxiliary variables to replace the complex products, and therefore (19) is equivalent to the following set of constraints [19] :
where α km,h , β km,h , and γ km,h are auxiliary binary variables; δ km is an auxiliary continuous variable for representing voltage magnitude. Note that these set of constraints (26)- (29) avoid introducing a big ''M'' as the theoretical upper limits (as is the case in [19] ) but specify these limits according to their physical meanings instead, which effectively alleviates the potential numerical instability caused by the big ''M''. The major responsibility taken by the DSO is to strike a real-time balance between power generation and consumption in the ADN. The DSO may import or export power from the upstream transmission network, import or export power from microgrids networked in the ADN, as well as perform curtailment of power demands at non-microgrid buses. More specifically, power transfers from the networked microgrids meet the following constraints:
where (30) defines the real and reactive power transferred from each microgrid bus to the ADN, and (31) provides the upper and lower bounds of these power transfers.
Power demand curtailment at non-microgrid buses is subject to the following constraints:
where (32) defines the limits of curtailing the real power demand at each non-microgrid bus; (33) states that real and reactive power demands are curtailed without affecting the power factor. Accordingly, net power injections at each non-microgrid bus in the ADN can be stated as follows:
where (34) and (36) represent the real and reactive power injected at the boundary buses, respectively; (35) defines the real power injection at each ordinary bus (neither connected VOLUME 6, 2018 to a microgrid nor the upstream transmission network) where no localized generation resources are utilized; (37) states the reactive power injection at all the buses equipped with an SVC, and (38) means the reactive power output of each SVC is continuously adjustable within its capacity limits; (39) defines the reactive power injection at an ordinary bus without additional reactive power generation resources. Since the operation costs C mg (including production costs of power transfers) of networked microgrids are calculated and reported by their MGCCs, the DSO itself needs to account for the following two types of operation costs:
where (40) quantifies the total cost of importing energy from the upstream transmission network via the boundary buses; (41) calculates the total cost of curtailing real power demands at non-microgrid buses. Note that load curtailment is always the last option for the DSO to achieve the power balance so that ρ LS is always set at a value significantly larger than ρ E,m ( ∀m ∈ B ). The DSO is also responsible for ensuring the ADN's operational security, leading to the following constraints:
where (42) states that the apparent power flowing through each branch should not exceed its rated capacity; (43) specifies the allowable range for the square of voltage magnitude of each non-boundary bus, while (44) corresponds to the fact that the voltage magnitude of each boundary bus is maintained at a prespecified value. Therefore, the following penalty term, which represent the accumulated deviation of bus voltage magnitude, should be also considered by the DSO in the total operation costs for enhancing the voltage security:
where υ m denotes the absolute value of the difference between v m andṽ m , as stated below:
Besides, (46) is mathematically equivalent to the following pair of constraints when (45) is expected to be minimized:
which ensure that υ m is always fixed at the pertinent absolute valueṽ m regardless of the actual value of v m , given that at most one of the right sides of (47) and (48) achieves a positive value equivalent to the absolute difference between v m andṽ m .
B. MODELING THE OPERATION OF INDIVIDUAL MICROGRIDS
Each microgrid possesses a variety of on-site generation and dispatchable resources for meeting local power demands and interacting with the remaining part of the ADN. In that regard, the MGCC needs to optimize the microgrid-wide energy management based on technical and operational characteristics of on-site resources. Controllable and renewable-based generation units have the following constraints to represent their real power outputs:
where (49) restricts the real power output of each controllable generation unit in the technically feasible range, and (50) sets the real power output of each renewable-based generation unit equal to the expected value. ES devices are installed for smoothing out the fluctuations of both renewable energy generation and real power consumption through flexible charging and discharging management. Their technical constraints are written as follows:
E e ≤Ẽ e + ξ e P Ch,e − 1 ζ e P Dch,e ≤Ē e , ∀e ∈ m (52)
where (51) defines the allowable ranges of charging and discharging power in an integrated way, which means the net power output is always constrained by its rated power limit; (52) states that the energy level at the end of the dispatch period should be kept within the allowable range, when efficiencies of both charging and discharging are taken into consideration; (53) corresponds to that fact that neither charging nor discharging power can take a negative value. In addition to real power generation, the microgrid clusters controllable resources (e.g., power electronic converters coupled with capacitors) for reactive power generation, as stated in the following aggregated form:
Since power demands in the microgrid are commonly adjustable due to the existence of elastic loads such as electric vehicles, heating, ventilation and air conditioning devices, load curtailment is also considered by the MGCC when there is a deficit in either real or reactive power supplies, as represented by the following constraints:
which state that real and reactive power demands are curtailed in the allowable ranges without affecting the power factor. Overall, the MGCC manages the power balance in the microgrid by considering localized generation, load curtailment, as well as power imported from or exported to the adjoining ADN, as stated below:
where (57) and (58) state the microgrid-wide real and reactive power balance, respectively. Notably, the microgrid is regarded as an aggerated generator or load connected to the ADN via the point of common coupling, but it does not necessarily mean that there is no power flow inside the microgrid. Considering that the installed generation capacity is limited in a microgrid, line congestion seldom occurs inside the microgrid, and therefore detailed power flow equations are neglected without loss of modeling accuracy. While the production costs of renewable-based generation units are neglectable, those for controllable generation units (which usually consumes coal, gas, and oil) are generally assumed as convex quadratic functions of their real power outputs. Therefore, the accumulated production costs of controllable generation units in the microgrid are stated as:
The curtailment of power demands in the microgrid costs:
Meanwhile, repeated charging and discharging causes capacity degradation of an ES device and has a direct impact on its life time. In fact, the life-time of these devices is usually calculated based on the number of charging/discharging cycles.
Besides, it is commonly assumed that each ES device suffers a degradation cost that is directly related to its charging or discharging rate. Hence, the accumulated degradation costs of energy storage devices in the microgrid are characterized as:
Ch,e + P 
where the quadratic cost function for capacity degradation has been justified in [7] based on the experimental data. Moreover, since the value of this function increases with either charging or discharging rates, charging and discharging will never happen simultaneously in a single ES device when the degradation cost is expected to be minimized. That is to say, we do not need additional binary variables to ensure the mutual exclusiveness of charging and discharging for ES devices (as is the case in [20] ).
C. COMPLETE FORMULATION OF THE ADN'S ECONOMIC DISPATCH
Conventionally, the DSO solves the following optimization problem to determine economic dispatch decisions in the ADN, when all networked microgrids agree to follow the DSO's instructions in order to collaborate with each other for optimizing the overall operation of the ADN:
Constraints (1)- (6) where the objective is to minimize, in a well-coordinated manner, the total operation costs of importing energy from the upstream transmission network, curtailing real power demands at non-microgrid buses, penalizing deviations of bus voltage magnitude, as well as operating all networked microgrid; the constraints reflect operational and physical limitations of all components and resources in the networked microgrids and the remaining part of the ADN; note that this formulation facilitates the plug-and-play integration of microgrids in the ADN's operation since both the objective function and constraints can be easily adjusted for meeting the requirements posed by a changing number of networked microgrids (i.e., the number of networked microgrids in a single operation period is fixed but the number changes over time). Mathematically, this comprehensive problem for economic dispatch is a jointly-defined MISOCP problem that can be solved efficiently in a centralized manner. However, it is generally not the case in reality where the DSO and MGCCs contribute all the decision-making details to form a global optimization problem. The DSO and MGCCs are normally independent decision makers that are blind to any other party's private operational information (e.g., cost functions, components' characteristics), while the centralized optimization problem unavoidably reveals the information privacy of these participating parties to each other, especially to the DSO. For example, when the DSO has no direct control over any components in networked microgrids, the last term in the objective function (62) and the constraints for individual networked microgrids should only appear in the decision-making of their MGCCs instead of the DSO. Likewise, it is also unnecessary for MGCCs to get detailed modeling and operation information of the remaining part of the ADN which is exactly the regulation domain of the DSO. Therefore, the collaborations between the DSO and MGCCs should rely on a decentralized optimization scheme to solve the proposed comprehensive economic dispatch model in order to address their concerns of privacy leakage. VOLUME 6, 2018
III. PRIVACY-PRESERVING ENERGY MANAGEMENT BASED ON GENERALIZED BENDERS DECOMPOSITION
In this section, we explain how to apply generalized Benders decomposition together with a specific set of cutting planes to solve the comprehensive economic dispatch problem in a decentralized manner while preserving the private information belonging to various parties participating in the collaborative decision making.
A. APPLICATION OF GENERALIZED BENDERS DECOMPOSITION
The comprehensive optimization problem proposed in Section II.C aggregates the decision making of the DSO and MGCCs on the ADN's economic dispatch. However, it can be easily observed that the decision making of the DSO and MGCCs is interlinked by the schedules of exchanging real and reactive power at microgrid buses (i.e., the so-called ''complicating'' variables). In other words, once these power exchange schedules are fixed, the economic dispatch for the ADN yields an optimal network configuration problem (i.e., the master problem) for the DSO, along with a set of microgrid-level economic dispatch problems (e.g., subproblems), one for each MGCC. Generalized Benders decomposition exploits such a separable structure and preserves regulation domains and optimization formulations of all parties participating in the decision making of economic dispatch. When generalized Benders decomposition is applied in this case, the original problem is partitioned into a set of smaller-size optimization problems, with the DSO's decision making in the upper-level master problem (where decision variables are mixed-integer) and individual MGCCs' decision making in the lower-level subproblems (where decision variable are all continuous).
Principally, generalized Benders decomposition manages to solve the original optimization problem through iterations between the master problem and subproblems. In the master problem, the DSO, with a goal of ensuring the operational security of the ADN and minimizing the total operation costs (including approximated operation costs of networked microgrids), decides the optimal settings of advanced control entities as well as the optimal amounts of real and reactive power to be exchanged with all the networked microgrids. The general form of the master problem at iteration t B is stated as (∀t B ):ẑ denotes the minimized total operation costs at iteration t B , which is by nature an effective lower bound on the costs of the optimal dispatch plan; z m is a continuous variable that represents the operation cost of the microgrid at bus m as approximated by the DSO, the optimal value of which is constrained by all the available Benders cuts (i.e., feasibility and optimality cuts); these cuts are generated and added to the master problem after solving subproblems during all the previous iterations, and their mathematical forms will be elaborated in the following context of this subsection. An enhanced version of the master problem that ensures the tightness of the branch flow relaxation (as indicated by (18)) will be provided in the next subsection.
Once the master problem is solved, all the optimized power exchange schedules are passed to subproblems that can be solved in parallel by individual MGCCs. Each MGCC determines the economic dispatch for the microgrid in two steps. In the first step, it checks if the power exchange schedule from the master problem is practically feasible, namely, not violating any technical or operational constraints in the microgrid operation. The feasibility check subproblem for the microgrid at bus m at iteration t B is stated as (∀m, ∀t B ):
X,m (λ
Constraints (49) F,m will indicate the infeasibility of the determined power exchange schedule, and the following valid inequality which is denoted as feasibility cut will be provided back to the master problem:
which is derived for enforcing the optimal sum of slack variables no larger than zero if possible in the subsequent iterations, according to the weak duality property of the linear feasibility check subproblem. Moreover, if the power exchange schedule is feasible, the MGCC turns to solve the optimality check subproblem in the second step, which is stated as below (∀m, ∀t B ): (72) which is derived for approximating the microgrid operation costs in the subsequent iterations, according to the weak duality property of the convex optimality check subproblem.
If all the determined power exchanges are feasible, an effective upper bound on the costs of the optimal plan of the ADN's economic dispatch can be formulated as below: vol determined in the master problem at iteration t B . If any of the determined power exchanges is infeasible, the upper bound is set at a significantly large constant. At each iteration, the convergence of the generalized Benders decomposition procedure is checked to decide if it is necessary to perform the next iteration. If the procedure is not converged, the master problem will be augmented with all the Benders cuts determined at the current iteration, and the iterations between the master problem and subproblems will continue until the convergence criterion is met. A commonly used convergence criterion is stated below:
where τ B is a pre-specified constant denoting the convergence threshold; generally, the smaller this threshold is, the more iterations generalized Benders decomposition will go through.
B. CUTTING PLANES FOR FEASIBILITY RESTORATION
As has been proved in [18] , when the SOC relaxation of all branch flows is exact under mild conditions, the solution to the optimization problem based on the relaxed branch flow model corresponds to the global optimal solution to the conventional optimization problem dependent on the full set of AC power flow equations. Although the relaxation is assumed completely exact for the ADN's energy management in several existing studies (e.g., [21] ), the correctness of this assumption cannot be guaranteed in many practical applications, especially when the pertinent optimization problem includes integer variables. In other words, the master problem may provide ineffective and even wrong signals to guide the search of optimal power exchange schedules when a certain number of branch flows violate the physical laws (corresponding to the cases where the SOC relaxation is not exact) in the current optimal solution, which has a significant impact on the convergence and the solution optimality of generalized Benders decomposition. Accordingly, the MISOCPbased master problem should be strengthened for the sake of tightening the SOC relaxation of branch flows, thereby retaining the superior solution performance of generalized Benders decomposition. Rigidly speaking, the following inequalities should be enforced together with (18) in the master problem at each iteration in order to ensure the exactness of the SOC relaxation:
However, these inequalities are by nature nonconvex and therefore they may significantly increase the computational complexity of the master problem and even make it intractable.
Here we propose to develop linear cutting planes in place of (75) as needed, which actually have little effect on the computational tractability of the master problem. A multivariable function is first defined as below: 76) where
In essence, the cutting planes are derived based on the common knowledge that any function having a continuous second derivative can be represented by an expansion of Taylor series. Accordingly, the nonconvex function F(x km ) can be linearly approximated in the following form, when only the first two terms in the expansion of its multi-variable Taylor series are considered:
wherex km is the current optimal solution; (∇F)x km characterizes the best linear approximation at the pointx km , and ∇F is the gradient function expressed as:
Once the master problem is solved, the optimal solution pertinent to branch flows are checked using the following criterion:
where τ F is a pre-specified constant that is significantly small for representing the threshold for determining the exactness of the SOC relaxation. If this criterion is not met for a certain branch flow, the pertinent optimal solution is regarded infeasible due to the inexact relaxation of branch flows (i.e., violating the original branch flow equation like (10)), and the following cutting plane derived based on the right-hand side of (78) should be considered to restore the solution feasibility: where F denotes the set of distribution lines with an inexact SOC relaxation of its power flow at the current optimal solution; from the perspective of mathematics, this inequality represents the plane tangent to the graph represented by (75). Notably, the linear proximation (78) is exact only in the close neighborhood of eachx km under consideration, and the feasible region constrained by (75) is nonconvex. Accordingly, the cutting plane in the form of (81) may unintentionally cut off a certain part of the original feasible region, thereby having an unexpected impact on the solution quality. In order to make this point clearer, we consider the feasible region bounded by a nonconvex constraint like (75) in a twodimension plane as illustrated in Figure 4 , where the cutting plane is degraded to a tangent line. In the case of point A, the boundary in its neighborhood is concave up, and the tangent line is an underestimate of the feasible region, only leaving the area outside the feasible region affected by the tangent line. On the contrary, in the case of point B, where the boundary in its neighborhood is concave down, the tangent line is an overestimate of the partial feasible region below, and therefore that area is unavoidably cut off by the tangent line, which renders the solution quality deteriorated, especially when the original optimal solution resides in the cutoff region. In other words, the cutting planes represent by (81) are too strong to result in an optimal or even feasible solution, when they are directly incorporated into the master problem. Alternatively, a relatively weak version of the derived cutting planes is considered to restore the exactness of the SOC relaxation, as stated below:
where ε is a non-negative continuous variable for quantifying the error of the SOC relaxation, which is expected to be minimized. Since the right-hand side (regarded as penalty term) of such cutting planes can be controlled flexibly, the solution quality for the master problem is merely affected by the augmentation of these cutting planes.
Considering that the addition of cutting planes into the master problem is more like a trial-and-error procedure, there is no guarantee to recover the optimal solution immediately from an initial infeasible solution (which is caused by inexact SOC relaxation) by including all the necessary cutting planes at one stroke. Here a sequential optimization procedure is developed for restoring the solution feasibility with the application of the derived cutting planes represented by (82). Figure 5 shows the flowchart of this feasibility restoration procedure. Each time after the master problem is solved at an iteration of generalized Benders decomposition, the relaxation exactness of all the optimal branch flows is checked, and the feasibility restoration starts if any relaxation error is unsatisfied. The restoration procedure generates the cutting planes in a sequence for reducing the relaxation errors until the relaxation tightness requirement (as stated in (80)) is met, and only at that time the pertinent optimal solution is passed to subproblems for continuing the procedure of generalized Benders decomposition. Correspondingly, the whole solution procedure for the proposed economic dispatch model consists of two iteration loops, where generalized Benders decomposition and feasibility restoration of the SOC relaxation is performed in the outer and inner loop.
Essentially, we can enhance the master problem by considering the derived cutting planes for feasibility restoration, when the maximum relaxation error is penalized in the objective function, as stated below:
Constraints (1)- (6), (12)- (18), (24)- (44) Feasibility Cuts (if any)
Optimality Cuts (if any)
km,(t F −1) represent the optimal solution vector to the augmented master problem in the previous inner iteration of t F for feasibility restoration, when the outer iteration procedure of generalized Benders decomposition goes to t B ; 
(t B )
F,(t F −1) denotes the corresponding set of distribution lines with an inexact SOC relaxation of its optimal power flow; this optimization problem is in the same form of the original master problem augmented with the strong version of the cutting planes (as represented by (81)) if the value of ε is fixed at 0; the iteratively-generated cutting planes are used to augment the master problem in addition to all the available feasibility and optimality cuts; additionally, all the cutting planes are kept in the master problem once they are added; ρ F,(t F ) is the infeasibility penalty factor that is iteratively updated as follows:
whereρ F is the initial value; σ F is the updating scalar, based on which the iteration counter of feasibility restoration occurs as an exponent;ρ F is the maximum value allowed for penalizing the objective function in order to avoid solution inaccuracy in the numerical calculation; these parameters are pre-specified by the decision maker (i.e., the DSO in this case); for example, we choose 1, 10, and 100,000 as the values ofρ F , σ F , andρ F in our numerical experiments, respectively, and the pertinent numerical results are favorable.
C. COLLABORATIVE DECISION-MAKING PROCESS
Mathematically, the iterations between the DSO and MGCCs for determining the ADN's economic dispatch collaboratively is consistent with the solution process of generalized Benders decomposition. Figure 6 shows the communications between these parties in the collaborative decision-making process where their decision-making independence is well maintained.
More specifically, the DSO requests MGCCs to enable power exchanges and informs them the schedules optimally determined in the network configuration optimization problem (i.e., master problem), when MGCCs provide feedback information in terms of Benders cuts after solving their own microgrid-wide economic dispatch problems (i.e., subproblems). According to the feedback information from MGCCs, the DSO can easily construct an upper bound for the total operation costs corresponding to the optimal economic dispatch plan, and it can adaptively modify the power exchange amounts that MGCCs are requested to effectuate. Such interactions between the DSO and MGCCs are iterated until the realization of a global agreement where real and reactive power exchange schedules pertinent to all the networked microgrids no longer change.
There is only a limited amount of non-critical information is exchanged among these independent parties so that the bandwidth requirement on their communication links is relatively low. In other words, the DSO does not know the detailed operation schedules of components inside each microgrid while MGCCs have little knowledge of the remaining part of the ADN, thereby effectively overcoming the privacy-leakage shortcomings of centralized optimization approaches. Besides, Benders cuts (both feasibility and optimality cuts) can be represented in the following unified form, which further simplifies the communications between MGCCs and the DSO:
where the coefficients for feasibility cuts are determined as:
and those for optimality cuts are determined as:
(88) Figure 7 provides the complete process of the collaborative decision-making on the ADN's economic dispatch. Due to the convexity of all the subproblems (i.e. the feasibility check subproblem is linear and the optimality check subproblem is linearly-constrained quadratic), the global agreement between the DSO and MGCCs on their power exchange schedules is theoretically guaranteed to be reached in finite iterations (corresponding to the convergence of generalized Benders decomposition [13] ). It is also worthy of mentioning that a feasible solution to the ADN's economic dispatch can be conveniently obtained within the decision-making interactions (only if no feasibility cuts are returned) and its probable gap to the optimal solution can be easily estimated since both upper and lower bounds are available at each iteration.
IV. NUMERICAL RESULTS
In this section, we conduct case studies based on the modified IEEE 33-bus distribution system. Numerical experiments are implemented in the environment of MATLAB 2016a [22] in Windows 10 Pro (64-bit) Operating System on a laptop with an Intel Core TM i7-7500U CPU, when all the optimization problems are solved by the commercial solver VOLUME 6, 2018 MOSEK 8.1 [23] . The relative optimality gap for mixedinteger programming is set at 0.1%, the threshold for determining the exactness of SOC relaxation is set at 10 −6 , and the convergence threshold of generalized Benders decomposition is set at 0.05%.
A. TEST SYSTEM CONFIGURATION
The test system of an ADN is configured based on the threephase balanced 33-bus radial power distribution grid [17] , where bus 1 is interfaced to the upstream transmission network. Branches 5-6, 13-14, 31-32, 8-21, 9-15, 12-22, 18-33 and 25-29 are switchable lines. Branches 1-2, 9-10, and 29-30 are OLTC transformers, each of which has a tapchanging ratio between 0.95 and 1.05 with a single tap step of 0.025. Buses 12, 19 and 28 are equipped with an SVC, whose reactive power generation can be set at any value between -300 kVar and 900 kVar. Buses 13, 18 and 30 are microgrid buses. Tables 1 and 2 list the characteristics of controllable generation units and ES devices installed in individual microgrids, respectively. Table 3 gives detailed information on power demands, renewable energy generation and localized reactive power generation in individual microgrids. Figure 8 illustrates the base-case test system configuration. Voltage magnitude of bus 1 is kept at 1.0 p.u., and the desired voltage magnitude of all the other buses is set at 1.0 p.u. while the actual value is allowed to vary from 0.9 p.u. to 1.1 p.u. Both real and reactive power transferred from each microgrid to the distribution network is constrained in the range of -500 kW (kVar) and 500 kW (kVar). The cost of importing energy from the upstream transmission network via bus 1 is 88 $/MWh, the costs of curtailing power demands at all buses are unified at 500 $/MWh, and the factor for penalizing voltage magnitude at all buses is 100 $/h. Base values of power and voltage are set at 100MVA and 12.66 kV. The complete configuration is available at http://motor.ece.iit.edu/data/DSO_MMG.xls.
B. SECURITY AND COST-EFFECTIVENESS OF THE ADN'S OPERATION
The base case is first studied for examining the effectiveness of the proposed approach in ensuring the cost-effectiveness and security of the ADN's operation. For ease of presentation, generalized Benders decomposition and feasibility restoration are abbreviated as GBD and FR, respectively, in certain figures. Figure 9 shows the iteration process of GBD, from which it can be easily observed that it takes four iterations to reach an global agreement (i.e., a converged solution) on the power exchanges, although the initial power exchange schedule made by the DSO is infeasible (leading to an infinite upper bound). Figure 10 shows the iteration process of FR after SOC relaxation at each iteration of GBD. As shown, no FR is required at the first iteration of GBD, while the tightness of SOC relaxation of branch flows at the 2 nd , 3 rd and 4 th iterations is ensured after 5, 3 and 3 inner iterations of FR respectively. Figures 11 and 12 illustrate the evolution of real and reactive power exchange schedules during the iteration process of GBD. We can easily observe that these power exchange schedules get stabilized with the iteration of GBD. Figure 13 shows the relaxation errors of branch flows at the converged solution of GBD, which are all controlled below 10 −6 as a result of the sequential-optimization-based FR, and therefore this solution is regarded feasible without the concern of SOC relaxation inexactness.
Since the proposed dispatch model explicitly considers the penalization of voltage magnitude deviations at all buses, the resulting optimal values of bus voltage magnitude are all regulated in the close neighborhood of their desired values. Figure 14 shows the comparison of bus voltage profiles with and without such a penalization-based voltage regulation. Obviously, most buses witness a significant voltage rise when their voltage magnitude is not regulated, thereby endangering the operational security of the ADN.
Besides, three out of the eight switchable lines are required to put in operation in order to ensure the connectedness and radiality of the ADN's network topology. In fact, the combinations of three switchable lines contribute to 18 feasible topology configurations in total. Figure 15 enumerates the total operation costs for these 18 configurations, when the ADN's topology is fixed to a chosen topology and needs no further topology-related decision making. It is not surprising VOLUME 6, 2018 that the least-cost topology among these configurations corresponds to the optimal topology setting (where lines 5-6, 9-15 and 31-32 are switched into operation) determined by the proposed approach.
In order to further validate the role of advanced control entities in the ADN's economic dispatch, we consider three distinct cases different from the base case. The cases in which no SVCs, OLTC transformers, and switchable lines are considers are denoted as Cases A, B, and C, respectively. Table 4 compares the optimal operation costs and the voltage profiles in these cases. It can be clearly seen that the base case where all the advanced control entities results in the lowest total operation costs, followed by Cases C and A, when Case B with no OLTC transformers incurs the highest total operation costs, due mainly to the costly load shedding for maintaining the voltage security. Hence, it is concluded that our proposed approach leads to a cost-effective and secure economic dispatch plan in the base case.
C. EVALUATION OF COMPUTATIONAL PERFORMANCE
To further evaluate the computational performance (in terms of convergence speed and solution accuracy) of the proposed dispatch approach, we create various test scenarios by varying the settings in the base case.
Note that existing models that centrally solves the ADN's economic dispatch by including the full set of AC power flow equations pertain to a typical mixed-integer nonlinear programming (MINLP) problem with a significantly high computation complexity. In fact, common MINLP solvers such as BONMIN [25] , BARON [26] , and KNITRO [27] fail to get a converged solution (even a high-quality local optimum) to those centralized ADN's economic dispatch problems after an unreasonably long calculation time (as is the case in [28] and [29] ). Meanwhile, the existence of various coupling constraints associated with the operational security of the ADN (e.g., topology requirement, networkwide branch flow equations) magnifies the computational intractability of the application of Lagrangian-based decomposition approaches, let alone their inherent limitations on the solution convergence. Accordingly, we compare our proposed approach with the centralized optimization approach (strengthened by the proposed FR procedure) that solves the economic dispatch problem stated in Section II.C. We also need to stress that the adoption of FR in centralized optimization manages to get or approximate the globally optimal solution of the ADN's economic dispatch (a similar application has been examined and proved in [30] ). Hence, the corresponding comparison results are evident to show the computational superiority of the proposed approach.
We first consider 10 scenarios with distinct operating conditions. These scenarios are constructed by multiplying the system load (all bus loads change unilaterally) and the three microgrids' renewable energy generation levels in the base case (denoted as Scenario 1) with a random scalar, leaving all the other settings unchanged. Figure 16 shows these multipliers used in making individual scenarios. In all of these scenarios, the proposed decentralized optimization approach manages to get a converged solution after a few iterations (i.e., at most six iterations). Figure 17 gives the changes of real power exchange amounts for the three microgrids in these scenarios. It is obvious that the DSO that seeks to minimize the total operation costs adjusts power exchange schedules for taking full advantage of renewable energy generation in different scenarios. Table 5 lists detailed results of the total operation costs and real power exchange amounts and compares them with the solutions resulting from centralized optimization. As shown in the table, the optimal solutions produced by the proposed decentralized optimization approach are very close to or exactly the same as (i.e., in Scenario 4) the solution resulting from the centralized optimization approach, where the maximum difference in the total operation costs is around 0.67% (in Scenario 5) and that in the real power exchange amount is 0.34% (Microgrid #1 in Scenario 3). These errors are all neglectable in practice. Besides, the reason why the total operation costs from the proposed decentralized optimization approach is slightly high is because the incorporated cutting planes for FR may unintentionally cut off a certain part of the feasible region that contains the optimal solution (as stated in Section III.B). Note that the settings of relative optimality gap and Benders convergence threshold are also contributing factors to such a computational difference. In other words, when the decentralized optimization approach finds a feasible MISOCP solution satisfying these settings, that solution is eventually regarded as the optimal solution. In particular, when the iteration of GBD terminates, the obtained final solution is by nature the upper bound of the optimal solution, which is more or less deviated from the ''actual'' optimal solution from centralized optimization.
Thanks to the sufficient power import capacity of the boundary bus that continuously transfers power from the upstream transmission network to the ADN, the optimal load shedding cost keeps being zero in all the test cases in Table 5 since there is no need to curtail local loads for maintaining the power balance in the ADN. In order to extend the comparison coverage for evaluating the computational performance of the proposed decentralized optimization approach more comprehensively, we consider cases where the power import capacity of the boundary bus is constrained (as can be seen in the scenarios where power outages occur in the upstream distribution network due to extreme weather events) and thus load shedding is mandatory to balance power generation and consumption. The pertinent numerical results are listed in Table 6 , when the limitation on the power import amount via the boundary bus varies between 0 and 2000 kW. As can be observed in this table, the proposed decentralized optimization approach still leads to optimal solutions close to those obtained from the centralized optimization approach after a few GBD iterations.
We continue to create more test scenarios by including more networked microgrids in the ADN. Table 7 lists the locations of networked microgrids in these new scenarios (the three-microgrid scenario is the same as the base case), where the technical characteristics of on-site resources in the newly-added microgrids are generated in a randomized way without loss of generality. We also compare the computational performance of the proposed decentralized optimization approach with the centralized approach. Detailed comparison results are shown in Table 8 . As can be easily observed, these two approaches produce very similar results, and the iteration number of GBD tends to increase with the number of networked microgrids. Thus, the solution produced by the proposed decentralized optimization approach is regard satisfactory, when the iteration process converges rapidly with reasonable computational efforts.
According to our numerical experiments, it takes an average time of 3 seconds for the centralized optimization approach to solve the MISOCP model exactly, and it takes 1.6 seconds on average to finish an iteration of the proposed decentralized optimization approach (the convergence is achieved after five iterations on average), when all the existing MINLP models cannot be solved to a satisfactory solution after 1000 seconds. Although it is true that the wall-clock solution time of the proposed decentralized optimization approach is slightly higher than the centralized optimization approach in solving the MISOCP model and the optimal solutions are slightly different between these two approaches, such a minute difference of calculation time and solution quality is normally acceptable in practical applications, let alone the significant advantage introduced by the decentralized optimization approach for preserving the information privacy of individual decision makers. To conclude, our proposed decentralized optimization approach is effective, robust and favorable in terms of solution accuracy and computational efficiency.
V. CONCLUSIONS AND FUTURE WORK
It is commonly postulated that the DSO and MGCCs will interact in a leader-follower manner for the optimal energy management of an ADN. This paper provides a strategic solution for determining ADN's economic dispatch in a decentralized but collaborative manner while preserving the operational privacy of the DSO and MGCCs. More specifically, GBD is chosen for decentralizing the decision-making processes with reasonable computational efforts, and a specific type of cutting planes are introduced to tighten the SOC relaxation of branch flows for ensuring the solution quality. The proposed economic dispatch approach is verified by case studies to be efficient, scalable, privacy-preserving, and robust to various operating conditions faced by the ADN.
Overall, this paper lays the theoretical foundation for facilitating privacy-preserving interactions between networked microgrids and the adjoining network so as to promote a greater degree of security, efficiency, reliability and sustainability in the operation of an ADN. The proposed approach realizes various benefits in the ADN's energy management based on a detailed and accurate modeling of the underlying power distribution infrastructure. On one hand, this paper exploits the potential of flexible configuration capabilities of the ADN, which are attributed to advanced control entities (such as remotely-controlled switches and OLTC transformers), in accommodating the integration of networked microgrids. On the other hand, this paper verifies the role of networked microgrids in enhancing the operational efficiency and security of the ADN's operation through the optimization of their energy and auxiliary service provisions.
As future work, we will take into account the physical characteristics of renewable generation (e.g., intermittency and randomness), electricity consumption (e.g., power factors and geographical diversity) and other uncertainty factors (e.g., unexpected distribution line outages) in the economic dispatch for an ADN. In that regard, the proposed deterministic decision-making approach will be extended to a more realistic one by using sophisticated robust or stochastic optimization techniques. We will also work on developing effective trading incentives for promoting collaborations between the DSO and MGCCs in the transactive energy environment [24] such that the energy and auxiliary services provided by networked microgrids are priced in a more accurate way.
