The independent block structure of regenerative processes and the known convergence rates of the means of ratio estimators are exploited to produce biasreduced regression-adjusted estimates (rare's) for regenerative simulations. Formal and graphical assessments of the evolution of the distributions of the estimates to normafity and symmetry are given. Other graphs show the evolution of the bias in the estimates as well as the bias reduction achieved by the rare estimate.
Introduction
In regenerative simulations the fact that the sample path of the simulated process, say { 14I/, i ~ 0}, can be divided into independent and identically distributed (iid) blocks of length (Tj,j >_ 1} is exploited. For example, let the quantity of interest be the expected stationary waiting time E(W) in a queue and let Yj be the sum of the waiting times observed in the jth block. Then the usual regenerative estimate re(n) of E(W), formed from n blocks is re(n) = Y/¥ where Y and ¥ are the averages of ( I11 ..... Yn}, and { T1 ..... Tn}, respectively. This estimate converges to E(W) as n gets large and the so-called "statistics" of regenerative simulation exploit the fact that re(n) is asymptotically unbiased and normally distributed with a variance of a known form that can be estimated from the data [3, 4, 9] .
An advantage of the regenerative estimate is that it eliminates the problem which arises in straightforward simulations of choosing initial conditions so as to make ( Wi, i >_ 0} stationary and if1, the sample path average, unbiased. The initial conditions are of importance only fo_r finite sample sizes so that the advantage of re(n) over W disappears asymptotically. Given this advantage, the regenerative estimate is usually employed and a single sample path is simulated for as long as is necessary in order to achieve a given precision. At that point the simulator assumes that the point estimate re(n) is both unbiased and normally distributed. There are several problems involved in this "flying blind" procedure besides the fact that the assumptions of normality and no bias are typically not verified and are possibly false. Most notably, it is not known how to adjust confidence interval widths to allow for the fact that the variance is estimated from the data and is usually highly positively correlated with the point estimate. This correlation is particularly troublesome in sequential procedures that use a relative confidence interval width criterion for determining simulation run lengths.
A preferable method to using a single sample path would be to generate m iid sample paths, form an averaged estimate from the m estimates obtained, and then produce the usual standard deviation estimate for a sample mean. Unfortunately taking m sample paths of length n/m only aggravates the concern with the estimate's bias and normality that occurs with both the straightforward and regenerative methods.
In this paper two aspects of the regenerative structure of the simulated process are exploited to alleviate this conundrum. The first is that the regenerative blocks are iid so a single simulation of n cycles can always be sectioned into k iid simulations of nk = n/k blocks per section for multiple values of k. Thus from a single simulation of n blocks, unbiased (but correlated) estimates of E(re(nk)) can be obtained for the multiple values of n,. Second, unlike the estimate if,', the regenerative estimate has known bias structure, i.e., E(re(n)) = E(W) + fll/n + fle/n z + ... Combining these two facts and using regression techniques, an estimate and a graphical picture of the bias structure can be obtained. More importantly, a regression-adjusted regenerative estimate, rare(n) for E(W) can be produced that corrects for the bias.
This procedure can itself be replicated, for example, m times producing m iid estimates rare ( 1, n) .... , rare(m, n) with low bias and the value E(W) can then be estimated by arare(m, n), the average of these m rare(j, n)'s. Furthermore plots showing the evolution to the unbiased state can be produced along with box plots displaying the distributions of the estimates. Running normal plots with normal test statistics can also be given for various subrun lengths nk. These plots allow the user to judge the subsample length n at which rare(l, n), .... rare(m, n) can be assumed to be normally distributed. Using this sample of m rare's, a standard deviation estimate stare(m, n) for the averaged rares, arare(m, n) is obtained from which a confidence interval for the steady state parameter is derived. Furthermore a sample of size m, rare(l, n) ..... rare (m, n) , is available for comparisons and rankings and for multidimensional confidence regions (when more than one parameter is of interest) using standard normal theory, or nonparametric methodology.
Other techniques which reduce bias in regenerative estimates are the jackknife and Tin estimates [18, 10] and estimates based on renewal theoretical properties [17] . As generally applied these techniques remove only the 1/n term in the bias expansion (the jackknife estimate can be modified to remove the 1/n 2 term at a great computational cost and an uncertain effect on the variance of the resulting estimate). However, no guidance is given as to when this bias reduction is sufficient and the jackknife estimate is known to inflate the variance in finite samples [5, 7] . Furthermore, the problems of correlation between the point and variance estimates and of detecting normality are not relieved by these alternative estimators. The regression and graphical procedures given in Secs. 3 and 4 are also applicable to estimates for which the l/n term has already been removed, by, for instance, jackknifing, although this is redundant. In practice the bias becomes insignificant long before the assumption of normality is valid, particularly when bias reducing techniques are applied.
The work in this paper is related to that of Fishman [6] who used replications with the Tin estimate to reduce bias and a normality test. The strength of the regressionadjusted regenerative estimate in conjunction with the graphics is that a very clear picture of how the bias is changing and at whatpoint it is insignificant is obtained. In addition, the box plots and the running normal plots show the convergence to normality.
To apply the methodology given in this paper in practice requires a relatively sophisticated user to interactively interpret the output. This contrasts sharply with automated sequential procedures [6, 12] that require no human intervention, but provide the user with far less 261 information, particularly about the dynamics of the simulation.
Objectives and Outline
The various regression-adjusted estimates are described in Sec. 3 of the paper and the graphics which have been developed to go with them are described in Sec. 4. In Sec. 5 a protocol is described that directs the simulator in the use of the above methodology.
The objective of this protocol is to produce for a given precision or total available computing time, estimates rare(j, m),j = 1 ..... m, from the shortest possible number of blocks per replication such that the rare(j, m)'s are approximately (i) unbiased; (ii) normally distributed. The minimization of the number of blocks in each replication is done in order to optimize the number m of replications of the simulation from which (i) A standard deviation estimate srare(m, n) for the averaged rare estimates, arare~m, n), is obtained; (ii) A confidence interval for the parameter is obtained using srare(m, n) and arare(m, n); (iii) A sample of m rare(j, n)'s is obtained to do comparisons, rankings, etc. using standard normal theory statistical methodology or nonparametric techniques.
Of course in some situations it may be that not enough independent blocks can be simulated in order to be able to obtain replications. The utility of the proposed procedure then is that even though the user is forced back onto the regular regenerative estimate re(n), he is not doing so blindly. Moreover, the single regressionadjusted regenerative estimate rare(n) provides him with an essentially bias-free alternative to the regenerative estimate.
In Sec. 6 examples of the use of the protocol and its graphics are given for two queueing models and in Sec. 7 simulation results on the relative properties of re(nm) and arare(m, n) are presented. Section 8 contains a summary, indicates related topics for further research, and gives examples of situations other than regenerative simulations where this methodology applies. The Appendix gives a summary of the notation used in the paper.
The Regression-Adjusted Regenerative Estimate
Under broad conditions the expected value E(re(n)) has the form [2, pp. 345-354] E(re(n)) = fl0 + flln -1 + fl2n -2 + --', (3.1) where flo = E(W). Let a section of n regenerative blocks be broken up into subsections of length nk for k = 1, .. (iii) Since it will be seen in later sections that re(j, nk) is highly nonnormal for small nk, robust regression methods can be used to eliminate the influence of outliers. However, since the re(j, nk)'s are generally not symmetric random variables, the ~0 estimate generally will be biased.
In this paper the rare estimate is always fl0, obtained as in (i) which like re(n) is a statistic involving (Y1, .... Yn) and (rl ..... rn). It is related to the generalized jackknife estimate [21] and has the property that E(rare(n)) = E(W) + O(1/nd+l). The use of robust regression techniques will be described elsewhere.
There are still three problems which make the regression nonstandard:
(i) How large should K be, given that it must be at least greater than d + 1?
(i i) The are(mk, nk) are correlated, which seems to mitigate against making K too large.
(iii) Given that K is chosen, how should the nk be chosen? This is an experimental design problem.
These are difficult and comprehensive analytic problems that are not considered here. However, it is possible to show that the correlation between are(mk, n,) and are(mj, nj) converges to one if n ~ oo in such a way that mk/n and nk/n are fixed fractions. Furthermore in this case var(rare(n))/var(re(n)) also converges to one. For small-to-medium sample sizes, it is suspected that the correlation will inflate the variance of the rare(n) estimate as compared to the variance of the re(n) estimate. This frequently happens in small samples with the jackknife estimate. However, simulation studies presented in Sec. 7 show that var( rare( n)) is only very slightly larger than var(re(n)) and that this result is robust with respect to the choice of K and the nh's. Of course, choosing nk too small will result in nonnormality and, possibly, bias (the degree d being inadequate).
The authors' preference for the rare(n) estimate, over and above a jackknife estimate or a Tin estimate, is due to the fact that its components allow one to study the 262 evolution of the regenerative estimate. The accompanying graphics to do this are discussed in the next section.
Of course one utility of the jackknife estimate is it can be used with small samples and a jackknifed variance estimate is available. However, this last advantage is not an issue here since a standard variance estimate is available for the regenerative estimate re(n). Furthermore, once a sectioning into m sections is achieved, even this can be dispensed with. A regression-based estimate of the variance of re(n) can be constructed but is not discussed here.
Description of the Graphics
Three different types of graphs are used to display and analyze the output. The first two, the Basic Graph and the Retrenched Graph, are quite similar and are concerned with identifying the evolution of bias, skewness, and departures from normality (in the form of individual outliers or outlying sample paths) in the regenerative and rare estimates. The third graph, the Running Normal Graph, specifically displays the convergence to normality of the estimates. These three types of graphs all deal with the data of primary concern, namely, the re, are, rare, and arare estimates. They are novel adaptations of ideas that are pertinent in other estimation contexts. (Other plots that may be of interest in a regenerative simulation include histograms and box plots of ( Y~, k >_ 1 } and ( ~h, k >_ 1 }. Scatter plots of (( Yk, ~'k), k >_ 1} show the high correlation that typically exists between Yk and ~'k. These last three plots are useful in explaining the skewed distribution often exhibited by regenerative estimates. However, since their importance is secondary and they are well known, they will not be discussed here.)
We proceed by first describing the box plot which is a primary component of the Basic and Retrenched Graphs. A description and interpretation of the Basic and Retrenched Graphs comes next, followed by a description of normal plots and the third type of graph, a sequence of normal plots called a Running Normal Graph. A protocol for the interactive use of these graphs is outlined in Sec. 5 and examples of its use are given in Sec. 6. The actual plots in this paper were produced on a Tektronix 4013 terminal using an APL graphics package. The user may wish to refer to the Appendix for a summary of the notation used in the paper.
The Box Plot
A convenient and compact technique for displaying the distribution of a batch of data is the box plot. These plots were introduced by Tukey[26], ~ilthough we prefer the form adopted by McNeil [16] . The box plot is an excellent tool for identifying skewness and asymmetry in the data as well as for detecting outliers. The box plot is therefore well suited to analyzing the often highly skewed and sometimes wild output of queueing simulations (see, e.g., the leftmost box plot of Figure 3 (c) at n = 50; the 160 regenerative estimates that make up the box plot are highly positively skewed and clearly nonnormal). Figure 1 shows a sample box plot. The body of the box plot displays the median and the lower and upper quartiles of the data. Let q represent the (estimated) interquartile distance; q = upper quartile minus lower quartile. Those data points between the lower quartile minus 1.5q and the lower quartile minus q are marked by light circles, as are those data points between the upper quartile plus q and the upper quartile plus 1.5q. Those values below the lower quartile minus 1.5q or above the upper quartile plus 1.5q are marked by dark circles and are meant to be indicated as outliers. For normally distributed data, approximately 5 percent of the points should be marked by light circles, but only about 1 in 200 should be marked by dark circles. One problem with box plots is they suppress sample size and this can lead to erroneous inferences; see McGill, Tukey, and Larsen [15] for extended box plots that take this into account. For samples of size less than nine, the box plots are not very meaningful and the data points are laid out vertically by magnitude for visual inspection. 
The Basic and Retrenched Graphs
The primary graphs used in the output analysis are the Basic Graph and the Retrenched Graph. The Basic Graph provides, in the first stage of the protocol, preliminary estimates of the section length n and the degree of the polynomial d needed in the regression to reduce the bias to an inconsequential level. As the total run length increases, the retrenched graph is used to adjust these quantities and to monitor the distributional convergence of the re's, are's, and fare's. Retrenched Graphs. The following discussion describes the features of the Retrenched Graph; it also applies to the Basic Graph with m set equal to one. Following the description is a discussion on interpreting the results of these graphs.
Let the total run length of N cycles be divided into m replications of n cycles per replication (or section). Let the subsection lengths within each section be { nk, k = 1, .... K) and let rn~ be the number of regenerative estimates re(j, nk) formed from nk cycles that may be obtained from a total of n cycles; then mk = [n/nh].
In the Retrenched Graph (see, e.g., Figure 2 Figure 3 (c)) is displayed at x axis position nt~ for each k. If less than nine points are available for a box plot, the individual values are plotted as magnitude-ordered circles rather than displaying a box plot for so few points; it is simpler to see the spread and location of the estimates this way.
.. rnmk} (as in
A count of the number of rare(j, n) estimates that are less than re(nm) is given: This gives a rough sign-test for lack of bias in the {rare(j, n)}, with re(mn) being used as the true value. The values of arare(m, n), srare(m, n), re(nm) and b(nm), the usual regenerative standard deviation estimate based on all nm cycles, are printed below the x axis. In the Basic Graph, when m = 1, the ARARE standard deviation is set equal to zero; the intent is to eventually use a regression-based estimate for the standard deviation of re(n).
263
Communications April 1981 of Volume 24 the ACM Number 4
With regard to interpretation, the ideal is a Retrenched Graph for which:
(i) The average bias curve is smooth and, beyond [n/ 2], close to its asymptote and relatively flat.
( ii) The estimates re(nm), arare(m, n), andfiY~(m, n) do not differ substantially.
(iii) The distributions of (re(j, n),j = 1 ..... m} and {rare(j, n), j = 1, ..., m} are symmetric about re(nm) and their respective means.
(iv) srare(m, n) and b(nm) are approximately equal.
Figure 3(g) is just such a graph. When n is small enough so that re(n) is still biased and rare(n) needs to be used as a less biased estimate, this bias shift will show clearly in the relative shift of the box plots of the re(j, n)'s and the rare(j, n)'s as in Figure 3 (c). Properties (i) and (ii) listed above and illustrated in Figure 2 (b) are the ideals in a Basic Graph. Because of the high correlation between are(2, [n/2]) and re(n), a flat bias curve beyond [n/2] indicates that the difference between E(re(n)) and E(re([n/2]) is small. This implies that the bias in re(n) is also small. The Basic Graph is therefore very useful in determining the section length n to be replicated even though the variability in the estimates may still be substantial. Since a Basic Graph consists of a single replication, only limited distributional information can be learned from it. However, the distributions of {re(j, nD, j = 1 ..... ink} give the user a general idea as to the variability in the data. Both of these graphs can be enhanced as follows: If the degree of fit chosen in the Basic or Retrenched Graph is d, then the regression curve for degree d -1 can also be included. More formally, in the Retrenched Graph, a paired t-test or Wilcoxon signed rank test could be performed to test the difference between the rare estimates with degrees d and d -1.
Further interpretation of these graphs is given in the protocol of Sec. 5 and the examples of Sec. 6.
Normal Plots and the Running Normal Plot
To detect a normal distribution, a more detailed analysis of the data than is possible with box plots is accomplished with normal plots. A number of statistical tests accompanying the normal plots may be used to formally test the normality hypothesis. Normal plots (see, e.g., [27] ) are formed as follows:
Let X = { X1, X2 ..... X,} be an iid sequence of random variables with a continuous distribution function F(x), -oo < x < oo. Let ~(x), -oo < x < oo, be the standard normal distribution function and let O-1(.) and F-l(-) be the inverse distribution functions of • and F, respectively. Let Xt, < Xt2) < ... < Xtn~ be the order statistics of X. An estimate of F-l(k/n + 1) is Xck) and for any constants a, b (b > 0) a plot of the pairs of points
.... n} will, for large n, result in a straight line if X is a set of normally distributed random variables (i.e., F = ~). We standardize the plot by setting a = X= ~=~ Xk/n and b 2 = S 2 2,64 = ~1 (X, -X)Z/(n -1). Departure from linearity in this normal plot indicates nonnormality. Alternatively the expected values of the order statistics in normal samples (normal scores, see Table 28 of Pearson and Hartley [201) can be used instead of the O-l(k/n + 1)'s.
Formal tests of normality used include the ShapiroWilk statistic [22] which was also used by Fishman [6] . For ease of computation the test is applied to, at most, 50 of the points. The significance level of the test was computed using the approximation in [23] . Additional test statistics are the coefficients of skewness and kurtosis ([25] , p. 86) estimated by ~3/x/~ and (/~4/#22) -3, respectively, where gi = ~ ( Xk -.X)J/n. If the X,'s are normally distributed, then for large n, these moment statistics are approximately normally distributed with means zero and standard deviations x/6/n and 2~, respectively. A coefficient of skewness or kurtosis that differs from zero by more than about two times its standard deviation indicates significant departure from normality. Older tests of normality were based on these sample coefficients; recently interest has renewed in the use of the pair of statistics as a test for normality (see [22] ). Kolmogorov-Smirnov type statistics can also be used, suitably adapted for the fact that the mean and standard deviations are estimated from data [14] .
Figures 2(e), 2(g), 2(i), and 3(f) are examples of a sequence of normal plots of simulation generted estimates; we call this a Running Normal Plot. These graphs monitor the convergence to normality of the regenerative estimates re(j, n,) and determine at what point normality may safely be assumed to exist. In addition to the features previously mentioned, a line through (0, 0) with slope one is drawn for each normal plot in the sequence. For any subsection length, nk either {re(j, nk), j = 1 ..... mkm} (as in Figure 3 (0 and labeled REG) or {are(j, nk), j = 1 ..... m} (as in Figure 4 (h) of [8] and labeled AREG) may be plotted in addition to a plot of {rare(j, n),j = 1 ..... m}, Placing multiple normal plots on a single running normal graph is very useful for identifying trends in convergence. For example, in Figure 3 (0 when the plots of {re(j, 500)}, (re(j, 1000)}, and {rare(j, 1000)} are examined individually, significant departures from normality are not indicated. However, when they are placed in sequence along with the plot of { re(j, 250)}, they are seen to exhibit a pattern of skewness and nonnormality similar to that of { re(j, 250)}, although to a lesser extent. Since normal plots and tests are difficult to interpret for small data sets, the comparison between normal plots at small and large values of n is helpful.
A Protocol for Sequential Application of the Graphics
The following protocol outlines the sequential use of the regression-adjusted regenerative estimates and graphics in analyzing the output of a simulation. The objective is to determine the total run length needed to
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April The protocol is intended only as a guide and a user need not adhere to it strictly. The whole point of the graphics is to assist users in exercising their own judgment.
Throughout the protocol N is used to represent the total simulation run length (in cycles). (Note that at this point it may be concluded that the regenerative cycles are so long that for a given precision one must accept a biased and/or nonnorrnal regenerative estimate, although it would be better to accept the less Note that the purpose of this stage is to try (i) to more accurately fix the sample size needed to attain the desired precision in the final estimate; (ii) to section so as to get enough degrees of freedom(m -1) in the variance estimate, srare2(m, n), so as not to sacrifice precision in this estimate, and (iii) to keep n as large as possible to ensure that the rare(j, n)'s are approximately normally distributed. The decision may, however, be that these conflicting objectives cannot be met and a specific compromise has been adopted. This case is illustrated in the third example in [8] .
Some Examples of Queueing System Simulations
In this section examples are given of the use of the protocol and the associated graphics and estimates in the analysis of the output of some simple queuing systems. The systems are two single server queues with high traffic intensities. The single server queues, the M/M/I and M/G~1 queues with traffic intensity 0.90 (see, e.g., [ 11 ]), though simple in structure, exhibit substantial bias, produce highly skewed output, and require very long run lengths before stabilizing. They therefore provide challenging tests of the methodology. A third example, a closed queuing network model of an interactive computer system, is described in [8] .
The M/G/1 Queue (Examples 1 and 2)
Let { Wn, n >_ 0} be the waiting time of the nth customer in a single server queue and let {An, n _> 1} 265 Communications April 1981 of Volume 24 the ACM Number 4 Fig. 2(a). Example 1. Stage 1, Steps 1 and 2 . No set at 500 cycles. A decision has been made on the basis of similar graphs that d = 3 is probably needed. Fig. 2(b). Example 1. Stage I, Steps 1 and 2 with No increased to 1000.
Interpretation. Since the precision (2o//tt) is about
Interpretation. Since the regression curve beyond 500 is fiat and re(1000) and rare(lO00) are approximately equal, simulation out to n = 500 is likely to be adequate although this decision is adjustable after further simulation. Since it has been estimated that about 16 Interpretation. The presence of slight bias in re(j, 500) is confirmed.
It is also clear from the standard deviation estimates that more cycles are needed to reduce the standard deviation to less than 0.5. At this point a running normal plot is helpful and is given in the next figure. Fig. 2(e) . Example 1. Supplement to Figure 2(d) . N = 8000 cycles.
RETRENCHED GRAPH M/M/l p=0.9 16 REPLICATIONS OF 500 CYCLES BOXPLOTS OF AREG ESTIMATES
Interpretation. Note that while the re(j, 125)'s are clearly nonnorreal, there is no indication, graphical or from the test statistics, of departure from normality either in re(j, 500) or rare(j, 500). The number of cycles will now be doubled to reach the desired precision. Fig. 2(0. Example 1. Stage II, Step 3 with N = 16000 cycles.
Interpretation. Fig. 2(i). Example I. N = 16000 cycles. Final look at normality Stage  I1, Step 4(c) . For illustration the re(j, nk)'s are shown, rather  than the are(j, nk) . There is no indication of departure from normality in the rare(j, 1000)'s or the re(j, 1000)'s. Note however that the sample size is small and the power of the tests are therefore low against subtle departures from normality. Fig. 3(a). Example 2. Stage 1, Steps 1 and 2 . No set at 500 cycles. A decision has been made on the basis of similar graphs that d = 3 is probably needed.
Interpretation.

M/M/i
Interpretation. Because of the skewed service time, there is more variability in this queue than in the M/M/I queue. The regression curve is definitely still rising so that n = 500 may be too small. Also the precision is about 50 percent, so that about 25 times more cycles are needed. An exploratory Retrenched Graph is needed. Fig. 3(d Fig. 3(e) Figure 3(d) . The section length n is increased to n = 1000.
BASIC GRAPH
Interpretation, There is still indication of bias at n = 1000, but more particularly of outliers in the re(j, 1000)'s and rare(j, 1000)'s which need to be looked at in a Running Normal Plot. Note that it is not quite possible to attain 10 percent accuracy. and (Sn, n _> 0) be the iid sequences of interarrival and services times, respectively. The waiting time sequence is defined by W0 = 0 and W~+~ = ( W~ + S~ -An+l) + for n >_ 0 where x ÷ = max(x, 0). Assume A, is exponentially distributed with mean 1/~ and let S, be hyperexponen- The application of the methodology to these two examples is given in the figures: Each figure has a caption and interpretation which when read sequentially, describes the evolution of the simulation.
RETRENCHED GRAPH M/G/t p=0.9 10 REPLICATIONS OF 2000 CYCLES BOXPLOTS OF AREC ESTIMATES
Results of empirical studies of the properties of the rare estimates are given in See. 7.
Empirical Results
In 
(nm).
The above mentioned experiments, the results of which are compiled in Tables I, II , and III, were conducted as follows: The systems tested, as in Examples 1 and 2, were highly congested M/M/1 and M/G~ 1 queues (to = 0.9). For each system and several combinations of m sections, n cycles per section, and subsection lengths {nk}, R independent simulations of m × n cycles were performed. These queues were simulated using the FOR-TRAN language and the random number generator described in [13] . Different seeds for the generator were 
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Consider the first row of Table II . Let re,(4000) and 6i(4000), for i = 1 ..... R, be, respectively, the realizations of the regenerative point and standard deviation estimates based on the 4000 cycles of the ith replication (m = 8, n = 500). Using rei(4000) and 6i(4000) alleged 90 percent confidence intervals, rei(4000) ± 1.6456i(4000), for E(W)
were also formed. The fraction of these confidence intervals that actually contained E(IV) is reported in the column labeled "90 percent coverage." This fraction, called "(90 percent) coverge," should be close to 0.90 if, in fact, valid confidence intervals are being formed. Any coverage less than or equal to 0.85 in Table II (with R = 100) and any coverage less than or equal to 0.865 in Tables I and III ( Degree of polynomial fitted in regression was 3. (ii) arare(m, n) shows lower bias, lower rose, and higher (truer) coverage than are(m, n).
(iii) For fixed values ofm x n, it is preferable to have small values of m, the number of sections, in terms of bias, mse, coverage, and correlation between point and standard deviation estimates.
(iv) The correlation between re(mn) and b(mn) is higher than that between arare(m, n) and srare(m, n).
This last property warrants further discussion. As nk gets large, the are(j, ink, nk)'S converge to normal random variables and since rare(j, n) is a linear combination of (are(j, mh, nk), k = 1 ..... K}, it too converges to normality. Thus arare(m, n) and stare(m, n) are asymptotically independent. The nonzero correlations in Tables  II and III indicate that for these highly congested queues the convergence to normality is very slow and that the independence of mean and variance is quite sensitive to the normality assumption. Of course these correlations are seen, in Tables II and III , to be less than the correlation between re(ran) and b(mn). Also nonparametric methods can be used with the set ofm rare(j, n)'s.
The high correlation between re(N) and b(N) where N = mn, is of particular concern since sequential rules for determining simulation run lengths typically rely on the relative width of a confidence interval, a multiple of b( N)/re( N), as a stopping criterion [12] . If re(N) is smaller than usual, then because of the high correlation, b(N) will also be smaller than usual. This leads to a "low miss" of the true answer, i.e., an unusually small confidence interval centered about an unusually small point estimate. Since sequential rules are specifically designed to stop on small confidence intervals, the rule inevitably stops a large proportion of low misses. This is not a problem with the graphical methodology given here, since in addition to the lower correlation between arare(m, n) and srare(m, n), the distributional information displayed guards against the skewed data that causes the low miss.
Summary and Further Work
The statistical and graphical methodology given in this paper has been shown to be very effective in verifying the bias and normality properties of regenerative estimates and in sectioning up a regenerative simulation so more reliable standard deviation estimates and confidence interval estimates can be obtained than with the usual regenerative methodology.
Although the design of the regression for the regression-adjusted regenerative estimates has been shown to be robust in the cases considered, analytic results to confirm this in a broader class of simulation situations will be pursued. The regression-based variance estimate for the regenerative estimate also needs to be explored further. This will be useful when applications of the methodology to other statistical and simulation output situations are considered.
Another point to be explored is the use of robust regression techniques, as at 3ii. This could be fruitful because the re(j, nk)'s are highly nonnormal, as seen in Figure 3 (c) at nk = 50.
Finally it is noted that the regression-adjusted estimation procedure and its associated graphics are applicable in many other areas of statistics, and in particular, in the statistical analysis of simulation outputs. Thus if one has an estimator 0(n) = 0(X1 ..... Xn) of a parameter 0 from an iid sample X~ .... , X,, similar estimates O(j, nk), j = 1 ..... ink, can be formed from mk subsections of the sample for k = 1 ..... K to give a regression-adjusted estimator, with graphics, just as it was done for the regenerative estimator re(n). This application, and multivariate extensions, are explored elsewhere. 
