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Abstract 
Let G = (V,E) be a block graph. First we show that an algorithm for finding the path 
partition number p(G) by J.H. Yan and G.J. Chang gives wrong answers to some block graphs. 
Then we present an efficient algorithm for finding a minimum path partition of G (not just 
the path partition number p(G)). The complexity of this algorithm is O(m), where m = IEl. 
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1. Introduction 
We consider only finite undirected graphs without loops or multiple edges. Our 
terminology is standard and can be found in [2,4-61. 
Let G = (V,E) be a graph with n = 1 VI and m = jE(. Every graph is the union of 
its blocks (e.g. see [2, p. 44 or 5, p. 61). If each block of a graph G is a complete 
subgraph, then G is called a block graph. In this paper, a graph G is always assumed 
to be a block graph. A path partition of a graph G is a collection of vertex-disjoint 
paths which cover all vertices of G. The path partition problem is to find the puth 
partition number p(G): the minimum size of a path partition of G. 
In [l], Arikati and Pandu Rangan gave a linear-time algorithm for the path partition 
problem on interval graphs. Skupien gave a polynomial-time algorithm on forests in [7] 
and in [8], Srikant et al. gave linear-time algorithms on bipartite permutation graphs 
and block graphs. However, as pointed out by Yan and Chang [9], their algorithm does 
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not work for all block graphs. Then Yan and Chang gave another algorithm to find 
just the partition number p(G) for a block graph G. This algorithm does not give any 
minimum path partition of G. In Section 2, we show that the algorithm of Yan and 
Chang does not work for all block graphs either. 
A path partition P(G) is called a minimum path partition if IP( = p(G). The 
purpose of this paper is to present an algorithm to find a minimum path partition P(G) 
for a block graph G. The complexity of this algorithm is O(m). 
2. An algorithm of Yan and Chang 
In this section, we give two examples to show that the algorithm given by Yan and 
Chang [9] does not work for all block graphs. 
Example 1. Let G be the graph consisting of a vertex w and a set of triangles {xl, yi,zi} 
such that each x; is adjacent to w (1 <id k and k 33). It is easy to see that p(G) = 
k - 1. But, if we use Yan and Chang’s algorithm to delete all triangles of G, we would 
obtain p(G) = 1. 
Example 2. Let G be the block graph given by Yan and Chang in [9, p. 322, Fig. 21. 
Then p(G) = 5. However, if we remove the vertices from G (by their algorithm) us- 
ing the following steps: (011, (~3)~ {~~2>,{~9}, {UII), {UIO), {~6>,{uS), {~7),{~4,~5,~12), 
{u16}, (1113) and {ui5}, then we would obtain p(G) = 4 which is a wrong answer. But, 
by choosing a different sequence of steps, it is possible to obtain p(G) = 5 by using 
their algorithm. Therefore, the algorithm does not even give an unique answer to some 
block graphs. This is clearly not acceptable. 
3. Some preliminary lemmas 
In the rest of this paper, P(G) is always assumed to be a minimum path partition 
of G and P E P(G) is a path in P(G). 
A block B of G is called a cycltr block if 1 V(B)1 3 3. Hence B is a cycle of G. For 
each vertex u E I’, let N(x) = {V E V : u is adjacent to x}. Then d(x) = IN(x)1 is the 
degree (valency) of x in G. 
An edge xy is called a remouuble edge if d(x) = 1 and d(y) = 2. If xy is a 
removable edge, then {x} cannot be a path of P(G). Also, any path P E P(G) covering 
x must contain y. Therefore p(G - x) = p(G). 
In the rest of this section, we assume that G has no removable edges. 
Lemma 1. Suppose B is u cycle block with only one cut vertex x and P(G) is m 
minimum puth purtition of G. Then there exists a path P E P(G) such thut the 
vertices of B -x jbrm u subputh of P. 
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Remark. Let y be a vertex of B. If we delete all vertices of B - {x, y} to obtain a 
new graph G’, then by Lemma 1, p(G’) = p(G). 
Lemma 2. Let P = MI ~2.. . uk(k > 3) be u path in G and B a block of G. Lf’ ul and 
uk are vertices oj B, then V(P) C V(B). 
Let x E V with d(x)3 3 and N’ c N(x) such that d(y) = 1 jor all y E Nl. Then x 
is called a star vertex if IN’1 3 2. 
Lemma 3. Suppose x is a star vertex qf G with x; E N(x) and d(xi) = 1 ( 1 <i < k and 
k 22). Then we can find a minimum path partition P(G) such that {xlxx~}, {x3}, , 
{xi, } are paths of’ P(G). 
Remark. By deleting the edges xy (y E N(x) - {x1,x2}) from G, we obtain a new 
graph G’. Then p(G’) = p(G) by Lemma 3. 
Let B be a cycle block of G and UU’ an edge such that u E V(B) and U’ 4 V(B). 
If d(u) = IBl and d(u’) = 1, then UU’ is called an extreme edye and u is called an 
extreme cut vertex. Hence, if uu’ is an extreme edge of G, then u is not a cut vertex 
of the graph G - u’. 
Notation. If u is an extreme cut vertex of a cycle block B of G, then u’ denotes the 
unique vertex such that u’ 4 B and u’ is adjacent to u. 
A cycle block B of G is called an end block if it has at most one cut vertex, which 
is not an extreme cut vertex. 
In the rest of this section, we assume that G is a connected graph which has no star 
vertices nor removable edges. 
Lemma 4. G contains at least one end block. 
Notation. If B is an end block, then HB will denote the subgraph of G consisting of 
B and the extreme edges adjacent to B. 
Lemma 5. Let B be an end block which contains two cut vertices x and y such that 
y is an extreme cut vertex of‘ B. Then we can jind a P(G) and a path P f P(G) 
such that the vertices oj V(HB) -x jorm a subpath of P. Jj’x is also an extreme cut 
vertex, then V(P) = V(H8). 
Remark. Let y E V(B) with y # x. If we replace HB by xy to obtain a new graph 
G’, then by Lemma 5, p’(G) = p(G). 
In the rest of this section, we assume that each end block of G contains at least 
three cut vertices. 
Lemma 6. Let B be an end block of’ G. If A is the set oj’all non-cut vertices of’ B and 
/A 13 1, then we can jind a P(G) and a path P E P(G) such that P contains a subputh 
P’ with ends u and v, where u and v are cut vertices ojB and V(P’) - {u, v} = A. 
Remark. If we delete all vertices of A from B to obtain a new graph G’, then by 
Lemma 6, p(G’) = p(G). 
Lemma 7. Let B be an end block qf G. rj’ IBI 24 und each vertex of’ B is u cut 
vertex, then we can find u P(G) such that y’yzz’ is a path in P(G), bi,here y and z 
are extreme cut vertices of B. 
Remark. If lBl>4, we form a path y’yzz’ and delete y and z from B to obtain a new 
end block. We can continue this operation until IBl d 3. 
The proofs of the lemmas in this section are not difficult and we omit their proofs. 
4. The main result 
Let x E V with d(x) 33 and N’ c N(x) such that d(u) = 1 for all u E N’. If x is 
not an extreme cut vertex and IN’1 = 1, then x is called a semi-star vertes of G. 
In this section, we assume that G is a connected graph which has no star vertices 
nor removable edges. Also each cycle block of G contains at least three cut vertices. 
If B is an end block of G, then IBl = 3. 
Theorem 8. There exists an end block B of G with u nonextreme cut vertex x such 
that one qj’ the follow&y c’uses holds. 
(a) d(x) = PI. 
(b) x is a semi-star vertex. 
(c) x is a common vertex qf un end block B’. 
(d) There is a unique cycle block B’ containing x such that B’ is not an end block 
and d(x) = \BI + IB’I - 2. 
Proof. Let P be a longest path of G with an end vertex z’ and z the vertex of P 
which is adjacent to z’. We claim that zz’ is an extreme edge and z is an extreme 
cut vertex of an end block. In fact, we first show that A(z’) = 1. Suppose this is 
not true. Then by the maximality of P, z’ is adjacent to only vertices of P. Let 
u be the first vertex of P which is adjacent to z’. Then the subpath z’z.. . u of P 
form a cycle which is a cycle block by the choice of u. Since by assumption, any 
cycle block of G contains at least three cut vertices, it is easy to see that P can be 
extended to a longer path of G, which is a contradicton. Hence d(z’) = 1. Since zz’ 
is not a removable edge, d(z) 33. Let v E N(z). We show that v E V(P). Suppose 
that this is not true. Since z is not a star vertex, d(v) > 1. If v is adjacent to a 
vertex u E Y(P), then vz . . .u form a cycle and so we can add L’ to P, which is 
impossible. Hence v is not adjacent to any vertex of P. Since d(v) > 1, it follows 
that P is not a longest path, which is a contradiction. Therefore N(z) c V(P). Let 
x be the first vertex of P which is adjacent to z. Then the vertices of the subpath 
Q =x. . . yz of P form a cycle block B. If B is not an end cycle block, then B has 
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at least two nonextreme cut vertices. Clearly, we can rearrange Q so that y becomes 
a nonextreme cut vertex of Q. Then P - {z’} can be extended to a longer path than 
P, which is impossible. Hence it follows that B has only one nonextreme cut vertex 
which must be the vertex x and so B is an end cycle block. Therefore by assumption, 
V(B) = {X>Y>Z)? where y and z are the extreme vertices of B and so zz’ is an 
extreme edge. 
Assume, on the contrary, that the theorem is not true. Then by Case (a), d(x) > IBl. 
Ifs is an end vertex of a cut edge xw with w 4 V(P), then by Case (b), d(w) > I. 
Hence, either w is a vertex of a cycle block or there is a path connecting w to another 
cycle block. This implies that P is not a maximal path, which is a contradiction. Hence 
x cannot be an end vertex of such a cut edge. Since d(x) > IBI, x is a vertex of another 
cycle block B’. Since Case (c) is not true, B’ is not an end block, because B is an end 
block. If V(B’)n V(P) = {x}, then P ~ {y, z,z’} can be extended to a longer path than 
P which is impossible. Hence V(B’) n V(P) # {x}. Let u E V(B’) n V(P). Then by 
Lemma 2, the vertices of the subpath u . .x of P are contained in V(B’). If there exists 
a vertex w E V(B’) such that w $! V(P), then we can add w to P to form a longer 
path than P, which is impossible. Hence V(B’) c V(P). Since Case (d) is not true, 
.X must be a vertex of another cycle block C, which is not an end block. Similarly. 
we can show that V(C) c V(P). But this is impossible. Therefore the theorem is true. 
- 
In the rest of this section, let B = {x, y,z} be an end block of G such that s is a 
nonextreme cut vertex and y and z are extreme cut vertices of B. 
Proposition 9. IJ‘d(x) = lBI, th en u’e can jind u P(G) such thut _v’yxzz’ is u path oj 
P(G). 
Proposition 10. lf’x is a semi-stur verte.v, then MY cun jind a P(G) such tlwt y’~zz’ 
Lv u puth of P(G). 
Proposition 11. tf’x is u common vertex qf un end block B’, then there exists u P( G ) 
swh thut v’ vzz’ is u puth of’ P(G). I _ 
Remark. Proposition 11 remains valid, if B’ has at most two cut vertices. In fact, if 
B’ has only one cut vertex, then by using Lemma 1, x becomes a semi-star vertex 
and so Proposition 11 follows from Proposition 10. If B’ has two cut vertices, then by 
Lemma 5, x again becomes a semi-star vertex. Hence Proposition I I is true, if B’ is 
an end block with any number of cut vertices. 
Proposition 12. Suppose x is a vertex of’ a (unique) cycle block B’ with d(x) = 
1BI + IB’I ~ 2. Then there e.uists a P(G) such that _v’_vxzz’ is a puth @P(G). 
The proofs of Propositions 9-12 are not difficult and we omit their proofs. 
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5. An algorithm 
If B is a cycle block of G such that each vertex of B is not a cut vertex, then 
the vertices of B form a path in any P(G). Hence, in the rest of this section, we can 
assume that each cycle block of G has at least one cut vertex. Initially we assume that 
G has no removable edges nor star vertices. 
An end block is called a special end block if it satisfies one of the four conditions 
of Theorem 8 or it has at most two cut vertices. 
We are ready to give an algorithm for finding a minimum path partition P(G) for a 
block graph G. 
Step 1: Find all end blocks of G. 
Step 2: Identify all special end blocks of G. 
Step 3: Choose a special end block B with a nonextreme cut vertex x. 
Step 4: If B has more than two cut vertices, go to Step 5. Replace HB by an edge xy, 
where y E V(B) with y # x. Go to Step 8. 
Step 5: (B has at least three cut vertices.) Remove all noncut vertices from B. If 
IB1 = 3, go to Step 7. 
Step 6: (IBI 24.) Form a path y’yzz’ E P(G), where y and z are extreme cut vertices 
of B and let B c B ~ {y,z}. Repeat this procedure until IBl<3. If IBI = 2, replace 
HB by an edge xy, where y E V(B) with y # x and go to Step 8. 
Step 7: (V(B) = {x, y,z}, where y and z are extreme cut vertices.) (a). If d(x) = IBI, 
form a path y’yxzz’ E P(G). (b). If x is a semi-star vertex, form a path y’yzz’ E 
P(G). (c). If there exists an end block B’ with x E B’, form a path y’yzz’ E P(G). 
(d). Otherwise form a path y’yxzz’ E P(G). 
Step 8: If necessary, delete all new removable edges and star vertices (form paths in 
P(G)) and find all new end blocks and new special end blocks. If G has no end 
blocks, stop; otherwise go to Step 3. 
Step 1 is Lemma 4 and Step 2 is Theorem 8. If B has one cut vertex, Step 4 
is Lemma 1. If B has two cut vertices, Step 4 is Lemma 5. Step 5 is Lemma 6 
and Step 6 is Lemma 7. Step 7 follows from Theorem 8 and Propositions 9-12. Af- 
ter removing a special end block B with a nonextreme cut vertex x, G may have 
new removable edges, star vetices, new end blocks and new special end blocks. 
This occurs locally at the vertex x in Step 8. This proves the correctness of the 
algorithm. 
In Step 4 or 6, we replace HB by an edge xy. We delete noncut vertices for each 
special end block of G in Step 5 and removable edges in Step 8. Hence a min- 
imum path partition P(G) that we obtain after the completion of the algorithm is 
different from the one we want for the original graph. But it is easy to recover all 
vertices that we have deleted in the algorithm. Hence we can obtain a P(G) for 
the original block graph G. It can be shown that the complexity of this algorithm 
is O(m). 
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