We present a theory of reactive components. We 
Introduction
Software elements are components if they are composable [27] . Composition enables prefabricated components to be reused by rearranging them in ever new composites. To facilitate correct integration and updating, a component description usually includes the following ingredients
• A precise specification of the services that it offers to its clients
• A specification of all its dependencies.
The specifications of components used in practical software development today are limited primarily to what we will call syntactic specifications. This form of specification includes the specifications used with technologies such as COM [22] , the Object Management Group's CORBA [23] , and Sun's ENTERPRISE JavaBeans [24] . Several techniques for designing component-based systems include semantic specifications. In [5] , UML and the Object Constraint Language [29] are used to write component specifications. Another well-known method that uses the same notations is Catalysis [6] . In these frameworks, an interface consists of a set of operations. In addition, a pair of precondition and postcondition is associated with each operation. Note that the idea of pre-and postcondition is widely used in a variety of software techniques, such as the Vienna Development Method [16] and Design by Contract [21] .
The novel features of this paper are (i) It integrates a state-based model of functional behaviour and an event-based model of inter-component interaction. The state-based model is for white-box specification in support of component design, and the event-based model is for black-box specification used when composing components.
(ii) Our approach facilitates assurance of global refinement by local refinement via integration of the event-based simulation and the state-based refinement. Global refinement is usually defined as a set containment of system behaviours, and can be verified deductively within a theorem prover. Local refinement is based on specification of individual operations, and can be established by simulation techniques using a model checker.
Reactive Design Calculus
A component provides a set of services to its environment. The signature of a service is of the form m(in :
where m is the name of the service, and variables in and out represent the value and result parameters of the service respectively, and T 1 and T 2 are the types of parameters.
Design
When a service is available, and activated successfully, its behaviour can be described by a design [15] 
where α is the set of all free variables used by predicates p and R, and (i) p, called the precondition, is the assumption on which the service can rely when it is activated.
(ii) R, called the postcondition, relates the initial states of the component to its final states. It is the commitment made by the service to its client.
The notation p R denotes the predicate
where the boolean variables ok and ok are present to describe the termination property of execution, and the execution diverges when ok is f alse.
, if all the observation one can make over the execution of P 2 is permitted by P 1
where the square brackets [P 2 ⇒ P 1 ] denotes universal quantification over all variables of the set α. For notational simplicity, we abbreviate (α, P 1 ) (α, P 2 ) by P 1 P 2 in later discussion.
Two designs are equivalent if they refine each other
P Designs are closed under the programming operators [15] . In particular, we define the condition choice and sequential composition as where
Proof From the assumption and Lemma 2.2(3). P
We can treat a design as a predicate transformer by defining
Reactive Design
A service is not always available to its environment. We introduce a guard to specify the case when a service can be invoked. Because of requirement for this type of synchronisation, a service will usually engage in alternative periods of computation and periods of stability, while it is waiting for interaction from its environment. We therefore introduce into the alphabet of a service a variable wait , which is true just during these stable periods. 
The mapping H maps each design P to a reactive design and thus for any P , H(P ) satisfies the healthiness condition (R).
Because H is monotonic, we conclude that reactive designs form a complete lattice.
Theorem 2.2
(1)
Let g be a guard and D = (α, P ) a design, the notation g& D denotes the design
Theorem 2.4
In this paper we use a guarded design as the specification of a service.
Programs as Reactive Design
To verify that a service meets its specification, we are going to embed programs into the domain of reactive designs by providing a denotational semantics for programs. The execution of skip terminates successfully, leaving all program variable unchanged.
Program stop stays in the waiting state forever.
chaos is the worst program, i.e., its behaviour is totally unpredictable.
Let x be a variable and e an expression. If both x and e are well-defined, and the type of e matches that of x, then the execution of x := e assigns the value of e to x and leaves other program variables intact.
where the predicate W F (x := e) holds whenever x and e possess the same type, and e is well-defined.
Conditional construct is defined in a usual way 
Contracts
A component usually provides a collection of access points, called an interface, to its environment.
Interfaces
An interface is a syntactic specification of the access point of a component [27] . When a component has multiple access points, each representing a different service offered by the component, then it is expected to have multiple interfaces. An interface offers no implementation of any of its services. Instead it merely names a collection of services and provides only their signatures:
where F Dec denotes a set of fields x : T where field x is declared to have type T , and M Dec denotes a set of services Two interfaces are composable if they do not use the same filed name with different type. If I and J are composable, then the notation I J denotes the composite interface with
Like the set union operator, the interface combinator is idempotent, symmetric and associative.
Definition 3.2 (Interface inheritance)
Let I and J be interfaces. Assume that no field of J is redefined in I. We use the notation I extends J to represent the interface with the following field and service sectors
Definition 3.3 (Hiding) Let I be an interface and S a set of service names. The notation I\S denotes the interface after removal of the services of S from I.
Contracts
The specification of the provided services of a component is given by a contract. (ii) Spec maps each service m of I to its specification g m &D m , (iii) Init is a design characterising the initial states of fields.
where x represents the fields of interface I.
(iv) P rot is a set of sequences of service requests ?m i 1 (
, standing for the interaction protocol between the contract with its the environment, where ?m i (x i ) represents an invocation event of service m i with the input value x i . P
Dynamic Behaviour
A component interacts with its environment via its access points. Its behaviours can be recorded by a sequence of service invocations. Furthermore, we also want to model the potential failures exhibited during its execution: deadlock and livelock. In a summary, the dynamic behaviours of a contract can be described by the triple
The set D consists of the sequences of invocations of services whose execution ends with a divergent state
...;
where !m i (y i ) represents the output event which delivers the return value y i to the caller of service m, v and v are the field variables and their primed versions, x and y are the formal input and output parameters of the methods. F is the set of pairs (s, X), which describes the situation when the component may refuse to engage in the events of set X after performing all services recorded in sequence s. It consists of the following five cases
(ii) In the initial state the service of set X are not available, i.e., their guards are false
On completion of execution of s, the services of set X become inaccessible.
The execution of service m k is ready to deliver its outcome
The execution of service m k enters a waiting state
...; 
Definition 3.4 (Consistency)
A contract Ctr is consistent (denoted by Consistent(Ctr)), if it will never get stuck unless its environment violates the protocol, i.e., for all ?
Ctr is consistent iff for all tr ∈ P rot the following holds
where s ↓ {?} denotes the subsequence of s consisting of its input events, and s t indicates that s is a prefix of t. P Theorem 3.3
(2) If Ctr is consistent and P rot 1 ⊆ P rot, then (I, Init, Spec, P rot 1 ) is also consistent.
Given the specifications of component services and initial state, it is possible to find a corresponding protocol such that they form a consistent contract.
Theorem 3.4 (Weakest protocol)
(I, Init, Spec, P rot) is consistent iff (P rot ⊆ W P rot), where
We will use (I, Init, Spec) to stand for the contract (I, Init, Spec, W P rot) in later discussion. 
Contract Refinement
Proof From (1) it follows that for i = 1, 2.
(Init 
Now we are going to prove F(Ctr 2 ) ⊆ F (Ctr 1 ). Let us examine the following three cases:
J. He, X. Li and Z. Liu 
Proof Similar to Theorem 3.5. P
In [10] it is shown that downward simulation together upward simulation forms a complete proof method for contract refinement.
Theorem 3.7 (Completeness of simulations)
If Ctr 1 ctr Ctr 2 , then there exists a contract Ctr such that (1) There is a upward simulation from Ctr to Ctr 1 (2) There is a downward simulation from Ctr to Ctr 2 P
Contract Composition

Definition 3.6 (Service hiding)
Let Ctr be a contract, and S a subset of M Dec. Ctr\S removes the services of S from the contract Ctr 
Similarly we can show F(Ctr 2 \S) is a subset of F(Ctr 1 \S). P Theorem 3.9
All the services declared by an interface are public, i.e, they are accessible by the environment of the interface. In the following we introduce the notion of private services, which are only visible within the contract.
Definition 3.7 (General contracts)
A general contract GCtr is a contract extended with a set P We use u and v to stand the variables in the sets F Dec 1 \F Dec 2 and F Dec 2 \F Dec 1 respectively, and define
Then the notation GCtr 1 GCtr 2 denotes the general contract
Component
A component C is a tuple (I, Init, Code, P riM Dec, P riCode, InM Dec) where (1) I is an interface listing all the provided services of C.
(2) The tuple (I, Init, Code, P riM Dec, P riCode) has the same structure as a generalised contract, except that the functions Code and P riCode map a service m to its code
InM Dec denotes the set of all the required services.
Dynamic Behaviours of a Component
During the execution of a provided service, it may invoke some required services. As a result, the dynamic behaviours of a component depend on the specification of its required services.
Definition 4.1 (Behaviours of a component)
Let C be a component, and InCtr be a contract satisfying
Without loss of generality, we assume that C.I and In.I are disjoint. The notation C(InCtr) represents the general contract (OutCtr, P riM Dec, P riSpec) end in, out
In this way, a component maps a contract of its required services to a contract of its provided services. P A component is a monotonic mapping with respect to the refinement ordering of contracts. which leads to the conclusion. P
The hiding operator is monotonic.
Theorem 4.4
Proof The conclusion (1) follows from Theorem 4.3 and Theorem 3.11. The conclusion (2) follows from Theorem 4.3 and Theorem 3.12(2). The conclusion (3) comes from Theorem 3.12 (1) . P
Definition 4.2 (Chaining)
Let C 1 and C 2 be components satisfying the following conditions
(1) None of the provided or private methods of C 2 appears in C 1 .
(2) C 1 and C 2 have disjoint field sectors and required service sectors
In this case, the notation C 1 C 2 represents the composite component connects the provided services of C 1 to the input services of C 2 , and is defined by
where
Proof The conclusion follows from the following facts
The chain operator is monotonic.
Theorem 4.6
If
Proof From Theorem 4.4 and 3.13. P
The hiding operator commutes with the chain operator.
Theorem 4.7
Proof From Theorem 4.4 and 3.14. P
Definition 4.5 (Disjoint parallel)
(ii) C 1 and C 2 do not share services.
In this case, the notation C 1 ⊗C 2 represents the composite component which has the provided services of C 1 and C 2 as its provided services, and the required services of C 1 and C 2 as its required services:
Proof Similar to Theorem 4.4. P
The disjoint parallel operator is monotonic, symmetric and associative.
Theorem 4.9
Proof The conclusion (1) follows from Theorem 4.7 and 3.13. (2) follows from Theorem 4.8 and 3.14(2). From Theorem 3.14(3) it follows the conclusion (3). The conclusion (4) comes from Theorem 4.8 and 3.14(1). P
Definition 4.6 (Feedback)
Let C be a component. Suppose its public method m has the same number and types of parameters as the imported method n. We use the notation C[m → n] to represent the component which feeds back its provided service m to the required service n. (5) and (6) . P
Multiple Interface
In general a component can be equipped with several provided service interfaces and required service interfaces: ({(I i , Init i , Code i ) | i ∈ L}, P riM Dec, P riCode, {InM Dec j | j ∈ M }) where we assume that (i) The required service interfaces are composable, i.e.,
(ii) The initialisations are consistent, i.e. ∧ i∈L Init i is a feasible design.
(iii) The mappings Code i are consistent, i.e. The component combinators introduced in the previous section are applicable to components with multiple provided and required interfaces.
Conclusion
A contract can be employed to describe use cases discussed in the conceptual level of the RUP. One can also realise a conceptual diagram in the UML by introducing service subsystems that are invisible to the outsiders. The contract calculus supports system splitting and verification.
This paper introduces a theory of reactive component calculus, whereby a system can be divided into a number of interconnected components. We model the behaviour of individual service by a guarded design, which enables one to separate the responsibility of clients from the commitment made by the system. We adopt the notion of process refinement to formalise the substitutivity of components, and provide a complete proof method for refinement.
In future we will investigate the notions of connectors, coordinators, configurations of components, and discuss their specification and design techniques. Application of the this theory to case studies is also a focus of our future work.
