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Introduction
Obergurgl, station du tyrol autrichien, dimanche 6 juin 2010, autour de
midi : le Professeur J.E. Mooij finit d’exposer les résultats des expériences me-
nées dans son laboratoire sur le couplage entre les atomes artificiels de flux
et les résonateurs supraconducteurs. Un membre de l’assistance, inaugure la
séance des questions en demandant s’il n’y a pas une possibilité d’augmenter
encore l’amplitude du couplage lumière-matière rapportée dans ces expériences
. J.E. Mooij répond qu’il serait sûrement en capacité de l’augmenter encore
un peu à condition qu’on lui en explique l’intérêt. C’est que la physique des
atomes artificiels Josephson est déjà très riche, et les effets à observer nom-
breux. Le chemin parcouru depuis leur naissance est d’ailleurs impressionnant.
Quelques prédictions théoriques fondatrices et de nombreuses expériences fon-
damentales le jalonnent. Les propositions de Legett [1, 2], dans les années
1980, ont par exemple joué un rôle précurseur dans l’exploration de ces sys-
tèmes. Elles traitaient des conditions physiques à garantir pour qu’un objet
macroscopique puisse être régi par les lois de la Mécanique Quantique. Car ces
lois, qui constituent un des legs les plus importants de la recherche du début
du vingtième siècle, ont surtout été mises en évidence par des phénomènes
se produisant à l’échelle atomique. Une manière de les interpréter est d’uti-
liser une description en termes d’amplitudes de probabilités, ou de fonctions
d’ondes pour caractériser l’état d’un système. Les quantités observables comme
la position d’une particule, son énergie, son moment magnétique, sont alors re-
présentées par des opérateurs dans un espace de Hilbert. Les valeurs mesurées
peuvent diffèrer d’une expérience à une autre, toutes conditions égales. Elles
correspondent aux valeurs propres des opérateurs. Souvent, leur spectre étant
discret, les valeurs mesurées sont quantifiées, ce qui explique la terminologie de
Mécanique Quantique. Dans ce formalisme, un état physique, représenté par
un vecteur dans l’espace de Hilbert, s’écrit comme une combinaison linéaire
des états propres d’une quantité observable. La probabilité de mesurer une
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6 Introduction
certaine valeur de cette observable est alors déterminée par le recouvrement de
cette combinaison linéaire sur l’état propre correspondant. Ainsi, un système
peut se trouver dans une superposition d’états jusqu’à ce qu’une mesure le force
à en choisir un plutôt qu’un autre. Auquel cas, la fonction d’onde s’effondre
(collapse en anglais). Pour illustrer ce que les lois de la Mécanique Quantique
pourraient impliquer à notre échelle, notamment ce principe de superposition,
il n’est peut-être pas inutile de rappeler l’expérience de pensée proposée par
Schrödinger en 1935 [3]. Supposons qu’un chat soit enfermé dans une boîte
hermétique avec un dispositif qui libère un poison pouvant tuer l’animal dès
qu’il détecte la désintégration d’un atome d’un corps radioactif. Alors, si les
probabilités indiquent qu’une désintégration a une chance sur deux d’avoir eu
lieu au bout d’une minute, la mécanique quantique indique que, tant que l’ob-
servation n’est pas faite, l’atome est simultanément dans deux états : intact
et désintégré. Or, l’expérience imaginée par Erwin Schrödinger lie l’état du
chat (mort ou vivant) à l’état de l’atome radioactif, de sorte que le chat serait
simultanément dans une superposition de deux états, à la fois mort et vivant,
jusqu’à ce que l’ouverture de la boîte (la mesure) déclenche le choix entre les
deux états. Ainsi, on ne peut absolument pas dire si le chat est mort ou non
au bout d’une minute. Bien sûr notre expérience quotidienne, où les chats à
la fois morts et vivants sont assez rares, nous dit qu’il n’est nul besoin de
Mécanique Quantique pour expliquer la physique des corps macroscopiques,
et que la Mécanique Classique peut la décrire tout-à-fait correctement. Mais
alors, comment passe-t-on de la description Quantique qui prévaut à l’échelle
microscopique à la description Classique qui gouverne la mécanique des corps
macroscopiques ? Cette question continue de susciter de très nombreuses re-
cherches en Physique. Une stratégie naturelle pour l’étudier consiste à élaborer
des superpositions quantiques d’états caractérisant des systèmes de plus en
plus gros. Mais le maintien des propriétés quantiques d’un état (la cohérence
quantique) est de plus en plus difficile lorsque sa taille augmente [4], si bien
qu’en général, plus les objets sont gros, moins ils peuvent demeurer quantiques
longtemps. Cette tendance à perdre les propriétés quantiques rapidement s’ap-
pelle la décohérence.
Cependant, il existe au moins un phénomène se manifestant à l’échelle ma-
croscopique et dont l’origine est indubitablement quantique : c’est la supra-
conductivité. Elle apparaît dans certains matériaux à basse température et
se traduit par l’absence de résistivité dans le transport électrique. Le para-
mètre d’ordre d’un morceau de supraconducteur s’appelle la phase, il est un
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7nombre complexe, et son origine Quantique, a été microscopiquement démon-
trée par la théorie BCS [5]. Brian Josephson en 1962 a prédit un effet dérivé
[6] de la supraconductivité, auquel il a donné son nom et qui manifeste aussi
à l’échelle macroscopique des effets quantiques. Lorsque deux morceaux de su-
praconducteur sont séparés par une mince couche isolante, et sont soumis à une
différence de potentiel continue, un courant alternatif de paires d’électrons (ap-
pelées paires de Cooper) traversent la jonction sans dissipation. La supracon-
ductivité comme l’effet Josephson résultent de l’addition d’un grand nombre
de variables microscopiques gouvernées chacune par la Mécanique Quantique.
Mais les variables macroscopiques que ces phénomènes font intervenir, comme
la tension, la charge électrique, le courant ou la différence de phase le long
d’une jonction Josephson, sont elles gouvernées par la Mécanique Quantique ?
Sont-ce des degrés de liberté quantifiés, susceptibles de caractériser des su-
perpositions quantiques d’objets macroscopiques distincts ? La nuance, impor-
tante, a conduit Legett à proposer des situations et des conditions permettant
de rendre ces variables proprement Quantiques. Il a notamment insisté sur la
nécessité de les tenir suffisamment isolées et découplées des autres degrés de
liberté. Suivant ses prescritpions, des expérimentateurs ont mis en évidence au
milieu des années 1980, le caractère Quantique de la différence de phase le long
d’une jonction Josephson [7, 8]. En plus de leur intérêt fondamental, les Cir-
cuits Quantiques que ce genre d’expériences a permis de développer, revêtent
un grand intérêt pratique. Les dispositifs de mesure des variables pertinentes
de ces systèmes emploient les technologies courantes de l’électronique. De plus,
la modularité de leur architecture permet de créer un nombre varié de circuits
aux propriétés quantiques différentes.
Au cours des années 1990, des contributions théoriques d’un tout autre genre
ont grandement motivé leur essor, et guidé leur développement vers des ap-
plications aux enjeux considérables. En 1994 et 1995, Shor[9] et Grover [10]
ont prouvé qu’il était possible de tirer parti de la superposition quantique pour
exécuter des calculs informatiques avec des bits quantiques (ou qubits), et que
ce genre de computation serait beaucoup plus performante que l’informatique
classique dans l’exécution de certaines taches. S’en est suivi un engouement
pour la recherche en Informatique Quantique, avec de nombreux efforts pour
fabriquer le meilleur qubit possible. Des Circuits Quantiques, à base de Jonc-
tions Josephson, ont alors été conçus dans cette perpective. Les qubits supra-
conducteurs sont ainsi nés à la fin des années 1990[11, 12], et se sont développés
jusqu’à nos jours. En une dizaine d’années, leur durée de vie (leur temps de
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8 Introduction
cohérence) a considérablement augmenté, et la relative facilité avec laquelle
on peut les fabriquer, les associer dans des architectures multiqubits, les ma-
nipuler, amplifier leur signal pour lire leur état avec un appareillage issu de
l’électronique traditionnelle, en font des candidats extrêmement crédibles pour
la réalisation d’un ordinateur quantique. En particulier, la possibilité de ma-
nipuler leur état en les couplant à des lignes de transmission supraconductrice
[13–15] a permis l’émergence dès le début des années 2000 d’une véritable
Electrodynamique Quantique de Circuit, où les degrés de liberté des qubits
Josephson interagissent avec les quanta d’excitations d’un résonateur. On re-
trouve alors une physique analogue à celle qui décrit, au niveau quantique, le
couplage d’un atome au mode photonique d’une cavité résonante, dans les ex-
périences d’Electrodynamique Quantique en Cavité [16]. Mais les très grandes
amplitudes de couplage que l’on peut atteindre avec ces nouveaux systèmes
laissent entrevoir la possibilité d’explorer de nouveaux régimes quantiques de
couplage lumière-matière. Il n’est alors plus seulement question de reproduire
les expériences d’Electrodynamique Quantique en Cavité, ou de créer des tech-
nologies performantes pour l’Information Quantique, mais il devient également
envisageable d’observer des phénomènes quantiques inédits.
Ce manuscrit a donc pour objet l’étude des propriétés des systèmes de circuit
QED en régime de couplage ultrafort. Dans ce régime, la fréquence de Rabi
du vide, qui quantifie l’interaction lumière-matière et que l’on note en général
Ω0, est supérieure ou égale[17] à la fréquence de transition de l’atome artificiel,
notée ωeg. Après avoir introduit les bases de l’Electrodynamique Quantique de
circuit, nous montrerons dans le premier chapitre qu’un tel régime est en théo-
rie accessible à certains types d’atomes Josephson couplés à des résonateurs.
Nous rapporterons d’ailleurs les résultats d’expériences récentes[18, 19], dans
lesquelles le rapport Ω0/ωeg atteint 12% et nous prouverons que cette valeur
peut être encore plus grande dans d’autres circuits. Pour cela, nous discuterons
des caractéristiques des différents types de couplage présents en circuit QED,
qui sont tantôt capacitif tantôt inductif, et nous évoquerons la possibilité de
coupler N qubits au même mode du résonateur, afin d’augmenter le couplage
lumière-matière d’un facteur
√
N . Nous introduirons alors, dans le deuxième
chapitre, le modèle de Dicke[20] qui décrit l’interaction d’un ensemble de N
systèmes à deux niveaux indépendants avec les mêmes modes bosoniques. Nous
montrerons qu’un tel modèle, dans sa limite thermodynamique, peut donner
lieu à une transition de phase quantique superradiante [21], avec une cohérence
photonique, une polarisation spontanée des atomes et un sous-espace fonda-
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9mental deux fois dégénéré dans la phase surcritique. Nous prouverons, dans le
cadre d’un théorème d’impossibilité (ou No-Go theorem) qu’une telle transition
de phase quantique ne peut être obtenue en cavity QED, pour des atomes réels
soumis à un couplage électrique dipolaire, à cause de la présence d’un terme
diamagnétique (ou terme A2). Nous donnerons ensuite l’exemple d’une chaîne
de qubits Josephson couplée capacitivement à un résonateur qui permettrait
a contrario d’observer une telle transition de phase. Nous analyserons alors
les différences entre la situation de cavity QED et celle de circuit QED. Dans
un troisième chapitre, nous donnerons un deuxième exemple de circuits quan-
tiques permettant de reproduire le modèle de Dicke. Nous y considèrerons un
autre type d’atomes artificiels qui seront couplés inductivement au champ du
résonateur. L’Hamiltonien correspondant sera résolu dans le cas d’un nombre
fini d’atomes, pour des modes sinusoïdaux ou uniformes, et nous quantifierons
analytiquement la levée de dégénerescence dans la limite de couplage ultrafort
Ω0/ωeg  1. Le splitting entre les deux premiers niveaux étant exponentiel-
lement petit, on parlera de quasi-dégénerescence dans cette limite. Les deux
vides quasi-dégénérés auront la forme de Chats de Schrödinger :
|ΨG〉 ' 1√
2
{|α〉ph ΠNj=1|+〉j + (−1)N | − α〉ph ΠNj=1|−〉j} (1)
|ΨE〉 ' 1√
2
{|α〉ph ΠNj=1|+〉j − (−1)N | − α〉ph ΠNj=1|−〉j} , (2)
superpositions symétriques et antisymétriques d’états cohérents (pour la par-
tie photonique) de cohérence opposée et vérifiant |α| ∼ √NΩ0/ωeg (où ωeg est
mis à résonance de la fréquence de la cavité), multipliés par des états ferro-
magnétiques (pour la partie électronique) de direction opposée. On prouvera
que de tels états résistent à un certain type de fluctuations extérieures. Dans
le quatrième chapitre, on introduira un modèle de Dicke généralisé, dans le-
quel deux chaînes indépendantes de systèmes à deux niveaux sont couplées
aux deux quadratures différentes d’un mode bosonique. Un tel modèle sera
étudié en toute généralité et on prouvera qu’il peut donner lieu à une double
brisure de symétrie. Nous donnerons le diagramme de phase bi-dimensionnel
associé, ainsi qu’une application en information quantique avec la possibilité
de créer des phases géométriques. De plus, nous proposerons un circuit quan-
tique correspondant à ce modèle. Enfin, dans le cinquième et dernier chapitre,
nous étudierons le comportement dynamique d’un qubit constitué des deux
vides quasi-dégénérés d’un système de circuit QED en couplage ultrafort. Nous
proposerons une architecture de portes quantiques reposant sur l’emploi de
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10 Introduction
plusieurs résonateurs supraconducteurs. Nous montrerons que les temps de co-
hérence et les fidélités des opérations peuvent être singulièrement accrus pour
des valeurs optimales du couplage lumière-matière.
A l’issue de ces développements, nous serons peut-être en mesure de fournir
quelques raisons d’augmenter un peu plus le couplage lumière-matière.
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Chapitre 1
Introduction à l’Electrodynamique
Quantique des Circuits
Supraconducteurs
Nous introduisons ici l’électrodynamique quantique en circuit (en anglais
circuit QED). Le nom de ce domaine relativement récent (moins d’une dizaine
d’années) repose sur une analogie forte avec l’électrodynamique quantique en
cavité (cavity QED), où l’interaction entre un atome et le champ électrique du
vide de la cavité s’effectue au niveau quantique. Dans le cas de la circuit QED,
l’interaction a lieu entre un atome artificiel supraconducteur de taille micro-
métrique (donc constitué de plusieurs millions d’atomes) et les fluctuations de
tension ou de flux d’un résonateur supraconducteur de longueur centimétrique.
L’échelle de ces systèmes est donc mésoscopique, et les variables quantiques
pertinentes dans le cas de la cavity QED, l’amplitude du champ électrique
du vide, la position, l’impulsion des électrons impliqués dans les transitions
atomiques etc.., cèdent la place en circuit QED à des variables collectives ty-
piques des circuits électriques comme la charge, le courant, la différence de
potentiel ou de flux entre deux points, etc... Ces grandeurs satisfont beau-
coup des principes qui nous sont familiers en électronique classique, comme
les lois de Kirchoff de conservation (lois des mailles ou lois des noeuds), ou
les lois de fonctionnement de certains constituants qui composent ces atomes
artificiels (Q = CU aux bornes d’une capacité, φ = LI aux bornes d’une induc-
tance). La grande différence avec l’électronique classique provient de l’emploi
de matériaux supraconducteurs (donc non dissipatifs), qui peut conférer un ca-
ractère quantique à certaines de ces grandeurs mésoscopiques. Ces matériaux
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permettent en outre de former les jonctions Josephson, constituants inédits
en électronique classique, et indispensables puisqu’à la fois non dissipatifs et
non linéaires, ils engendrent une anharmonicité du spectre d’énergie dans des
circuits isolés de l’environnement. Les degrés de liberté collectifs sont alors as-
treints de demeurer sur quelques niveaux d’énergie séparés du reste du spectre,
ce qui permet la création d’atomes artificiels. Ils ont différentes propriétes selon
la géométrie des connections et les énergies relatives des capacités, inductances
ou jonctions Josephson qui les composent, et qui vont déterminer leur spectre.
Le résonateur, lui, est le plus souvent constitué de trois bandes de supraconduc-
teur (stripline resonator), d’une dizaine de microns de largeur et de quelques
centimètres de longueur, et coupées aux extrémités par deux grandes capaci-
tés qui l’isolent de l’extérieur, et qui jouent le même rôle que les deux miroirs
d’un Fabry-Pérot. On peut le modéliser par une séquence d’inductances et de
capacités, constituants linéaires dont la dynamique est celle d’une somme d’os-
cillateurs harmoniques couplés, dont les fonctions d’ondes devant s’annuler aux
bords, sont sinusoïdales avec différentes longueurs d’onde. Les champs de ten-
sion ou de flux le long du résonateur sont donc bosoniques, multimodes et sont
analogues aux champs électromagnétiques du vide dans une cavité. Peut-être
abusivement, le quantum d’excitation de ces oscillateurs harmoniques est sou-
vent appelé photon, et le mot de lumière est employé pour décrire ces modes 1.
Enfin, les atomes peuvent être couplés au résonateur de différentes manières,
tantôt par une capacité jusqu’à la masse (couplage capacitif), tantôt placés le
long de la ligne de transmission du résonateur avec des inductances ou par une
mutuelle magnétique (couplage inductif). Nous verrons alors que les valeurs
typiques de ces couplages sont très différentes, donnant lieu à des régimes d’in-
teraction lumière-matière différents. Les notions développées ici serviront de
base à l’étude des chaînes d’atomes couplés au résonateur dans les chapitres
ultérieurs.
1. Il s’agit de photons dans un solide, donc il y a aussi un champ de polarisation électrique
du milieu qui oscille.
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1.1. Le circuit LC quantique 13
1.1 Le circuit LC quantique
Conceptuellement, l’oscillateur LC quantique est le circuit quantique le plus
simple que l’on puisse imaginer. Un tel circuit est montré en figure 1.1 : il est
constitué d’une capacité en série avec une inductance. Toutes les parties métal-
liques sont supraconductrices (voire figure 1.1), ce qui empêche la dissipation,
un point crucial pour le maintien du caractère quantique des variables.
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Figure 1.1 – A gauche : le circuit LC quantique est constitué d’une inductance
et d’une capacité en métal supraconducteur. L’inductance vaut typiquement 3
nH, et la capacité 1 pF, conduisant à une fréquance typique fr = ωr/(2pi) =
1/(2pi
√
LC) ∼ 3GHz. A droite : le spectre d’energie de l’oscillateur LC est
harmonique : toutes les transitions entre niveaux voisins sont égales à ωr.
Figure extraite de la référence [22].
Le flux Φˆ dans l’inductance peut être choisi comme variable de position, et
la charge Qˆ de la capacité peut être vue comme sa variable conjuguée. Φˆ et Qˆ
doivent être traités comme des opérateurs conjugués qui satisfont [Φˆ, Qˆ] = i~
où ~ est la constante de Planck. Les lois constitutives de l’inductance et de
la capacité sont telles que les équations du mouvement du système sont celles
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d’un oscillateur harmonique d’Hamiltonien :
Hˆ =
Φˆ2
2L
+
Qˆ2
2C
(1.1)
et de pulsation propre :
ωr = 1/
√
LC. (1.2)
Le principe de correspondance peut être invoqué pour justifier l’écriture directe
de son Hamiltonien quantique à partir de la connaissance de l’Hamiltonien
classique ; nous verrons par la suite une manière systèmatique de dériver les
Hamiltoniens de circuit quantique. De manière tout à fait standard, on peut
alors introduire les opérateurs bosoniques aˆ = −iφˆ/φr + Qˆ/Qr et aˆ† = iφˆ/φr +
Qˆ/Qr où φr =
√
2~ωrL et Qr =
√
2~ωrC. On réécrit alors :
Hˆ = ~ωr(aˆ†aˆ + 1/2) = ~ωr(nˆ + 1/2) (1.3)
avec nˆ le nombre de quanta d’excitations, appelés photons. Il faut noter que
l’on peut facilement modifier ωr en changeant la dimension de la capacité et
de l’inductance, et qu’elle n’est pas contrainte par des constantes fondamen-
tales de la nature. Certains auteurs [23] y voient une preuve du caractère
véritablement macroscopique des variables quantiques du circuit. Le circuit
quantique LC trouve une existence pratique dans la réalisation de certains
types de résonateurs ‘compactés’ (voire section 1.5). D’une dizaine de microns
de largeur, leur fréquence typique fr = ωr/(2pi) vaut 3GHz, très en-dessous
du seuil au-delà duquel les paires de Cooper se cassent et donnent lieu à des
quasi-particules. Pour l’aluminium, de température de transition 1.1 K, une
telle fréquence vaut 2∆/h ' 100GHz. Le circuit LC quantique possède un
défaut si l’on ambitionne d’utiliser les circuits pour manipuler l’information
quantique : les transitions inter-niveaux sont toutes dégénérées, puisqu’il est
un oscillateur harmonique. Il est donc impossible de l’utiliser pour fabriquer
un qubit où seuls 2 états quantiques interviennent. Pour pallier ce problème,
il faut introduire une non-linéarité, qui doit par ailleurs, ne pas détruire la
cohérence quantique en dissipant de l’énergie. Le seul constituant non-linéaire
et non-dissipatif est la jonction Josephson.
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1.2. La jonction Josephson 15
1.2 La jonction Josephson
1.2.1 L’effet Josephson
Une jonction Josephson est constituée de deux supraconducteurs séparés
par une couche isolante très mince (i.e. ∼ 1nm) comme le montre la figure 1.2.
Les fonctions d’onde des fondamentaux de chaque supra peuvent alors se re-
couvrir, et un calcul au deuxième ordre montre que sous certaines conditions,
les paires de Cooper peuvent traverser la couche isolante par effet tunnel sans
dissipation. Cela se traduit au niveau macroscopique par la première équation
166 Devoret and Martinis
SUPERCONDUCTING
BOTTOM
ELECTRODE
SUPERCONDUCTING
TOP ELECTRODE
TUNNEL OXIDE
LAYER
I0 CJ
(a)
(b)
Fig. 1. (a) Josephson tunnel junction made with two superconducting thin films; (b)
Schematic representation of a Josephson tunnel junction. The irreducible Josephson element
is represented by a cross.
damping mechanisms are usually stronger at low temperatures than those
originating from electron–phonon coupling. The techniques(3) and require-
ments(4) for ultra-low noise filtering have been known for about 20 years.
From the requirements kT ! !ω01 and !ω01!", where " is the energy
gap of the superconducting material, one must use superconducting mate-
rials with a transition temperature greater than about 1K.
2.3. Non-linear, Non-dissipative Elements: Tunnel Junctions
Quantum signal processing cannot be performed using only purely
linear components. In quantum circuits, however, the non-linear elements
must obey the additional requirement of being non-dissipative. Elements
like PIN diodes or CMOS transistors are thus forbidden, even if they
could be operated at ultra-low temperatures.
There is only one electronic element that is both non-linear and non-
dissipative at arbitrarily low temperature: the superconducting tunnel junc-
tion2 (also known as a Josephson tunnel junction(5)). As illustrated in
Fig. 1, this circuit element consists of a sandwich of two superconducting
thin films separated by an insulating layer that is thin enough (typically
∼1 nm) to allow tunneling of discrete charges through the barrier. In later
2A very short superconducting weak link (see for instance Ref. 6) is a also a possible can-
didate, provided the Andreev levels would be sufficiently separated. Since we have too few
experimental evidence for quantum effects involving this device, we do not discuss this oth-
erwise important matter further.
Figure 1.2 – En haut : un schéma d’une jonction Josephson. (Figure extraite
de la référence [23]). En bas, la schématisation électrique correspondante. La
croix indique la jonction Joseph on.
de Josephson [6] :
I = I0 sin(δ), (1.4)
où I est le courant traversant la jonction, δ est la différence entre les deux
phases (= paramètre d’ordre) des supraconducteurs, et où I0 est le courant
critique qui dépend notamment de la résistance de la jonction et du gap de
supraconducteurs [24]. En fait, le courant Josephson se produit sans dissipa ion
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car il correspond à la valeur d’expectation du courant sur le nouvel état fon-
damental, c’est à dire celui du système entier, fait des deux supraconducteurs
et de la jonction, donc incluant l’Hamiltonien de tunnel à travers la jonction
[25].
On peut même rendre ce courant alternatif en maintenant une tension constante
V aux bornes de la jonction. Il est en effet possible de voir par une trans-
formation de jauge [25] que la fonction d’onde de chaque électron acquiert
alors un facteur exp(i
∫
(eV/~)dt). Ce qui se traduit macroscopiquement par la
deuxième équation de Josephson [6] :
dδ
dt
= V
2pi
Φ0
= V
2e
~
, (1.5)
où Φ0 = h/2e est le quantum de flux élémentaire.
Il est alors pratique de définir une quantité macroscopique, qui est apparue na-
turellement dans le facteur de phase des fonctions d’onde des électrons soumis
à un potentiel électrique V : c’est le flux de branche aux bornes d’un élément
électrique :
Φ(t) =
∫ t
−∞
V (t′)dt′, (1.6)
où V (t′) est la différence de potentiel électrique au temps t′ entre ces bornes,
c’est-à-dire l’intégrale spatiale du champ électrique le long de l’élément élec-
trique. Cette définition générale coïncide dans le cas d’une inductance ordi-
naire (voir figure 1.1) avec le flux magnétique qui traverse les boucles qui la
composent, et qui est relié au courant électrique par la relation constitutive :
I(t) =
1
L
Φ(t), (1.7)
où L est constant. Nantis de cette nouvelle quantité, le flux de branche Φ(t),
nous pouvons alors revenir au cas de la jonction Josephson. La deuxième équa-
tion de Josephson (1.5) se réécrit alors δ(t) = Φ(t) 2pi
Φ0
. Cela permet en outre de
reformuler la première équation de Josephson :
I(t) = I0 sin(Φ(t)
2pi
Φ0
). (1.8)
Cette loi, qui relie le flux de branche au courant de la jonction traduit son
caractère inductif. Mais contrairement à l’inductance standard de l’Eq. (1.7),
l’inductance de la jonction Josephson LJ(Φ) est non linéaire :
LJ(Φ) = (
∂I
∂Φ
)−1 =
LJ0
cos(Φ 2pi
Φ0
)
. (1.9)
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La constante LJ0 = Φ02piI0 est appelée inductance linéaire effective Josephson, et
apparaît naturellement quand on linéarise le sinus autour de Φ = 0. Pour une
jonction de 100nm × 100nm, elle vaut typiquement 100nH ; il faudrait pour
obtenir une inductance équivalente dans une boucle standard, atteindre un
diamètre de 1 cm. De plus, il convient de remarquer que la périodicité de l’in-
ductance cosinusoïdale LJ(Φ) est directement reliée au caractère discret des
paires de Cooper qui constituent le courant Josephson, car pour chacune, l’am-
plitude de tunnel à travers la couche isolante est proportionnelle au facteur de
phase de même périodicité exp(iΦ(t) 2pi
Φ0
).
On peut enfin introduire l’énergie Josephson EJ = I0Φ0/2pi associée à ce
courant. Lorsque l’on calcule l’énergie emmagasinée dans la jonction E(t) =∫ t
−∞ I(t
′)V (t′)dt′, on trouve l’ énergie cosinusoïdale :
E(t) = −EJ cos(Φ(t)2pi
Φ0
). (1.10)
Il est même possible d’avoir des jonctions à l’energie Josephson règlable in situ
grâce à un flux magnétique : ce sont les SQUIDs (Superconducting Quantum
Interference Devices).
1.2.2 Le SQUID
Le schéma d’un SQUID est donné en figure 1.3. Il est constitué de deux
jonctions Josephson de même courant critique I0 placées le long d’une boucle
supraconductrice traversée par le flux Φext d’un champ magnétique ~B. Celui-ci,
dérivant d’un potentiel vecteur ~A(~r) va changer localement la fonction d’onde
des fondamentaux de chaque morceau de supraconducteur en leur ajoutant un
terme de jauge exp(−2ie ~A(~r).~r/~), ce qui modifie les phases θ1(~r) et θ2(~r) (voir
figure 1.3). Par continuité de la fonction d’onde, la variation de phases après
un tour doit être un multiple de 2pi. Cette condition , dite de quantification
de flux, s’écrit alors :
δa − δb + 2piΦext
Φ0
= 2pim avec m ∈ Z, (1.11)
où δa (resp. δb) est le saut de phase de la jonction a (resp. b) et où 2piΦextΦ0 =
2e
~
∮
~A.~dl.
Une telle condition se généralise aisément à des boucles contenant plus de
jonctions (voir section 1.3.2). Le courant I en sortie de boucle est somme des
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I
Φext
θ1(￿r) θ2(￿r)
δb
δa
Figure 1.3 – Un SQUID : 2 jonctions Josephson forment une boucle traversée
par un champ magnétique de flux Φext. Ce dispositif est équivalent à une jonc-
tion Josephson effective d’energie Josephson réglable EJ(Φext) = EJ cos(piΦextΦ0 ).
deux courants Josephson dans chaque jonction : I = I0 sin(δa) + I0 sin(δb), ce
qui s’écrit encore :
I = 2I0 sin(δ) cos(
piΦext
Φ0
), (1.12)
où δ = (δa + δb)/2. On constate que cette loi est analogue à la loi de fonc-
tionnement d’une jonction Josephson unique de différence de phase δ (cf Eq.
(1.4)), à ceci près que l’énergie Josephson effective EJ(Φext) = EJcos(piΦextΦ0 )
peut se régler grâce au flux magnétique extérieur.
Maintenant que nous connaissons l’énergie ainsi que la relation constitutive
(Eq. (1.8)) d’une jonction Josephson, et d’un SQUID, nous possèdons tous les
éléments pour déterminer les Hamiltoniens quantiques de circuits faits de ca-
pacités, d’inductances et de jonctions Josephson. Nous verrons alors que sous
certaines conditions, ils peuvent donner lieu à des spectres d’energie extrême-
ment anharmoniques, et permettre la création de qubits. Mais avant cela, nous
devons évoquer la procédure par laquelle on peut calculer les Hamiltoniens des
circuits quantiques.
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1.3 La dérivation des Hamiltoniens de circuits
quantiques
1.3.1 Principes de la méthode
Comment calculer l’Hamiltonien d’un circuit quantique quelconque, conte-
nant des capacités, des inductances, des jonctions Josephson, et formant une
multitude de branches, de noeuds et de boucles ? Cette question a été étu-
diée d’abord par Yurke et Denker [26], puis par M. Devoret [22, 27] dont nous
utiliserons une version sommaire de la méthodologie à chaque fois que nous
aurons à calculer l’Hamiltonien d’un circuit. Il convient d’emblée de préciser
que le même circuit admet plusieurs Hamiltoniens équivalents selon le choix
de représentation que l’on fait (utilisation des courants, des charges, des flux
de branches ou de boucles).
10
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Figure 1.4 – Arbre des flux de branches. Chaque noeud du circuit est connecté
à la masse par un unique chemin appartenant à cet arbre (en vert) qui est sans
boucle. Par ce moyen, on regroupe un ensemble de variables indépendantes
(les flux de branches φj) grâce auxquelles la dynamique du circuit sera décrite.
Figure extraite de la référence [22].
Nous opterons plutôt pour les flux de branches (voir définition en Eq. (1.6))
dont nous devrons choisir un ensemble de N flux (φ1, .., φj, .., φN) indépen-
dants. Pour ce faire, on commence par choisir un noeud du circuit qui sera
à la masse (potentiel = 0). Puis, depuis la masse, un ensemble de branches
sans boucle, qui forme un arbre est déterminé. Chaque noeud du circuit doit
être connecté à la masse par un unique chemin appartenant à l’arbre, comme
le montre la figure 1.4. On préfèrera les branches possèdant des inductances,
même si ce n’est pas obligatoire ; il y aura d’ailleurs bien des circuits sans in-
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ductances (cf section 1.3.2). Les lois constitutives des inductances, capacités et
jonctions Josephson du circuit, ainsi que les relations de Kirchoff (cf figure 1.5)
et les relations de quantification des flux autour des boucles (cf section 1.2.2)
permettront d’écrire tous les flux, potentiels et courants du circuit comme des
combinaisons linéaires de l’ensemble (φ1, .., φj, .., φN), de ses dérivées première
et seconde et des sources de flux magnétiques extérieurs et de potentiels. Ces
relations permettront en outre de former un ensemble d’équations différen-
tielles reliant le set de flux indépendants et ses dérivées premières et secondes :
ce seront les équations du mouvement.
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Kirchhoff's law (node): 
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Figure 1.5 – Relations de Kirchoff : à gauche, loi des mailles, à droite loi des
noeuds. Figure extraite de la référence [22].
On fabriquera alors un Lagrangien L(φ1, .., φj, ..φN , φ˙1, .., φ˙j, .., φ˙N) dans le-
quel les énergies potentielles seront les énergies des inductances (linéaires ou
Josephson) exprimées en fonction de (φ1, .., φj, .., φN) et des flux magnétiques
extérieurs. Les énergies cinétiques seront les énergies des capacités propor-
tionnelles aux carrés des différences de potentiel à leurs bornes, et exprimées
en fonction de (φ˙1, .., φ˙j, .., φ˙N) et des tensions sources. Les équations d’Euler
Lagrange associées ( d
dt
δL
δφ˙j
= δL
δφj
∀j = 1..N) devront alors redonner les équa-
tions du mouvement. Les moments conjugués (Q1, ..,Qj, ..QN) seront calculés
qui devront vé ifier Qj = δLδφ˙j ∀j = 1..N . Puis, une transfo mation de Le-
gendre H = ∑Nj=1Qjφ˙j − L permettra d’obtenir l’Hamiltonien classique du
circuit. Enfin, l’Hamiltonien quantique Hˆ est déterminé en remplaçant les va-
riables par leur opérateur quantique équivalent : (φj,Qj)→ (φˆj, Qˆj) vérifiant
[φˆj, Qˆj] = i~ ∀j = 1..N .
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1.3.2 Exemple d’application
Nous avons choisi comme exemple d’application de cette procèdure, la dé-
rivation de l’Hamiltonien du Delft qubit [28, 29], pour deux raisons. D’abord
parce que c’est un exemple emblématique d’une des principales familles de qu-
bits supraconducteurs, les qubits dits de flux, comme nous le verrons dans le
chapitre 1.4. Ensuite, le calcul comporte des subtilités qui seront utiles par la
suite.
Le circuit électrique équivalent du Delft qubit est montré figure 1.6. Il est
constitué de 4 jonctions Josephson couplées à deux tensions de porte par l’in-
termédiaire de deux capacités, et distribuées autour de deux boucles traversées
par des flux magnétiques f1 et f2 indépendants du temps.
Vga Vgb
Cga Cgb
f1
f21 2
C1 C2
C3
C4
Ej1
Ej3
Ej4
Ej2
iC2iC1
iC3
iC4
iJ4
iJ3
iJ1 iJ2
iCga iCgb
φ3 = φ2 + f1 − φ1
φ4 = φ2 + f1 − φ1 + f2
φ1 φ2
−→
−→
−
→
−
→
Figure 1.6 – Schéma électrique équivalent du qubit de Delft. Son Hamiltonien
se calcule en choisissant comme variables indépendantes les flux de branches
φ1 et φ2 et en appliquant la méthode détaillée dans le texte.
La jonction de gauche (resp. de droite) a une énergie Josephson EJ1 (resp.
EJ2), et une capacité C1 (resp. C2) ; la jonction centrale du bas (resp. du
haut) a une energie Josephson EJ3 (resp. EJ4) et une capacité C3 (resp. C4).
Les noeuds 1 et 2 séparant les jonctions latérales, de la boucle centrale repré-
sentent les îles supraconductrices et sont couplées par des capacités Cga et Cgb
aux tensions de porte Vga et Vgb.
Appliquons à ce circuit notre procédure. La masse est choisie comme sur le
circuit. Depuis elle, on atteint les noeuds 1 et 2 par les deux branches qui
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forment notre arbre. Les flux de branches correspondants φ1 et φ2 permettent
d’exprimer tous les flux de branche du circuit. En particulier, grâce à la condi-
tion de quantification du flux (voir section 1.2.2), le flux le long de la jonction
centrale du bas vaut φ3 = φ2 +f1−φ1. De même, le flux de la branche centrale
du haut s’écrit φ4 = φ3 + f2 = φ2 + f1 − φ1 + f2. De plus, le potentiel aux
bornes de la capacité Cga (resp. Cgb) est Vga − φ˙1 (resp. Vgb − φ˙2).
Conformément au protocole, le Lagrangien du circuit s’écrit alors :
L =
4∑
j=1
Cj
2
(φ˙j)
2 + EJj cos(φj) +
Cga
2
(Vga − φ˙1)2 + Cgb
2
(Vgb − φ˙2)2
=
C1
2
(φ˙1)
2 +
C2
2
(φ˙2)
2 +
C3
2
(φ˙2 − φ˙1)2 + C4
2
(φ˙2 − φ˙1)2 (1.13)
+ EJ1 cos(
2pi
Φ0
φ1) + EJ2 cos(
2pi
Φ0
φ2) + EJ3 cos(
2pi
Φ0
(φ2 + f1 − φ1))
+ EJ4 cos(
2pi
Φ0
(φ2 + f1 − φ1 + f2)) + Cga
2
(Vga − φ˙1)2
+
Cgb
2
(Vgb − φ˙2)2.
Les équations d’Euler Lagrange :{
d
dt
δL
δφ˙1
= δL
δφ1
⇒ iC1 + iC3 + iC4 − iCga = −iJ1 − iJ3 − iJ4
d
dt
δL
δφ˙2
= δL
δφ2
⇒ iC2 − iC3 − iC4 − iCgb = −iJ2 + iJ3 + iJ4
(1.14)
ne donnent rien d’autres que les lois des noeuds aux points 1 et 2.
Calculons alors les moments conjugués Q1 = δLδφ˙1 et Q2 =
δL
δφ˙2
:
( Q1
Q2
)
= C
(
φ˙1
φ˙2
)
− Cg
(
Vga
Vgb
)
, (1.15)
où C =
(
C1 + C3 + C4 + Cga −(C3 + C4)
−(C3 + C4) C2 + C3 + C4 + Cgb
)
et Cg =
(
Cga 0
0 Cgb
)
.
On note au passage que Q1 (resp. Q2) correspond à la charge sur l’île su-
praconductrice 1 (resp. 2), provenant de toutes les capacités connectées à ce
noeud. Une telle écriture matricielle est pratique puisqu’elle permet de réécrire
le Lagrangien sous la forme :
L(φ1, φ2, φ˙1, φ˙2) = 1
2
(
φ˙1 φ˙2
)(C (φ˙1
φ˙2
)
− 2Cg
(
Vga
Vgb
))
− U(φ1, φ2). (1.16)
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où U(φ1, φ2) regroupe toutes les énergies inductives de Josephson et les constantes
provenant des sources de tension :
U(φ1, φ2) = −EJ1 cos(2pi
Φ0
φ1) − EJ2 cos(2pi
Φ0
φ2) − EJ3 cos(2pi
Φ0
(φ2 + f1 − φ1))
(1.17)
− EJ4 cos(2pi
Φ0
(φ2 + f1 − φ1 + f2))− Cgb
2
V 2gb −
Cga
2
V 2ga.
Ensuite, la transformée de Legendre H = (φ˙1 φ˙2)(Q1Q2
)
− L donne :
H(φ1, φ2,Q1,Q2) = 1
2
((Q1
Q2
)
+ Cg
(
Vga
Vgb
))T
C−1
((Q1
Q2
)
+ Cg
(
Vga
Vgb
))
(1.18)
+ U(φ1, φ2)
La dernière étape consiste à remplacer les variables conjuguées φj et Qj par
leur équivalent quantique φˆj et Qˆj qui doivent vérifier
[
φˆj, Qˆj
]
= i~ pour
j = 1, 2. L’Hamiltonien dérivé est bien égal à celui calculé dans [28] par une
autre méthode ; son spectre d’énergie et les propriétes de ses états propres
seront brièvement discutés dans la section 1.4.2.
La méthode décrite ci-dessus sera réutilisée pour déterminer les Hamiltoniens
des chaines d’atomes supraconducteurs couplées au résonateur (voir chapitre
2 et 3). Elle permet aussi de calculer les Hamiltoniens de tous les circuits des
qubits supraconducteurs.
1.4 Les qubits supraconducteurs
Les qubits supraconducteurs sont nés à la fin des années 1990. Leur appa-
ration s’inscrit dans une période d’engouement pour l’informatique quantique,
qui a notamment été suscitée par les découvertes de Shor [9] (en 1994) et
Grover [10] (en 1996), démontrant la supériorité théorique des bits quantiques
(ou qubits) sur leurs homologues classiques dans l’éxecution de certains types
de calculs. L’élément commun à tous les qubits supraconducteurs est la jonc-
tion Josephson, dont la non-linéarité est essentielle à l’anharmonicité de leur
spectre, sans laquelle on ne peut obtenir deux états de plus basse énergie suf-
fisamment séparés des autres pour être traités comme un système quantique
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à deux niveaux, c’est-à-dire un qubit. Ils ont des géométries différentes, et
les capacités, inductances et jonctions Josephson qui composent leur circuit
équivalent donnent lieu à des contributions énergétiques dont les rapports et
la forme détermineront leurs propriétés. On les classe en trois familles (voir
figure 1.7) selon la nature de la variable quantique qui est contrôlée lorsqu’on
manipule leurs paramètres externes.
Implementing Qubits with Superconducting Integrated Circuits 177
Here EC= (2e)2 /(2
(
CJ+Cg)
)
is the charging energy of the island of the
box and Ng = Qr + CgU/2e. Note that this hamiltonian has the same
form as hamiltonian (5). Often Ng is simply written as CgU/2e since U at
the chip level will anyhow deviate substantially from the generator value
at high-temperature due to stray emf’s in the low-temperature cryogenic
wiring.
In Fig. 5, we show the potential in the θ representation as well as
the first few energy levels for EJ/EC=1 and Ng=0. As shown in Appen-
dix 2, the Cooper pair box eigenenergies and eigenfunctions can be calcu-
lated with special functions known with arbitrary precision, and in Fig. 6
we plot the first few eigenenergies as a function of Ng for EJ/EC = 0.1
and EJ/EC=1. Thus, the Cooper box is to quantum circuit physics what
the hydrogen atom is to atomic physics. We can modify the spectrum with
the action of two externally controllable electrodynamic parameters: Ng,
which is directly proportional to U , and EJ, which can be varied by apply-
ing a field through the junction or by using a split junction and apply-
ing a flux through the loop, as discussed in Sec. 3. These parameters bear
some resemblance to the Stark and Zeeman fields in atomic physics. For
the box, however much smaller values of the fields are required to change
the spectrum entirely.
We now limit ourselves to the two lowest levels of the box. Near the
degeneracy point Ng=1/2 where the electrostatic energy of the two charge
states |N =0〉 and |N =1〉 are equal, we get the reduced hamiltonian(19,21)
Hqubit=−Ez(σZ+XcontrolσX), (8)
where, in the limit EJ/EC#1, Ez=EJ/2 and Xcontrol=2(EC/EJ)
(
(1/2)−Ng
)
.
In Eq. (8), σZ and σX refer to the Pauli spin operators. Note that the
X-direction is chosen along the charge operator, the variable of the box
we can naturally couple to.
Ug Ib
Cg
L
Φext(a) (b) (c)
Fig. 4. The three basic superconducting qubits. (a) Cooper pair box (prototypal charge
qubit); (b) RF-SQUID (prototypal flux qubit); and (c) current-biased junction (prototypal
phase qubit). The charge qubit and the flux qubit requires small junctions fabricated with
e-beam lithography while the phase qubit can be fabricated with conventional optical lithog-
raphy.
Figure 1.7 – Les trois types de qubits supraconducteurs : (a) le qubit de
charge ; (b) le qubit de flux ; (c) le it d phase.
Il y a les qubits dits de charge (section 1.4.1), parmi lesquels la Boîte à paires
de Cooper [11, 30, 31] et sa version plus moderne, aux temps de cohérence plus
longs, le Transmon [32]. Nous montrerons leur Hamiltonien, leur spectre et
détaillerons certaines de leurs propriétés. Une deuxième famille est constitiuée
des qubits dits de flux (section 1.4.2), dont le premier exemple historique a été
le qubit de Delft [29], et dont le Fluxonium [33] est à ce jour le représentant
le plus performant puisque ses temps de cohérence sont comparables ou plus
grands que ceux du Transmon. Nous décrirons rapidement les propriétés du
Delft qubit, et nous calculerons l’Hamiltonien, le spectre et les fonctions d’onde
du Fluxonium (section 1.4.2). Enfin, nous évoquerons brièvement les qubits de
phase [34] (section 1.4.3).
1.4.1 qubits de charges
La Boîte à Paires de Cooper
Le premier qubit supraconducteur à avoir été créé est la Boîte à paires de
Cooper. D’abord conçue théoriquement par Büttiker [30], elle a été réalisée
expérimentalement par le groupe de Saclay en 1997 [31] ; puis Nakamura et ses
collaborateurs ont effectué la spectroscopie de ses niveaux d’énergie et ont pu
réaliser des superpositions cohérentes d’états de charge |n = 0〉 et |n = 1〉.
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Son circuit équivalent est montré en figure 1.7. a). Il est constitué d’une
tension de porte Ug, d’une capacité de porte Cg en série avec une jonction Jo-
sephson, qui est, rappelons-le, équivalente à une capacité CJ en parallèle d’une
inductance Josephson idéale d’énergie Josephson EJ (voir figure 1.2). On peut
appliquer la procédure vue plus haut pour déterminer son Hamiltonien. Plaçons
la masse entre le générateur de tension continue et la jonction. Appelons φJ le
flux aux bornes de la jonction Josephson. Le Lagrangien du système est alors
L(φJ) = Cg2 (−Ug−φ˙J)2 + EJ cos( 2piΦ0φJ) + CJ2 φ˙j
2
. L’équation d’Euler-Lagrange
associée donne la loi de conservation du courant à travers les deux branches de
la jonction. Le moment conjugué q = δL
δφ˙J
= Cg(φ˙J+Ug) +CJ φ˙J n’est autre que
la charge en excès sur l’île supraconductrice. Celle-ci, dans le système physique,
est à la fois l’armature du bas de la capacité Cg et le morceau de supraconduc-
teur en haut de la jonction. Par ailleurs, le morceau de supraconducteur en bas
de la jonction est le réservoir supraconducteur, électriquement à la masse. La
transformée de Legendre, et l’introduction des opérateurs quantiques nˆ = qˆ/2e
et δˆ = 2pi
Φ0
φˆJ qui satisfont 2
[
δˆ, nˆ
]
= i permettent d’écrire :
Hˆ = 4EC(nˆ− ng)2 − EJ cos(δˆ), (1.19)
où nous avons enlevé la constante −CgU2g /2, et où nous avons introduit l’éner-
gie de charge EC = e2/(2(Cg +CJ)) et la charge de porte ng = CgUg/2e. Dans
une representaion de phase, la relation
[
δˆ, nˆ
]
= i permet d’écrire nˆ comme
un opérateur agissant sur les fonctions d’onde de la variable δ : nˆ = −i ∂
∂δ
.
Mais nˆ représente aussi physiquement le nombre de paires de Cooper en excès
sur l’île supraconductrice. Or, les expériences ont démontré que ce nombre est
quantifié et ne peut prendre que des valeurs entières. Lorsque les énergies en
jeu sont inférieures au gap supraconducteur, une base de l’espace de Hilbert
des états physiques de la Boîte à paires de Cooper est alors donnée par les
états de charges |n〉 qui vérifient :
nˆ|n〉 = n|n〉 ∀n ∈ Z. (1.20)
On peut donc écrire l’Hamiltonien (1.19) dans cette base. En utilisant le fait
que
[
nˆ, e±iδˆ
]
= ±e±iδˆ, on a cos(δˆ) = (1/2)∑n |n〉〈n + 1| + |n + 1〉〈n| et
l’Hamiltonien donne :
2. La relation de commutation entre un opérateur phase et un opérateur nombre est en
fait plus compliquée [35]. A ce stade, nous n’avons pas besoin de rentrer dans ces considé-
rations.
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Hˆ = 4EC
∑
n
(n− ng)2|n〉〈n| − (EJ/2)
∑
n
|n〉〈n+ 1|+ |n+ 1〉〈n| (1.21)
Le nombre de charges nˆ, comme variable quantique, sera d’autant moins fluc-
tuant que l’énergie capacitive EC sera grande devant EJ ; sa variable conjuguée,
la phase δˆ fluctuera alors d’autant plus, conformément au principe d’Heisen-
berg. Mathématiquement, on peut le voir dans l’Hamiltonien précédent : plus
EJ est petit devant EC , et moins le terme qui couple les états de charge succes-
sifs sera important, et moins les états propres de basse énergie de l’Hamiltonien
recouvriront d’états de charge |n〉 différents. Physiquement, plus l’effet tunnel
entre l’île supraconductrice et le réservoir sera faible devant l’énergie électrosta-
tique, et moins le nombre nˆ de paires de Cooper sur l’île fluctuera. Nous avons
tracé le spectre d’énergie de cet Hamiltonien pour différentes valeurs du rap-
port EJ/EC (voir figure 1.8). Pour les valeurs de ng proches des demi-entiers,
0 1 2 3ï1
0
1
2
3
4
5
6
7
8
EJ/EC = 0.2
ng = CgUg/(2e)
E
√
8
E
J
E
C
0 1 2 3
EJ/EC = 1
ng = CgUg/(2e)
0 1 2 3
EJ/EC = 20
ng = CgUg/(2e)
Figure 1.8 – Le spectre du qubit de charge pour différentes valeurs du rapport
EJ/EC en fonction de la charge de porte ng = CgUg/2e. Plus EJ/EC est faible,
plus les deux premiers niveaux sont isolés du troisième pour des valeurs de ng
proches des demis-entiers : c’est la gamme de fonctionnement de la Boîte à
paires de Cooper. Lorsque EJ/EC augmente, le spectre tend vers celui d’un
oscillateur harmonique : c’est le régime du Transmon.
plus EJ/EC est faible, plus les deux premiers niveaux sont isolés du troisième,
c’est donc autour de ces paramètres que les Boîtes à paires de Cooper peuvent
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être considérées comme des qubits d’Hamiltonien approché :
Hˆqubit = −4EC(1/2− ng)σˆz − EJ
2
σˆx (1.22)
où l’on s’est placé dans la base {|n = 0〉, |n = 1〉}, et où σˆz =
(
1 0
0 −1
)
et où
σˆx =
(
0 1
1 0
)
.
En plus de la charge de porte ng, il est même possible de moduler in-situ EJ en
remplaçant la jonction par un SQUID, permettant ainsi un véritable contrôle
de ce qubit par le biais de la charge, qui est la variable quantique couplée à
ces boutons extérieurs, d’où le nom de qubit de charge.
En fait, certains des paramètres du qubit sont soumis à des variations er-
ratiques statiques ou dynamiques qui limitent la cohérence de ce qubit. En
particulier, ng est soumis à un bruit statique, provenant de charges résiduelles
issues de la fabrication du dispositif (‘charge offset noïse’). Or, autour de la
valeur ng = 1/2, la différence d’énergie est très sensible à ng comme le montre
la figure 1.8, pour de petits ratios EJ/EC , et l’on comprend qu’un tel bruit
aura de graves conséquences sur le temps de cohérence du qubit.
Pour pallier cette difficulté, un qubit où EJ/EC est beaucoup plus grand a été
conçu, il s’agit du Transmon [32].
Le Transmon
Le Transmon, plus récent (2007), est carctérisé par un grand rapport EJ/EC .
Le spectre tracé en fonction de ng, est alors beaucoup plus plat, donc moins
sensible aux fluctuations de ng (voir figure 1.8 pour EJ/EC = 20). En pre-
mière approximation, il est celui d’un oscillateur harmonique. En fait, comme
EJ/EC  1, on peut considérer que les fluctuations en δˆ dans l’Hamiltonien
( 1.19) seront très faibles et faire un développement du cosinus du terme d’éner-
gie tunnel : −EJcos(δ) ' −EJ + (EJ/2)δˆ2 − (EJ/24)δˆ4. L’Hamiltonien (1.19)
se met alors sous la forme :
Hˆ ' 4EC(nˆ− ng)2 − EJ + EJ
2
δˆ2 − EJ
24
δˆ4. (1.23)
Dans la réprésentation de phase, les fonctions d’onde ψ(δ) des états propres
seront très localisées autour de δ = 0, et l’on pourra négliger la périodicité
des conditions aux bords, puis effectuer une transformation de jauge [32] :
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ψ(δ)→ ψ˜(δ) = e+ingδψ(δ), ce qui permet de réécrire l’Hamiltonien sans charge
de porte ng :
Hˆ ' 4EC nˆ2 − EJ + EJ
2
δˆ2 − EJ
24
δˆ4. (1.24)
La première partie de cet Hamiltonien est clairement celle d’un oscillateur
harmonique. On peut alors introduire les variables bosoniques :
b† =
1√
2
[
i(
EJ
8EC
)1/4δˆ + (
8EC
EJ
)1/4nˆ
]
(1.25)
b =
1√
2
[
−i( EJ
8EC
)1/4δˆ + (
8EC
EJ
)1/4nˆ
]
(1.26)
qui vérifient bien [b, b†] = 1. Cela permet de mettre l’Hamiltonien sous la
forme :
Hˆ '
√
8EJEC(b
†b+
1
2
)− EJ − EC
12
[i(b− b†)]4. (1.27)
où les termes négligés d’ordre supérieur (k ≥ 6) issus du développement
du cosinus sont en EJδk ∝ EC(EC/EJ)(k−4)/4[i(b − b†)]k. Les états propres
du Transmon sont donc approximativement les états propres de l’oscillateur
harmonique, c’est à dire les état |j〉 = (b†)j/√j!|0〉 où |0〉 vérifie b|0〉 = 0,
et a comme fonction d’onde ψ0(δ) , gaussienne centrée en δ = 0 de largeur√
2(8EC/EJ)
1/4. Les énergies propres correspondantes sont séparées par le
quantum d’énergie
√
8EJEC . En fait, grâce au terme quartique de l’Hamil-
tonien, il y a une petite anharmonicité, sans laquelle d’ailleurs on ne pourrait
utiliser ce système comme un qubit. Cette très faible anharmonicité est néam-
moins suffisante pour pouvoir faire de ce dispositif un qubit, notamment grâce
à des techniques d’optique, le Transmon étant couplé à un résonateur (voire
section 1.6.2). Pour la calculer, on utilise la théorie des perturbations au pre-
mier ordre. Les énergies Ejn de chaque état propre |j〉 sont donc déplacés d’une
quantité ∆Ejn = −EC12 〈j|(b − b†)4|j〉 = −EC12 (6j2 + 6j + 3), ce qui conduit à
l’anharmonicité relative :
(ω12 − ω01)/ω01 =
√
EC/(8EJ) +O[(EC/EJ)
3/2]. (1.28)
L’emploi du Transmon couplé capacitivement à un résonateur a permis de
s’affranchir en partie des conséquences néfastes du bruit de charges résiduelles.
Nous réutiliserons certaines des expressions développées plus haut dans la sec-
tion 1.6.2.
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1.4.2 Qubits de flux
Le point commun à tous les qubits de flux est d’avoir un potentiel défini par
rapport aux variables de flux, et présentant des minima, en lesquels se localisent
les fonctions d’onde des états de basse énergie. Les variables quantiques de flux
fluctueront alors moins que leur variable conjuguée de charge, et l’on pourra
alors les contrôler par les boutons extérieurs, d’où le nom de qubits de flux. La
charge fluctuera alors d’autant plus que son énergie associée sera petite devant
l’énergie de tunnel : EC  EJ , et l’on pourra considérer cette situation comme
duale de celle qui prévaut pour les Boîtes à paires de Cooper. Le qubit de flux
le plus simple dans sa conception est le RF-SQUID, sorte de SQUID muni
d’une grande boucle ayant un effet inductif [12, 36].
Le RF squid
Le schéma de ce qubit est montré en figure 1.7. b. Un flux magnétique
extérieur Φext est imposé à la boucle si bien que la condition de quantification
des flux (cf section 1.2.2) s’écrit : φ − Φext − Φ0/(2pi)δ = 0 où φ est le flux
de branche le long de l’inductance et δ la différence de phase aux bornes de
la jonction. Choisissons comme variable unique φ. Appliquant le protocole de
la section précédente, le Lagrangien du système est alors L(φ) = (C/2)φ˙2 +
EJ cos(
2pi
Φ0
(φ−Φext))− φ2/(2L) où L est l’inductance de la boucle, C la capacité
de la jonction Josephson et EJ son énergie Josephson. L’équation d’Euler-
Lagrange associée donne la loi de conservation du courant à travers les deux
branches de la jonction. Le moment conjugué q = δL
δφ˙
= Cφ˙ correspond à la
charge électrique sur l’armature de la jonction. L’Hamiltonien s’écrit alors :
Hˆ =
qˆ2
2C
+
φˆ2
2L
− EJ cos(2pi
Φ0
(φˆ− Φext))
= 4EC nˆ
2 +
EL
2
ϕˆ2 − EJ cos(ϕˆ− 2pi
Φ0
Φext),
(1.29)
où l’on a introduit la variable quantique réduite ϕˆ = 2pi
Φ0
φ, l’énergie d’induc-
tance EL =
Φ20
4pi2L
et où comme précédemment l’énergie de charge est EC =
e2/2C et où [ϕˆ, nˆ] = i. A la différence de la Boîte à paires de Cooper, le poten-
tiel (EL/2)ϕˆ2 −EJ cos(ϕˆ− 2piΦ0 Φext) n’est plus périodique à cause de la présence
de l’inductance qui ajoute une composante parabolique d’énergie typique EL.
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Figure 1.9 – Potentiel et deux premiers niveaux d’énergie du RF SQUID
pour les paramètres mentionnés sur le graphe et issus de [12]. Dans ce type de
système, l’énergie tunnel est très grande devant l’énergie de charge : EJ  EC
(parfois plus de trois ordres de grandeur) et EJ/EL ∼ 2. L’écart typique entre
les deux premiers niveaux s’élève alors à une cinquantaine de GHz.
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La variable ϕ n’est donc plus astreinte à demeurer sur un cercle mais vit sur
une ligne : la topologie des fonctions d’onde Ψ(ϕ) s’en trouvera modifiée :
elles ne seront plus 2pi périodiques mais devront être de carré intégrable sur
]−∞; +∞[.
Nous avons tracé ce potentiel pour des valeurs typiques des énergies d’in-
ductance et Josephson en figure 1.9. L’on y voit que pour des valeurs de Φext
proches du demi-quantum de flux Φ0/2, il présente une structure en double
puits (symétrique si Φext = Φ0/2). Le nombre de minima dans le potentiel
dépendra directement du rapport EJ/EL. Pour les valeurs de EJ et EL issus
de [12], EJ/EL ' 2.3 et il n’y a que deux minima locaux dans le potentiel.
Par ailleurs, l’énergie de charge EC étant très petite devant l’énergie Joseph-
son EJ (plusieurs ordres de grandeurs, voire figure 1.9), les fonctions d’onde
des états propres seront alors très localisées dans les deux puits de potentiel.
Ainsi la phase ϕ fluctuera peu et à l’inverse, grâce à l’inégalité d’Heinsen-
berg, les fluctuations quantiques du nombre de charge nˆ seront élevées, ren-
dant en comparaison d’autant plus faibles les fluctuations statiques de charges
(‘charge offset noise’), neutralisant ainsi son effet. Au point de dégénérescence
(Φext = Φ0/2), le splitting Eδ entre les deux premiers niveaux dépend expo-
nentiellement de la hauteur de la barrière Eδ = µ
√
EJECe
−χ
√
EJ/EC où χ et µ
sont des constantes numériques. Les deux premiers états propres sont alors les
combinaisons symétriques et antisymétriques des gaussiennes localisées dans
chaque puits (‘clockwise and anti-clockwise persistent current states’). Lors-
qu’on quitte le point de dégénerescence, l’écart entre niveaux varie linéairement
avec le flux : ζ(Φ20/(2L))(Φext/Φ0 − 1/2), où ζ est aussi une constante numé-
rique si bien que l’Hamiltonien effectif dans la base des sommes symétriques
et antisymétriques des fondamentaux de chaque puits est :
Hˆqubit =
Eδ
2
(σˆz + ζ
Φ20
2LEδ
(
Φext
Φ0
− 1
2
)σˆx). (1.30)
En fait, on utilise un petit SQUID à la place de la jonction Josephson, si
bien qu’on peut moduler in-situ à la fois EJ (donc Eδ), et Φext. Comme ces
boutons extérieurs permettent de contrôler la variable quantique de flux ϕˆ,
on appellera ce genre d’atomes qubits de flux. Moins sensibles que les Boîtes
à Paires de Cooper au bruit de charges résiduelles, ils le sont en revanche
d’avantage à un autre type de bruit, affectant le flux traversant la boucle, et
qui est appelé bruit de flux [37, 38]. D’un fonctionnement analogue, le qubit de
Delft est brièvement présenté dans la section suivante.
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Deltf qubit
Le schéma de ce qubit est montré en figure 1.6.
Sa dynamique est décrite par l’Hamiltonien de l’ équation (1.18) (calculé
dans la section 1.3.2), où les paramètres de fonctionnement [28] sont tels que
C1 = C2 = C, Cgb = Cgb = γC, C3 = C4 = βC , EJ2 = EJ1 = EJ et
EJ4 = EJ3 = βEJ . En fait, le calcul du spectre d’un tel atome est effectué en
détails dans [28], mais nous pouvons en dire quelques mots. Comme le montre
la figure 1.10, le potentiel U(φ1, φ2) présente deux minima à l’intérieur d’une
même cellule périodiquement répétée dans l’espace bi-dimensionnel (ϕ1, ϕ2) =
2pi
Φ0
(φ1, φ2). Sous certaines conditions portant sur les valeurs des paramètres
(voire figure 1.10), la barrière entre les deux minima d’une même cellule est
très inférieure à celle séparant deux cellules voisines, si bien que l’on retrouve
une structure en double-puits où les fonctions d’onde des deux premiers états
propres sont des superpositions linéaires de gaussiennes très localisées au fond
de chacun de ces deux puits (EJ/EC ' 80 dans [28] et EJ/EC ' 35 dans [39]).
Ayant une valeur d’expectation de φ1 et φ2 non nulle, ces états sont donc comme
dans la section précèdente des états de courant persistant (‘persistent current
states’). Leur splitting typique vaut une dizaine de GHz. Par exemple, dans
l’article [39], le splitting minimal, qui correspond à une situation où le double
puits est symétrique, vaut 3.4 GHz. De plus, comme pour le RF SQUID, cet
atome sera surtout sensible au bruit de flux [38].
Fluxonium
S’ils ont réussi à s’affranchir des conséquences du bruit de charges rési-
duelles, en le rendant très petit en comparaison des fluctuations quantiques de
charges, les qubits précédents (Delft qubit et RF SQUID), se heurtent au pro-
blème du bruit de flux, qui va être une source importante de décohèrence. En
effet, comme EJ  EC , les fonctions d’onde des états propres de basse énergie
de ces qubits sont très localisées en phase ϕ , et les fluctuations quantiques asso-
ciées sont petites devant le bruit de flux extérieur δΦext, accroissant ainsi d’au-
tant ses méfaits. Les niveaux d’énergie de ces atomes seront alors d’autant plus
sensibles à ce bruit que l’énergie de capacité EC et l’inductance de la boucle L
seront petites. Le dernier point se justifie en regardant par exemple la forme de
l’Hamiltonien effectif du RF SQUID (cf Eq. (1.30)). Le splitting entre niveaux y
vaut ~ω01 =
√
E2δ + (ζ
Φ20
2L
(Φext
Φ0
− 1
2
))2. La variation de ~ω01 due à un bruit δΦext
vaut alors (∂~ω01/∂Φext)δΦext = (ζ Φ
2
0
2L
)2(Φext
Φ0
− 1
2
)δΦext/(Φ0~ω01). On voit donc
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Figure 1.10 – a) Potentiel bi-dimensionel de l’Hamiltonien du Delft qubit
U(ϕ1, ϕ2) = −EJ{cos(ϕ1) − cos(ϕ2) − 2β cos( piΦ0f2) cos(ϕ2 − ϕ1 + 2piΦ0 (f1 +
f2/2))} où le flux f2 permet de moduler in-situ le paramètre 2β cos( piΦ0f2) dont
dépend la hauteur des barrières de potentiel dans U(ϕ1, ϕ2). Ici, 2β cos( piΦ0f2) =
0.8 et f1 + f2/2 = piΦ0 . Les deux minima de chaque cellule se trouvent au
centre des boucles du motif ayant la forme d’un huit. b)Potentiel le long de
l’axe reliant les deux minima, à l’intérieur d’une même cellule en fonction de
ϕm = (ϕ2−ϕ1)/2 ; c)Potentiel le long de l’axe perpendiculaire à celui reliant les
deux minima, à l’intérieur d’une même cellule en fonction de ϕn = (ϕ2 +ϕ1)/2.
Pour b) et c), 2β cos( pi
Φ0
f2) = 1 dans la courbe du haut et 2β cos( piΦ0f2) = 0.8
dans la courbe du bas. Cela montre l’importance de ce paramètre pour la
hauteur des barrières de potentiel. Lorsque 2β cos( pi
Φ0
f2) = 0.8, la barrière
entre les deux puits d’une même cellule est très inférieure à celle entre les
minima de deux cellules voisines contrairement au cas 2β cos( pi
Φ0
f2) = 1 (voire
article [28]). Figure extraite de la référence [28].
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que la sensibilité du splitting entre niveaux est d’autant plus grande que l’in-
ductance de la boucle L est petite. Ceci est d’ailleurs vrai y compris au point de
dégénérescence Φext
Φ0
= 1
2
, car alors la variation d(~ω01) est donnée au deuxième
ordre par d(~ω01) = (∂2~ω01/∂Φ2ext)(δΦext)2/2 = (ζ Φ0δΦext2L )
2(1/(2~ω01)).
Pour diminuer l’impact du bruit de flux δΦext, tout en maintenant l’in-
fluence du charge offset noise à un niveau très bas, il faudrait augmenter l’in-
ductance de la boucle du RF SQUID tout en en diminuant la capacité. Mais
cela semble incompatible puisque tout fil de taille finie et d’inductance donnée
possède aussi une certaine capacité. La solution, imaginée par Michel Devo-
ret [33], est à la base de la création du Fluxonium. Elle repose sur l’emploi
d’une chaîne de jonctions Josephson pour former la boucle, comme le montre
la figure 1.11. Une telle chaîne permet d’obtenir une inductance jusqu’à 10
000 fois plus grande que l’inductance d’un fil de taille équivalente (∼ 20µm).
Associée à une petite jonction Josephson, ce réseau de grandes jonctions se
conduit simplement comme une boucle de très grande inductance, et permet
d’obtenir un système décrit par le même Hamiltonien que le RF SQUID (cf
Eq. (1.29)), pour peu que soient respectées les conditions détaillées dans [33].
En revanche, la gamme de paramètres EC , EJ et EL est très différente de
celles du RF SQUID. Par exemple, les paramètres typiques de fonctionnement
de [33] donnent EJ = 8.9 GHz, EC = 2.4 GHz et EL = 0.52 GHz. On voit
ainsi que le rapport EJ/EC ' 3.7 est beaucoup plus faible que pour les qubits
précédents, ce qui permet aux fluctuations quantiques de charge dans l’état
fondamental 〈∆nˆ〉 d’être plus faibles que pour des qubits de flux où l’énergie
capacitive est beaucoup plus petite, comme le montre la figure 1.12.
De plus , le rapport EJ/EL ' 17 est lui presque un ordre de grandeur
plus grand que pour le RF SQUID (où il valait ≈ 2.3). Ce rapport donne
alors le nombre typique de minima locaux dans le potentiel. La figure 1.13
montre le potentiel pour deux valeurs du flux Φext = 0 et Φext = Φ0/2. Cette
dernière valeur correspond au point de dégénerescence (ou ‘sweet spot’), et les
deux états de plus basse énergie sont comme pour les autres qubits de flux,
les sommes symétriques et antisymétriques des gaussiennes au fond de chaque
puits, qui sont des états de courant persistants. Pour les valeurs de EJ , EC et
EL mentionnées plus haut, le splitting entre niveaux vaut 350MHz .
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Figure 1.11 – En haut : photographie du circuit représentant la boucle faite
d’une petite jonction Josephson faisant face à une chaîne de jonctions Joseph-
son de plus grande surface, orientée verticalement et qui joue le rôle d’une
grande inductance (on voit aussi dans la partie de droite, de part et d’autre
de la petite jonction, deux grandes capacités qui ont la forme de rataux et
qui relient le Fluxonium au résonateur). En bas à gauche, modèle de circuit
équivalent. En noir la petite jonction de capacité CJ et d’inductance Joseph-
son LJ , en violet, la chaîne de N=43 Al/Al oxide/ AL jonctions Josephson de
capacitances CJA et d’inductance LJA. Pour peu que Ne−RQ/ZJA  e−RQ/ZJ ,
où RQ = ~/(2e)2 est le quantum de flux, ZJA = (LJA/CJA)1/2 est l’impédance
de la chaîne et ZJ = (LJ/CJ)1/2 celle de la petie jonction, alors on est sûr [33]
qu’il est beaucoup moins probable qu’un saut de phase se produise à travers la
chaîne plutôt qu’à travers la petite jonction. En conséquence, on peut en pre-
mière approximation modéliser ce circuit par le circuit de droite où le réseau
des 43 jonctions se comportent comme une grande inductance. Figure extraite
des références [33, 40].
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Figure 1.12 – A gauche, valeur des fluctuations quantiques de charge 〈∆nˆ〉 =√〈0|nˆ2|0〉 − (〈0|nˆ|0〉)2 sur le fondamental |0〉 de l’Hamiltonien (1.29) pour
Φext = 0 , EJ = 8.9 GHz, EL = 0.52 GHz en fonction du rapport EJ/EC .
A droite, rapport des fluctuations de charges sur les fluctuations de phase
〈∆nˆ〉/〈∆ϕˆ〉, toujours pour le fondamental. Plus EJ est grand devant EC , plus
les fluctuations quantiques de charges sont élevées devant celles de phase. Pour
le Fluxonium, EJ/EC ' 3.7, et 〈∆nˆ〉/〈∆ϕˆ〉 ≈ 0.5, ce qui place ce qubit de flux
dans le régime de charge !
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Figure 1.13 – Potentiel et fonctions d’onde des trois premiers états propres
du Fluxonium pour EJ = 8.9GHz, EC = 2.4GHz et EL = 0.52GHz et pour
Φext = 0 (à gauche), et Φext = Φ0/2 (à droite). Au sweet spot (schéma de
droite), les deux premiers états propres sont les combinaisons symétriques et
anti-symétriques des gaussiennes au fond de chaque puits, le splitting y vaut
à peu près 350MHz pour les valeurs de fonctionnement du Fluxonium. Le
troisième niveau (en vert) est beaucoup plus haut, et l’on pourra sans risque
considérer le Fluxonium comme un système à deux niveaux.
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1.4.3 Qubit de phase
Le qubit de phase est constitué d’une jonction Josephson forcée en courant.
Son schéma électrique équivalent est donné dans la figure 1.7.c. La loi de
conservation du courant donne Ib = I0 sin(δ) +CΦ0δ¨/(2pi) où δ est la phase au
borne de la jonction et I0 son courant critique. Le Lagrangien correspondant
peut s’écrire L(δ) = (1/2)C(Φ0/(2pi))2δ˙2 + IbδΦ0/(2pi) + I0Φ0/(2pi) cos(δ).
Après transformation de Legendre, nous obtenons l’Hamiltonien du qubit de
phase :
Hˆ = 4EC nˆ
2 − IbΦ0
2pi
δˆ − I0 Φ0
2pi
cos(δˆ), (1.31)
où EC = e2/2C, et où Φ02pi 2enˆ = ~nˆ est le moment conjugué à δˆ, ce qui
revient à dire que [δˆ, nˆ] = i. Physiquement, 2enˆ est l’opérateur continu de
charge sur la capacité. Comme pour les qubits de flux, EJ/EC  1, ce qui
atténue l’effet des fluctuations statiques de charges résiduelles. Le potentiel
Figure 1.14 – Potentiel du qubit de phase U(δ) = −IbΦ02pi δ − I0 Φ02pi cos(δ) dont
la pente moyenne et la hauteur des barrières locales de potentiel dépendent
de l’intensité du courant délivré par le générateur Ib. Figure extraite de la
référence [23].
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U(δ) = −IbΦ02pi δ − I0 Φ02pi cos(δ) est représenté sur la figure 1.14. Pour Ib < I0, le
potentiel U(δ) présente des minima et des maxima locaux. Autour des minima
locaux, le potentiel est quasi-harmonique. Si l’on appelle ω01 l’écart entre le
fondamental local et le premier excité, et ω12 celui entre le premier excité et
le deuxième excité, du fait de l’anharmonicité ω01 6= ω12. Cela permettra d’ex-
citer de manière sélective la transition |0〉 → |1〉, et d’utiliser un tel système
comme un qubit [34]. La position du minimum local (à 2pi près), en lequel
dU(δ)/dδ = 0, est donnée par δ0 = Arcsin(Ib/I0). Autour de ce point, le po-
tentiel vaut à peu près U(δ) ≈ U(δ0)+I0(Φ0/4pi) cos(δ0)(δ−δ0)2. La fréquence
d’oscillation classique associée est alors ω(Ib) '
√
I0Φ0cos(δ0)8EC/(2pi~2) =√
2eI0/(~C)(1 − (Ib/I0)2)1/4. Du fait de l’anharmonicité, nous avons plutôt
ω01 ' 0.95ω(Ib). Ainsi, on peut contrôler in-situ la fréquence de transition du
qubit. De plus, en envoyant des courants sinusoïdaux Ib(t) = sin(ω01t), il est
possible de produire des rotations σˆx dans la base {|0〉, |1〉}. On obtient ainsi
grâce à l’intensité imposée Ib, toutes les opérations à un qubit. En fait, un tel
système possède son propre dispositif de lecture de l’état du qubit (ou |0〉 ou
|1〉). Supposons que l’on a préparé le système de telle sorte qu’il se trouve piégé
autour d’un de ces minima locaux. En augmentant Ib, on abaisse la barrière
jusqu’à ce que l’énergie de |1〉 soit très proche du maximum local. Si l’état
du qubit est |0〉, il y restera ; sinon, au bout d’un certain temps, il tunnelera
au travers de la barrière. Cela se traduit par une brusque augmentation de la
phase δ, un peu comme si une particule positionnée en δ0 se mettait à dévaler
la pente du potentiel U(δ). Si dδ/dt dépasse un certain seuil, un pic de tension
aux bornes de la jonction apparaît : c’est le signal associé à cette mesure d’état
du qubit.
Pour résumer, on peut rassembler tous ces atomes artificiels à l’intérieur
d’un tableau périodique, en analogie avec la table des éléments de Mendeleev
(voir figure 1.15).
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SUPERCONDUCTING ARTIFICIAL ATOMS
"MENDELEEV" TABLE
/L JE E
/J CE E
0 1
1
10
100
1000
10000
CooperPairBox
Quantronium
Transmon
Fluxonium
100000
Phasequbit
FluxQubit
=inverseof
numberofwells
inpotential
=chargefluctuations
relativetophase
fluctuations
0.50.250.125
Schusteretal.,PRL95,060501(2005)
Houcketal.,QIP8,105(2009)
MartinisQIP8,81(2009)
Chiorescu etal.,Science299,1869(2003)
Manucharyan etal.Science326,113(2009)
Vion etal.,Science296,886(2002)
Figure 1.15 – Tableau des différents atomes artificiels supraconducteurs en
fonction des rapports EL/EJ et EJ/EC .
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1.5 Les résonateurs micro-ondes à supraconduc-
teurs
φ1 φnφn−1 φn+1
C C CC
LLL
C0 C0
a
C
L
φN+1
Figure 1.16 – En haut, schéma électrique modèlisant le résonateur compacté
(‘Lumped-element resonator’), qui n’est autre qu’un circuit LC. En bas, schéma
électrique équivalent à la ligne de transmission : séquence de N = d/a mailles
identiques faites d’une inductance L = al et d’une capacité C = ac, où d
est la longueur du résonateur, a la longueur de la maille élémentaire, l et c,
respectivement l’inductance et la capacité par unité de longueur du résonateur.
Aux extrémités, deux capacités C0  dc jouent un rôle analogue aux miroirs
d’une cavité Fabry-Pérot.
En électrodynamique quantique en circuit, il existe essentiellement deux
types de résonateurs supraconducteurs : les résonateurs compactés (‘Lumped-
element resonator’) et les résonateurs distribués (‘distributed resonator’), dont
les circuits électriques équivalents sont montrés sur le schéma de la figure 1.16.
Dans les premiers, la taille des composants utilisés est nettement plus faible
que la longueur d’onde correspondant à la pulsation propre du résonateur
(ωr = 1/
√
LC), et les champs de courants et de tension y sont spatialement ho-
mogènes. Leur spectre énergétique est celui d’un oscillateur harmonique (voir
section 1.1). Dans les résonateurs distribués, les bandes à transmission su-
praconductrices sont beaucoup plus longues que larges, et fermées aux bords
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par deux capacités, ce qui en fait des sortes de cavités Fabry-Pérot unidi-
mensionelles. Une photo de ce genre de lignes de transmissions est donnée en
figure 1.19. Elles sont constituées d’une bande conductrice centrale avec deux
bandes planes de chaque côté, comme le montre le schéma de la figure 1.20.
L’ensemble fait une trentaine de microns de largeur, et la longueur d typique du
résonateur vaut quelques centimètres (d ∼ 2cm). Leur fréquence propre ωr vaut
typiquement quelques GHz. On peut les modéliser par une séquence continue
de circuits LC quantiques, conduisant à la présence de plusieurs modes d’exci-
tation qui sont les multiples entiers du mode propre élémentaire. La longueur
d’onde λ de celui-ci est alors un multiple entier de la longueur du résonateur
(λ = d, 2d ou 4d selon le modèle de résonateur utilisé). Pour calculer les dif-
férents modes propres d’un tel circuit, on peut utiliser la méthode standard
développée en section 1.3. Plaçons l’origine des abscisses au centre du réso-
nateur de longueur d, si bien que ses deux extrémités se trouvent en −d/2 et
d/2. Choisissons comme set de variables indépendantes les flux de branches le
long des capacités de chaque maille φn, n = 1..N+1 (voir figure 1.16). Confor-
mément au protocole de la section 1.1, le Lagrangien d’un tel circuit s’écrit
L(φ1, ..φN+1, φ˙1, ..φ˙N+1) = (C/2)φ˙2N+1 +
∑
i=1..N(C/2)φ˙
2
i − (φi+1 − φi)2/(2L)
où C (resp. L) est la capacité (resp. l’inductance) dans chaque maille. Le pas-
sage du discret au continu s’effectue d’abord en écrivant C = ac et L = al où
c (resp. l) est la capacité (resp. l’inductance) par unité de longueur, puis en
faisant tendre la taille de chaque maille vers 0 : a → 0. On obtient alors le
Lagrangien continu suivant :
L =
∫ d/2
−d/2
{ c
2
(φ˙)2 − 1
2l
(∂xφ)
2}dx. (1.32)
Les équations d’Euler-Lagrange associées sont celles d’une onde se propa-
geant à la vitesse v = 1/
√
lc. Les conditions aux bords (nullité du courant
∂xφ(−d/2) = ∂xφ(d/2) = 0) permettent d’écrire φ(x, t) sous la forme :
φ(x, t) =
√
2
d
∑
ki
φki(t)sin(
kipix
d
) +
√
2
d
∑
kp
φkp(t)cos(
kppix
d
), (1.33)
où les entiers kp (resp. ki) sont pairs (resp. impairs). Le Lagrangien L s’écrit
alors en terme des nouvelles variables φk(t), (k = ki, kp) :
L =
∑
k
c
2
(φ˙k)
2 − 1
2l
(
kpi
d
)2(φk)
2. (1.34)
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C’est le Lagrangien d’une somme d’oscillateurs harmoniques découplés. Le
calcul des moments pik conjugués aux variables φk : qk = c(φ˙k), la transfor-
mation de Legendre, le passage aux variables quantiques, puis l’introduction
des opérateurs bosoniques de création et d’annihilation aˆ†k et aˆk qui satisfont
[aˆk, aˆ
†
k′ ] = δk,k′ permettent alors d’écrire l’Hamiltonien du résonateur :
H =
∑
k
ωk(aˆ
†
kaˆk + 1/2) (1.35)
où ωk = (kpi)/(d
√
lc) et où :
aˆk = −i
√
kpi
2~d
√
c
l
φˆk +
√
d
2~kpi
√
l
c
qˆk (1.36)
aˆ†k = i
√
kpi
2~d
√
c
l
φˆk +
√
d
2~kpi
√
l
c
qˆk. (1.37)
On peut alors réexprimer le champ quantifié des flux en tout point du résona-
teur φˆ(x, t) en utilisant les équations (1.33), (1.36) et (1.37) :
φˆ(x, t) =
∑
ki
√
~
ωkidc
sin(
kipix
d
)i[aˆki − aˆ†ki ]
+
∑
kp
√
~
ωkpdc
cos(
kppix
d
)i[aˆkp − aˆ†kp ], (1.38)
ainsi que le champ de tensions :
Vˆ (x, t) =
∂
∂t
φˆ(x, t) = −
∑
ki
√
ωki~
dc
sin(
kipix
d
)[aˆki + aˆ
†
ki
]
−
∑
kp
√
ωkp~
dc
cos(
kppix
d
)[aˆkp + aˆ
†
kp
]. (1.39)
Les champs φˆ(x, t) et Vˆ (x, t) correspondent donc aux fluctuations quantiques
de flux et de tensions du vide dans le résonateur. Les quanta d’excitations
électromagnétiques de ce résonateur sont les photons, ils sont confinés dans
cette bande de transmission unidimensionnelle, et peuvent ‘voyager’ d’une ex-
trêmité à l’autre, après réflexion sur les miroirs de la cavité, qui correspondent
aux capacités C0 de la figure 1.16. Le nombre typique d’allers-retours possibles
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avant qu’ils ne soient perdus correspond au facteur de qualité Q . Il est donné
par le rapport de la pulsation propre du résonateur ωcav = ωk=1 = pi/(d
√
lc)
sur le taux de perte photonique κ qui est contrôlé par la taille et la forme
des capacités aux deux extrémités du résonateur. Un tel contrôle est rendu
nécessaire dans les expériences courantes d’information quantique où l’on doit
injecter des photons incidents, et mesurer des photons sortants du résonateur.
Pour les meilleurs résonateurs actuels, le facteur de qualité Q est de l’ordre
du million. Sous certaines conditions détaillées dans la section suivante, ces
photons ont alors la possibilité d’intéragir avec des qubits supraconducteurs
couplés au résonateur.
1.6 Le couplage ‘lumière-matière’
1.6.1 l’Electrodynamique quantique en cavité : cavity QED
L’électrodynamique quantique en cavité (‘cavity QED’) est le domaine qui
permet d’étudier l’interaction lumière-matière au niveau quantique [16, 41].
Le modèle le plus simple de cavity QED est constitué d’un système à deux
niveaux interagissant avec un mode photonique du champ d’une cavité.
Figure 1.17 – Système le plus simple en cavity QED. Un atome à deux ni-
veaux interagit avec les fluctuations électromagnétiques du vide d’une cavité.
L’interaction est quantifiée par la fréquence de Rabi du vide g (en unités de
la fréquence propre de la cavité ωcav). La cavité subit des pertes photoniques
à un taux κ = ωcav/Q où Q est la finesse de la cavité. Le régime de couplage
fort est atteint quand Qg ≥ 1. Figure extraite de la référence [15].
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Par exemple, un atome dont l’état physique peut être décrit, en première
approximation, par deux états quantiques {|g〉, |e〉} d’énergie différente E|g〉 <
E|e〉 = E|g〉 + ~ωeg, et placé à l’intérieur d’une cavité dans laquelle deux mi-
roirs supraconducteurs permettent de quantifier le champ électromagnétique
du vide, constitue une réalisation physique d’un tel modèle (voir figure 1.17).
Un photon effectuant des allers-retours entre les miroirs de cette cavité pourra
être absorbé par l’atome dont l’état physique passera alors de l’état fonda-
mental |g〉 à l’état excité |e〉. Puis cet atome pourra se désexciter en émettant
un photon dans la cavité. La répétition de ce processus prend le nom d’oscil-
lations de Rabi du vide. Le taux auquel les cycles d’absorption et d’émission
s’effectue vaut Ω0 où Ω0 est appelée fréquence de Rabi du vide et quantifie le
couplage lumière-matière. Dans le cas d’une interaction dipolaire électrique,
cette constante de couplage est simplement donnée par Ω0 = E0de/~, où de est
le dipôle électrique de la transition (en unité de charges × distance), et E0 et
le champ électrique fluctuant du vide à l’intérieur de la cavité. On introduit
souvent un couplage adimensionné g = Ω0/ωcav , et dans un grand nombre
d’expériences la pulsation propre de la cavité ωcav est en résonance avec la fré-
quence de transition atomique ωeg = ωcav pour accroître l’interaction. Biensûr,
pour qu’une telle répétition d’absorptions et d’émissions demeure, il faut que le
temps de vie du photon à l’intérieur de la cavité soit suffisamment long, ce qui
se traduit par la condition Ω0  κ où κ est le taux de perte photonique. Cette
condition s’écrit encore gQ  1 où Q est le facteur de qualité de la cavité. Il
faut aussi que les pertes atomiques non radiatives, qui peuvent par exemple
correspondre à une transition vers un autre état atomique |d〉 6= |g〉, |e〉, et qui
sont quantifiées par un taux de perte γ, soient suffisamment faibles Ω0  γ. Le
régime satisfaisant ces conditions est appelé régime de couplage fort, par oppo-
sition au régime de couplage dit faible. Nous verrons par la suite une signature
expérimentale directe de ce régime sur le spectre de transmission du système
{atome+champ}. Pour atteindre le régime de couplage fort, on peut agir sur
deux facteurs : soit augmenter le couplage lumière-matière g, soit diminuer
les pertes γ, κ. Le régime de couplage fort a été pour la première fois mis en
évidence en observant le spectre de transmission d’une cavité optique traversée
par un faisceau d’atomes de Cesium interagissant pendant leur passage avec
le mode de photon de la cavité [42]. Une autre approche consiste à utiliser des
atomes de Rydberg, où la transition atomique active fait intervenir des élec-
trons ayant un très grand rayon orbital. Le dipôle électrique associé sera donc
élevé et la fréquence de transition correspondante vaudra ∼ 50GHz, ce qui
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situe ces transitions dans le domaine micro-onde. La cavité utilisée consiste
alors en une boîte faite de métaux supraconducteurs de quelques centimètres
de largeur [43]. Dans ce système, les pertes atomiques sont négligeables de-
vant les pertes photoniques, qui sont elles-mêmes très faibles puisque la cavité
utilisée a une finesse ' 10−10, et la constante adimensionnée g n’a pas besoin
d’être plus grande que 10−7 pour atteindre le régime de couplage fort. Pour
décrire la physique des systèmes dans ce régime, on utilise l’Hamiltonien de
Jaynes-Cummings :
HˆJC/~ = ωcav(a†a +
1
2
) +
ωeg
2
(|e〉〈e| − |g〉〈g|) + Ω0{a|e〉〈g| + a†|g〉〈e|}.(1.40)
Un tel Hamiltonien conserve le nombre total d’excitation Nˆexc = a†a + |e〉〈e|,
et sa diagonalisation donne des états et valeurs propres qu’on peut regrouper
en doublets de nombre d’excitation identique (pour n ≥ 1) :
|+, n〉 = cos(θn)|e〉 ⊗ |n− 1〉 + sin(θn)|g〉 ⊗ |n〉 (1.41)
|−, n〉 = −sin(θn)|e〉 ⊗ |n− 1〉 + cos(θn)|g〉 ⊗ |n〉 (1.42)
E±,n = n~ωcav ± ~
2
√
4Ω20n+ (ωeg − ωcav)2 (1.43)
où θn = 12arctan(2Ω0
√
n/(ωeg − ωcav)), et où |n〉 est l’état de Fock |n〉 =
(a†)n/
√
n!|0〉 avec |0〉 le vide de photon : a|0〉 = 0. Le fondamental |g〉 ⊗ |0〉 a
comme énergie −(~/2)(ωeg − ωcav).
Ainsi, lorsque la transition atomique est en résonance avec la cavité (ωeg =
ωcav), θn = pi/4, et les états propres sont |±, n〉 = (1/
√
2){±|e〉 ⊗ |n − 1〉 +
|g〉⊗ |n〉}, séparés par un splitting qui vaut 2g√n (en unité de la fréquence de
transition), comme le montre la figure 1.18 a. Par une expérience de spectro-
scopie, où l’on mesure la quantité de photons transmis , on peut alors révéler
les fréquences propres du système {atome+champ}, et le dédoublement (i.e
le splitting) des niveaux qui est une signature du couplage lumière-matière,
comme le montre la figure 1.18 b). Ces succès expérimentaux [16, 42, 43],
aussi probants soient-ils dans la démonstration du couplage fort, ne doivent
pas masquer les grandes contraintes inhérentes à ces dispositifs. Du fait de la
difficulté de maintenir et de contrôler les atomes dans ces cavités, et parce que
les constantes de couplage lumière-matière sont naturellement très faibles, ces
expérience atteindront sans doute assez vite leur limite et révèlent la néces-
sité de s’orienter vers d’autres systèmes pour atteindre le régime de couplage
fort. En fait, les lignes plates supraconductrices de transmission semblent être
des résonateurs naturellement adaptés pour atteindre le régime de couplage
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Figure 1.18 – a) Structure des états propres de l’Hamiltonien de Jaynes-
Cummings à résonance ωeg = ωcav, où le splitting entre niveaux est donné
par 2g
√
n, où g constante de couplage lumière matière (en unité de ωcav), et
n nombre d’excitations du doublet (voire texte). b) Observation du splitting
entre les deux premiers états excités par spectroscopie dans l’expérience [42] :
l’écart entre les deux pics vaut ' 2g et leur largeur est donnée par le taux
de perte photonique ∼ κ : on comprend alors que pour pouvoir observer ce
splitting, on doit être en régime de couplage fort g ≥ κ. b) : Figure extraite de
la référence [42].
fort, notamment grâce à un meilleur confinement des fluctuations du champ
électromagnétique du vide.
1.6.2 l’Electrodynamique quantique en circuit : circuit
QED.
Les constantes de couplage lumière-matière sont intrinsèquement limitées
en cavity QED, où l’amplitude de l’interaction dipolaire électrique est bornée
à la fois par un facteur géométrique lié au volume de la cavité et par la racine
de la constante de structure fine α = e2/(4pi0~c) ' 1/137 où e est la charge de
l’électron, c la vitesse de la lumière, 0 la constante de permittivité du vide. On
pourrait imaginer une interaction d’une autre nature, comme par exemple un
couplage spin-champ magnétique ~µB. ~B, mais celle-ci est encore plus faible du
fait de l’extrême petitesse du magneton de Bohr ~µB [44]. Dans le cas dipolaire
électrique, un calcul simple [45, 46] donne g = Ω0/ωcav = deE0/(~ωcav) ∼
eLE0/(~ωcav) où L est l’orbite typique de l’électron impliqué dans la transition
et E0 est le champ électrique du vide dans la cavité. Pour en avoir un ordre
de grandeur, on peut écrire que l’énergie électromagnétique du vide, qui vaut
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~ωcav/2 se partage de manière égale entre une énergie magnétique V B20/(2µ0)
et une énergie électrique V 0E20/(2) où V est le volume de la cavité. On obtient
alors g ∼
√
e2L2
2~ωcavV 0 qui varie donc comme l’inverse de la racine du volume
de la cavité. En fait, le volume des boîtes tri-dimensionnelles des expériences
de cavity QED usuelles [16, 42, 43], fait plusieurs λ3, où λ = 2pic/ωcav est
la longueur d’onde propre de la cavité. Mais en circuit QED, les lignes de
transmission supraconductrices 1D utilisées comme résonateur (voire la partie
supérieure de la figure 1.19, pour une photo et voir figure 1.20 pour le schéma
équivalent) ont deux dimensions transverses très faibles devant leur longueur
d qui est donnée par la moitié de la longueur d’onde du mode d = λ/2.
Figure 1.19 – Image du dispositif de circuit QED utilisé pour atteindre le
couplage fort. Une ligne de transmission supraconductrice faite en niobium
avec deux qubits de charge (encadrés en vert) à ses extrémités, c’est-à-dire
aux endroits qui maximisent sa tension (voir Eq. (1.39)). Le zoom montre un
de ces qubits de charge : une Boîte à paires de Cooper composée de deux îles
en Aluminium connectée par une petite jonction Josephson. Comme le montre
le schéma, la transition électronique fait passer une paire d’électrons de bas
en haut, c’est-à-dire de l’armature du bas (reliée au réservoir) à l’armature du
haut de la capacité. Figure extraite de la référence [45].
Dans le cas d’un cable coaxial cylindrique de rayon r, le volume est alors
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donné par V = pir2λ/2  λ3. Les fluctuations électriques du champ du vide
sont donc potentiellement beaucoup plus grandes, étant plus confinées, dans
des résonateurs supraconducteurs 1D que dans les cavités tridimensionnelles
utilisées dans la cavity QED avec des atomes réels.
Figure 1.20 – Schéma de la ligne de transmission supraconductrice qui est le
résonateur typique dans les expériences de circuit QED. Longue de quelques
centimètres, large de quelques dizaines de microns, sa fréquence propre vaut
une dizaine de GHz. A ses extrémités, deux espaces intersticiels qui forment des
capacités séparant le résonateur de l’extérieur. On les contrôle pour pouvoir
injecter des photons à l’intérieur de la cavité, ou les récolter en sortie. Un qubit
de charge (en vert) est connecté par une capacité au milieu du résonateur ;
comme le premier mode de tension y est nul (voir Eq. (1.39)), le qubit est
couplé au deuxième mode de tension dessiné en violet. Figure extraite de la
référence [45].
Pour revenir au calcul précédent, le couplage (normalisé à la fréquence de
transition) dans un résonateur supraconducteur 1D vaut alors :
g ∼ L
r
√
e2
2~pi2c0
=
L
r
√
2α
pi
. (1.44)
Le facteur géométrique L/r egal au rapport de la distance typique de dépla-
cement des charges dans la transition électronique sur la largeur du résona-
teur peut même tendre vers 1 car les paires de Cooper de l’atome artificiel
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doivent voyager de la bande centrale du résonateur vers le réservoir (bande
latérale), comme le montre la partie inférieure de la figure 1.19. Le couplage
lumière-matière adimensionné en circuit QED peut donc potentiellement at-
teindre quelques pourcents, contrairement à la cavity QED où de très petits
atomes dans de très grandes boîtes 3D ne permettent pas d’obtenir un couplage
supérieur à 10−6. Il est possible de donner une description précise des types de
couplage possible entre un atome artificiel supraconducteur et les photons d’un
résonateur auquel il est couplé. Il en existe essentiellement deux familles : le
couplage capacitif et le couplage inductif. Pour réaliser le premier, une capacité
connecte la bande centrale d’une ligne de transmission et l’île supraconducteur
d’un qubit de charge relié à la masse (voir figure 1.20 et figure 1.22 a).
Figure 1.21 – Photographie et schéma d’un dispositif où l’on couple un atome
de flux (Delft qubit) à une ligne de transmission de manière inductive. On voit
dans le cadre orange ( photographies d) et e)) et sur le schéma g) que le qubit
de flux et le résonateur partagent une jonction Josephson d’inductance Lj.
Figure extraite de la référence [18].
Pour le couplage inductif, le qubit est directement intégré à la bande cen-
trale de la ligne de transmission (cf figure 1.21 et figure 1.22 b)), et est traversé
par une fraction de son courant. On pourra régler cette fraction grâce à un di-
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viseur de courant reposant sur l’emploi de plusieurs inductances (voir chapitre
3). Ces deux types de couplages sont caractérisés par des amplitudes d’inter-
action très différentes.
Figure 1.22 – a) Un qubit de charge fait d’une jonction Josephson d’énergie
EJ , en parallèle d’une capacité CJ , couplé par une capacité Cg au champ de
tension d’un résonateur. b) couplage inductif : le même qubit est cette fois-
ci directement intégré le long de la ligne de transmission et est traversé par
son courant. D’autres variantes du couplage inductif font usage d’inductances
linéaires ou Josephson (voir figure 1.21), qu’on peut même brancher de telle
sorte que l’on fabrique un diviseur de courant afin de moduler le couplage
in-situ, comme on le verra dans un chapitre ultérieur.
Imaginons que l’on couple par exemple un qubit de charge à une des extré-
mités d’un résonateur, par le biais d’une capacité Cg, comme sur la figure 1.22
a). Le qubit va alors subir le champ de tension Vˆ imposé par les fluctuations
quantiques du vide et dont l’expression est donnée en Eq. (1.39). Du point de
vue du qubit, tout se passe ainsi comme s’il était soumis à une tension de porte
Ug = Vˆ , excatement comme dans la situation évoquée dans la section 1.4.1.
On note qu’au point du couplage, les fonctions d’onde des modes pairs sont
nulles, et en négligeant les modes de fréquence supérieure ou égale à 3 fois la
pulsation propre du résonateur ωcav = ωk=1 = pi/(d
√
lc), on pourra raisona-
blement écrire que le champ senti par le qubit est donné par le premier mode
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Vˆ (x = d/2, t) ' V˜ = −
√
~ωcav
dc
(aˆ+ aˆ†). L’interaction entre le qubit et le champ
est alors décrite par l’Hamiltonien (1.19) : Hˆ = 4EC(nˆ− nˆext)2−EJcos(δˆ) 3 où
nˆext = CgV˜ /(2e) (voire section 1.4.1) est la charge ‘injectée’ par le résonateur
sur l’île supraconductrice du qubit [15]. On voit alors que le terme d’interaction
entre le qubit couplé capacitivement et le résonateur est :
Hˆcoupl = 8EC
√
~ωcav
dc
Cg
2e
(aˆ+ aˆ†)nˆ. (1.45)
Nous ferons dans un chapitre ultérieur une dérivation de l’Hamiltonien du
circuit complet comprenant une chaîne d’atomes de charges couplés capaciti-
vement à un résonateur modélisé par une série de capacités et d’inductances,
et nous retrouverons un terme de couplage analogue. Nous pouvons d’ores et
déjà quantifié le couplage précédent, par exemple dans le cas du Transmon où
le dipôle entre les niveaux est donné par nˆ = (1/
√
2)[EJ/(8EC)]
1/4(b + b†) où
b et b† sont les opérateurs d’annihilation et de création des quanta d’excita-
tion du Transmon qui se conduit, rappellons-le, approximativement comme un
oscillateur harmonique (cf Eq. (1.25)). Le couplage adimensionné à résonance
vaut alors :
g ' 8EC√
2
[
EJ
8EC
]1/4
√
1
dc~ωcav
Cg
2e
= 2
Cg
Cg + CJ
[
EJ
8EC
]1/4
√
2Zα
Zvac
. (1.46)
où Z =
√
l/c est l’impédance du résonateur, et où Zvac = 1/(C0) , l’impé-
dance du vide, est reliée à la constante de structure fine par α = Zvac/(2RK),
avec RK = h/e2, l’impédance quantique. Ce résultat est en accord avec le calcul
d’ordre de grandeur précédent, et donne g ' β(EJ/(8EC))1/4 × 9% pour une
impédance Z = 50Ω, avec β le rapport des capacités : β = Cg/(Cg + CJ) .
Dans les expériences récentes, g atteint quelques pourcents (2.5 % rapportés
dans [45]). Pour le cas de la Boîte à paires de Cooper, le rapport β est à peu
près trois fois plus faible que pour le Transmon, pour des raisons technolo-
giques [47], tout comme le préfacteur (EJ/(8EC))1/4, qui est lié à l’élément de
matrice du dipôle nˆ, ce qui rend le couplage adimensionné de la Boîte à paires
de Cooper à peu près dix fois plus petit que celui du Transmon (donc autour
de 0.1%). Pour des résonateurs ayant un facteur de qualité supérieur ou égal
à 104, le régime de couplage fort est donc largement atteint grâce au couplage
3. les esprits aiguisés se souviennent que pour obtenir la forme de l’Hamiltonien (1.19),
nous avions retiré la constante −CgU2g /2 qui provenait de la transformation de Legendre.
Ici, on devrait donc rajouter un terme −CgVˆ 2/2...
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capacitif en circuit QED.
En fait, il est même possible de faire beaucoup mieux, en utilisant un cou-
plage inductif. Pour montrer l’impact de la nature du couplage sur l’amplitude
d’interaction lumière-matière, choisissons de coupler le même atome, i.e, le
Transmon, mais c’est fois directement au travers de la ligne de transmission,
comme montré en figure 1.22. b). Le qubit subit alors le courant des fluctua-
tions quantiques du vide dans le résonateur : Iˆ = 1
l
∂φˆ
∂x
où l est l’inductance par
unité de longueur et φˆ est le champ de flux du résonateur dont l’expression
est donnée en Eq. (1.38). Nous ferons dans un chapitre ultérieur une déri-
vation de l’Hamiltonien du circuit complet {résonateur+qubits}, mais nous
pouvons évaluer ici l’amplitude de ce couplage en considèrant que du point
de vue du qubit, tout se passe comme s’il était soumis à un courant imposé
par le générateur, (voir figure 1.22. b)). L’Hamiltonien correspondant est donc
formellement celui d’un qubit de phase (voir Eq. (1.31)), ce qui donne lieu à
un terme d’interaction atome-champ :
Hˆcoupl = −IˆΦ0
2pi
δˆ = −1
l
∂φˆ
∂x
Φ0
2pi
δˆ ' −I˜Φ0
2pi
δˆ
=
pi
dl
√
~
dcωcav
Φ0
2pi
1√
2
[
8EC
EJ
]1/4
(aˆ− aˆ†)(b− b†) (1.47)
où nous avons approximé le courant au centre du résonateur Iˆ(x = 0, t) par I˜ =
pi
dl
√
~
dcωcav
i(aˆ − aˆ†), négligeant, comme précédemment les modes de fréquence
au moins trois fois supérieure à la fréquence propre de la cavité, et où nous
avons utilisé l’Eq. (1.25) pour exprimer δˆ en fonction des opérateurs b et b†. Le
couplage adimensionné à résonance dans le cas inductif est alors donné par :
g ' 1
4pi
[
8EC
EJ
]1/4√
Zvac
2Zα
(1.48)
où l’on voit que la constante de structure fine apparaît maintenant en α−1/2. A
résonance, le couplage peut alors atteindre plusieurs unités de la fréquence de
la transition atomique. Le système entre alors dans un régime inédit, appelé
régime de couplage ultrafort [17, 48] où les états propres du système couplé ont
une forme radicalement différente de celle qui prévaut en régime de couplage
fort.
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1.6.3 Les régimes de couplage lumière-matière.
Pour comprendre l’importance de l’amplitude de la constante d’interaction
Ω0 sur la forme des états propres, revenons un instant sur l’Hamiltonien de
Jaynes-Cummings HˆJC qui décrit le couplage lumière-matière en Eq. (1.40).
La partie d’interaction dans cet Hamiltonien ne comprend pas de termes du
type Ω0aˆ|g〉〈e| et Ω0aˆ†|e〉〈g|, alors même que leur existence serait microsco-
piquement justifiée. En effet, ces termes sont présents par exemple dans les
Hamiltoniens de couplage (Eqs. (1.45) et (1.47)) calculés dans la section pré-
cédente à partir des règles de dérivation microscopique des circuits, mais aussi
dans l’ Hamiltonien de couplage dipolaire électrique que l’on peut mettre sous
la forme :
Hˆcoupl = delE0/~ ∝ Ω0(|e〉〈g|+ |g〉〈e|)(aˆ+ aˆ†). (1.49)
Ces termes appelés anti-résonants annihilent ou créent en même temps une
excitation photonique et une excitation électronique. Ils ne conservent donc
pas le nombre total d’excitation Nˆexc = a†a + |e〉〈e|. On ne peut les négliger
dans le cadre de l’approximation de l’onde tournante, que si Ω0/ωeg  1.
Figure 1.23 – Plusieurs régimes de couplage lumière-matière se distinguent à
résonance (ωeg = ωcav), selon la valeur relative de la fréquence de Rabi du vide
Ω0. Pour un couplage inférieur au taux de perte photonique, i.e. Ω0 ≤ κ, on est
en régime de couplage faible ; quand Ω0 ≥ κ, on rentre en régime de couplage
fort. Quand la fréquence de Rabi du vide devient une fraction significative de
la fréquence de transition atomique, on passe en régime de couplage ultrafort
[17, 48] où les termes antirésonants (voir texte) ne peuvent plus être négligés
et conduisent à la présence de photons virtuels dans le fondamental.
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Pour le prouver, considérons les termes anti-résonants comme une perturba-
tion à ajouter à HˆJC pour obtenir l’Hamiltonien d’interaction entre un système
à deux niveaux et un oscillateur harmonique :
Hˆ/~ = ωcav(a†a +
1
2
) +
ωeg
2
(|e〉〈e| − |g〉〈g|) + Ω0(aˆ+ aˆ†)(|e〉〈g| + |g〉〈e|)
= HˆJC/~ + Ω0{a|g〉〈e| + a†|e〉〈g|}
(1.50)
En utilisant la théorie des perturbations au premier ordre, on peut voir que le
recouvrement de |G〉, le fondamental de Hˆ, sur |e〉 ⊗ |1〉 est proportionnel à
Ω0/ωeg . Ainsi, |G〉 deviendra significativement différent de |g〉⊗ |0〉, le vide de
HˆJC , uniquement si la fréquence de Rabi du vide Ω0 est une fraction importante
de ωeg. Dans un tel cas de figure, le vide |G〉 aura un recouvrement d’autant
plus important sur les états à plusieurs quanta d’excitations (photoniques et
électroniques), que Ω0/ωeg sera grand. Il contiendra alors un nombre non nul
de photons virtuels [49] : 〈G|aˆ†aˆ|G〉 > 0. On calculera une expression précise
de |G〉 à résonance, dans la limite Ω0/ωeg  1. Le régime associé à cette
gamme de paramètres prend le nom de régime de couplage ultrafort (voir
figure 1.23). Il a été récemment observé en circuit QED dans deux expériences
utilisant un qubit de flux (Delft qubit) couplé inductivement à un résonateur.
Dans la première expérience [18], où le résonateur était distribué, la valeur du
couplage adimensionné atteignait 12%, et dans la seconde [19] qui employait
un résonateur compacté (lumped element), le couplage adimensionné maximal
était de 5%.
Un autre moyen d’obtenir une grande interaction lumière-matière afin d’ex-
plorer le régime de couplage ultrafort est d’utiliser un grand nombre de qubits
couplés au même mode de cavité. En effet, comme on le démontrera dans le
chapitre suivant, la fréquence de Rabi du vide s’en trouve alors augmentée
d’un facteur
√
N , où N est le nombre d’atomes couplés. Cette augmentation
du couplage avec le nombre d’atomes a été observée dans une expérience utili-
sant jusqu’à trois Transmons couplés capacitivement au même résonateur [50].
Certes, le régime de couplage ultrafort n’était pas atteint dans cette expé-
rience, mais celle-ci prouve en tout cas la possibilité d’accroître le couplage
lumière-matière en augmentant le nombre d’atomes couplés (voir figure 1.24).
Dans les chapitres suivants, nous explorerons les propriétés physiques en
circuit QED du régime de couplage ultrafort. Nous étudierons l’interaction
d’un nombre arbitraire d’atomes Josephson avec les modes d’un résonateur,
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Figure 1.24 – De gauche à droite : splittings observés pour 1, 2 et 3 Trans-
mons couplés capacitivement au même mode de tension d’un résonateur. Le
splitting augmente comme la racine du nombre d’atomes artificiels couplés.
Figure extraite de [50].
tantôt en couplage capacitif, tantôt en couplage inductif, et nous soulignerons
chaque fois que possible les similitudes et différences avec la cavity QED.
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Chapitre 2
Transitions de phase quantique
dans les modèles spin-boson : du
modèle de Dicke au modèle de
Hopfield
On introduit ici le modèle de Dicke qui décrit l’interaction de plusieurs
systèmes à deux niveaux avec le même mode bosonique. Dans la limite ther-
modynamique où le nombre de systèmes à deux niveaux tend vers l’infini, ce
modèle présente une transition de phase quantique pour une valeur critique
du couplage lumière-matière. On montre alors que l’existence de ce point cri-
tique dépend de l’amplitude d’un terme diamagnétique A2, absent du modèle
de Dicke mais dont l’existence est microscopiquement liée à la nature du cou-
plage physique. Ainsi, pour l’interaction dipolaire électrique en cavity QED, et
sous certaines hypothèses, ce terme empêche la transition de phase. Une telle
impossibilité sera démontrée dans le cadre d’un théorème no-go. On prouvera
que la transition de phase quantique superradiante est en revanche possible en
circuit QED en présentant un modèle de chaines de Boîtes à paires de Cooper
couplées capacitivement à la tension quantique d’un résonateur. On discutera
alors de l’origine physique des différences entre le système de cavity QED et le
système de circuit QED.
Ce chapitre reprend les résultats publiés dans l’article [51].
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Chapitre 2. Transitions de phase quantique dans les modèles
spin-boson : du modèle de Dicke au modèle de Hopfield
2.1 Le modèle de Dicke
L’Hamiltonien de Dicke [20] décrit l’interaction de N systèmes à deux ni-
veaux {|g〉j, |e〉j}, (j=1..N) avec M modes bosoniques d’une cavité. Chaque
atome, indicé par j, peut occuper tantôt l’état fondamental |g〉j, tantôt l’état
excité |e〉j d’énergie E|e〉j = E|g〉j +~ωjeg. La transition entre les deux niveaux de
chaque atome est excitée par les mêmes modes bosoniques. Les atomes n’inter-
agissent donc pas directement entre eux mais par l’intermédiaire des photons
de la cavité. L’Hamiltonien considéré s’écrit :
Hˆ/~ =
M∑
k=1
ωkaˆ
†
kaˆk +
N∑
j=1
ωjeg
2
(|e〉j〈e|j − |g〉j〈g|j)
+
M∑
k=1
N∑
j=1
Ωjk√
N
(aˆk + aˆ
†
k)(|e〉j〈g|j + |g〉j〈e|j) (2.1)
où ωk est la fréquence du kieme mode bosonique, et où Ωjk/
√
N est l’intensité
d’interaction entre l’atome j et le mode k. La présence de
√
N au dénominateur
nous apparaîtra plus transparente un peu plus tard, mais pour l’instant rien ne
nous empêche de définir les amplitudes de couplage comme cela. On remarque
qu’un tel modèle inclut les termes anti-résonants aˆ†k|e〉j〈g|j + aˆk|g〉j〈e|j qui
créent ou détruisent deux excitations en même temps. Le modèle équivalent
sans les termes anti-résonants s’appele modèle de Tavis-Cummings[52], mais
nous avons vu au chapitre précédent qu’il était inadapté en régime de couplage
ultrafort où les constantes de couplage Ωjk deviennent proches des fréquences
de transition ωjeg. Puisque chaque atome est un système à deux niveaux, il est
commode d’introduire les opérateurs de montée et de descente σˆj+ = |e〉j〈g|j
et σˆj− = (σˆ
j
+)
† = |g〉j〈e|j, et d’utiliser les opérateurs spinoriels :
σˆjx =
1
2
{|e〉j〈g|j + |g〉j〈e|j} = 1
2
{σˆj+ + σˆj−} (2.2)
σˆjy =
i
2
{|g〉j〈e|j − |e〉j〈g|j} = i
2
{σˆj− − σˆj+} (2.3)
σˆjz =
1
2
{|e〉j〈e|j − |g〉j〈g|j} = 1
2
{σˆj+σˆj− − σˆj−σˆj+}. (2.4)
En particulier, les relations de commutation de l’algèbre des spins 1/2 donnent
[σˆj+, σˆ
j
−] = 2σˆ
j
z et [σˆjz, σˆ
j
±] = ±σˆj± ∀j = 1..N .
Nous nous attarderons dans ce chapitre sur le cas le plus simple : un seul
mode de cavité (M = 1), des atomes identiques et un couplage uniforme
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2.1. Le modèle de Dicke 59
ωjeg = ωeg et Ω
j
k = Ω0 ∀j = 1...N . Nous verrons dans un chapitre ultérieur
que beaucoup des propriétés physiques de cette situation idéale se retrouvent
dans le cas d’un système avec plusieurs modes et un couplage non uniforme.
L’Hamiltonien devient alors :
Hˆ/~ = ωaˆ†aˆ +
N∑
j=1
ωegσˆ
j
z +
N∑
j=1
Ω0√
N
(aˆ+ aˆ†)(σˆj+ + σˆ
j
−) (2.5)
où pour chaque atome, la direction du ‘dipôle’ apparaissant dans l’Hamil-
tonien de couplage σˆjx =
1
2
(σˆj+ + σˆ
j
−) est perpendiculaire à la direction de
l’Hamiltonien atomique ωegσˆjz , au sens des matrices de Pauli. Cette condition
aura une grande incidence sur la forme du spectre d’énegie pour de grandes
valeurs du quotient Ω0/ωeg, comme nous le verrons dans la section 2.3 de ce
chapitre.
Nous voyons que chaque pseudo-spin 1/2 intervient de la même manière dans
l’Hamiltonien précédent, et il est tout indiqué d’additionner ces moments ci-
nétiques et de changer de représentation. Plutôt que de décrire les 2N états
physiques des N systèmes à deux niveaux par le produit tensoriel ⊗∏Nj=1 |Ψj〉
où |Ψj〉 ∈ {|g〉j, |e〉j}, ∀j = 1..N , introduisons les opérateurs collectifs de mo-
ments cinétiques définis par :
Jˆz =
N∑
j=1
σˆjz ; Jˆ± =
N∑
j=1
σˆj± (2.6)
qui obéissent aux relations de commutations angulaires :
[Jˆz, Jˆ±] = ±Jˆ± ; [Jˆ+, Jˆ−] = 2Jˆz. (2.7)
En utilisant ces opérateurs, on peut représenter l’espace de Hilbert des N sys-
tèmes à deux niveaux par les états qu’on appelle états de Dicke . Ils ne sont rien
d’autres que les états propres de Jˆz et de Jˆ2 = J2z + J2y + J2x = J2z +
1
2
(Jˆ+Jˆ− +
Jˆ−Jˆ+). On les écrit {|j,m〉,m = −j,−j + 1, ..., j}, et ils vérifient Jˆz|j,m〉 =
m|j,m〉 , Jˆ2|j,m〉 = j(j+ 1)|j,m〉 et Jˆ±|j,m〉 =
√
j(j + 1)−m(m± 1)|j,m±
1〉.
Le nombre j peut prendre les valeurs 1/2, 3/2, ..N/2 siN est impair et 0, 1, ..N/2
si N est pair. Il est associé à la valeur propre de Jˆ2, et définit un secteur de
l’espace de Hilbert dans lequel la somme des N spins 1/2 donne un spin dont
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le carré de la norme est j(j + 1) et dont la projection sur l’axe z est égale à m
où −j ≤ m ≤ j. Par exemple, si l’on a deux atomes (N = 2), il y a un secteur
correspondant à la valeur j = 1 et un secteur correspondant à la valeur j = 0
. Dans le premier, les états de Dicke sont donnés par : |1,−1〉 = |g〉1 ⊗ |g〉2,
|1, 0〉 = (1/√2){|g〉1 ⊗ |e〉2 + |e〉1 ⊗ |g〉2}, et |1, 1〉 = |e〉1 ⊗ |e〉2, et dans le se-
cond secteur, le singulet est |0, 0〉 = (1/√2){|g〉1⊗ |e〉2− |e〉1⊗ |g〉2}. Avec ces
opérateurs collectifs, l’Hamiltonien monomode et uniforme de Dicke devient :
HˆDicke/~ = ωaˆ†aˆ + ωegJˆz +
Ω0√
N
(aˆ+ aˆ†)(Jˆ+ + Jˆ−) (2.8)
dont on voit qu’il ne mélange pas les secteurs correspondant à des j diffé-
rents. Il se trouve que le fondamental de cet Hamiltonien appartient au sec-
teur de taille de pseudospin maximale, i.e. j = N/2 1. On a donc réduit la
complexité du problème puisque nous sommes passés de l’étude d’un mode
bosonique interagissant avec N systèmes à deux niveaux, à l’étude d’un mode
bosonique couplé à un unique grand spin décrit par N + 1 états |N/2,m〉
(m = −N/2,−N/2 + 1, ..., N/2). Bornons-nous donc à l’étude de l’Hamilto-
nien de Dicke dans ce secteur et intéressons-nous maintenant aux symétries de
ce modèle.
Si l’on avait eu à manipuler l’Hamiltonien de Tavis-Cumming qui s’écrit,
avec les notations précédentes, et dans le cas monomode uniforme, HˆTC/~ =
ωaˆ†aˆ + ωegJˆz + Ω0√N (aˆ
†Jˆ−+ aˆJˆ+) il est clair qu’une quantité conservée eût été
le nombre total d’excitations défini comme :
Nˆexc = aˆ
†aˆ + Jˆz +
N
2
(2.9)
En effet, cela se montre directement sur une base de l’espace de Hilbert total
constituée des états {|n〉 ⊗ |N/2,m〉, n = 0, 1..∞, m = −N/2, ..., N/2} où |n〉
est l’état de Fock à n photons (défini dans le chapitre précédent) et où |N/2,m〉
a été défini plus haut. L’Hamiltonien d’énergie propre du champ ωaˆ†aˆ et celui
d’énergie atomique ωegJˆz sont diagonaux dans cette base, quant au terme aˆJˆ+,
il annihile un photon en même temps qu’ils créent une excitation spinorielle
et son hermitien conjugué fait l’inverse, ce qui prouve qu’eux aussi conservent
le nombre total d’excitations Nˆexc. On remarque que la constante N/2 dans
Nˆexc, si elle n’est pas absolument nécessaire, permet néanmoins d’attribuer 0
excitation à l’état |0〉 ⊗ |m = −N/2〉 qui est celui de plus basse énergie en
1. C’est trivial de le voir dans le cas où le couplage est nul : Ω0 = 0 ; on peut invoquer
des arguments de continuité pour les autres valeurs de Ω0.
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l’absence de couplage, et d’avoir des valeurs entières de l’opérateur Nˆexc sur
la base précédente. A cause des termes anti-résonants aˆ†Jˆ+ et aˆJˆ− présents
dans HˆDicke, cette quantité n’est pas conservée dans le modèle de Dicke. En
revanche, sa parité l’est. Supposons un état |n〉⊗|N/2,m〉 dont le nombre total
d’excitations Nˆexc = n + m + N/2 est pair et où n 6= 0 et −N/2 < m < N/2
pour ne pas avoir à traiter un cas particulier. Alors
HˆDicke|n〉 ⊗ |N/2,m〉 = (n~ω + m~ωeg))|n〉 ⊗ |N/2,m〉
+
~Ω0√
N
(
√
n+ 1
√
(N(N + 2)/4)−m(m− 1))|n+ 1〉 ⊗ |N/2,m− 1〉
+
~Ω0√
N
(
√
n+ 1
√
(N(N + 2)/4)−m(m+ 1))|n+ 1〉 ⊗ |N/2,m+ 1〉
+
~Ω0√
N
(
√
n
√
(N(N + 2)/4)−m(m− 1))|n− 1〉 ⊗ |N/2,m− 1〉
+
~Ω0√
N
(
√
n
√
(N(N + 2)/4)−m(m+ 1))|n− 1〉 ⊗ |N/2,m+ 1〉
qui est une superposition d’états aux nombres d’excitation pair également .
Cela est encore vrai bien sûr pour n = 0 ou m = ±N/2. Cela prouve que
l’opérateur Πˆ = exp{ipiNˆexc} est conservé : [Πˆ, HˆDicke] = 0. En fait, on peut
aussi démontrer que le modèle possède cette symétrie en regardant la manière
dont Πˆ agit sur les opérateurs qui composent HˆDicke :
Πˆ : (aˆ, Jˆx) −→ Πˆ(aˆ, Jˆx)Πˆ† = (−aˆ,−Jˆx) (2.10)
Πˆ : (aˆ†aˆ, Jˆz) −→ Πˆ(aˆ†aˆ, Jˆz)Πˆ† = (aˆ†aˆ, Jˆz).
La première ligne prouve que l’Hamiltonien de couplage Ω0√
N
(aˆ+ aˆ†)(Jˆ+ +Jˆ−) =
2Ω0√
N
(aˆ + aˆ†)(Jˆx) est conservé, et la deuxième ligne que les hamiltoniens ato-
miques et d’énergie propre du champ aussi.
Comment calculer le spectre d’un tel système ? La première chose à laquelle
on peut penser, dans la limite où le nombre d’atomes N devient très grand,
c’est d’introduire les opérateurs électroniques collectifs suivants :
bˆ† =
1√
N
Jˆ+ =
1√
N
N∑
j=1
|e〉j〈g|j (2.11)
bˆ =
1√
N
Jˆ− =
1√
N
N∑
j=1
|g〉j〈e|j (2.12)
(2.13)
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Ils sont approximativement bosoniques pour peu que les atomes occupent très
peu l’état excité :
[bˆ, bˆ†] =
1
N
N∑
j=1
{|g〉j〈g|j − |e〉j〈e|j} = 1− 2
N
N∑
j=1
|e〉j〈e|j ' 1. (2.14)
On peut imaginer que pour un faible couplage, les atomes soient peu incités
à aller du fondamental |g〉 vers l’état excité |e〉 et qu’en conséquence, dans la
limite thermodynamique (N → +∞), l’approximation précédente soit satis-
faite.
En termes de ces opérateurs, l’Hamiltonien atomique
∑N
j=1(ωeg/2){2|e〉j〈e|j −
1} s’écrit ωeg bˆ†bˆ, où nous laissons de côté les excitations sombres non couplées
à la lumière. 2 On obtient alors l’Hamiltonien de deux oscillateurs harmoniques
couplés :
HˆbosDicke/~ = ωaˆ†aˆ + ωeg bˆ†bˆ + Ω0(aˆ+ aˆ†)(bˆ+ bˆ†). (2.15)
où l’on voit que la constante qui couple le champ photonique au champ élec-
tronique collectif est
√
N fois plus grande que la constante de couplage local
Ω0/
√
N . On comprend alors ce que l’on avait déclaré dans le chapitre précé-
dent : le couplage lumière-matière augmente comme
√
N où N est le nombre
d’atomes couplés : cela provient de la condition de normalisation du mode
électronique collectif (cf Eq 2.11) et traduit l’interférence constructive des di-
pôles. Il est facile de diagonaliser l’Hamiltonien HˆbosDicke/~ qui est quadratique
et bosonique. A des fins pédagogiques, détaillons un peu une méthode possible
quitte à renvoyer en annexes toutes les prochaines résolutions d’Hamiltoniens
analogues.
Cherchons les deux modes bosoniques normaux combinaisons linéaires des
opérateurs présents dans l’Hamiltonien ( 2.15) Pˆ †± = u
ph
± aˆ+ u
el
±bˆ+ v
ph
± aˆ
† + vel± bˆ
†
qui permettront d’écrire HˆbosDicke =
∑
l=± ~ωlPˆ
†
l Pˆl + EG avec EG énergie du
fondamental. Ils doivent vérifier [HˆbosDicke, Pˆ±] = −~ω±Pˆ±, ce qui implique le
problème aux valeurs propres suivants (pour l = ±) :

ω Ω0 0 −Ω0
Ω0 ωeg −Ω0 0
0 Ω0 −ω −Ω0
Ω0 0 −Ω0 −ωeg


uphl
uell
vphl
vell
 = ωl

uphl
uell
vphl
vell
 (2.16)
2. un traitement sans doute plus rigoureux nécessite les outils mathématiques que nous
introduirons dans la section 2.2.
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Figure 2.1 – Excitations bosoniques élémentaires normalisées ω±/ωeg de l’Ha-
miltonien de Dicke bosonisé ( 2.15) à résonance (ω = ωeg) en fonction du cou-
plage normalisé Ω0/ωeg . La branche basse ω− tend vers 0 pour Ω0/ωeg = 0.5.
La bosonisation effectuée (voir texte) n’est certainement plus valable au-delà
de ce point.
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La matrice 4×4 précédente prend le nom de matrice de Hopfield-Bogoliubov
[53] et les modes bosoniques normaux Pˆ±, appelés polaritons, définissent les
quanta du système dans le régime de couplage fort.
En outre, on veut qu’ils soient tous deux bosoniques : [Pˆl, Pˆ †l ] = 1 , ce qui
implique la condition de normalisation sur leur coefficients : |uphl |2 + |uell |2 −
|vphl |2 − |vell |2 = 1 (pour l = ±). 3
Les états propres s’obtiennent alors en fonction des opérateurs polarito-
niques. Le fondamental |G〉 est simplement le produit des fondamentaux des
deux modes bosoniques normaux, il vérifie donc Pˆ+|G〉 = Pˆ−|G〉 = 0 4 et les
états excités sont les quanta élémentaires (Pˆ
†
+)
q+ (Pˆ †−)
q−√
q+!q−!
|G〉 où q+ et q− sont des
entiers naturels. Cette méthode permet de résoudre complètement les hamil-
toniens quadratiques et bosoniques.
De cette diagonalisation, on peut en particulier tirer les excitations boso-
niques élémentaires du système couplé qui sont égales à ω±. Nous les avons
tracé dans la figure 2.1. La branche basse ω− s’annule pour une valeur du
couplage égale à
Ωcr0 =
√
ωωeg
2
. (2.17)
Comme on le verra, ce point constitue un point critique quantique (Quantum
Critical Point) qui est le signe d’une transition de phase quantique [54, 55].
L’Hamiltonien bosonisé ( 2.15), qui reposait sur l’hypothèse d’une petite occu-
pation de l’état excité par les atomes (voir Eq. 2.14), devient alors totalement
incapable 5 de décrire le modèle de Dicke lorsque le couplage Ω0 atteint ou dé-
passe cette valeur critique, précisément parce que les systèmes à deux niveaux ,
de plus en plus excités par le champ, tendent tous à quitter l’état fondamental
. Et l’on pressent aussi que le caractère fermionique des niveaux électroniques,
3. Les deux valeurs propres négatives de la matrice précédente , égales à −ω±, ne sont
pas physiques. Les vecteurs propres correspondant ne peuvent pas être normalisés de telle
sorte que |uphl |2 + |uell |2− |vphl |2− |vell |2 = 1. Par exemple, dans le cas de couplage nul, leurs
coefficients résonants uphl et u
ph
l sont nuls.
4. Comme nous pouvons écrire les oscillateurs harmoniques tantôt dans une représenta-
tion bosonique, i.e à l’aide d’opérateurs aˆ et aˆ†, tantôt dans une représentation position-
impulsion Xˆ − Pˆ , nous donnerons aussi dans un chapitre ultérieur une manière d’écrire la
fonction d’onde du fondamental dans la représentation Xˆ − Pˆ qui est très pratique pour
certains types de calcul.
5. Mathématiquement, cela se traduit par l’apparition de valeurs propres imaginaires
pures dans la matrice de Hopfield-Bogoliubov précédente.
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négligé dans l’Hamiltonien (2.15), va jouer un rôle important dans cette tran-
sition. Il existe une manière de tenir compte de la fermionicité des atomes pour
le calcul des excitations élémentaires dans la limite thermodynamique et pour
toute valeur du couplage Ω0. Nous la décrivons dans la section suivante.
2.2 La transition de phase quantique superra-
diante
La transformation d’Holstein-Primakoff [56] permet de décrire le modèle de
Dicke exactement, dans la limite thermodynamique et quelque soit la valeur du
couplage lumière-matière. Elle consiste à représenter les opérateurs collectifs
de spins par des fonctions analytiques d’opérateurs bosoniques :
Jˆ+ = bˆ
†
√
N − bˆ†bˆ ; Jˆ− =
√
N − bˆ†bˆ bˆ et Jˆz = bˆ†bˆ − N
2
. (2.18)
Cette fois-ci, les opérateurs bˆ† et bˆ sont exactement bosoniques : [bˆ, bˆ†] = 1.
Dans cette représentation l’Hamiltonien monomode uniforme de Dicke s’écrit :
HˆDicke
~
= ωaˆ†aˆ + ωeg(bˆ†bˆ − N
2
)
+ Ω0(aˆ+ aˆ
†){bˆ†
√
1− bˆ
†bˆ
N
+
√
1− bˆ
†bˆ
N
bˆ}, (2.19)
où l’on a fait strictement aucune approximation. Quant à l’opérateur de sy-
métrie Πˆ, il prend dans cette représentation, la forme simple :
Πˆ = exp{ipi[aˆ†aˆ+ bˆ†bˆ]} (2.20)
dont l’action sur les champs aˆ et bˆ donne tout aussi simplement :
Πˆ : (aˆ, bˆ) −→ Πˆ(aˆ, bˆ)Πˆ† = (−aˆ,−bˆ). (2.21)
2.2.1 La phase normale
Pour obtenir les excitations élémentaires dans la limite thermodynamique
(N → +∞), pour des couplages Ω0 ≤ Ωcr0 , on fait dans l’Hamiltonien ( 2.19)
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l’approximation
√
1− bˆ†bˆ
N
' 1 qui redonne l’Hamiltonien HˆbosDicke (voir Eq
( 2.15)). On vérifie en passant, grâce aux relations (2.21), que la parité Πˆ ,
écrite dans la nouvelle représentation est aussi conservée par cet Hamiltonien
[HˆbosDicke, Πˆ] = 0
6. On a calulé le spectre de HˆbosDicke précédemment (voir figure
2.1) et on a vu qu’il donnait lieu à l’apparition du point critique Ω0 = Ωcr0 en
lequel il existe un mode mou avec énergie nulle ω−(Ωcr0 ) = 0. Pour Ω0 < Ωcr0 ,
le fondamental |G〉 est non dégénéré, et comme [HˆbosDicke, Πˆ] = 0, cela veut
dire que les sous-espaces propres de HˆbosDicke sont laissés stables par Πˆ. Ainsi
Πˆ|G〉 ∈ V ec{|G〉}, ce qui implique que le fondamental |G〉 est vecteur propre
de Πˆ. |G〉 a donc une parité donnée et l’on dit que le système possède une
symétrie. En l’occurence, comme pour Ω0 = 0, |G〉 = |0〉 × |0〉, c’est à dire le
vide de photon fois le vide d’excitation électronique (qui correspond dans le
cas N fini à l’état |G〉 = |0〉 × |N/2,−N/2〉), le fondamental par continuité
aura un nombre d’excitations pair pour tout Ω0 < Ωcr0 . Pour Ω0 = Ωcr0 , le sous-
espace fondamental F0 est infiniment dégénéré (tous les états (Pˆ
†
−)
q−√
q−!
|G〉 pour
q− = 0, 1, 2, ..,∞). Si l’Hamiltonien Πˆ commute toujours avec HˆbosDicke, à cause
de la dégénérescence, la condition Πˆ(F0) ∈ F0 n’implique alors plus forcément
que les états fondamentaux sont vecteurs propres de Πˆ. La symétrie Πˆ se brise
au point critique. Pour savoir si elle est brisée au-delà du point critique (i.e.
pour Ω0 > Ωcr0 ), et de manière générale, pour caractériser l’ensemble du sys-
tème dans la phase surcritique, il convient de revenir à l’Hamiltonien ( 2.19) et
de traduire mathématiquement la possibilité d’une transition de phase quan-
tique.
2.2.2 La phase superradiante
Ce que Clive Emary et Tobias Brandes ont compris et réussi à transcire
[21, 57], c’est que les champs photoniques et électroniques pouvaient acquérir
une cohérence macroscopique dans la phase surcritique. En conséquence, ils
proposent d’effectuer le changement de variables suivant :
aˆ† → cˆ† +√γ et bˆ† → dˆ† −
√
β, (2.22)
où γ et β sont deux nombres réels d’ordre N.
6. Cela évite d’invoquer des théorèmes sur le fait qu’un opérateur qui serait conservé par
tous les Hamiltoniens d’une suite discrète le serait aussi par sa limite à l’infini.
te
l-0
07
61
05
5,
 v
er
sio
n 
1 
- 5
 D
ec
 2
01
2
2.2. La transition de phase quantique superradiante 67
L’Hamiltonien (2.19) devient alors 7 :
HˆDicke/~ = ω{cˆ†cˆ + √γcˆ† +√γcˆ + γ}
+ ωeg{dˆ†dˆ −
√
β(dˆ+ dˆ†) + β − N
2
} (2.23)
+
√
K
N
Ω0
{
cˆ† + cˆ + 2
√
γ
}{
(dˆ† −
√
β)
√
1− dˆ
†dˆ−√β(dˆ+ dˆ†)
K
+
√
1− dˆ
†dˆ−√β(dˆ+ dˆ†)
K
(dˆ−
√
β)
}
où K = N − β est aussi d’ordre N et a été introduit pour alléger les
notations. Jusqu’à présent, aucune approximation n’a encore été faite. Nous
faisons alors le développement suivant :√
1− dˆ
†dˆ−√β(dˆ+ dˆ†)
K
≈ 1− 1
2K
{dˆ†dˆ−
√
β(dˆ+ dˆ†}
− 1
8K2
{dˆ†dˆ−
√
β(dˆ+ dˆ†)}2 (2.24)
Puis nous reportons dans l’Hamiltonien précédent cette expression pour
les racines carrées d’opérateurs. Nous développons alors les produits. La limite
thermodynamique est ensuite prise en écartant les termes dont l’amplitude
tend vers 0 quand N → +∞ :
HˆDicke/~ = ωcˆ†cˆ +
{
ωeg + 2Ω0
√
γβ
NK
}
dˆ†dˆ (2.25)
+ Ω0
√
γβ
NK
β + 2K
2K
(dˆ† + dˆ)2 + Ω0
N − 2β√
NK
(cˆ+ cˆ†)(dˆ† + dˆ)
+ (cˆ† + cˆ)(ω
√
γ − 2Ω0
√
Kβ
N
)
+ (dˆ† + dˆ){−ωeg
√
β + 2Ω0
√
Kγ
N
(1− β
K
)}
+
{
ωγ + (β −N/2)ωeg − Ω0
√
βγ
N
(4
√
K + 1/
√
K)}
Dans cet Hamiltonien, les deux premières lignes sont constituées de termes
quadratiques, les troisième et quatrième de termes linéaires et la dernière de
7. Nous détaillons les calculs suivants pour montrer la méthode très élégante conçue par
Emary et Brandes ; dans la suite, les calculs similaires seront renvoyés en annexe.
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termes constants. Exactement comme si l’on avait à rechercher les positions
des minima d’une fonction en analyse, on détermine ici les déplacements ma-
croscopiques γ et β en éliminant les termes linéaires, ce qui donne :
√
γ = 2
ω
Ω0
√
Kβ
N
√
β{−ωeg + 4Ω
2
0
ω
N−2β
N
} = 0.
(2.26)
La solution γ = β = 0 permet de retrouver la phase normale étudiée pré-
cédemment. Pour Ω0 > Ωcr0 , il existe un doublet de solutions non nulles
{√γ,√β} = {(Ω0/ω)
√
N(1− µ2),√(1− µ)(N/2)} avec µ = (ωegω)/(4Ω20).
En fait, nous aurions tout aussi bien pu définir les déplacements (voir Eq
( 4.11)) avec le signe opposé (aˆ† → cˆ† −√γ et bˆ† → dˆ† +√β), si bien que pour
Ω0 > Ω
cr
0 , en refaisant les étapes précédentes (de l’Eq ( 4.11) à l’Eq ( 2.27) ),
on s’apercevrait qu’il existe un autre doublet de solutions admissibles pour les
déplacements qui seraient de signe opposé au précédent. On peut alors résumer
les solutions pour les déplacements en fonction de la valeur du couplage Ω0 :
{ {√γ,√β} = {0, 0} pour Ω0 < Ωcr0
{√γ,√β} = {Ω0
ω
√
N(1− µ2), 
√
N(1−µ)
2
} pour Ω0 > Ωcr0
(2.27)
où  = ±1. Avec ces solutions pour les déplacements, on peut revenir à l’Ha-
miltonien (2.25), qui devient pour Ω0 > Ωcr0 :
HˆDicke/~ = ωcˆ†cˆ +
ωeg
2µ
(1 + µ)dˆ†dˆ +
ωeg(3 + µ)(1− µ)
8µ(1 + µ)
(dˆ† + dˆ)2 (2.28)
+ Ω0µ
√
2
1 + µ
(cˆ+ cˆ†)(dˆ† + dˆ)− N
2
{2Ω
2
0
ω
+
ω2egω
8Ω20
} − Ω
2
0
ω
(1− µ)
Cette écriture est valable pour les deux doublets de déplacements ( = ±1).
On retrouve l’Hamiltonien de deux oscillateurs couplés dont les modes nor-
maux donnent les excitations bosoniques élémentaires qui prennent place au-
tour de chacun des deux doublets de cohérence macroscopiques ±{√γ,√β}.
Nous pouvons alors tracer le diagramme des modes propres du système dans
la limite thermodynamique pour toute valeur du couplage Ω0 (voir figure 2.2)
.
Comme précédemment, en diagonalisant la matrice de Hopfield-Bogoliubov
associée (voir l’Annexe), on détermine aussi les polaritons Pˆ l qui seront com-
binaisons linéaires de cˆ = aˆ + √γ et dˆ = bˆ − √γ et de leur h.c, et qui
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Figure 2.2 – Excitations bosoniques élémentaires normalisées ω±/ωeg de l’Ha-
miltonien de Dicke bosonisé (2.15) à résonance (ω = ωeg) en fonction du
couplage normalisé Ω0/ωeg. La branche basse ω− exhibe un point critique
en Ω0/ωeg = 0.5. On peut montrer (voir l’annexe) que pour Ω0 → Ωcr0 ,
ω− ∼ |Ω0−Ωcr0 |1/2. Au-delà de ce point, tout le spectre est deux fois dégénérés
(voir texte).
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seront définis pour chacun des deux doublets de déplacements ( = ±1). Tout
le spectre du système, dans la limite thermodynamique est donc deux fois dé-
généré. En particulier, les deux fondamentaux |G1〉 et |G2〉 correspondent à
l’absence de quantum d’excitation polaritonique : Pˆ++ |G1〉 = Pˆ+− |G1〉 = 0 et
Pˆ−+ |G2〉 = Pˆ−− |G2〉 = 0. Ils vérifient alors 8 :
〈G1|a|G1〉 = −√γ (2.29)
〈G1|b|G1〉 = +
√
β (2.30)
〈G2|a|G2〉 = +√γ (2.31)
〈G2|b|G2〉 = −
√
β. (2.32)
Les deux déplacements macroscopiques autour desquels les excitations élémen-
taires se produisent donnent donc directement les cohérences photoniques et
électronique des états fondamentaux. Le fait que ces cohérences soient non
nulles implique nécessairement que la symétrie Πˆ est brisée : les deux fon-
damentaux |G1〉 et |G2〉 n’ont plus de parité définie 9. Par ailleurs, on l’a vu
plus haut, le fait qu’une symétrie de l’Hamiltonien soit brisée entraîne néces-
sairement la dégénérescence du fondamental. On le voit dans ce modèle : la
cohérence, la brisure de la parité et la dégénérescence sont des notions étroi-
tement reliées.
Enfin, pour illustrer cette transition de phase quantique, il est peut-être
intéressant de dire un mot sur le modèle semi-classique que l’on dérive de
l’Hamiltonien ( 2.19) (qui correspond au casN fini). Pour l’établir, on introduit
des variables de position et d’impulsion combinaisons linéaires des opérateurs
aˆ et bˆ et leur hc. On montre alors [21, 57] que ce modèle est équivalent à
la description d’une particule se déplaçant dans un potentiel bi-dimensionnel
fonction à la fois des positions x et y, mais aussi de l’impulsion py :
U(x, y, py) =
1
2
{ω2x2 + ω2egy2} + 2Ω0
√
ωωegxy
√
1− ω
2
egy
2 + p2y − ωeg
2Nωeg
.(2.33)
En traçant un tel potentiel bi-dimensionnel pour différentes valeurs du cou-
plage Ω0, on voit qu’il se déforme et adopte une structure en double-puits pour
Ω0 > Ω
cr
0 (voir figure 2.3). On comprend alors que les excitations bosoniques
8. On utilise le fait que les opérateurs cˆ et dˆ peuvent s’écrire comme combinaison linéaire
des polaritons.
9. Car sinon, on aurait par exemple Πˆ|G1〉 = ±|G1〉, ce qui donnerait 〈G1|aˆ|G1〉 =
〈G1|Πˆ†aˆΠˆ|G1〉 = −〈G1|aˆ|G1〉 ⇒ 〈G1|aˆ|G1〉 = 0.
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Figure 2.3 – Potentiel du modèle semi-classique équivalent à résonance (ω =
ωeg), pour N = 5 atomes, py = 0 (voir texte) et pour trois couplages lumière-
matière différents. On voit l’apparition de la structure en double-puits quand
Ω0 dépasse Ωcr0 .
élémentaires décrites plus haut sont reliées aux oscillations quasi-harmoniques
(et harmoniques dans la limite N → +∞) qui prennent place autour des mi-
nima du potentiel bi-dimensionnel. Pour Ω0 < Ωcr0 , celui-ci admet un unique
minimum placé en x=y=0 , ce qui correspond à l’absence de cohérence du fon-
damental dans le modèle quantique. Puis, pour Ω0 = Ωcr0 , une des directions
est plate : les excitations dans cette direction sont à fréquence nulle. Enfin,
pour Ω0 > Ωcr0 , il apparaît deux nouveaux minima locaux stables, symétriques
par rapport au centre (en (x, y) = ±(x0, y0) 6= (0, 0)) et qui seront les lieux
des nouvelles oscillations de la particule : ils correspondent aux fondamentaux
de la phase superradiante dans le modèle de Dicke, dont les cohérences pho-
tonique et électronique sont non nulles et de signe opposé d’un fondamental à
l’autre.
2.3 Modèle de Dicke généralisé
Nous revenons sur la condition d’orthogonalité entre la direction de la ma-
trice de Pauli représentant le couplage local des systèmes à deux niveaux avec
le champ et celle de la matrice de Pauli représentant l’énergie atomique. Nous
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Figure 2.4 – Excitations bosoniques élémentaires dans la limite thermody-
namique, à résonance (ωeg = ω) et pour différents angles θ dans le modèle de
Dicke généralisé (voir texte). Le point critique n’existe que pour θ = pi/2, cor-
respondant à un Hamiltonien de couplage orthogonal à l’Hamiltonien atomique
(voir texte). Figure extraite de la référence [58].
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Figure 2.5 – Déplacements dans la limite thermodynamique, à résonance
(ωeg = ω) et pour différentes valeurs de θ dans le modèle de Dicke généralisé
(voir texte). Seule la valeur θ = pi/2 permet d’obtenir deux doublets solu-
tions pour les déplacements, correspondant à la présence d’une dégénerescence
double pour Ω0 > Ωcr0 . Figure extraite de la référence [58].
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introduisons un modèle de Dicke plus général :
HˆgenDicke/~ = ωaˆ
†aˆ + ωeg{cos(θ)Jˆx + sin(θ)Jˆz} + Ω0√
N
(aˆ+ aˆ†)(Jˆ+ + Jˆ−), (2.34)
où 0 ≤ θ ≤ pi.
En utilisant les relations (2.10), on remarque que l’opérateur de parité
Πˆ = exp{ipiNˆexc} n’est conservé par l’Hamiltonien HˆgenDicke que pour θ = pi/2.
De plus, en faisant les mêmes dévelopements que précédemment, on peut
calculer[58] les excitations élémentaires ainsi que les occupations macrosco-
piques √γ et √β dans la limite thermodynamique et pour tous les angles,
et voir ainsi que la fréquence polaritonique inférieure ω− n’admet un point
critique que pour θ = pi/2. Nous donnons ces résultats sur les figures 2.4 et
2.5.
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2.4 Théorème no-go en cavity QED
La question que l’on doit se poser à propos du modèle de Dicke 10 est de
savoir s’il décrit bien ou non la réalité. Or, l’Hamiltonien de Dicke (Eq. (2.1))
est obtenu en négligeant le terme diamagnétique (ou terme Aˆ2) . Ce terme
apparaît naturellement dans les interactions dipolaires électriques entre un
atome et le champ quantique d’une cavité dont les opérateurs d’annihilation
et de création sont les opérateurs bosoniques aˆ et aˆ†. Le terme Aˆ2 est alors
∝ (aˆ + aˆ†)2. On montre ci-dessous qu’en cavity QED, son amplitude est telle
qu’il interdit la transition de phase quantique superradiante.
Figure 2.6 – Schéma du système considéré : N atomes dans une cavité. Ils
sont identiques, interagissent avec le champ de la cavité par interaction dipo-
laire électrique et on fait l’hypothèse qu’ils peuvent être approximés par des
systèmes à deux niveaux {|g〉, |e〉} de fréquence de transition ωeg. Les fonc-
tions d’onde des états électroniques de chaque atome s’annulent aux bords du
domaine où ils sont regroupés.
Considérons donc une collection de N atomes identiques et indépendants,
au sens où ils n’interagissent pas directement entre eux (voir Figure 2.6). Un
tel système est décrit par l’Hamiltonien microscopique général :
Hˆ =
N∑
j=1
Hˆj =
N∑
j=1
 ν∑
ij=1
p2ij
2m∗ij
+ Uˆj, (2.35)
où Hˆj est l’ Hamiltonien nu pour le j e`me atome, et où l’ indice ij fait référence
à l’une des ν particules de charge qij qui constituent cet atome ; pij (m∗ij)
10. comme à propos de tout modèle d’ailleurs
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est l’impulsion correspondante (la masse) qui intervient dans l’expression de
l’énergie cinétique (non relativiste), tandis qu’ Uˆj est l’énergie potentielle dont
on fait l’hypothèse qu’elle ne dépend que des coordonnées de position. Biensûr,
pour des atomes faits d’électrons, nous avonsm∗ij = m0 et qij = −e, mais ce qui
suit vaut pour n’importe quel type de porteurs de charges. Afin de déterminer
l’interaction entre les atomes et le champ quantique de la cavité résonante où ils
se trouvent, on procède au couplage minimal standard : pij → pij − qijAˆ(rij).
Si nous considérons uniquement un mode photonique résonant et que nous
supposons que les atomes occupent une région de l’espace où les variations
spatiales du champ sont négligeables, alors nous pouvons remplacer Aˆ(r) par
A0(a
†+a), oùA0 est l’amplitude du potentiel vecteur du champ dans la région
où évoluent les atomes. On obtient alors le terme d’interaction :
Hint = −
N∑
j=1
ν∑
ij=1
qij
m∗ij
pij ·A0(a† + a) (2.36)
ainsi que le terme A2 :
HA2 =
N∑
j=1
ν∑
ij=1
q2ij
2m∗ij
A20(a
† + a)2. (2.37)
Supposons que l’on peut approximer chaque atome par un système à deux
niveaux : {|g〉 , |e〉 }, où |g〉 et |e〉 sont les deux états propres de chaque atome.
Alors, en utilisant la realtion de commutation fondamentale i~ pij
m∗ij
= [rij , Hj] ,
on obtient :
Hint = −iωeg de g ·A0(a† + a)
N∑
j=1
(|e〉 〈g|)j + h.c. (2.38)
où ωeg est la fréquence de transition atomique et où l’élément de matrice du
dipôle électrique est de g = 〈e|dj|g〉j = 〈e|
∑ν
ij
qijrij |g〉j (identique pour tous
les atomes). Utilisons les opérateurs collectifs Jˆ+ =
∑N
j=1 |e˜〉j 〈g|j et Jˆ− =
Jˆ†+, avec |e˜〉j = −i|e〉j ∀j = 1..N que l’on a introduit afin de retrouver une
forme analogue à la forme étudiée plus haut. L’Hamiltonien d’interaction s’écrit
alors :
Hˆint = ~
Ω0√
N
(a+ a†) (Jˆ+ + Jˆ−) (2.39)
où
Ω0 =
ωeg
~
de g ·A0
√
N (2.40)
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est la fréquence de Rabi du vide collective 11 qui tient compte de l’augmentation
du couplage d’un facteur
√
N . Le terme Aˆ2 prend lui la forme :
HˆA2 =
ν∑
i=1
q2i
2m∗i
NA20(a+ a
†)2 = ~D(aˆ+ aˆ†)2. (2.41)
Enfin l’Hamiltonien atomique s’écrit Hˆat =
∑
j ~(ωeg/2)(|e〉〈e|j − |g〉〈g|j) =
~ωegJˆz. Avec un seul mode photonique, l’énergie de la cavité est Hˆcav = ~ωaˆ†aˆ.
L’Hamiltonien décrivant le système est donc Hˆ = Hˆat + Hˆcav + Hˆint + HˆA2 :
Hˆ/~ = ωaˆ†aˆ + D(aˆ+ aˆ†)2 + ωegJˆz +
Ω0√
N
(aˆ+ aˆ†)(Jˆ+ + Jˆ−). (2.42)
On le voit, au terme Aˆ2 près, cette dérivation microscopique conduit à un Ha-
miltonien uniforme et monomode analogue à l’Hamiltonien de Dicke 2.5. On
peut alors, comme dans les sections précédentes procéder à une transformation
d’Holstein-Primakoff (voir Annexe). La phase normale, pour laquelle les dé-
placements macroscopiques sont nuls, revient à approximer Jˆ+ par (1/
√
N)bˆ†
et Jˆ− par (1/
√
N)bˆ dans la limite thermodynamique. On retombe sur un Ha-
miltonien quadratique et bosonique dont les fréquences propres ω± sont les
valeurs propres positives de la matrice de Hopfield-BogoliubovM :
M =

ω + 2D Ω0 −2D −Ω0
Ω0 ωeg −Ω0 0
2D Ω0 −(ω + 2D) −Ω0
Ω0 0 −Ω0 −ωeg
 . (2.43)
La présence d’un point critique sera révélée par l’annulation de la valeur propre
ω−, et donc du determinant deM qui est donné par :
Det(M) = ωegω(ωeg(4D + ω)− 4Ω20). (2.44)
Dans le cas du modèle de Dicke, le terme Aˆ2 est négligé, donc D = 0 et la
condition Det(M) = 0 donne , comme on l’a vu, Ωcr0,Dicke = √ωegω/2. Mais
si le terme Aˆ2 est retenu, la situation change dramatiquement. En fait, en
utilisant l’inégalité de Cauchy-Schwartz, on obtient :
Ω20 =
ω2eg
~2
N |de g ·A0|2 ≤
ω2eg
~2
N |de g|2|A0|2. (2.45)
11. Si de g · A0 est un nombre complexe, alors ils faut absorber la phase correpondante
dans la définition de |e˜〉 afin d’obtenir un Hamiltonien de couplage ∝ (Jˆ+ + Jˆ−), toujours
par souci de revenir à la forme standard du modèle de Dicke.
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Afin de comparer le membre de droite de l’inégalité précédente à l’ampli-
tude du termeA2, rappelons maintenant la règle de somme de Thomas-Reiche-
Kuhn (TRK) pour la force d’oscillateur des dipôles électriques. Considérons
donc deux états propres quelconques d’un atome de la chaîne |σ〉j et |σ′〉j, et
appuyons-nous sur la relation i~ pij
m∗ij
= [rij , Hj], pour écrire 12 :
〈σ|
ν∑
i=1
qi
m∗i
pi|σ′〉 = −i(ωσ′ − ωσ)〈σ|d|σ′〉
− i
ν∑
i=1
1
2m∗i
∫
V
ψ∗σ(ri1 , ., riν )
∂2
∂2ri
(dψσ′(ri1 , ., riν ))d
νr
+ i
ν∑
i=1
1
2m∗i
∫
V
dψσ′(ri1 , ., riν )
∂2
∂2ri
(ψ∗σ(ri1 , ., riν ))d
νr, (2.46)
où d =
∑ν
i qiri est, rappelons-le, l’opérateur dipolaire, et où ψσ(ri1 , ., riν ) est la
fonction d’onde de l’état |σ〉 qui dépend des positions des porteurs de charges
ri1 , ., riν dans l’atome. Dans l’égalité précédente, on a sciemment fait appa-
raître, aux deuxième et troisième ligne, deux termes dont la différence s’annule
si les fonctions d’onde (ainsi que leurs dérivées premières et secondes) s’an-
nulent aux bords du domaine d’intégration, comme nous pouvons le voir après
une double intégration par parties. C’est évidemment le cas pour des atomes
réels dont les fonctions d’onde et leurs dérivées doivent s’annuler à l’infini 13.
Nous verrons qu’une telle annulation n’est plus vraie dans le cas des Boîtes à
pair de Cooper, dont les fonctions d’onde doivent être 2pi-périodiques. Reve-
nons alors à la règle de somme et à l’évaluation du terme A2. Ecrivons :
ν∑
1
q2i
2m∗i
=
−i
2~
〈g|[
ν∑
i=1
qiri.u,
ν∑
i=1
qi
m∗i
pi.u
?]|g〉. (2.47)
où u est le vecteur unitaire qui porte le dipôle : de g = 〈e|d|g〉 = |de g|u.
En utilisant la relation de fermeture
∑
σ |σ〉〈σ| = 1, (où les |σ〉 sont les états
propres atomiques), et la relation (2.46), il vient :
12. Tous les atomes étant identiques, on peut omettre l’indice atomique j, pour alléger les
notations.
13. Et sûrement même bien avant ; car il est très improbable que les atomes et leurs
électrons s’éloignent d’un certain domaine contenu dans la cavité.
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ν∑
1
q2i
2m∗i
=
∑
σ
(ωσ − ωg)
~
|〈g|
ν∑
i=1
qiri.u|σ〉|2
≥ ωeg
~
|〈g|
ν∑
i=1
qiri.u|e〉|2 = ωeg~ |de g|
2. (2.48)
En revenant alors à la définition du terme Aˆ2, (Eq. (2.41)) et à l’inégalité
(2.45), on obtient :
D ≥ Ω
2
0
ωeg
. (2.49)
L’inégalité D ≥ Ω20/ωeg implique que Det(M) ne s’annule jamais, et que le
point critique disparaît ( voir Figure 2.8c et d). Il est intéressant de noter
que cette dernière inégalité est aussi ce qui empêche la transition de phase
classique associée au modèle de Dicke. De manière générale, on distingue la
transition de phase classique, qui se déroule à température finie, et qui naît
d’une compétition entre l’agitation thermique, créatrice d’entropie, et l’ordre
d’un système, de la transition de phase quantique qui se produit à température
nulle et où l’agitation thermique est remplacée par les fluctuations quantiques
[54] . Il avait été prédit, par l’analyse des fonctions de partition du modèle de
Dicke, qu’un tel système pouvait subir une transition de phase classique [59].
Jusqu’à ce qu’une série de travaux en conteste la possibilité [60–63], en invo-
quant le terme Aˆ2 et la règle de somme TRK, et en utilisant le formalisme de la
physique statistique. Par une toute autre voie, nous avons donc démontré, sous
des conditions assez générales, la disparition du point critique dans le modèle
quantique. La raison profonde, comme montré par l’ Eq. (2.62), provient de la
relation entre le terme Aˆ2 et la fréquence de Rabi du vide. En fait, le terme Aˆ2
devient même prépondérant en régime de couplage ultrafort car (Ω0/ωeg  1
implique D  Ω0). Cette preuve d’impossibilité ne concerne pas le cas du cou-
plage magnétique (i.e. avec un Hamiltonien d’interaction ~µ · ~B entre des spins
réels et un champ magnétique quantifié [63]), mais est valide dans le cas de
transitions dipolaires électriques, pour un Hamiltonien indépendant du temps
et sans interaction atome-atome.
Alors comment obtenir un système physique qui pourrait subir la transition de
phase quantique superradiante ? Des auteurs [64] ont imaginé des situations où
des interactions directes entre les systèmes à deux niveaux, en plus du couplage
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au mode bosonique, permettent de retrouver le point critique quantique en dé-
pit de la présence du terme Aˆ2. Une approche dynamique a aussi été proposée
[65–67] dans laquelle un condensat de Bose-Einstein placé dans une cavité op-
tique est habillé par le champ d’une pompe laser. Mais l’Hamiltonien de Dicke
considéré n’est alors qu’un Hamiltonien effectif, obtenu dans le référentiel de la
pompe, qui tourne à une vitesse angulaire égale à la pulsation propre du champ
cohérent du laser. Dans ce contexte, les pseudo états fondamentaux, ne sont
pas stables et émettent continuellement des photons Raman [68]. On pourra
alors certes obtenir des discontinuités intéressantes dans les quantités de pho-
tons émis lorsque le couplage lumière-matière effectif s’approche du couplage
critique [69], mais cela ne doit pas cacher le fait que les états stationnaires de
ce système ouvert et soumis à une excitation continue et périodique ne sont
pas des pures états propre du modèles de Dicke, mais des états hors-équilibre.
En particulier, dans une telle configuration dynamique, il est impossible d’ob-
tenir des superpositions stables et cohérentes des deux états fondamentaux qui
caractérisent la phase surcritique. Alors même que cette perspective, comme
nous le verrons, aurait un certain intérêt en information quantique. Ainsi, il est
clair que des approches statiques qui pourraient permettre d’obtenir le modèle
de Dicke sont à rechercher.
2.5 Contre-exemple en circuit QED
Nous montrons ici pourquoi les contraintes fondamentales qui empêchent
la transition de phase quantique superradiante en cavity QED ne s’appliquent
pas nécessairement en circuit QED. En fait, comme nous l’avons vu dans le
premier chapitre, dans le cas des atomes artificiels Josephson, l’opérateur de
phase δˆ et l’opérateur de nombre nˆ jouent un rôle analogue aux opérateurs de
position et d’impulsion des électrons d’un atome réel. Lorsque l’atome artifi-
ciel est connecté à un résonateur, certains de ses degrés de liberté sont alors
couplés au champ. L’analogue du couplage dipolaire électrique est donné en
circuit QED par le couplage capacitif où les charges de l’atome artificiel sont
couplées au champ quantique de tension du résonateur. Ce rapprochement re-
pose d’ailleurs tant sur la nature physique commune de l’interaction dans ces
deux couplages, que sur une similitude formelle. En effet, le terme d’interac-
tion dipolaire électrique s’obtient grâce au couplage minimal standard qui va
donner lieu, comme nous l’avons vu en section 2.4 de ce chapitre, à un terme
d’interaction atome-champ quadratique : (p− Aˆ)2/(2m0) . Et nous avions vu
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Figure 2.7 – Schéma du système considéré : N Boîtes à paires de Cooper
couplées capacitivement à un résonateur. Les fonctions d’onde des états élec-
troniques de chaque atome sont périodiques.
au chapitre précédent, que l’Hamiltonien d’interaction du couplage capacitif
en circuit QED prenait lui aussi une forme quadratique : 4EC(nˆ − nˆext)2 où
nˆext contient la charge injectée par le résonateur sur l’île supraconductrice du
qubit, qui est égale à CgVˆ /(2e), avec Vˆ le champ de tension quantique du
résonateur 14.
Considérons alors une chaîne de Boites à paires de Cooper connectées à une
ligne de transmission supraconductrice. Un schéma du système est donné en
figure 2.7. Le choix de la Boîte à paires de Cooper est d’abord guidé par la né-
cessité d’avoir des atomes que l’on peut très bien approximer par des systèmes
à deux niveaux. Par souci de simplicité, nous placerons ces atomes au centre
du résonateur, dans une région suffisament peu large pour que les variations
spatiales du 2 ème mode de tension 15 auquel ils seront couplés soient négli-
geables. Sous ces hypothèses, très similaires à celles de la section 2.4, le champ
de tension s’écrit Vˆ = V(aˆ + aˆ†) où aˆ et aˆ† sont les opérateurs d’annihilation
et de création du champ du résonateur (voir chapitre 1). Appuyons-nous alors
sur la dérivation [15] de l’Hamiltonien d’une Boîte à paires de Cooper unique
soumise, par l’entremise d’une capacité Cg, à la fois à une tension de porte
continue et statique Vg et à la tension quantique du résonateur Vˆ . Générali-
14. Nous discuterons de la validité du terme 4EC(nˆ− nˆext)2 à la fin de ce chapitre.
15. Voir figure 20 du chapitre 1
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sons ce calcul à notre système qui contient N Boîtes à paires de Cooper. Nous
trouvons alors l’Hamiltonien quantique suivant :
Hˆ = ~ωresaˆ†aˆ (2.50)
+
N∑
j=1
{∑
n∈Z
4Ec(n− (nˆext)j)2|n〉〈n|j − EJ
2
(|n+ 1〉〈n|+ |n〉〈n+ 1|)j
}
où Ec = e
2
2(CJ+Cg)
est l’énergie de charge, EJ est l’énergie Josephson réglable
(par l’utilisation d’une squid). Rappelons que dans le régime de la Boîte à paires
de Cooper, et contrairement au transmon, EC est grande devant EJ . Enfin, la
charge en excès sur l’île supraconductrice de la jeme Boîte à paires de Cooper
est (nˆext)j =
Cg
2e
(Vg + Vˆ )j.
Nous considérons ici le cas idéal de Boîtes à paires de Cooper identiques
et telles que njg =
Cg
2e
(Vg)j =
1
2
∀j = 1..N . Pour chaque atome artificiel, le
système à deux niveaux est constitué des deux premiers états propres qui sont
combinaisons linéaires des états de charge |n = 0〉 et |n = 1〉. Pour ng = 1/2,
ils sont égaux à |g¯〉 = 1√
2
(|n = 0〉 + |n = 1〉) et |e¯〉 = 1√
2
(|n = 0〉 − |n = 1〉) ,
tandis que l’énergie de transition correspondante vaut EJ = ~ωJ . Puisque
(nˆ − nˆext)2 = (nˆ − ng)2 − 2Cg2e (nˆ − ng)Vˆ + (Cg2e Vˆ )2, il est clair que (nˆ − ng)
est analogue à l’impulsion de l’électron, (nˆ− ng)Vˆ est le pendant du terme de
couplage p · Aˆ, tandis que Vˆ 2 est l’équivalent du terme Aˆ2. L’interaction entre
le champ quantique du résonateur et les charges des Boîtes à paires de Cooper
est très similaire au terme d’interaction dans l’ Eq. (2.38) :
Hˆcoupl = 4Ec
Cg
2e
V(aˆ+ aˆ†)
N∑
j=1
(|e¯〉 〈g¯|)j + h.c. = ~ Ω¯0√
N
(aˆ+aˆ†)(Jˆ+ +Jˆ−). (2.51)
où la fréquence de Rabi du vide Ω¯0 vaut :
Ω¯0 =
4Ec
~
(
Cg
2e
)
√
NV . (2.52)
L’Hamiltonien du terme Vˆ 2 donne quant à lui :
HˆV 2 =
N∑
j=1
4Ec(
Cg
2e
)2V2(aˆ+ aˆ†)2 = ~D¯(aˆ+ aˆ†)2. (2.53)
La somme des Hamiltoniens atomiques s’écrit HˆCPB =
∑
j ~(ωJ/2)(|e¯〉〈e¯|j−
|g¯〉〈g¯|j) = ~ωJ Jˆz si bien que l’Hamiltonien du système complet ˆ¯H = H¯res +
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H¯CPB + H¯coupl + H¯V 2 , s’écrit :
ˆ¯H/~ = ωresaˆ†aˆ + D¯(aˆ+ aˆ†)2 + ωJ Jˆz +
Ω0√
N
(aˆ+ aˆ†)(Jˆ+ + Jˆ−). (2.54)
En fait, cet Hamiltonien a une forme identique à celle de l’Hamiltonien A.1 :
il s’agit d’un modèle spin-boson avec terme quadratique pour le photon.
Mais il y a une différence fondamentale qui est cruciale pour l’existence
d’un point critique : la relation entre la fréquence de Rabi du vide Ω¯0 et le
terme D¯ qui provient du carré du champ du résonateur. En fait, nous avons
ici
D¯ =
Ω¯20
ωJ
EJ
4Ec
. (2.55)
Ainsi, contrairement au cas de la cavity QED, D¯ peut être rendu plus petit que
Ω¯20
ωJ
, rendant possible l’annulation du déterminant de la matrice de Hopfield-
Bogoliubov M¯ associée à la phase normale : Det(M¯) = ωJωres(ωJ(4D¯+ ω)−
4Ω¯20)(cf 2.44). En particuier, si
EJ
4Ec
 1 16 alors 0 < D¯  Ω¯20
ωJ
. Dans un tel
cas, le point critique est déplacé par le terme D¯, mais il existe toujours et le
couplage critique auquel il se situe est donné par
Ω¯cr0 =
√
ωresωJ
2
√
1− EJ
4Ec
. (2.56)
Nous pouvons alors procéder comme en section 2.2 de ce chapitre pour cal-
culer les modes normaux pour toute valeur du couplage lumière-matière (voir
l’Annexe). Nous les montrons en figure 2.8, pour quatre valeurs différentes du
rapport Dωeg/Ω20, qui résument les 4 scenari possibles. Seuls les deux situa-
tions du bas de la figure (D ≥ Ω20/ωeg) sont accessibles aux systèmes statiques
de cavity QED, alors que les deux cas du haut peuvent être obtenus en circuit
QED avec le système que nous proposons.
16. La limite EJ4Ec  1 est aussi celle où l’approximation du système à deux niveaux dans
la Boîte à paires de Cooper est excellente.
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Figure 2.8 – Fréquences normalisées des deux branches d’excitation
collective bosonique dans la limite thermodynamique. Nous avons cal-
culé les deux modes collectifs ω+ (ligne bleue, en haut) et ω− (ligne rouge,
en bas) en fonction de la fréquence de Rabi normalisée à résonance. Pour les
deux systèmes considérés (voir figure 2.6 et 2.7), la forme de l’Hamiltonien
est la même (voir Eq. A.1 et Eq. 2.54) et dépend de la fréquence de la cavité,
appelée ω (resp. ωres) dans le système de cavity QED (resp. circuit QED), de
la fréquence de transition atomique ωeg (resp. ωJ), de la fréquence de Rabi du
vide collective Ω0 (resp. Ω¯0) et enfin de l’amplitude du temre diamagnétique
D (resp. D¯) correspondant au carré du champ de la cavité (resp. du résona-
teur) . Les excitations ω+ et ω− sont très sensibles aux relations entre Ω0 et D,
avec quatre cas possibles : (a) D = 0 (pas de terme proportionnel au carré du
champ de la cavité) : c’est le modèle de Dicke. Selon le théorème No-Go, cette
limite ne peut pas être obtenue en cavity QED avec des atomes couplés par
interaction dipolaire électrique (si l’on n’applique pas de champs dépendants
du temps). (b) 0 < D < Ω20/ωeg. Dans ce cas, la transition de phase quantique
superradiante est toujours possible mais avec un point critique quantique dé-
placé. Ce cas n’est pas accessible aux systèmes de cavity QED, mais peut être
obtenu avec des Boîtes à paires de Cooper en circuit QED. Dans la simulation,
D = 0.2 Ω20/ωeg . (c) D = Ω20/ωeg. Le point critique disparaît et ω− → 0 pour
Ω0 → + ∞. Cela correspond au modèle de Hopfield. Cette situation arrive en
cavity QED si le dipôle électrique de la transition prend toute la force d’os-
cillateur. (d) D > Ω20/ωeg : la fréquence ω− est finie même dans la limite de
couplage ultrafort.
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2.6 Le rôle de la topologie dans la violation de
la règle de somme TRK
2.6.1 La topologie 2pi périodique des Boîtes à Paires de
Cooper
D’où provient la différence entre les systèmes de cavity QED et de circuit
QED étudiés ? On pourrait se dire, puisque [δˆ, nˆ] = i, et puisque le couplage
capacitif 4EC(nˆ− nˆext)2 a la même forme quadratique que le couplage minimal
standard (p− Aˆ)2/(2m0), nous avons a priori tous les ingrédients algébriques
pour effectuer les mêmes démonstrations dans les deux cas. En fait, les fonc-
tions d’onde de la Boîte à paires de Cooper ont une topologie différente de celles
des atomes réels. Dans le cas des atomes réels, les fonctions d’onde des états
physiques doivent donc s’annuler aux bords du domaine où sont regroupés les
atomes dans la cavité : en effet, la probabilité qu’un électron d’un atome soit à
l’extérieur de la cavité est bien nulle. Et le commutateur entre l’opérateur de
position et l’opérateur d’impulsion est proportionnel à l’identité : [x, px] = i~.
A l’inverse, dans le cas de la Boîte à pair de Cooper, la charge est quantifiée et
les fonctions d’onde sont périodiques par rapport à δ, la différence de phase le
long de la jonction. Dans la représentation de phase, les fonctions d’onde des
états de la Boîte à paires de Cooper sont telles que ΨCPB(δ+ 2pi) = ΨCPB(δ).
Ce sont des superpositions linéaires des états de charge{|n〉}n∈Z dont les fonc-
tions d’onde sont Ψn(δ) = 1√2pie
inδ. En d’autres mots, il y a une topologie circu-
laire qui change les règles algébriques de l’espace de Hilbert dans lequel les états
physiques ‘vivent’. En particulier, le commutateur entre l’opérateur de phase
δˆ (analogue à la position) et l’opérateur de nombre de charges nˆ = −i ∂
∂δ
(ana-
logue à l’impulsion) n’est pas toujours proportionnel à l’identité. Par exemple,
dans l’équation ( 2.46), les deuxièmes et troisièmes lignes ne s’annulent plus
pour des fonctions d’ondes de la forme 1√
2pi
einδ, n ∈ Z . Or, c’est bien la règle
de somme TRK qui implique D ≥ Ω20/ωeg dans le cas des atomes réels. Dans
le cas des Boîtes à paires de Cooper, on a en fait montrer que si l’on prend
une grande énergie de charge EC , il est possible de fortement briser la règle de
somme : (D¯  Ω¯20/ωJ) et de permettre ainsi l’existence d’un point critique. En
fait la violation de la règle de somme TRK a déjà été étudiée dans le contexte
des rotateurs quantiques rigides [70] qui ont une topologie différente de celle
des atomes réels, mais similaire à la Boîte à paires de Cooper.
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2.6.2 Une chaîne de Fluxoniums couplés capacitivement
à un résonateur.
Pour voir l’influence de la topologie des fonctions d’onde des états ato-
miques, imaginons qu’à la place des Boîtes à paires de Cooper, nous utilisions
des Fluxoniums. L’équivalent de l’Hamiltonien (2.50) serait alors :
Hˆ = ~ωresaˆ†aˆ+
N∑
j=1
4EC(nˆj − nˆjext)2 +
EL
2
ϕˆ2j − EJ cos(ϕˆj −
2pi
Φ0
Φjext) (2.57)
où ϕˆ = 2pi
Φ0
φˆj est la variable quantique de flux réduit et φˆj le flux de branche
le long de l’inductance du jeme Fluxonium (voir chapitre 1 sur le RF SQUID).
EC l’énergie de charge est juste donnée par e2/(2CJ), avec CJ la capacité de la
jonction Josephson (supposée égale pour tous les Fluxoniums). Comme pour les
Boîtes à paires de Coopers, qui étaient réglées au sweet spot grâce à une tension
de charge Vg, utilisons un flux magnétique Φjext dans la boucle qui compose les
Fluxoniums afin qu’ils soient tous eux aussi au sweet spot : Φjext = Φ0/2 ∀j =
1..N . Nous n’avons d’ailleurs plus besoin de tension de porte Vg , et nˆjext est
juste donnée par la charge injectée par la tension quantique du résonateur :
nˆjext = CgVˆ /(2e) = (CgV/(2e))(aˆ + aˆ†), dont on suppose qu’elle est uniforme
sur tous les Fluxoniums, moyennant les mêmes hypothèses que plus haut. En
développant les carrés (nˆj − nˆjext)2 pour j = 1..N , on obtient une contribution
à l’énergie atomique 4EC nˆ2j , un terme de couplage −8EC nˆj.nˆext et un terme
diamagnétique 4EC nˆ2ext dont la somme sur tous les atomes donne exactement
le même terme Vˆ 2 que pour les Boîtes à paires de Coopers (voir Eq. 2.53).
Avce les paramètres usuels des Fluxoniums, EL  EC , EJ et EJ/EC ∼ 3,
chaque Fluxonium au point de dégénerescence se conduit à peu près comme
un système à deux niveaux (voir chapitre précédent), si bien que la somme des
Hamiltoniens atomiques s’écrit dans ce cas :
N∑
j=1
Hˆjat =
N∑
j=1
4EC(nˆj)
2 +
EL
2
ϕˆ2j + EJ cos(ϕˆj)
' ωF
2
N∑
j=1
(|e〉〈e|j − |g〉〈g|j). (2.58)
où ωF est la fréquence de transition atomique du Fluxonium, et où pour chaque
atome, les deux états |g〉 et |e〉 sont les combinaisons symétriques et anti-
symétriques des états de courants persistants |L〉 et |R〉. |L〉 a comme fonction
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d’onde la gaussienne au fond du puits de gauche, et |R〉 la gaussienne au
fonds du puits de droite. Comme le montre la figure 13 du chapitre précédent,
ces puits sont symétriques par rapport à ϕ = 0 et placés en ϕ = ±ϕ01 où
ϕ01 est une constante numérique proche de pi pour peu que EL  EJ , ce
que l’on a supposé. Alors on peut écrire |g〉 = (1/√2)(|L〉 + |R〉) et |e〉 =
(−i/√2)(|L〉 − |R〉), où l’on introduit une phase −i sur l’état |e〉 pour pouvoir
obtenir un Hamiltonien de couplage sous la même forme que celle étudiée
jusqu’ici. Ainsi, on a nˆj = (−i/(8EC))[ϕˆj, Hˆjat] ' −~ωFϕ01/(8EC)(|g〉〈e|j +
|e〉〈g|j) 17. L’Hamiltonien d’interaction s’écrit dans ce cas :
Hˆcoupl = ~
Ω¯0√
N
(aˆ+ aˆ†)(Jˆ+ + Jˆ−). (2.59)
où la fréquence de Rabi du vide Ω¯0 vaut ici :
Ω¯0 = ωFϕ01(
Cg
2e
)
√
NV . (2.60)
Or, cette fois-ci on peut utiliser la règle de somme sans craintes puisque les
fonctions d’onde des états |g〉 et |e〉 s’annulent en ϕ = ±∞. On trouve alors 18 :
ωFϕ
2
01 ≤ 4EC (2.61)
Ce qui implique
D ≥ Ω¯
2
0
ωF
. (2.62)
et l’impossibilité de la transition de phase quantique. Ce calcul montre donc
que si l’on part d’un Hamiltonien quadratique (voir Eq 2.50 et Eq (2.57),
la topologie des fonctions d’onde atomiques est ce qui permet ou empêche la
transition de phase quantique superradiante.
2.7 Mais que vaut le terme Aˆ2 ? Dérivation des
circuits quantiques équivalents
Dans les Hamiltoniens (2.50) et (2.57), nous nous sommes fondés sur la
forme quadratique du couplage capacitif qui fait concensus [15]. Or, nous avons
17. en se restreignant, comme précédemment aux deux niveaux |g〉 et |e〉, en utilisant
[ϕˆ, nˆ] = i et enfin, en écrivant que 〈g|ϕˆ|e〉 = iϕ01.
18. 1 = −i{∑|σ〉〈g|ϕˆ|σ〉〈σ|nˆ|g〉 − 〈g|nˆ|σ〉〈σ|ϕˆ|g〉} = 1/(4EC)∑|σ〉(ωσ − ωg)|〈g|ϕˆ|σ〉|2 ≥
1/(4EC)(ωF )ϕ
2
01
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Figure 2.9 – Schéma du système considéré : N Boîtes à paires de Cooper
couplées capacitivement à un résonateur par l’intermédiaire de capacités Cg.
Une tension continue Vg déplace le potentiel sur toute la ligne de transmission.
Les N Boîtes à paires de Cooper sont périodiquement espacées d’une longueur
a. On peut alors modéliser ce résonateur par une série deM mailles de longueur
a comprenant une capacité C = ac qui relie la ligne de transmission centrale à
la masse, et une inductance appartenant à la bande centrale L = al où l (resp.
c) est l’inductance (resp. la capacité) par unité de longueur. Les N Boîtes à
paires de Cooper s’étendent sur une largeur d′ = Na  d = Ma, où d est la
longueur totale du résonateur. On fait par ailleurs l’hypothèse simplificatrice
que a est suffisamment grand pour que C  Cg, CJ .
vu (voir par exemple note de bas de page n˚ 3 du chapitre précédent) que la
transformation de Legendre, quand elle était convenablement effectuée dans le
calcul de l’Hamiltonien du circuit, modifiait légèrement le terme quadratique
en tension. Ainsi, ne pourrions-nous pas effectuer une dérivation complète des
circuits électriques équivalents, en reprenant le protocole introduit au chapitre
précédent ? Le schéma électrique équivalent de la chaîne de Boîtes à paires de
Cooper couplées capacitivement à un résonateur est donné en figure 2.9. Nous
détaillons le calcul de l’Hamiltonien de ce circuit en Annexe. Il révèle que sous
les conditions évoquées dans la légende de la figure 2.9, le terme Aˆ2 est en
fait différent de celui qui émerge du terme de couplage utilisé jusqu’à présent
4EC(nˆ − nˆext)2. Heureusement, pour les Boîtes à paires de Cooper, dans la
limite où l’énergie Josephson EJ est petite devant l’énergie de charge EC , qui
est la limite de validité de l’approximation des systèmes à deux niveaux, le
terme Aˆ2 tend vers 0 dans les deux calculs, ne remettant pas en cause nos
conclusions précédentes.
En revanche, pour le circuit équivalent à la chaîne de Fluxoniums couplés
capacitivement, le calcul de l’Hamiltonien (aussi effectué en Annexe) aboutit
à une différence qualitative importante avec la dérivation de la section 2.6.2 :
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Figure 2.10 – Schéma du système considéré : N Fluxoniums couplés capaci-
tivement à un résonateur. La distance inter-atomique est suffisamment grande
pour que C  Cg, CJ où C = ac est la capacité du résonateur dans chaque
maille. Par ailleurs, on fait l’hypothèse que la longueur sur laquelle s’étend la
chaîne de N Fluxoniums est très faible devant la longueur du résonateur, afin
de négliger les variations spatiales du mode de tension du champ auquel les
Fluxoniums sont couplés.
il rendrait la transition de phase quantique superradiante ...possible !
2.8 Discussion
Nous avons prouvé que la transition de phase quantique superradiante ne
pouvait pas être observée avec des atomes réels couplés par interaction dipo-
laire électrique au champ du vide d’une cavité, sans pompe laser habillant le
système ni interaction directe atome-atome. La preuve établie, fondée sur la
règle de somme TRK, ne s’applique pas à l’Hamiltonien quadratique standard
[15] d’une chaîne de Boites à paires de Cooper couplées capacitivement à un
résonateur. Car en dépit des similitudes formelles, la topologie 2pi périodique
des fonctions d’onde des Boîtes à paires de Cooper permet de briser cette règle
de somme. Partant de la même forme quadratique du couplage capacitif, on
a vu qu’une chaîne de Fluxoniums, dont la topologie des fonctions d’onde est
analogue à celle des atomes réels (nullité aux bords), se heurterait aussi au
théorème no-go. Nous avons enfin comparé ces conclusions à celles issues d’un
calcul complet de l’Hamiltonien de circuit équivalent. Ce calcul révèle alors que
le terme Aˆ2 est surestimé lorsque l’on part de la forme quadratique effective
4EC(nˆ− nˆext)2, et que la transition de phase quantique superradiante serait en
fait possible aussi avec des Fluxoniums. Malheureusement, pour les couplages
explorés jusqu’à présent (inférieurs à 3% de la fréquence de transition pour le
couplage capacitif), le terme quadratique du champ était trop petit pour pou-
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voir permettre d’invalider la deuxième forme au profit de la première. Dans
le cas des Boîtes à paires de Cooper, les résultats convergent vers la même
conclusion et prédisent que la transition de phase est possible. Si la topolo-
gie des fonctions d’onde n’est pas en cause, qu’est-ce qui rendrait possible en
circuit QED, ce qui est impossible en cavity QED? Plusieurs réponses sont
possibles. Tout d’abord, nous devons bien voir que dans les deux cas de circuit
QED (boîtes à paires de Cooper et Fluxoniums), les charges impliquées dans
la transition électrique excitée par la tension quantique Vˆ du résonateur, se
déplacent au travers de la jonction Josephson. Elles vont de la bande électri-
quement à la masse (Vˆ = 0), qui est un réservoir d’électrons, jusqu’à la bande
centrale, où le champ de la cavité est non nul. Ainsi, le système en circuit QED
est localement ouvert contrairement au système de cavity QED ! Ceci pourrait
être une première explication. Une autre explication pourrait provenir sim-
plement du fait que les variables quantiques des circuits sont des variables
macroscopiques, et en particulier ce que nous appelons photons dans les ré-
sonateurs sont des excitations collectives déjà habillées et qu’il n’y a aucune
raison qu’elles soient soumises aux mêmes contraintes que les photons du vide
d’une cavité. Très récemment, des auteurs [71] ont remis en question la descrip-
tion standard de la circuit QED dans le régime de couplage ultrafort et dans
la limite d’un grand nombre de Boîtes à paires de Cooper. Néanmoins, nous
pensons [72] que leur travail est une conjecture qui n’est pas démontrée. Dans
tous les cas, l’étude expérimentale des systèmes étudiés dans ce chapitre aurait
un grand intérêt non seulement pour mettre en évidence le point critique du
modèle de Dicke, mais aussi pour vérifier la solidité des fondements théoriques
de la description standard [15] des Hamiltoniens de circuits quantiques.
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Couplage inductif d’une chaîne de
Fluxoniums à un résonateur
supraconducteur
Dans ce chapitre, nous proposons un autre circuit où l’on pourrait ob-
server la transition de phase quantique superradiante. Les atomes artificiels
de ce système sont couplés inductivement au résonateur, ce qui permet non
seulement de s’affranchir des contraintes du terme diamagnétique (analogue
au terme Aˆ2), mais aussi d’atteindre une très grande amplitude de couplage
lumière-matière par atome. Nous calculons alors le spectre du système de taille
finie, avec un ou plusieurs modes bosoniques, et un couplage uniforme ou si-
nusoïdal. La dégénérescence dans le cas d’un petit nombre d’atomes est levée
et nous prouvons que l’écart entre les deux premiers niveaux décroît comme
exp{−β(N)g2} où g est le couplage par atome et β(N) est une fonction qua-
dratique de N . Nous calculons aussi la forme des deux vides du sous-espace
fondamental quasi-dégénéré. Nous établissons au passage une correspondance
entre ces deux vides et ceux du modèle de Lipkin. Nous montrons enfin que la
quasi-dégénérescence est protégée de certains types de fluctuations locales.
Ce chapitre reprend les résultats publiés dans l’article [73].
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Chapitre 3. Couplage inductif d’une chaîne de Fluxoniums à un
résonateur supraconducteur
3.1 Chaîne de Fluxoniums couplés inductivement
à un résonateur distribué
Un schéma électrique du système proposé est donné dans la figure 3.1 :
il s’agit d’une chaîne de N atomes artificiels à deux niveaux, identiques et
intégrés à une ligne de transmission résonante. Chaque atome artificiel est un
‘Fluxonium’ [33], composé d’une jonction Josephson, d’inductances et soumis
à un champ magnétique Φext traversant sa boucle. Nous avons vu à la section
1.4.2 qu’il existait un régime de paramètres dans lequel l’approximation à deux
niveaux était excellente. Nous proposons ici de coupler chaque Fluxonium au
résonateur de manière inductive, car l’on sait qu’un tel couplage est susceptible
de produire une très grande interaction lumière-matière [46] (voir section 1.6.2).
Grâce à deux inductances réglables in-situ, L1 et L2, on construit un diviseur
d’intensité qui permettra de dévier plus ou moins de courant du résonateur
vers l’atome, et de créer une modulation du couplage lumière-matière.
Par ailleurs, les Fluxoniums sont régulièrement espacés (a : distance inter-
atomique) et placés d’un bout à l’autre du résonateur dont la longueur d est
égale à Na. Comme au chapitre précédent, le résonateur peut alors être modé-
lisé par une série de mailles comprenant chacune une capacité Cr = acr reliant
la bande centrale à la masse et une inductance Lr = alr le long de la bande
centrale, où cr (resp. lr) est la capacitance (resp. l’inductance) par unités de
longueur du résonateur. L’indice r désigne le résonateur, et a été introduit par
souci de clarté car il y aura dans ce modèle un peu plus de variables que dans
les précédents. On commence par établir le set de flux de branches indépen-
dants en fonction duquel nous écrirons le Lagrangien du système. Choisissons
d’abord les N + 1 flux de branches φnr , n = 0...N le long des capacités Cr
de chaque maille du résonateur. Puis, dans chaque Fluxonium (en bleu dans
la figure 3.1), prenons le flux φJ aux bornes de la capacité en parallèle de la
jonction, ce qui rajoute N autres flux de branches φjJ , pour j = 1...N (l’indice
j désignant le site de chaque Fluxonium). Il est par ailleurs commode d’intro-
duire un flux φjx entre les points A et B (voir figure 3.1) dans chaque maille
(j = 1...N). Comme la somme algébrique des courants passant par chaque
inductance s’annule au point A (loi des noeuds), on peut réexprimer ce flux en
fonction des autres flux de branches dans la maille j :
φjx
L1
+
(φjx − φjJ)
L2
=
(φj−1r − φjr)− φjx
Lr
,
ce qui donne :
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Figure 3.1 – Chaîne de N atomes artificiels Josephson (F pour Fluxonium
[33] en bleu) inductivement [46] couplés à un résonateur distribué. Le couplage
s’effectue via un diviseur de courant fait de deux inductances réglables L1 et L2,
ce qui permet une modulation locale de l’interaction lumière-matière. Lorsque
le flux magnétique extérieur Φext vaut un demi-quantum de flux (Φext = Φ0/2),
le potentiel du Fluxonium adopte une structure en double-puits avec deux
états |0〉 et |1〉 qui sont les combinaisons symétriques et anti-symétriques des
états de courants persistants localisés dans chaque puits (fonctions d’onde en
rouge pour |0〉 et en bleu pour |1〉). Lorsque l’énergie Josephson EJ est grande
devant ECJ et ELJ (ici EJ/ECJ = 3, EJ/ELJ = 20), l’écart énergétique entre
le troisième niveau (en vert) et le deuxième est très supérieur au splitting entre
|0〉 et |1〉 qui est noté ~ωF . Ces systèmes à deux niveaux, régulièrement espacés
( a : distance inter-atomique) sont placés d’un bout à l’autre du résonateur
dont la longueur d est égale à Na. Le résonateur est alors modélisé par une
série de mailles comprenant chacune une capacité Cr = acr et une inductance
Lr = alr , où cr (resp. lr) est la capacitance (resp. l’inductance) par unités de
longueur du résonateur.
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φjx =
L1L2
L1L2 + L1Lr + LrL2
(φj−1r − φjr) +
L1Lr
L1L2 + L1Lr + LrL2
φjJ . (3.1)
On peut alors écrire le Lagrangien du système en fonction des 2N + 1 flux
de branches φ0r, φ1r, ..., φNr , φ1J , φ2J , ..., φNJ :
L = Cr
2
(φ˙0r)
2 +
N∑
j=1
{Cr
2
(φ˙jr)
2 − (φ
j
r − φj−1r − φjx)2
2Lr
+
CJ
2
(φ˙jJ)
2
−(φ
j
x)
2
2L1
− (φ
j
x − φjJ)2
2L2
+ EJ cos(
2pi
Φ0
[φjJ + Φ
j
ext])
}
(3.2)
où Φjext est le flux magnétique traversant la boucle du jeme Fluxonium et où
φjx est une superposition linéaire des champs φj−1r , φjr et φ
j
J , définie de façon
explicite dans la formule 3.1, et utilisée sous cette forme pour allèger l’écriture
du Lagrangien précédent. En prenant un champ magnétique extérieur identique
pour tous les Fluxoniums et égal à un demi quantum de flux magnétique
élémentaire Φjext = Φ02 = pi
~
2e
∀j = 1...N , en effectuant la transformation
de Legendre, et la quantification des variables conjuguées, on peut mettre
l’Hamiltonien du système sous la forme Hˆ = Hˆres + HˆF + Hˆcoupl. Chacun de
ces Hamiltoniens est alors défini comme :
Hˆres =
N∑
j=1
4ECr(Nˆr
j
)2 + ELr
(ϕˆjr − ϕˆj−1r )2
2
,
HˆF =
N∑
j=1
4ECJ (Nˆ
j
J)
2 + ELJ
(ϕˆjJ)
2
2
+ EJ cos(ϕˆ
j
J) ,
Hˆcoupl =
N∑
j=1
G(ϕˆjr − ϕˆj−1r )ϕˆjJ , (3.3)
où les opérateurs Nˆr
j
et NˆJ
j
sont les nombres de charges des capacités du
résonateur et des Fluxoniums et où nous avons introduit les variables réduites
de flux ϕjr =
2e
~ φˆ
j
r et ϕ
j
J =
2e
~ φˆ
j
J . Les énergies de charge sont ECr =
e2
2Cr
et
ECJ =
e2
2CJ
et les énergies inductives ELr = ( ~2e)
2 L1+L2
L1Lr +L1L2 +L2Lr
, ELJ =
( ~
2e
)2( L1+Lr
L1Lr +L1L2 +L2Lr
) . L’amplitude de la constante de couplage dépend du
rapport L1/L2 :
G = (
~
2e
)2
L1
L1Lr + L1L2 + L2Lr
. (3.4)
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L’Hamiltonien Hˆres décrit l’énergie du résonateur avec une inductance par
unités de longueur renormalisée l˜r = lr
L1 +L2+
L2L1
alr
L1+L2
, qui prend en compte l’in-
ductance rajoutée par chaque Fluxonium. Comme dans le chapitre précédent,
nous pourrions faire l’hypothèse selon laquelle les Fluxoniums sont suffisament
éloignés pour que Lr = alr  L1, L2, ce qui impliquerait en particulier l˜r ' lr.
En reprenant le traitement fait dans le chapitre 1 (section 6), le champ
de flux du résonateur est φˆ(x) = i
∑
k ≥1
1
ωk
√
~ωk
2cr
fk(x) (aˆk − aˆ†k) où a†k est
l’opérateur de création d’un mode photonique d’énergie ~ωk = kpiad
√
8ECrELr .
Le profil spatial du keme mode est fk(x) =
√
2/d sin(kpix
d
) pour k impair, et
fk(x) =
√
2/d cos(kpix
d
) pour k pair. Les flux en chaque site sont alors simple-
ment donnés par φˆjr = φˆ(xj).
L’Hamiltonien HˆF décrit la somme des énergies des atomes. Comme nous
avons réglé le flux magnétique extérieur à un demi quantum de flux , le po-
tentiel de chaque atome adopte une structure en double-puits par rapport à
la variable réduite de flux ϕJ , comme le montre la figure 3.1. Ces puits sont
symétriques par rapport à ϕJ = 0 et placés en ϕJ = ±ϕ01 où ϕ01 est une
constante numérique. On sait que les paramètres typiques du Fluxonium sont
tels que EJ  ELJ , ECJ , ce qui entraîne une grande anharmonicité de son
spectre et rend la constante ϕ01 proche de pi. Appelons |0〉j et |1〉j les deux
premiers états propres du jeme Fluxonium. Comme nous l’avons déjà vu, ils
sont les combinaisons symétriques et antisymétriques des états de courants per-
sistants opposés : |0〉j = (1/
√
2)(|L〉j + |R〉j) et |1〉j = (1/
√
2)(|L〉j − |R〉j)
où |L〉j a comme fonction d’onde la gaussienne au fond du puits de gauche
, et |R〉j la gaussienne au fonds du puits de droite (pour le Fluxonium d’un
site j donné). Introduisons σˆ+,j = |1〉〈0|j et σˆ−,j = σˆ†+,j = |0〉〈1|j ainsi que
les matrices de Pauli 1 σˆx,j = (1/2){σˆ†+,j + σˆ+,j} , σˆy,j = (i/2){σˆ†+,j − σˆ+,j} et
σˆz,j = σˆ+,jσˆ
†
+,j − 1/2. Laissant de côté un terme constant, nous avons alors
HˆF '
∑
j ~ωF σˆz,j, où ~ωF est l’écart énergétique entre les niveaux |0〉 et |1〉
(supposé dans un premier temps identique pour tous les atomes). Par ailleurs,
en faisant l’approximation à deux niveaux, on peut exprimer le flux ϕˆjJ de la
manière suivante :
ϕˆjJ ' 〈0|ϕˆjJ |1〉(σˆ+,j + σˆ†+,j) = −2ϕ01σˆx,j. (3.5)
1. Il y a plusieurs conventions possibles qui se distinguent par la présence ou l’absence
du facteur (1/2).
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3.2 Modèle utilisé
Le système total peut alors être décrit par l’Hamiltonien suivant :
Hˆ/~ '
Nm∑
k=1
ωkaˆ
†
kaˆk +
N∑
j=1
ωF σˆz,j +
Nm∑
k=1
N∑
j=1
iΩjk(aˆk − aˆ†k)(σˆ+,j + σˆ†+,j). (3.6)
Les constantes de couplage local lumière-matière sont telles que :
Ωjk =
4eG
~
ϕ01 sin(
kpia
2d
)
1
ωk
√
~ωk
dcr
∆fk(xj) (3.7)
où nous avons utilisé que fk(xj)−fk(xj−1) = −2 sin(kpia2d )∆fk(xj) avec ∆fk(xj) =
− cos(kpi(−N+12 +j)
d
a) pour k impair , et ∆fk(xj) = sin(
kpi(−N+1
2
+j)
d
a) pour k pair.
Nm est le nombre de modes bosoniques inclus dans le modèle. Sans approxi-
mation, Nm = +∞, mais dans la suite, on négligera les modes bosoniques
correspondant à des nombres d’onde k > N car ils sont très hors résonance si
l’on choisit d’imposer la condition ωF = ωk=1.
Le modèle précédent est une forme plus générale du modèle de Dicke. La
présence de Nm modes bosoniques couplés aux systèmes à deux niveaux par
l’intermédiaire de constantes de couplage non uniformes Ωjk ne permet pas le
traitement du chapitre précédent. En particulier, il n’est pas possible d’utili-
ser la transformation d’Holstein-Primakoff [56] qui reposait sur l’introduction
d’opérateurs de moments cinétiques collectifs qui étaient égaux à des sommes
uniformes d’opérateurs de spin 1/2. Certains auteurs [74, 75] ont pu étudier
le cas d’un couplage non uniforme avec un seul mode de champ bosonique en
divisant l’ensemble des atomes en sous-groupes de systèmes à deux niveaux
subissant un couplage au champ à peu près constant. Moyennant quelques ap-
proximations, les résultats obtenus reprennent les caractéristiques principales
du modèle de Dicke standard avec la présence d’un point critique quantique qui
sépare la phase normale de la phase superradiante. Ils en concluent une certaine
universalité de ce modèle. De même, d’autres auteurs ont résolu exactement
le modèle de Dicke multimode, dans lequel une chaîne d’atomes identiques est
couplée de manière uniforme à Nm modes bosoniques [76]. La transformation
d’Holstein-Primakoff pour les opérateurs atomiques collectifs conduit alors à
des développements très analogues à ceux exposés dans le chapitre 2. Malheu-
reusement, notre modèle est à la fois multimode et non-uniforme : il combine
donc les difficultés.
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Un premier traitement possible consiste à introduire les opérateurs collectifs
bˆ†k =
√
2
N
∑N
j=1 ∆fk(xj)σˆ+,j pour 1 ≤ k ≤ N − 1, et bˆ†N =
√
1
N
∑N
j=1(−1)jσˆ+,j.
On peut écrire une telle relation matriciellement :
bˆk=1
bˆk=2
...
bˆk=j
...
bˆk=N

= M

σˆ+,1
σˆ+,2
...
σˆ+,j
...
σˆ+,N

(3.8)
où M , est une matrice N ×N dont les coefficients sont ∀j = 1..N :
M(k, j) =
√
2
N
∆fk(xj) ∀ k ∈ {1...N − 1} (3.9)
M(N, j) =
1√
N
(−1)j (3.10)
Les opérateurs collectifs bˆ†k pour k ∈ {1...N} reprennent les mêmes profils
spatiaux que les ondes stationnaires de courant dans le résonateur. On trace
ces profils pour k = 1, 2 et 3 en figure 3.2.
Figure 3.2 – Profils spatiaux ∆fk(x) des modes électroniques collectifs bˆ†k =√
2
N
∑N
j=1 ∆fk(xj)σˆ+,j. En rouge, premier mode ∆f1(x), en bleu : deuxième
mode ∆f2(x) et en vert, troisième mode ∆f3(x). Ces profils correspondent aussi
aux ondes stationnaires de courant quantique du résonateur. Les Fluxoniums
le ressentent avec une amplitude qui dépend des sites où ils se trouvent : le
couplage lumière-matière local est tel que Ωjk = Ωk
√
2
N
∆fk(xj).
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La matrice M est orthogonale :MMT = IN . On obtient alors que ces modes
collectifs sont approximativement bosoniques pour peu que les états excités ne
soient pas macroscopiquement occupés :
[bˆk, bˆ
†
k′ ] = δk,k′ −
2
N
N∑
j=1
|1〉j〈1|j∆fk(xj)∆fk′(xj) ' δk,k′ . (3.11)
Si l’on s’appuie sur ce que l’on sait du chapitre précédent, on peut s’attendre à
ce que cette approximation soit exacte dans la limite thermodynamique pour
une phase correspondant à des faibles couplages lumière-matières. Par ailleurs,
sans aucune approximation, on a aussi HˆF =
∑N
k=1 ~ωF bˆ
†
kbˆk−N/2. On obtient
alors un Hamiltonien effectif somme d’Hamiltoniens indépendants :
Hˆ '
N∑
k=1
Hˆk, (3.12)
où
Hˆk/~ = ωkaˆ†kaˆk + ωF bˆ†kbˆk + iΩk(aˆk − aˆ†k)(bˆ†k + bˆk) (3.13)
La fréquence de Rabi collective est alors pour 1 ≤ k ≤ N − 1 :
~Ωk = G
4e
~
ϕ01 sin(
kpia
2d
)
1
ωk
√
~ωkN
2dcr
. (3.14)
( et pour k = N , ~ΩN = G4e~
ϕ01
ωN
√
~ωNN
dcr
).
Chaque mode k du résonateur est couplé à un mode collectif électronique
de même profil spatial. Comme les sous-espaces correspondant aux vecteurs
d’onde k sont indépendants les uns des autres, les états propres de Hˆ '∑N
k=1 Hˆk sont simplement les produits des états propres de Hˆk pour 1 ≤
k ≤ N . Pour les déterminer, ainsi que pour déterminer les excitations collec-
tives dans la limite thermodynamique, on diagonalise les matrices de Hopfield-
Bogoliubov :
Mk =

ωk iΩk 0 −iΩk
−iΩk ωF −iΩk 0
0 −iΩk −ωk iΩk
−iΩk 0 −iΩk −ωF
 . (3.15)
Comme nous l’ avons vu dans le chapitre précédent, une propriété cru-
ciale est donnée par le déterminant Det(Mk) = ωkωF (ωkωF − 4Ω2k), qui s’an-
nule quand la fréquence de Rabi du vide atteint la valeur critique : Ωck =
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√
ωkωF
2
. En un tel point, la branche polaritonique basse du sous-espace de
nombre d’onde k s’annule. Physiquement, les couplages Ωk seront modulés
via la constante G (voir formule 3.14) et l’on peut se demander pour quel
nombre d’onde k, le point critique sera atteint en premier. Comme Ωk/Ωck ∝
sin(kpi/(2N))/(kpi/(2N)) est une fonction décroissante de k, c’est le sous-
espace correspondant à k = 1 qui subira la transition de phase quantique
en premier. Bien-sûr, dès que Ωk=1 > Ωck=1, les autres sous-espaces (k > 1) ont
des chances d’être aussi affectés car les modes électroniques collectifs doivent
être reliés par des relations d’orthognalité (voir l’Eq. (3.9)). Evaluons alors le
couplage normalisé pour le premier mode Ωk=1/ωF , à résonance (ωF = ωk=1) :
Ωk=1
ωF
=
Ωk=1
ωk=1
= g
√
N =
√
Zvac
2Zrα
µνχ
√
N ∼ 5.7χ
√
N , (3.16)
où ν = 1
4pi
ϕ01 ∼ 14 pour EJELJ  1 et µ =
sin(pia
2d
)
pia
2d
. Pour a
d
→ 0+, on a µ ∼ 1.
De plus, Zvac
2α
= h
e2
= Rk ∼ 25.8kΩ est l’impédance quantique (voir chapitre
1), tandis que Zr =
√
Lr
Cr
= 50Ω est l’impédance du résonateur nu. Enfin,
le facteur de branchement χ = ( Lr
L1Lr+L1L2+L2Lr
)
1
4
L1
(L1+L2)
3
4
est le paramètre de
contrôle permettant de régler Ωk=1
ωk=1
. Lorsque les Fluxoniums sont suffisament
éloignés pour que Lr = alr  L1, L2, on a χ ' L1/(L1 + L2), et ainsi χ ' 0
lorsque L1  L2 et χ ' 1 quand L1L2  1. Au passage, on a introduit le couplage
adimensionné par atome g dont on voit qu’il peut atteindre 5.7 à résonance,
ce qui est énorme 2. On peut alors penser qu’il n’est pas nécessaire d’atteindre
la limite thermodynamique pour oberserver une certaine criticalité du système
pour des couplages g élevés. Par ailleurs, l’étude des effets de taille finie pour
un petit nombre d’atomes et de grands couplages lumière-matière, en plus de
correspondre à un régime physiquement accessible, offrirait la possibilité de
décrire un modèle difficile à étudier dans la limite thermodynamique car à la
fois multimode et non uniforme, il est rétif aux traitements standards.
3.3 Effets de taille finie
3.3.1 Résultats numériques
2. à comparer par exemple aux 12% atteints récemment [18]. Notons également que dans
l’article théorique [46], g atteint 20 pour un transmon couplé inductivement
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Figure 3.3 – Trente premières énergies propres en fonction de la fréquence de
Rabi du vide normalisée Ωk=1/ωk=1 pour N = 5 Fluxoniums, et Nm = 3 modes
du résonateur (à résonance ωF = ωk=1) . L’Hamiltonien ( 3.6) a été diagonalisé
exactement sur la base des états produits tensoriels d’états de Fock à 3 modes (
avec un cut-off supérieur pour chaque mode) et des états de spins 1/2. En haut,
à droite : la différence entre les énergies propres des états excités et l’énergie
du fondamental est tracée. En bas, à gauche : l’écart énergétique normalisé
δ/ωF entre les deux premiers niveaux est tracé en échelle logarithmique : le
changement soudain de pente se produit en un couplage légèrement supérieur
au couplage critique de la limite thermodynamique (qui vaut, rappelons-le, 0.5
fois la fréquence de transition à résonance). Nous calculons dans la suite de ce
chapitre, la loi de décroissance exponentielle de δ. Dans la limite Ωk=1/ωk=1 →
+∞, le sous-espace fondamental est deux fois dégénéré. Nous calculerons aussi
la forme des deux vides correspondants.
On a diagonalisé numériquement l’Hamiltonien ( 3.6) avec un nombre fini
d’atomes et de modes du résonateur. Comme le montre la figure 3.3, lorsque le
couplage lumière-matière augmente , l’énergie du premier état excité converge
vers celle du fondamental. L’écart énergétique correspondant (noté δ) décroît
exponentiellement avec le couplage. Ainsi, un vide deux fois dégénéré est ob-
tenu dans la limite de couplage ultrafort : Ωk=1/ωk=1 → +∞, pour un nombre
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fini d’atomes. On calcule analytiquement et numériquement ci-dessous les états
propres du système, ainsi que la loi de décroissance du splitting δ pour un
nombre quelconque d’atomes, de modes, et pour le cas de couplages locaux
Ωjk = Ωk
√
2/N∆f˜k(xj) ayant un profil sinusoïdal (avec ∆f˜k = ∆fk que l’on a
définis plus haut et tracés dans la figure 3.2) ou plat (∆f˜k(xj) =
√
1/2 ∀j).
3.3.2 Approche analytique
L’approche qui suit est développée dans le matériel supplémentaire corres-
pondant à l’article [73].
Considérons la limite de couplage ultrafort (Ωk=1
ωk=1
→ +∞), avec un nombre
Nm de modes bosoniques et un nombre N de systèmes à deux niveaux. Le
traitement suivant est général et peut-être fait pour n’importe quel type de
profil ∆f˜k(x). Dans le régime de couplage ultrafort, l’Hamiltonien atomique
HˆF peut être traité comme une perturbation de l’Hamiltonien Hˆres + Hˆcoupl,
car il est strictement borné lorsque N est fini, contrairement à Hˆres + Hˆcoupl
dont certaines valeurs propres tendent à diverger lorsque Ωk=1
ωk=1
→ +∞. Il est
alors commode d’ utiliser pour chaque pseudospin la base des états {|−〉, |+〉}j
qui sont les états propres de σˆx,j. On réécrit l’Hamiltonien sous la forme :
Hˆres + Hˆcoupl =
Nm∑
k=1
~ωka†kak
+
Nm∑
k=1
N∑
j=1
i~Ωk
√
2
N
∆f˜k(xj)(ak − a†k)(|+〉〈+|j − |−〉〈−|j).
(3.17)
Un tel Hamiltonien est exactement et complètement diagonalisable. Introdui-
sons le sous-espace FSζ généré par les états Πj|Sζj〉 ⊗ |Ψres〉 où les symboles
Sζj ∈ {−,+} décrivent une configuration Sζ de la chaîne de pseudospins , tan-
dis que |Ψres〉 décrit l’ensemble des états photoniques à Nm modes. Puisqu’il
y a N systèmes à deux niveaux, nous aurons 2N sous-espaces FSζ : un par
configuration de pseudo-spins.
Il est clair qu’en appliquant Hˆres + Hˆcoupling sur un état |ψ〉 ∈ FSζ , l’on
reste dans le même sous-espace (i.e., Hˆres+Hˆcoupling conserve les configurations
de pseudospins). Maintenant, pour une configuration donnée Sζ de la chaîne,
on peut définir les fonctions ψSζk =
∑
j
√
2
N
∆f˜k(xj)µSζ(j) où µSζ(j) = 1 si
|Sζj〉 = |+〉j et où µSζ(j) = −1 si |Sζj〉 = |−〉j . Cela permet de réécrire
te
l-0
07
61
05
5,
 v
er
sio
n 
1 
- 5
 D
ec
 2
01
2
102
Chapitre 3. Couplage inductif d’une chaîne de Fluxoniums à un
résonateur supraconducteur
l’Hamiltonien sur le sous-espace (FSζ) :
Hˆ
Sζ
res + Hˆ
Sζ
coupling =
Nm∑
k=1
(~ωka†kak + i~Ωk(ak − a†k)ψSζk )
=
Nm∑
k=1
(~ωk(a†k + i
Ωk
ωk
ψ
Sζ
k )(ak − i
Ωk
ωk
ψ
Sζ
k )− ~
Ω2k
ωk
(ψ
Sζ
k )
2).
(3.18)
Si l’on utilise alors les opérateurs bosoniques shiftés a˜Sζk = ak − iΩkωkψ
Sζ
k , l’Ha-
miltonien devient :
HˆSζ/~ =
Nm∑
k=1
ωk(a˜
Sζ
k )
†a˜Sζk −
Ω2k
ωk
(ψ
Sζ
k )
2. (3.19)
L’état fondamental de l’Hamiltonien restreint à ce sous-espace est |GSζ〉 : il a
une énergie EGSζ = −
∑Nm
k=1 ~
Ω2k
ωk
(ψ
Sζ
k )
2 . De plus, il doit vérifier :
a˜
Sζ
k |GSζ〉 = 0 ∀k ≤ Nm, (3.20)
ce qui implique qu’il est un état cohérent pour la partie photonique :
|GSζ〉 = Πj|Sζj〉 ⊗ Πke−
(
Ωk
ωk
ψ
Sζ
k
)2
2 e
(i
Ωk
ωk
ψ
Sζ
k a
†
k)|0〉k. (3.21)
Pour trouver le fondamental de Hˆres+Hˆcoupl sur l’espace de Hilbert complet,
on doit déterminer la configuration de pseudo-spins qui minimise :
EGSζ = −
Nm∑
k=1
~
Ω2k
ωk
(ψ
Sζ
k )
2 = −2~ωk=1
N
∑
j,j′
µSζ(j)Q(j, j
′)µSζ(j
′), (3.22)
où l’on appelle Q la forme quadratique :
Q(j, j′) =
Nm∑
k=1
∆f˜k(xj)[
Ω2k
ωk=1ωk
]∆f˜k(x
′
j). (3.23)
Pour un nombre donné Nm de modes , des profils spatiaux ∆fk(x) et des posi-
tions (xj)j=1...N , on calcule la forme Q (matrice N×N) et l’on détermine parmi
les 2N configurations Sζ , celles qui minimisent −
∑
j,j′ µSζ(j)Q(j, j
′)µSζ(j
′).
En fait, il est facile de voir qu’il y a une dégénérescence double du spectre
car à toute configuration Sζ correspond une configuration Sζ′ (pour laquelle
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µSζ′ (j) = −µSζ(j) ∀j) qui aura la même énergie. Dans le cas d’un unique
mode plat avec couplage uniforme, Q(j, j′) est une constante pour tout j, j′ si
bien que les configurations de pseudospins Sζ doivent minimiser−(
∑N
j µSζ(j))
2.
Ce sont alors les deux configurations ferromagnétiques S± qui vérifient µS+(j) =
1 ∀j et µS−(j) = −1∀j. On montre un schéma du spectre de Hˆres + Hˆcoupling
dans ce cas en figure 3.4. De même, on peut prouver 3 que dans le cas décrit
dans la section précédente, c’est-à-dire avec Nm = N modes bosoniques, des
profils spatiaux sinusoïdaux ∆f˜k = ∆fk, et des positions xj régulièrement es-
pacées entre −d/2 et d/2, ce sont aussi les deux configurations S± qui ont
l’énergie la plus basse. Biensûr, la difficulté que l’on va rencontrer maintenant
est de savoir comment HˆF lève la dégénérescence du spectre de Hˆres+Hˆcoupling.
3.3.3 La levée de dégénérescence
La première chose à laquelle on peut penser consiste à regarder l’effet de HˆF
sur l’espace vectoriel engendré par les 2N états |GSζ〉 correspondant à toutes les
configurations Sζ . On néglige ainsi tous les états Πk(1/
√
qk!)[(a˜
Sζ
k )
†]qk |GSζ〉 où
parmi les entiers qk pour k = 1...Nm , il y en a au moins un qui est supérieur ou
égal à un (voir figure 3.4 : ce sont les niveaux en noir). Maintenant, appellons
W la matrice 2N × 2N de HˆF + Hˆres + Hˆcoupling sur la base des états {|GSζ〉}.
Il est alors facile de voir que W est aussi la matrice de l’ Hamiltonien Hˆspins
qui décrirait une chaîne de N spins 1/2 sans mode bosonique et intéragissant
selon :
Hˆspins
~
= −8ωk=1
N
∑
j,j′
σˆx,jQ(j, j
′)σˆx,j′ + ωF
∑
j
e
− 1
N
{∑Nmk=1 2Ωkωk ∆f˜k(xj)}2σˆz,j, (3.24)
où l’on a simplement utilisé le fait que HˆF ne couple entre eux que des états
|GSζ〉 dont les configurations de spins sont égales partout sauf en un site.
L’élément de matrice correspondant est alors proportionnel au recouvrement de
deux états cohérents. Hˆspins est une sorte d’Hamiltonien d’Ising 1D transverse
non uniforme avec interaction à longue portée. On va commencer par considérer
cet Hamiltonien dans le cas le plus simple : un seul mode bosonique et un
couplage uniforme (modèle de Dicke standard).
3. Par exemple numériquement, jusqu’à un nombre très élevé d’atomes N .
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Figure 3.4 – Schéma des niveaux d’énergie de l’Hamiltonien Hˆres + Hˆcoupling
dans le cas monomode uniforme (modèle de Dicke standard) pour N = 11
systèmes à deux niveaux. Les niveaux d’énergie se classent par configurations
de spins Sζ . Ils dépendent de la valeur d’expectation de Jˆx =
∑N
j=1 σˆ
j
x sur Sζ
qui est égale à m où −N/2 ≤ m ≤ N/2. Les niveaux des fondamentaux |GSζ〉
des sous-espaces FSζ sont en rouge. Pour une configuration donnée de spins Sζ ,
les niveaux (en noir) des états excités (1/
√
q!)[(a˜Sζ)†]q|GSζ〉 (pour q = 1, 2...∞)
sont séparés par une énergie ω. Tout le spectre est deux fois dégénéré. Pour
calculer la forme des vides quasi-dégénérés du modèle de Dicke en présence de
l’Hamiltonien atomique HˆF , une première stratégie (développée dans le texte)
consiste à négliger les états excités (en noir). On aboutit alors à un modèle
proche du modèle LMG (voir Hamiltonien (3.25)).
Le cas monomode uniforme.
Il est facile de se convaincre qu’un tel modèle peut être obtenu dans le
cas où les N Fluxoniums sont regroupés au centre du résonateur, sur une
largeur Na beaucoup plus faible que la longueur du résonateur d : Na d (a
étant toujours la distance inter-atomique). On peut alors négliger les variations
spatiales du premier mode de courant, et négliger les modes de nombre d’onde
k ≥ 2 : les modes pairs présentent un noeud au centre (voir figure 3.2) et les
modes impairs de nombre d’onde k ≥ 3 seront hors résonance. Dans le cas
du modèle de Dicke standard, on a = ∆f˜k(xj) =
√
1/2 ∀j et donc Q(j, j′) =
Ω20
2ω2
∀j, j′ où l’on note Ω0 = Ωk=1 et ω = ωk=1 pour se conformer aux notations
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du chapitre précédent. L’Hamiltonien (3.24) s’écrit alors :
Hˆspins/~ = −4Ω
2
0
Nω
Jˆ2x + ωF e
− 2Ω
2
0
Nω2 Jˆz (3.25)
où Jˆz =
∑N
j=1 σˆ
j
z et Jˆx =
∑N
j=1 σˆ
j
x.
L’Hamiltonien (3.25) est similaire à celui du modèle de Lipkin-Meshkov-Glick
[77–79] HˆLMG = (−γx/N)Jˆ2x + hJˆz . Un tel modèle exhibe aussi une transition
de phase quantique dans la limite thermodynamique au point critique h =
γx . Il n’ est d’ailleurs pas inintéressant de constater que ce point critique
correspond dans l’Hamiltonien (3.25) (dans la limite N → +∞) à un couplage
Ω0 vérifiant 4Ω20/ω = ωF , ce qui redonne bien la valeur du couplage critique
du modèle de Dicke.
Dans le cas fini, et dans la phase sur-critique (h < γx), le modèle de Lipkin
possède deux vides quasi-dégénérés dont les niveaux d’énergie sont séparés
par un splitting décroîssant exponentiellement avec N [80–82]. Dans la limite
Ω0/ω  1, les deux vides quasi-dégénérés du modèle de Dicke |GD1 〉 et |GD2 〉
peuvent s’exprimer de manière approchée à partir de ceux de l’Hamiltonien
(3.25) |GLMG1 〉 et |GLMG2 〉 :
|GD1 〉 ' e−
2Ω20
Nω2
Jˆ2xe
2iΩ0
ω
√
N
Jˆx⊗aˆ†|0〉 ⊗ |GLMG1 〉 (3.26)
|GD2 〉 ' e−
2Ω20
Nω2
Jˆ2xe
2iΩ0
ω
√
N
Jˆx⊗aˆ†|0〉 ⊗ |GLMG2 〉 (3.27)
où l’on s’est appuyé sur la relation (3.21).
Dans la limite où 2Ω20/ω2  N , qui est un cas particulier de la limite pré-
cédente (Ω0/ω  1), le terme en Jˆz dans l’Hamiltonien (3.25) est négligeable ,
et l’on montre facilement que |GLMG1 〉 ' (1/
√
2){ΠNj=1|+〉j + (−1)NΠNj=1|−〉j}
et |GLMG2 〉 ' (1/
√
2){ΠNj=1|+〉j − (−1)NΠNj=1|−〉j} si bien que :
|GD1 〉 '
1√
2
{
|iΩ0
√
N
ω
〉 ⊗ ΠNj=1|+〉j + (−1)N | − i
Ω0
√
N
ω
〉 ⊗ ΠNj=1|−〉j
}
(3.28)
|GD2 〉 '
1√
2
{
|iΩ0
√
N
ω
〉 ⊗ ΠNj=1|+〉j − (−1)N | − i
Ω0
√
N
ω
〉 ⊗ ΠNj=1|−〉j
}
(3.29)
où |iΩ0
√
N
ω
〉 = e−
NΩ20
2ω2 e
iΩ0
√
N
ω
aˆ†|0〉. Les vides du modèle de Dicke standard sont
donc dans cette limite des produits d’états cohérents pour la partie photo-
nique fois des états ferromagnétiques pour la partie spinorielle. Ils contiennent
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Figure 3.5 – En rouge, sur les 3 panneaux : recouvrements entre les vides
quasi-dégénérés du modèle de Dicke monomode uniforme et les vides des for-
mules (3.26) et (3.27) pour N = 2 systèmes à 2 niveaux (panneau de gauche),
N = 10 systèmes à 2 niveaux (panneau du centre), et N = 100 systèmes à 2
niveaux (panneau de droite). Ces recouvrements sont tracés en fonction de la
fréquence de Rabi du vide normalisée Ω0/ω, à résonance (ωF = ω). Ils tendent
vers 1 en croissant et sont supérieurs à 99, 5% lorsque Ω0/ω ≥ 2 pour N = 2, 10
ou 100. Par ailleurs, on peut remarquer que sur chacun des panneaux, les deux
recouvrements en rouge se superposent d’autant plus tôt avec Ω0/ω que N est
grand. En traits bleus pointillés, les recouvrements sont cette fois calculés avec
les vides des formules (3.28) et (3.29). Bien sûr, pour un couplage lumière-
matière donné, plus N augmente, et plus ils diminuent car la condition de leur
validité (2Ω20/ω2  N) sera de plus en plus mise en défaut.
un nombre de photons égal au carré de la cohérence, qui augmente quadrati-
quement avec le couplage adimensionné par atome (g = Ω0/(ω
√
N)) et avec
le nombre d’atomes N . On teste numériquement les relations (3.26), (3.27),
(3.28) et (3.29) sur la figure 3.5. L’accord est très bon avec les vides don-
nés par les formules (3.26), (3.27), et relativement bon avec ceux donnés par
les formules (3.28) et (3.29). Dans tous les cas, le recouvrement pour N fixé
tend vers 1 quand Ω0/ω augmente. On peut également montrer que l’énergie
du sous-espace fondamental de l’Hamiltonien de Dicke coïncide aussi avec celle
du modèle LMG (Eq. (3.25)). Il y a en revanche une quantité extrêmement sen-
sible à la présence des états excités (1/
√
q!)[(a˜Sζ)†]q|GSζ〉 (pour q = 1, 2...∞)
que nous avions négligés plus haut, (qui sont les niveaux en noir sur la fi-
gure 3.4), c’est le splitting entre les deux vides quasi-dégénérés. Si l’on appelle
δD le splitting associé au modèle de Dicke et δLMG le splitting entre les deux
vides quasi-dégénérés de l’Hamiltonien (3.25), malheureusement δD ne ressem-
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Figure 3.6 – En noir, splitting normalisé du modèle de Dicke δD/ωF et en
rouge, splitting normalisé du modèle LMG (Hamiltonien ( 3.25)) δLMG/ωF ,
tous deux tracés en fonction de la fréquence de Rabi du vide normalisée Ω0/ω
pour N = 2, 10 et 100 pseudo-spins 1/2. Les décroissances exponentielles ne
sont pas les mêmes. Cette divergence provient du fait que l’on avait négligé
les états excités (1/
√
q!)[(a˜Sζ)†]q|GSζ〉 (pour q = 1, 2...+∞) pour dériver l’Ha-
miltonien (3.25). Par un calcul analytique perturbatif, on va déterminer la loi
de décroissance exponentielle de δD/ωF en fonction du nombre d’atomes N et
du couplage Ω0. Remarquez que pour N = 100, les deux splittings décroissent
tellement vite que la précision numérique ne permet pas de voir si δD et δLMG
divergent l’un de l’autre.
blera pas du tout à δLMG, à cause de la présence des états que nous avions
négligés plus haut. On peut le voir notamment dans la figure 3.6 où les pentes
des décroissances exponentielles sont très différentes entre les deux modèles.
Il existe un moyen analytique de tenir compte des états (1/
√
q!)[(a˜Sζ)†]q|GSζ〉
(pour q ≥ 1) pour le calcul du splitting δD dans le modèle de Dicke : la théorie
des perturbations. Nous faisons un calcul ci-dessous.
La théorie des perturbations
Revenons donc légèrement en arrière et tentons d’explorer l’effet de l’Ha-
miltonien atomique HˆF sur le spectre deux fois dégénérés de Hˆres + Hˆcoupl,
mais cette fois-ci sans négliger les états excités, et en utilisant la théorie des
perturbations. Le traitement qui suit est d’ailleurs valable dans le cas mono-
mode uniforme et dans le cas de modes bosoniques sinusoïdaux. On a HˆF =
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~ωF
∑N
j=1 σˆz,j = ~ωF
∑N
j=1
1
2
(|+〉〈−|j + |−〉〈+|j), où |±〉j sont, rappelons-le,
les états propres de σˆx,j. En présence de N systèmes à deux niveaux, l’effet
de HˆF est nul jusqu’à l’ordre N en théorie des perturbations. Commençons
par étudier le cas où il y a N = 2 atomes. La première partie de HˆF est
constituée de ~ωF 12(|+〉〈−|1 + |−〉〈+|1), qui est l’Hamiltonien atomique du
premier atome. Pris seul, un tel terme ne lève pas la dégénérescence entre les
deux fondamentaux de Hˆres+ Hˆcoupl qui sont |G+〉 et |G−〉 (correspondant aux
deux configurations de pseudospins S+ = {++} et S− = {−−} définies plus
haut). Mais il mélange les deux états |G+〉 et |G−〉 avec des états propres de
Hˆres+Hˆcoupl d’énergie supérieure si bien que selon la théorie des perturbations
au premier ordre, ils deviennent :
|G˜+〉 ' |G+〉+ ~ωF
∑
n
〈n,−+ |σˆz1|G+〉
EG+ − En,−+
|n,−+〉 (3.30)
|G˜−〉 ' |G−〉+ ~ωF
∑
n
〈n,+− |σˆz1|G−〉
EG− − En,+−
|n,+−〉, (3.31)
où n = (n1, n2, ...., nNm) et les états |n,−+〉 sont définis par :
|n,−+〉 = 1√
n1!...nNm !
((a˜
{−+}
k=1 )
†)n1 ...((a˜{−+}k=Nm)
†)nNm |G{−+}〉. (3.32)
Ce sont les états excités ayant comme configuration de pseudospins {−+}.
Leur énergie est En,−+ =
∑
k=1,..,Nm
nk~ωk + EG−+ . Ils sont obtenus en ap-
pliquant les opérateurs de création shiftés (a˜{−+}k )
† = a†k + i
Ωk
ωk
ψ
{−+}
k pour les
nombres d’onde k = 1 jusqu’à k = Nm. Une définition analogue est valable
pour les états |n,+−〉 qui correspondent à une configuration de pseudospins
{+−} .
Maintenant, incluons l’effet de l’Hamiltonien atomique du deuxième pseudos-
pin : ~ωF σˆz2 = ~ωF 12(|+〉〈−|2 + |−〉〈+|2). Le splitting δD entre les deux vides
|G+〉 et |G−〉 est alors donné, au deuxième ordre de la théorie des perturba-
tions, par la valeur absolue du terme 4 :
2ωF 〈G˜−|σˆz2|G˜+〉 = 4ωF
∑
n
~ωF 〈G+|σˆz2|n,+−〉〈n,+− |σˆz1|G−〉
EG− − En,+−
. (3.33)
Dans le cas où nous avons un seul mode (Nm = 1), que celui-ci soit plat ou
sinusoïdal, les valeurs des fonctions ∆f˜k=1 seront les mêmes aux 2 points x1 et
4. où
∑
n
~ωF 〈G+|σˆz2 |n,+−〉〈n,+−|σˆz1 |G−〉
EG−−En,+−
=
∑
n
~ωF 〈G−|σˆz2 |n,−+〉〈n,−+|σˆz1 |G+〉
EG+−En,−+
.
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x2 et vaudront 1/
√
2. De plus, dans ce cas très simple, ψ{−+}k=1 = −∆f˜k=1(x1) +
∆f˜k=1(x2) = 0, et les états excités |n,+−〉 sont simplement (pour la partie
photonique) les états de Fock |n〉. Alors, le splitting devient :
δD ' ω
2
F
ω
e−4g
2
∑
n
〈0|e−2giak=1)|n〉〈n|e−2gia†k=1)|0〉
4g2 + n
=
ω2F
ω
e−4g
2
∑
n
(−4g2)n
(4g2 + n)n!
' ω
2
F
2ω
√
pi
2g2
e−8g
2
. (3.34)
Cette formule est en excellent accord avec le calcul numérique de δD. Par
ailleurs, la simple diagonalisation de la matrice 3 × 3 de l’Hamiltonien (3.25)
donne δLMG ' ω2F
4ωg2
e−4g
2 . On voit donc que la présence des états excités
‘|n,+−〉’ et ‘|n,−+〉’ a un impact très important sur la décroissance expo-
nentielle du splitting du modèle de Dicke à 2 atomes en couplage ultrafort.
La théorie des perturbations donne aussi la forme suivante pour les deux
premiers états propres du modèle de Dicke :
|GD1 〉 '
1√
2
{|G˜+〉+ |G˜−〉} ' 1√
2
{|G+〉+ |G−〉} (3.35)
|GD2 〉 '
1√
2
{|G˜+〉 − |G˜−〉} ' 1√
2
{|G+〉 − |G−〉}. (3.36)
qui redonne d’ailleurs bien ce qu’on avait trouvé plus haut pour le cas mono-
mode uniforme 5.
Le splitting et la forme des vides quasi-dégénérés pour N quelconque.
On peut généraliser les développements précédents dans le cas où N est
quelconque, pour des modes sinusoïdaux ou plats. En théorie des perturba-
tions, HˆF ne va coupler les deux vides |G+〉 et |G−〉 qu’à l’ordre N et par
des arguments donnés en Annexe, on peut se convaincre que le splitting est
d’ordre :
δD ∼ 2ωk=1
[
ΠNj (
ωF
ωk=1
)
]
〈G+|ΠNj σˆzj |G−〉. (3.37)
5. Le recouvrement de |GD1 〉 et |GD2 〉 sur les états excités ‘|n,+−〉’ et ‘|n,−+〉’ peut
être cette fois-ci négligé car il est très petit devant le recouvrement sur |G+〉 et |G−〉 qui
vaut 1/
√
2 (voir aussi la figure 3.5 qui teste la qualité de cette approximation pour N = 2
atomes). Dans le cas du calcul du splitting, il fallait impérativement prendre en compte ce
recouvrement, car il donnait le terme non nul d’ordre minimal.
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Figure 3.7 – En traits pleins, splittings normalisés du modèle de Dicke δD/ωF
pour différents nombre d’atomes dans le cas de l’Hamiltonien de Dicke (3.6)
avec Nm = 3 modes sinusoïdaux et N = 3 (rouge), N = 5 (noir) et N = 9
(bleu) Fluxoniums. En pointillés, splittings calculés analytiquement (voir for-
mule (3.40)). Les pentes entre les splittings numériques et les splittings analy-
tiques sont parrallèles deux à deux, ce qui montre la pertinence de l’approche
perturbative.
qui est proportionnel au recouvrement de deux états cohérents de cohérence
opposée.
Dans le cas monomode uniforme, on aura donc un splitting :
δD ∼ 2ω
[
ΠNj (
ωF
2ω
)
]
e−2N
2g2 . (3.38)
Par ailleurs, dans le cas sinusoïdal, les vides dégénérés sans la perturbation
sont donnés par (voir formule (3.21)) :
|G±〉 = Πj|±〉 ⊗ Πke−
(
Ωk
ωk
ψ
S±
k
)2
2 e
(i
Ωk
ωk
ψ
S±
k a
†
k)|0〉k
= Πj|±〉j ⊗ Πko | ±
g
√
2 iko
k1.5o sin(
pi
2N
)
〉ko ⊗ Πke|0〉ke (3.39)
où les ko sont les nombres d’onde impairs et les ke, les nombres d’onde pairs.
Cela donnera donc un splitting :
δD ∼ 2ωk=1
[
ΠNj (
ωF
2ωk=1
)
]
e
−4g2
sin( pi
2N
)2
∑
1≤ko≤Nm
1
k3o . (3.40)
te
l-0
07
61
05
5,
 v
er
sio
n 
1 
- 5
 D
ec
 2
01
2
3.3. Effets de taille finie 111
Figure 3.8 – En traits rouges pleins, recouvrement entre les vides pré-
dits par la formule (3.39) et les deux premiers états propres du modèle
de Dicke (3.6) calculés numériquement : {|〈GD1 |G+〉|2 + |〈GD1 |G−〉|2}1/2 et
{|〈GD2 |G+〉|2 + |〈GD2 |G−〉|2}1/2. Sur les 3 panneaux, on a considéré Nm = 5
modes bosoniques sinusoïdaux et N = 5 (panneau de gauche), N = 7 (pan-
neau du centre) et N = 9 (panneau de droite) Fluxoniums et on a tracé les
recouvrements en fonction du couplage adimensionné Ω0/ω. En traits poin-
tillés noirs, on a calculé les recouvrements {|〈GD1 |G¯+〉|2 + |〈GD1 |G¯−〉|2}1/2 et
{|〈GD2 |G¯+〉|2 + |〈GD2 |G¯−〉|2}1/2 où |G¯±〉 sont les états de la formule (3.39) sans
le cinquième mode. En traits pointillés bleus, recouvrements avec |G¯±〉 qui
sont les vides de la formule théorique avec seulement le premier mode. Cela
démontre d’une part la nécessité d’introduire dans la formule (3.39) les contri-
butions de chaque mode, et d’autre part la diminution de l’importance de leur
contribution avec l’ augmentation de leur nombre d’onde. Cela justifie alors
rétrospectivement la possibilité de négliger les modes de nombre d’onde trop
élevé.
valable quelque soit le nombre de modes Nm, dans le cas sinusoïdal. On a testé
numériquement la validité de ces splittings pour un petit nombre d’atomes (voir
figure 3.7), ainsi que le recouvrement des deux fondamentaux numériques dans
le cas sinusoïdal sur le sous-espace engendré par les vides analytiques |G+〉 et
|G−〉 (voir figure 3.8). Les résultats y sont satisfaisants.
On a ainsi prouvé que l’écart énergétique δD entre les deux premiers niveaux
du modèle de Dicke, qu’il comprenne un mode unique spatialement plat, ou
plusieurs modes sinusoidaux, décroissait avec le couplage adimensionné par
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atome selon :
δD ∼ ωF e−g2β(N). (3.41)
où β(N) est une fonction quadratique de N qui dépend du nombre de modes
bosoniques et de leur profils (voir formules (3.40) et (3.38) et la figure 3.9)
et dont on peu retenir que dans l’essentiel des cas évoqués dans ce texte, elle
vaut à peu près 2N2. Ainsi une dégenerescence exacte est obtenue soit dans la
limite thermodynamique pour un couplage par atome fixé, soit dans la limite
de couplage ultrafort g  1 pour un nombre fixé d’atomes.
3.4 La protection de la quasi-dégénérescence
On peut se demander maintenant comment la quasi-dégénérescence entre
les deux vides |G+〉 et |G−〉 est affectée par la présence d’un terme addition-
nel Hˆpert =
∑
j ~∆jσˆz,j, qui décrirait des fluctuations statiques des énergies
atomiques des Fluxoniums, qui seraient non corrêlées d’un site à l’autre dans
la chaîne. On considère alors l’Hamiltonien (3.6), non plus avec des pulsations
atomiques identiques ωF pour chaque atome, mais avec une distribution {ωF,j}
pour j = 1...N , où ωF,j = ωF + ∆j, avec ∆j symétriquement distribuée autour
de 0. En fait, on pourrait refaire exactement les mêmes développements pertur-
batifs que précédemment pour calculer le splitting 6 δ en présence d’une telle
distribution, si bien que cela reviendrait à remplacer
[
ΠNj (
ωF
2ωk=1
)
]
dans les for-
mules (3.40) et (3.38) par
[
ΠNj (
ωF,j
2ωk=1
)
]
. Ainsi, les splittings moyennés sur toutes
les réalisations des distributions {ωF,j} redonnent exactement les splittings
avec énergies atomiques identiques, quant à leur déviation standard, elle vaut
σ =
√〈(δ)2〉 − 〈δ〉2 ∼ 〈δ〉√(1 + ∆
ωF
2
)N − 1 ∼ √N ∆
ωF
〈δ〉 où ∆ est la déviation
standard associée aux énergies atomiques fluctuantes : ∆2 = 〈∆2j〉 ∀j = 1...N .
On voit donc que σ suit la même décroissance exponentielle que le splitting
moyen 〈δ〉 lui-même égale au splitting avec distribution uniforme. On a testé
numériquement ces assertions dans la figure 3.9.
6. Laissons tomber l’indice ’D’ dans la notation du splitting δD puisque nous n’aurons
plus à parler du splitting associé au modèle LMG : δLMG
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Figure 3.9 – A gauche, splittings normalisés du modèle de Dicke δ/ωF à ré-
sonance et dans le cas de l’Hamiltonien (3.6) avec Nm = 1 mode sinusoïdal
et N = 2, 3, 4...11 atomes. Ces splittings sont tracés en échelle logarithmique
en fonction du carré du couplage adimensionné par atomes g2 et dans le cas
où les N atomes ont une fréquence de transition identique ωF . Les décrois-
sances sont alors bien rectilignes et prouvent la forme δ ∼ exp{−β(N)g2} où
β(N) est tracé dans la fenêtre en haut à droite. Le comportement de β(N)
en fonction de N2 est en relativement bon accord avec le calcul analytique
β(N) = 4/ sin(pi/2N)2 ≈ 2N2. A droite, splittings moyens 〈δ〉 en présence
d’une distribution de pulsations atomiques ωF,j = ωF + ∆j = ωF (1 + 0.5 ξj) où
l’indice j définit le site et où ξj est une variable aléatoire de variance égale à
1. Les résultats ont été moyennés sur 100 configurations différentes. La dévia-
tion standard σ =
√〈δ2〉 − 〈δ〉2 décroît exponentiellement de la même manière
(voir fenêtre en haut à droite) que les splittings moyens.
On peut aussi évaluer les conséquences de perturbations atomiques dans
les deux directions y et z, en regardant l’effet produit par le terme additionnel :
Hˆy,zpert =
∑
j
~∆y,jσˆy,j + ~∆z,jσˆz,j. (3.42)
Il est facile de se convaincre qu’ au prix de rotations locales dans la base
{|+〉j, |−〉j}, on peut se ramener au cas précédent, si bien qu’on arrive à la
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Chapitre 3. Couplage inductif d’une chaîne de Fluxoniums à un
résonateur supraconducteur
conclusion que la quasi-dégénérescence des deux vides de la chaîne de Fluxo-
niums couplés inductivement est protégée des fluctuations statiques locales
dans les directions perpendiculaires à la direction du couplage (en termes de
matrices de Pauli). En revanche, une perturbation du type Hˆxpert = ~∆x,jσˆx,j
lève la dégenerescence au premier ordre : 〈G+|Hˆxpert|G+〉 − 〈G−|Hˆxpert|G−〉 =
2
∑
j ~∆x,j. Ces résultats sont en accord avec le traitement du modèle de Dicke
généralisé évoqué dans le chapitre précédent. Nous avions vu que seul le cas
où la direction associée aux matrices de Pauli des Hamiloniens atomiques était
perpendiculaire à celle des Hamiltoniens de couplage, pouvait permettre d’avoir
une double dégénérescence dans la limite thermodynamique. Par ailleurs, nous
verrons dans le chapitre 5 que les fluctuations dans la direction x peuvent être
physiquement plus petites que celles dans les autres directions.
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Chapitre 4
Couplage Spin-Boson ou Modèle
de Dicke avec quadratures
différentes
Nous proposons ici une autre généralisation du modèle de Dicke qui naît de
la question suivante : puisque tout champ bosonique a deux quadratures, qui
s’écrivent avec les notations introduites dans les précédents chapitres, (aˆ+ aˆ†)
et i(aˆ − aˆ†) , que se passe-t-il si on les couple à deux chaînes différentes de
systèmes à deux niveaux, via des constantes ΩC et ΩI ? On introduit l’Ha-
miltonien général associé à ce problème et l’on en étudie les symétries. On
montre en particulier que l’opérateur de parité du nombre total d’excitations
(Πˆ) est conservé, exactement comme pour l’Hamiltonien de Dicke standard. En
revanche, ce qu’apportent les couplages aux deux quadratures différentes du
champ est la possibilité d’écrire la parité Πˆ comme un produit de deux autres
symétries discrètes qui peuvent se briser indépendamment l’une de l’autre lors-
qu’on augmente ΩC et ΩI au-dessus des valeurs critiques correspondantes ΩcrC
et ΩcrI . Les excitations bosoniques élémentaires sont alors calculées dans la
limite thermodynamique, et l’on montre qu’au-delà des deux lignes critiques
ΩC = Ω
cr
C et ΩI = ΩcrI , le champ photonique et les 2 champs électroniques
acquièrent une cohérence macroscopique. Un diagramme de phase avec quatre
zones différentes dans l’espace (ΩC ,ΩI) est alors donné. En particulier, lorsque
ΩC > Ω
cr
C et ΩI > ΩcrI , le fondamental est 4 fois dégénéré, et la cohérence des
vides est complexe. On en donne la forme dans le cas fini et dans la limite
de couplage ultrafort. On montre enfin que le diagramme complet d’un tel
modèle peut être obtenu en circuit QED, et on tire partie de la forme des 4
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Chapitre 4. Couplage Spin-Boson ou Modèle de Dicke avec
quadratures différentes
fondamentaux pour créer une phase de Berry non-trviale.
Ce chapitre expose des résultats en attente de publication.
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4.1. Le modèle considéré. 117
4.1 Le modèle considéré.
L’Hamiltonien étudié est le suivant :
Hˆ
~
= ωcavaˆ
†aˆ + ω0C Jˆ
C
z + ω
0
I Jˆ
I
z +
2ΩC√
NC
(aˆ+ aˆ†)JˆCx + i
2ΩI√
NI
(aˆ− aˆ†)Jˆ Ix . (4.1)
où a† (resp. a) est l’opérateur de création (resp. d’annihilation) d’un mode
bosonique d’énergie ~ωcav, et où les opérateurs de moments angulaires JˆCz et
JˆCx (resp. Jˆ Iz et Jˆ Ix) décrivent un ensemble de NC (resp. NI) systèmes à deux
niveaux de fréquence de transition ω0C (resp. ω0I ), qui sont couplés au champ
via la quadrature (a + a†) (resp. i(a − a†)), avec ΩC (resp. ΩI) la constante
de couplage champ-atome correspondante.
Comme dans les chapitres précédents, les opérateurs atomiques collectifs
sont définis par :
JˆCz =
NC∑
jC=1
σˆjCz ; Jˆ
C
± =
NC∑
jC=1
σˆjC± (4.2)
Jˆ Iz =
NI∑
jI=1
σˆjIz ; Jˆ
I
± =
NI∑
jI=1
σˆjI±
où les matrices σˆlkz et σˆ
lk± sont les matrices de Pauli pour le lk
me pseudo-spin
(k = I, C), de telle sorte que les relations de commutation sont :
[JˆCz , Jˆ
C
± ] = ±JˆC± ; [JˆC+ , JˆC− ] = 2JˆCz (4.3)
[Jˆ Iz , Jˆ
I
±] = ±Jˆ I± ; [Jˆ I+, Jˆ I−] = 2Jˆ Iz
[JˆC± , Jˆ
I
±] = [Jˆ
C
z , Jˆ
I
±] = [Jˆ
C
± , Jˆ
I
z ] = 0.
Une base pratique de l’espace de Hilbert des 2 chaînes est donnée par les
produits d’états de Dicke pour chaque chaîne :
{|jC ,mC〉 ⊗ |jI ,mI〉;mC = −jC ,−jC + 1, ..., jC ;mI = −jI ,−jI + 1, ..., jI}, (4.4)
où, pour k = C, I :
Jˆkz |jk,mk〉 = mk|jk,mk〉,
|Jˆk|2|jk,mk〉 = jk(jk + 1)|jk,mk〉
Jˆk±|jk,mk〉 =
√
jk(jk + 1)−mk(mk ± 1)|jk,mk ± 1〉. (4.5)
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Chapitre 4. Couplage Spin-Boson ou Modèle de Dicke avec
quadratures différentes
Exactement comme dans l’Hamiltonien de Dicke monochaîne, l’ Hamiltonien
(4.1) ne mélange pas les secteurs de norme de spins jC et jI différente, et l’on
se bornera à l’examen du sous-espace produit tensoriel des secteurs jC = NC/2
et jI = NI/2 qui contient le fondamental du modèle. Introduisons maintenant
l’opérateur de parité du nombre total d’excitations dans le système, dans le
même esprit que pour l’Hamiltonien de Dicke standard :
Πˆ = exp{ipi(aˆ†aˆ + JˆCz +NC/2 + Jˆ Iz +NI/2)}. (4.6)
Cet opérateur est aussi conservé :
[
Hˆ, Πˆ
]
= 0 puisque l’on a :
Πˆ : (aˆ, JˆCx , Jˆ
I
x) −→ Πˆ(aˆ, JˆCx , Jˆ Ix)Πˆ† = (−aˆ,−JˆCx ,−Jˆ Ix). (4.7)
tandis que Jˆkz (k = C, I) et aˆ†aˆ sont évidemment inchangés sous cette trans-
formation.
Grâce au couplage aux deux quadratures différentes du champ, l’on peut
ici écrire Πˆ = TˆI ◦ TˆC où les symétries discrètes TˆI et TˆC sont conservées par
l’Hamiltonien (4.1) et sont définies par les transformations suivantes :
(aˆ+ aˆ†, i(aˆ− aˆ†), JˆCx , Jˆ Ix) TˆI→ (aˆ+ aˆ†,−i(aˆ− aˆ†), JˆCx ,−Jˆ Ix) (4.8)
(aˆ+ aˆ†, i(aˆ− aˆ†), JˆCx , Jˆ Ix) TˆC→ (−aˆ− aˆ†, i(aˆ− aˆ†),−JˆCx , Jˆ Ix) (4.9)
tandis que aˆ†aˆ, Jˆ Iz et JˆCz restent inchangés sous ces deux transformations. TˆI
et TˆC sont deux transformations anti-linéaires, duales l’une de l’autre et elles
inversent une quadrature du champ pendant qu’elles laissent l’autre fixe. En
fait, si l’on veut essayer d’attribuer un sens physique à ces transformations,
on peut rappeler que dans un résonateur par exemple, la première quadrature
du champ (aˆ + aˆ†) est proportionnelle à la charge (ou la tension) du résona-
teur, tandis que la seconde i(aˆ − aˆ†) est proportionnelle à son courant (ou à
son flux) 1. De plus, on verra dans la section 4.5, que l’ opérateur collectif JˆCx
représente une somme d’opérateurs de charges pour les qubits couplés à la ten-
sion du résonateur, et Jˆ Ix représente une somme d’opérateurs de flux pour les
qubits couplés inductivement. Ainsi, la transformation TˆI , qui laisse inchangées
la tension du résonateur et les charges des qubits, mais inverse le courant (dé-
rivée temporelle d’une charge) et les flux (intégrale temporelle d’une tension)
1. voir formules (1.38) et (1.39).
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4.2. Le diagramme de phase. 119
peut être vue comme la symétrie par renversement du temps 2. Il y a aussi
une interprétation géométrique de ces symétries dans le plan des cohérences
photoniques : (Re(〈a〉), Im(〈a〉)) : alors que Πˆ est la rotation d’angle pi dans ce
plan, TˆC agit comme la reflexion par rapport à l’axe des réels et TˆI comme la
réflexion par rapport à l’axe des imaginaires. TˆC et TˆI se brisent spontanément
lorsque les constantes de couplage ΩC et ΩI dépassent les valeurs critiques cor-
respondantes. Alors le sous-espace fondamental devient dégénéré et acquiert
des occupations photoniques et électroniques macroscopiques dans la limite
thermodynamique.
4.2 Le diagramme de phase.
Les cohérences macroscopiques ainsi que les excitations bosoniques élémen-
taires du système dans la limite thermodynamique peuvent se calculer grâce à
la transformation d’Holstein-Primakoff [56] qui permet de représenter les opé-
rateurs de spins collectifs en fontion de deux modes bosoniques indépendants :
Jˆk+ = bˆ
†
k(Nk − bˆ†kbˆk)1/2 , Jˆk− = (Nk − bˆ†kbˆk)1/2bˆk et Jˆkz = bˆ†kbˆk − Nk/2 pour
k ∈ {I, C}. L’Hamiltonien devient alors :
Hˆ/~ = ωcavaˆ†aˆ + ω0C(bˆ
†
C bˆC −
NC
2
) + ω0I (bˆ
†
I bˆI −
NI
2
)
+ ΩC(aˆ+ aˆ
†){bˆ†C
√
1− bˆ†C bˆC/NC +
√
1− bˆ†C bˆC/NC bˆC}
+ iΩI(aˆ− aˆ†){bˆ†I
√
1− bˆ†I bˆI/NI +
√
1− bˆ†I bˆI/NI bˆI} (4.10)
Comme dans le chapitre 2, les excitations de la phase normale sont obte-
nues en négligeant les termes proportionnels à (1/Nk) (pour k = C, I) dans
l’Hamiltonien précédent qui devient alors quadratique dans les 3 modes a, bI
et bC . Le mode normal avec la fréquence la plus petite, s’annule alors pour
ΩC = Ω
cr
C = (1/2)
√
ωcavω0C et pour ΩI = Ω
cr
I = (1/2)
√
ωcavω0I
3, ce qui définit
les deux lignes critiques montrées dans la figure 4.1 (en rouge).
Pour obtenir le diagramme complet, on doit supposer que les 2 chaînes et
le champ peuvent acquérir des occupations macroscopiques. Ainsi, on déplace
2. Il a aussi été proposé récemment [83] une architecture comprenant un réseau de réso-
nateurs supraconducteurs qui brisaient l’invariance par renversement du temps.
3. on donne en Annexe et ci-après la forme de la matrice de Hopfield-Bogoliubov à
diagonaliser.
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Chapitre 4. Couplage Spin-Boson ou Modèle de Dicke avec
quadratures différentes
Figure 4.1 – Diagramme de phase du modèle considéré dans le plan (ΩC ,ΩI).
Les deux lignes critiques, en rouge, d’équation ΩI = ΩcrI = (1/2)
√
ωcavω0I
et ΩC = ΩcrC = (1/2)
√
ωcavω0C délimitent 4 phases quantiques différentes.
Dans chacune d’elle, la cohérence photonique typique des fondamentaux
〈a〉 = ±√γC+∓i√γI est représentée dans le plan complexe (Re(〈a〉), Im(〈a〉))
(points bleus). En particulier, pour ΩC > ΩcrC et ΩI > ΩcrI , le sous-espace fon-
damental est 4 fois dégénéré, et les cohérences photoniques des 4 vides sont
symétriques par rapport aux réflexions de l’axe des réels et de l’axe des ima-
ginaires, ce qui prouve la brisure des symétries TˆI et TˆC .
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4.2. Le diagramme de phase. 121
les 3 champs :
bˆ†C → dˆ†C −
√
βC ; bˆ
†
I → dˆ†I −
√
βI et aˆ† → cˆ† + √γC + i√γI (4.11)
où γC , γI , βC et βI sont réels et tels que γC ∼ βC ∼ NC et γI ∼ βI ∼ NI [21, 57].
En effectuant les substitutions correspondantes dans l’Hamiltonien (4.10), en
développant les racines carrées (1 − (dˆ†k −
√
βk)(dˆk −
√
βk)/Nk)
1/2 , et en
annullant les termes dont la puissance de Nk au dénominateur est supérieure
à celle du numérateur (pour k = I, C), on obtient un Hamiltonien avec des
fonctions constantes, linéaires et quadratiques des opérateurs bosoniques cˆ,
dˆC , dˆI et leur hermitiens conjugués (voir Annexe). L’annulation des termes
linéaires donne les solutions pour les déplacements :
√
γC + i
√
γI = C
ΩC
√
NC(1− µ˜2C)
ωcav
+ iI
ΩI
√
NI(1− µ˜2I)
ωcav√
βC = C
√
NC
2
(1− µ˜C) ;
√
βI = I
√
NI
2
(1− µ˜I) (4.12)
où nous avons introduit, pour k = C, I, les quantités µ˜k qui valent 1 si Ωk < Ωcrk
et ω
0
kωcav
4Ω2k
si Ωk > Ωcrk , ainsi que les nombres k = ±1 utilisés pour rassembler
toutes les solutions. A partir de ces solutions, on peut conclure à l’existence
de quatre phases différentes. Pour ΩC < ΩcrC et ΩI < ΩcrI , la phase normale
est caractérisée par un vide non dégénéré sans cohérence macroscopique. Pour
ΩC > Ω
cr
C et ΩI < ΩcrI , il y a une phase superradiante avec un vide deux fois
dégénéré ayant une cohérence photonique réelle et une occupation macrosco-
pique non nulle pour la chaîne indicée par la lettre C . La troisième phase
apparaît pour ΩC < ΩcrC et ΩI > ΩcrI , elle est aussi superradiante avec un vide
deux fois dégénéré , une cohérence photonique imaginaire et une occupation
macroscopique pour la deuxième chaîne de pseudo-spins (indicée par la lettre
I). Enfin, lorsque ΩC > ΩcrC et ΩI > ΩcrI , la phase est doublement superra-
diante avec un sous-espace fondamental quatre fois dégénéré, des cohérences
photoniques complexes et des cohérences électroniques pour les deux chaînes
d’atomes. Le diagramme de phase correspondant est montré en Fig. 4.1.
De plus, pour obtenir les excitations bosoniques élémentaires qui prennent
place autour de ces déplacements, pour toute valeur de ΩI et ΩC , on doit
déterminer les 3 valeurs propres positives (ω˜l ≤ ω˜m ≤ ω˜u) de la matrice de
Bogoliubov M˜ de taille 6× 6 qui s’écrit :
te
l-0
07
61
05
5,
 v
er
sio
n 
1 
- 5
 D
ec
 2
01
2
122
Chapitre 4. Couplage Spin-Boson ou Modèle de Dicke avec
quadratures différentes
Figure 4.2 – En bas, à gauche : excitation bosonique collective normalisée
ω˜l/ωcav dans le plan (ΩC ,ΩI), calculée à résonance (ω0I = ω0C = ωcav). C’est
le mode normal de plus basse fréquence associée à l’Hamilonien (4.1) dans sa
limite thermodynamique. ω˜l s’annule aux lignes critiques (en rouge) ΩC = ΩcrC
et ΩI = ΩcrI . Les trois autres panneaux montrent les excitations bosoniques
élémentaires ω˜l ≤ ω˜m ≤ ω˜u tracées en fonction de
√
Ω2C + Ω
2
I/ωcav pour des
valeurs fixes du rapport ΩC/ΩI . Ce sont les modes normaux de l’Hamiltonien
(4.1) pour lequel ΩC = cos(θ)
√
Ω2C + Ω
2
I et ΩI = sin(θ)
√
Ω2C + Ω
2
I . Comme
exemple, on les montre pour les valeurs θ = 2pi/5 (en haut à gauche), θ = pi/4
(en haut à droite), θ = pi/7 (en bas, à droite). Les points critiques quantiques
(Q.C.P) (ω˜l = 0, points rouges) se situent à l’intersection des rayons θ = 2pi/5,
θ = pi/4 ou θ = pi/7 avec les lignes critiques ΩC = ΩcrC et ΩI = ΩcrI (en rouge, en
bas à gauche). Pour θ 6≡ pi/4 [pi/2], deux points critiques différents signifient
deux brisures de symétrie consécutives. Le mode minimal ω˜l s’y annule comme
la racine carrée de l’écart aux points critiques. Pour θ ≡ pi/4 [pi], les deux
brisures se produisent au même point, et ω˜l s’y annule linéairement.
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4.2. Le diagramme de phase. 123

ωcav Ω˜C iΩ˜I 0 −Ω˜C −iΩ˜I
Ω˜C ω˜
0
C + 2D˜C 0 −Ω˜C −2D˜C 0
−iΩ˜I 0 ω˜0I + 2D˜I −iΩ˜I 0 −2D˜I
0 Ω˜C −iΩ˜I −(ωcav) −Ω˜C iΩ˜I
Ω˜C 2D˜C 0 −Ω˜C −(ω˜0C + 2D˜C) 0
−iΩ˜I 0 2D˜I −iΩ˜I 0 −(ω˜0I + 2D˜I)

(4.13)
où ω˜0k = ω0k(1+ µ˜k)/(2µ˜k), Ω˜k =
√
2Ωkµ˜k/
√
1 + µ˜k et D˜k = {ω0k(3+ µ˜k)(1−
µ˜k)}/(8µ˜k + 8µ˜2k) (k = C, I). La matrice M˜ est d’ailleurs valable pour toutes
les phases, grâce à la définition synthétique des paramètres µ˜C et µ˜I . Les exci-
tations élémentaires ω˜l exhibent plusieurs points critiques [54] où il existe des
excitations collectives nulles (‘gapless excitation’ ) (voir figure 4.2). Hormis
au point (ΩcrC ,ΩcrI ), où elle s’annule linéairement, le comportement de ω˜l aux
points critiques est analogue à celui du mode normal minimal dans l’Hamilto-
nien de Dicke standard [21, 57]. La diagonalisation de la matrice précédente
permet en outre de réécrire l’Hamiltonien (4.10) comme une somme de trois
oscillateurs découplés :
Hˆ/~ = ω˜lB˜†l B˜l + ω˜mB˜
†
mB˜m + ω˜uB˜
†
uB˜u + E˜G (4.14)
où les opérateurs B˜i pour i ∈ {l,m, u} sont bosoniques et indépendants 4 :
Bˆi = u˜
ph
i cˆ + u˜
C
i dˆC + u˜
I
i dˆI + v˜
ph
i cˆ
† + v˜Ci dˆ
†
C + v˜
I
i dˆ
†
I (4.15)
où (u˜phi , u˜Ci , u˜Ii , v˜
ph
i , v˜
C
i , v˜
I
i )
T est le vecteur propre de M˜ correspondant à la va-
leur propre ω˜i, et normalisé de telle sorte que [Bˆi, Bˆ†i ] = 1 pour i ∈ {l,m, u}. A
partir des coefficients analytiques de ces opérateurs , on détermine les fonctions
d’onde des états propres du modèle dans la limite thermodynamique. On don-
nera plus tard un exemple simple d’application. De plus, grâce à l’expression
précédente, on détermine aussi l’énergie du fondamental E˜G :
E˜G = 1/2(ω˜l + ω˜m + ω˜u − ωcav − ω˜0C − ω˜0I )
− ω
0
C
4µ˜C
{NC(1 + µ˜2C) + (1− µ˜C)} −
ω0I
4µ˜I
{NI(1 + µ˜2I) + (1− µ˜I)}. (4.16)
On peut aussi étudier les propriétés de ce modèle dans le cas fini et dans
la limite de couplage ultrafort.
4. Nous avons choisi d’éviter de les appeler P˜i pour ne pas interférer avec les variables
d’impulsion P que l’on introduira par la suite.
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Chapitre 4. Couplage Spin-Boson ou Modèle de Dicke avec
quadratures différentes
4.3 Les effets de taille finie.
Considérons la limite où les deux constantes de couplage tendent vers l’in-
fini : ΩC/ω0C → +∞ et ΩI/ω0I → +∞ pour un nombre fini d’atomes dans
les deux chaînes. Comme dans un chapitre précédent, l’idée du traitement du
modèle fini est de négliger d’abord les deux Hamiltoniens atomiques ω0C JˆCz et
ω0I Jˆ
I
z dans l’Hamiltonien (4.1), de telle sorte que l’on a à diagonaliser :
Hˆfc
~
= ωcavaˆ
†aˆ +
ΩC√
NC
(aˆ+ aˆ†)(JˆC+ + Jˆ
C
− ) + i
ΩI√
NI
(aˆ− aˆ†)(Jˆ I+ + Jˆ I−). (4.17)
Les états propres (exacts) |eq,mC ,mI 〉 et les énergies propres Eq,mC ,mI donnent
pour q = 0, 1, 2, ...,+∞ ,−NC/2 ≤ mC ≤ NC/2 et −NI/2 ≤ mI ≤ NI/2 :
|eq,mC ,mI 〉 =
1√
q!
(a† +
2ΩCmC
ωcav
√
NC
+
2iΩImI
ωcav
√
NI
)q|−2ΩCmC
ωcav
√
NC
+
2iΩImI
ωcav
√
NI
〉 ⊗ |mC ,mI〉x
Eq,mC ,mI = qωcav −
4
ωcav
{Ω
2
Cm
2
C
NC
+
Ω2Im
2
I
NI
} (4.18)
où |−2ΩCmC
ωcav
√
NC
+ 2iΩImI
ωcav
√
NI
〉⊗|mC ,mI〉x est le produit d’un état cohérent |−2ΩCmCωcav√NC +
2iΩImI
ωcav
√
NI
〉 pour la partie photonique et d’états de Dicke dans la direction x pour
les deux chaînes : |NC/2,mC〉x ⊗ |NI/2,mI〉x, que l’on a écrit directement
|mC ,mI〉x pour allèger les notations. Ces états vérifient, pour k = C, I :
Jˆkx |Nk/2,mk〉x = (1/2)(Jˆk+ + Jˆk−)|Nk/2,mk〉x = mk|Nk/2,mk〉x
|Jˆk|2|Nk/2,mk〉x = (1/4)Nk(Nk + 2)|Nk/2,mk〉x. (4.19)
En particulier, il y a 4 vides dégénérés :
|g++〉 = |e0,NC/2,NI/2〉 = | −
ΩC
√
NC
ωcav
+ i
√
NIΩI
ωcav
〉 ⊗ |NC/2, NI/2〉x (4.20)
|g−+〉 = |e0,−NC/2,NI/2〉 = |
ΩC
√
NC
ωcav
+ i
√
NIΩI
ωcav
〉 ⊗ | −NC/2, NI/2〉x (4.21)
|g+−〉 = |e0,NC/2,−NI/2〉 = | −
ΩC
√
NC
ωcav
− i
√
NIΩI
ωcav
〉 ⊗ |NC/2,−NI/2〉x (4.22)
|g−−〉 = |e0,−NC/2,−NI/2〉 = |
ΩC
√
NC
ωcav
− i
√
NIΩI
ωcav
〉 ⊗ | −NC/2,−NI/2〉x
(4.23)
Leur énergie est Eg = −Ω
2
CNC
ωcav
− Ω2INI
ωcav
, qui converge vers l’expression (4.16)
quand Nk → +∞ et Ωk/ω0k → +∞ (pour k = I, C) .
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4.4. Phase de Berry. 125
Si l’on ajoute maintenant l’Hamiltonien atomique de la chaîne d’atomes couplés
à la quadrature magnétique i(aˆ − aˆ†), c’est à dire l’Hamiltonien atomique
ω0I Jˆ
I
z , la dégénérescence des 4 vides se lèvent partiellement pour former deux
doublets. Pour calculer approximativement l’écart énergétique entre les deux
doublets, on peut utiliser des développements perturbatifs similaires à ceux que
l’on avait utilisés dans le chapitre 3 pour une seule chaîne d’atomes ; le splitting
est alors de l’ordre de ω0Ie−2NIΩ
2
I/ω
2
cav . Puis, si l’on inclut l’autre Hamiltonien
atomique ω0C JˆCz , la dégénérescence de chaque doublet se lève encore de telle
sorte qu’il y a quatre états propres différents qui sont combinaisons linéaires
(avec des poids symétriques) des quatre états |g±±〉.
Si l’on appelle δ4, la différence d’énergie entre le fondamental et le troisième
état excité, il est approximativement donné par le maximum de ω0Ie−2NIΩ
2
I/ω
2
cav
et ω0Ce−2NCΩ
2
C/ω
2
cav : δ4 ∼ max(ω0Ie−2NIΩ2I/ω2cav , ω0Ce−2NCΩ2C/ω2cav). Ces résultas
sont en bon accord avec les simulations numériques de la figure 4.3.
Pour la plupart des applications (i.e lorsque les temps typiques rentrant en
jeu sont plus courts que 1/δ4), tout se passe comme si les 4 premiers niveaux
étaient exactement dégénérés ; on parlera de ‘quasi-degenerescence’.
4.4 Phase de Berry.
4.4.1 Calcul de la phase à partir du modèle fini
En particulier, une application possible serait la création de phases géomé-
triques, en modulant ΩC et ΩI le long d’un chemin fermé L (voir figure 4.4) à
un rythme adiabatique . Cette condition signifie que le temps typique d’évolu-
tion des paramètres ΩC et ΩI est long devant 1/ωcav qui est proche de l’inverse
de l’écart de fréquence entre le sous-espace fondamental quasi-dégénéré et le
cinquième niveau. 5 On crée ainsi une phase de Berry [84, 85] qui est un opé-
rateur unitaire dont les coefficients dans la base {|g++〉, |g+−〉, |g−+〉, |g−−〉}
s’évaluent en calculant les connecteurs de Wilczek-Zee [84, 85] 〈g±±| ∂∂Ωk |g±±〉
(pour k = I, C) en chaque point du chemin L. Par exemple, le premier coeffi-
5. Si ce même temps d’évolution est très court devant l’inverse du splitting δ4, alors
tout se passera comme si le sous-espace fondamental était exactement dégénéré : δ4 étant
exponentiellement petits, cette condition sera facilement vérifiée.
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Figure 4.3 – Expression asymptotique de l’énergie du fondamental Eg =
−Ω2CNC
ωcav
− Ω2INI
ωcav
(ligne rouge pointillée) comparée à la valeur numérique (ligne
solide noire) de l’ Hamiltonien (4.1) dans lequel ΩC = cos(θ)
√
Ω2C + Ω
2
I et ΩI =
sin(θ)
√
Ω2C + Ω
2
I . Ces quantités sont tracées en fonction de
√
Ω2C + Ω
2
I/ωcav
pour différentes valeurs de {NC ;NI ; θ}. Fenêtres en haut : recouvrements
entre les 4 premiers états propres numériques |ψs〉 (pour s = 1, ..4) de l’Ha-
miltonien (4.1) et les états |g±±〉 qui sont les fondamentaux analytiques de
Hˆfc (voir texte). Ces recouvrements sont définis par
√∑
C ,I=± |〈ψs|gC ,I 〉|2
, pour s = 1, 2, 3 et 4 et sont tracés respectivement en rouge, noir, bleu
et magenta (les courbes se superposent très vite). Fenêtres du bas : split-
ting numérique δ4 entre le quatrième niveau et le fondamental de l’ Ha-
miltonien (4.1) (voir définition dans le texte), tracé en noir, et comparés à
max(ω0Ce
−2NCΩ2C/ω2cav , ω0Ie
−2NIΩ2I/ω2cav) tracés en pointillés rouges. L’accord est
relativement bon et prouve la pertinence du calcul perturbatif.
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|g++￿ |g−+￿
|g−−￿|g+−￿
jeudi 26 avril 2012
Figure 4.4 – Gauche : chemin L qui délimite une surface A dans l’es-
pace des paramètres (ΩC ,ΩI). A droite : évolution correspondante des co-
hérences photoniques des 4 vides dégénérés dans l’espace des cohérences
{α ∈ C} : ces cohérences photoniques entourent des surfaces algébriques
±A˜ ' ±2A√NCNI/ω2cav. Une telle évolution adiabatique permettrait de
créer une porte à 2 qubits de phase conditionnelle Uˆ(A˜) dans la base
{|g++〉, |g+−〉, |g−+〉, |g−−〉} (voir texte)
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cient de 〈g±±| ∂∂ΩC |g±±〉 donne :
〈g++| ∂
∂ΩC
|g++〉 = 〈−ΩC
√
NC
ωcav
+ i
√
NIΩI
ωcav
| ∂
∂ΩC
| − ΩC
√
NC
ωcav
+ i
√
NIΩI
ωcav
〉
= 〈−ΩC
√
NC
ωcav
+ i
√
NIΩI
ωcav
| ∂
∂ΩC
e
−(1/2){Ω
2
CNC
ω2cav
+
NIΩ
2
I
ω2cav
}
e{−
ΩC
√
NC
ωcav
+ i
√
NIΩI
ωcav
}a†|0〉
= −NCΩC
ω2cav
−
√
NC
ωcav
〈g++|a†|g++〉 = i
√
NCNI
ΩI
ω2cav
. (4.24)
Les autres termes diagonaux sont calculés de la même manière et puisque les
termes hors-diagonale sont de l’ordre de e−2NIΩ2I/ω2cav  1 ou de e−2NCΩ2C/ω2cav 
1, ils peuvent être raisonnablement négligés si bien que
〈g±±| ∂
∂ΩC
|g±±〉 '

iΩI
√
NINC
ω2cav
0 0 0
0 −iΩI
√
NINC
ω2cav
0 0
0 0 −iΩI
√
NINC
ω2cav
0
0 0 0 iΩI
√
NINC
ω2cav
(4.25)
De même, 〈g±±| ∂∂ΩI |g±±〉 se calcule de la même manière et permet d’écrire
la phase de Berry à la fin du chemin L comme :
Uˆ(A˜) = Pe−
∮
L
∑
k=I,C〈g±±| ∂∂Ωk |g±±〉dΩk ' e
−i√NCNI
ω2cav
(
∮
L ΩIdΩC−ΩCdΩI)ΣˆCz ⊗ΣˆIz
= e
2i
√
NCNI
ω2cav
(
∫∫
A dΩIdΩC)Σˆ
C
z ⊗ΣˆIz = eiA˜Σˆ
C
z ⊗ΣˆIz , (4.26)
où l’opérateur ’path ordering’ P a été enlevé parce que la matrice des connec-
teurs 〈g±±| ∂∂Ωk |g±±〉 est quasiment diagonale, où nous avons introduit ΣˆCz ⊗
ΣˆIz = diag(1,−1,−1, 1) et où, enfin, nous avons utilisé le théorème de Green
(
∮
LΩIdΩC − ΩCdΩI) = −2(
∫∫
A dΩIdΩC) = −2A afin d’exprimer l’angle al-
gébrique associé à cette porte à deux qubits comme ±A˜ ' ±2A√NCNI/ω2cav
avec A la surface encerclée par le chemin L dans le plan (ΩC ,ΩI) (voir fi-
gure 4.4). Uˆ(A˜) a la forme d’une porte de phase conditionnelle à deux qubits
dans la base {|g++〉, |g+−〉, |g−+〉, |g−−〉}.
Nous verrons dans le chapitre 5 comment obtenir les portes à 1-qubit,
d’une manière dynamique (en levant puis rétablissant la quasi- dégénérescence
adiabatiquement grâce à la modulation du couplage lumière-matière, ou par
la modulation de l’angle entre les directions de l’Hamiltonien atomique et de
l’Hamiltonien de couplage). Nous décrirons alors les propriétés de protection
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4.5. Une possible réalisation en circuit QED 129
dynamique de ces qubits collectifs spin-bosons. Donnons avant cela, un exemple
de circuit qui pourrait permettre d’obtenir le diagramme précédent dans toutes
ses phases, et de créer en particulier ces 4 vides dégénérés.
4.5 Une possible réalisation en circuit QED
En indiçant les deux chaînes indépendantes introduites dans l’Hamilonien
(4.1) par les lettres C et I, nous faisons référence aux couplages ‘capacitif’
et ‘inductif’ dont on a parlé dans les précédents chapitres. Chacun de ces
couplages fait intervenir une quadrature différente du champ du résonateur. Le
couplage capacitif fait intéragir les charges d’un atome Josephson avec le champ
de tension du résonateur Vˆ qui est proportionnel à la quadrature (aˆ + aˆ†) 6.
Et le couplage inductif, dual du précédent, fournit une interaction entre le flux
d’un qubit et le flux du résonateur φˆ ( ou son courant Iˆ), qui est proportionnel
à l’autre quadrature du champ φˆ ∝ i(aˆ− aˆ†), parce que le flux de branche est
égal à l’intégrale dans le temps de la tension. Ainsi, comme nous l’avons vu
dans le troisième chapitre, une chaîne de Fluxoniums couplés inductivement
au résonateur peut subir un couplage à son premier mode de la forme HˆI/~ =
2iΩI/
√
NI(aˆ − aˆ†)Jˆ Ix . Tandis que NC Boîtes à paires de Cooper identiques,
intéragissant avec la tension du résonateur, par l’intérmédiaire d’une capacité
Cg, soumises à une tension de porte Vg telle que ng = CgVg/(2e) = 1/2,
et dans la limite où l’énergie Josephson de chaque boîte est très inférieure à
l’énergie de charge, subissent un couplage dont l’Hamiltonien s’écrit HˆC/~ =
2ΩC/
√
NC(aˆ + aˆ
†)JˆCx , ainsi que nous l’avons vu au chapitre 2 7. On combine
ces deux types de couplage afin d’obtenir l’Hamiltonien monomode uniforme
(4.1) dans le circuit de la figure 4.5.
6. Voir formules (1.38) et (1.39) . Nous montrons sur la figure 4.5 pourquoi l’on peut se
restreindre à un seul mode bosonique.
7. Nous avions alors conjecturé qu’il était également possible d’obtenir un tel couplage,
sans terme Aˆ2, avec une chaîne de Fluxoniums couplés capacitivement. Cette hypothèse, qui
remettrait en cause partiellement la forme usuelle du couplage capacitif en 4EC(nˆ− nˆext)2,
contrairement au cas des Boîtes à paires de Cooper dans le régime de charge, où les deux
calculs convergent, doit attendre d’être vérifiée avant d’être raisonablement utilisée.
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Vg
=
= CPB
= Fluxonium
Cg
jeudi 30 juin 2011
Figure 4.5 – Réalisation possible de l’ Hamiltonien (4.1) en circuit QED. Une
chaîne de Boîtes à paires de Cooper (=CPB, en bleu) couplées capacitivement
au champ bosonique de tension d’un résonateur , et une chaîne de Fluxoniums
(vert) couplés inductivement au champ de flux du résonateur. A cause des
conditions aux bords (voir chapitres précédents), le profil du premier mode
du champ de tension (ligne en traits pleins noirs au-dessus) a ses anti-noeuds
aux extrémités du résonateur. Les Boîtes à paires de Cooper pourraient être
placées à l’une de ces extrémités. A cause du couplage inductif, l’amplitude
de l’interaction lumière-matière ressentie par les Fluxoniums est proportionelle
au profil de courant dont le premier mode (en traits pointillés noirs) a un anti-
noeud au centre : la chaîne de Fluxoniums pourrait être placée là. Supposant
(ωcav = ω0I = ω0C), les modes bosoniques supérieurs peuvent être négligés étant
suffisamment hors résonance. Les autres conditions pour obtenir un système
décrit par l’Hamiltonien (4.1), qui est monomode et uniforme (mais double
chaîne), sont expliquées dans le texte et les précédents chapitres.
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Chapitre 5
Computation quantique avec des
systèmes spin-bosons en régime de
couplage ultrafort
Nous étudions dans ce chapitre les propriétés de cohérence d’une chaîne
d’atomes de flux couplés inductivement à un résonateur dans le régime de cou-
plage ultrafort. Nous prouvons qu’un tel système peut former un qubit collectif
résistant à un certain type de bruit anisotrope dont nous montrons qu’il paraît
réaliste dans le cas des Fluxoniums. La forme de l’équation maîtresse utili-
sée pour calculer la cohérence de ces qubits est analysée. On démontre alors
que les temps de cohérence dépendent du nombre de photons contenus dans
les deux premiers états propres et qu’ils atteignent un maximum dans le ré-
gime de couplage ultrafort. On compare ces résultats pour différents nombres
d’atomes dans la chaîne. Puis, nous donnons un moyen d’obtenir un ensemble
universel de portes à un et à deux qubits à partir de ce système. Une telle
architecture est d’ailleurs généralisable à un nombre arbitraire de qubits grâce
à l’emploi de plusieurs résonateurs connectés entre eux. Nous calculons enfin
les fidélités des portes à un et deux qubits et l’on montre qu’elles présentent
aussi un maximum dans le régime de couplage ultrafort.
Les résultats de ce chapitre ont été publiés dans l’article [87].
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Chapitre 5. Computation quantique avec des systèmes spin-bosons
en régime de couplage ultrafort
5.1 Le système envisagé
Nous considèrons un ensemble de N Fluxoniums couplés inductivement
à un résonateur supraconducteur (voir figure 5.1). Sous certaines conditions
détaillées dans le chapitre 3, ce système peut être décrit par l’Hamiltonien
spin-boson :
Hˆ/~ = ωcavaˆ†aˆ + ωeg
N∑
j=1
σˆjz +
N∑
j=1
i
Ω0√
N
(aˆ− aˆ†)σˆjx. (5.1)
où toutes les notations ont été déjà introduites. En plaçant les Fluxoniums au
centre du résonateur, on peut raisonnablement négliger les modes bosoniques
de nombre d’onde strictement supérieur à un, ainsi que la variation spatiale
du premier mode.
On a alors vu que dans la limite de grand couplage Ω0/ωcav  1, les deux
premiers niveaux deviennent quasi dégénérés avec un splitting δ ∼ ωege−2
Ω20
ω2cav
N ,
où ωeg est la fréquence de transition d’un système à deux niveaux. La fonction
d’onde du fondamental prend alors la forme :
|ΨG〉 ' 1√
2
{|α〉ph ΠNj=1|+〉j + (−1)N | − α〉ph ΠNj=1|−〉j} (5.2)
qui est analogue à celle du premier état excité :
|ΨE〉 ' 1√
2
{|α〉ph ΠNj=1|+〉j − (−1)N | − α〉ph ΠNj=1|−〉j} . (5.3)
Ces deux états intriqués sont donc des superpositions symétriques et antisy-
métriques d’états cohérents (pour la partie photonique) de cohérence opposée
et vérifiant |α| ∼ √NΩ0/ωcav, multipliés par des états ferromagnétiques (pour
la partie électronique) de direction opposée. Dans cette limite, chaque atome
est ainsi ’polarisé’ dans la direction du couplage (la direction x), c’est à dire
que les états |±〉j vérifient σˆjx|±〉j = ±|±〉j pour tout j = 1...N . Toujours dans
cette limte, les autres états excités sont beaucoup plus hauts en énergie, avec
une séparation par rapport au premier doublet donnée par ∆ ∼ ωeg >> δ (à
résonance ωeg = ωcav). Une caractéristique supplémentaire de ce système nous
conduit à étudier une possible application en information quantique. Nous
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=
1 Ultrastrong circuit-QED Resonator = 1 ‘vacuum’ qubit 
E
......
Qubit MQubit 2
|Ψ￿E = 1√2{|α￿ |++￿ − |− α￿ |−−￿}
δ
∆
|Ψ￿G = 1√2{|α￿ |++￿+ |− α￿ |−−￿}
Qubit 1
lundi 14 mars 2011
Figure 5.1 – Description du système considéré. L’élément de base de cette
architecture est composé d’une ligne de transmission résonante à laquelle sont
couplés N atomes Josesphson (N = 2 ici). En choisissant le type d’atomes et
de couplage (le circuit montré ici représente des Fluxoniums couplés inductive-
ment au résonateur), les deux premiers états propres du système sont des états
intriqués (|α〉 est un état cohérent photonique, |±〉 est l’état du pseudo-spin
Josephson ‘polarisé’ le long de la direction x). Un résonateur représente un
simple qubit : un registre de M qubits sera donné par M résonateurs.
avons en effet prouvé à la fin du chapitre 3, que la quasi-dégénérescence entre
les états |ΨG〉 et |ΨE〉 résiste aux perturbations locales statiques du type :
Hˆperty,z =
N∑
j=1
hy,jσˆy,j + hz,jσˆz,j, (5.4)
où hy,j et hz,j sont des amplitudes aléatoires décorrélées d’un site à l’autre.
Cela provient du fait que dans le sous-espace {|ΨG〉, |ΨE〉}, une telle pertur-
bation couple (à l’ordre N) des états cohérents de phase opposée | −α〉 et |α〉.
L’effet de la perturbation, on l’a vu , est alors proportionnel au recouvrement
〈−α|α〉 = exp (−2|α|2) ∼ exp(−2 Ω20
ω2cav
N). Ainsi, plus grand sera le couplage Ω0
, plus nombreux seront les atomes artificiels, et plus important sera le nombre
te
l-0
07
61
05
5,
 v
er
sio
n 
1 
- 5
 D
ec
 2
01
2
134
Chapitre 5. Computation quantique avec des systèmes spin-bosons
en régime de couplage ultrafort
|α|2, qui réprésente ‘la taille’ des chats photoniques |ΨG〉 et |ΨE〉. Malheureu-
sement, la protection n’est pas complète [88], parce que la dégénérescence n’est
pas protégée par rapport à des fluctuations du genre Hpertx =
∑N
j=1 hx,jσˆx,j et
Hpertaˆ = haaˆ + h
∗
aaˆ
†, qui représentent un bruit dans la direction du couplage
lumière-matière et un bruit associé au champ du résonateur. Cependant, si
dans un circuit supraconducteur, les perturbations comme Hˆperty,z se trouvent
être les perturbations dominantes, alors la durée de vie et les fidélités des
opérations quantiques impliquant les états |ΨG〉 et |ΨE〉 augmenteront consi-
dérablement avec Ω0/ωcav et/ou N .
5.2 L’anisotropie du bruit
En fait, parmi les différents qubits de flux [12, 18, 29, 33], une telle aniso-
tropie du bruit paraît réaliste au moins pour le Fluxonium [33]. Nous avons
vu au chapitre 1 que son Hamiltonien pouvait s’écrire :
HF = 4ECJ Nˆ
2
J + ELJ
(ϕˆJ)
2
2
− EJ cos(ϕˆJ + Φext). (5.5)
Or, les paramètres physiques de cet Hamiltonien sont soumis à des fluctua-
tions : Φext = pi+∆Φext avec ∆Φext ‘du bruit de flux’ (en unités de Φ0 = ~/2e),
EJ = EJ + ∆EJ avec ∆EJ = ∆I0/Φ0 proportionnel aux fluctuations du
courant critique, et NˆJ = NˆJ + ∆N0, ∆N0 le bruit de charges résiduelles.
On peut aussi introduire un bruit portant sur les capacités et inductances :
ECJ = ECJ + ∆ECJ et ELJ = ELJ + ∆ELJ . Quand les sources de bruit sont
éteintes, nous avons déjà vu que les deux premiers états propres du Fluxo-
nium sont très isolés des états d’énergie supérieure pourvu que EJ  ELJ et
EJ  ECJ . Alors, l’Hamiltonien (5.5) s’écrit HˆF ' ~(ωeg/2)σˆz dans la base
des deux premiers états propres qui sont, rappelons-le, les combinaisons symé-
triques et antisymétriques d’états de courants persistants de sens opposé. Sur
la même base, ϕˆJ ' −ϕ01σˆx et NˆJ ' ωeg8ECϕ01σˆy (où ϕ01 ' 3). Les fluctuations
produisent alors (au premier ordre) les perturbations :
HˆF,pert/~ ' ∆Φextsin(ϕ01)(EJ/~)σˆx + ∆N0ϕ01ωegσˆy (5.6)
+ (
∂ωeg
∂EJ
EJ
∆I0
I0
+
∂ωeg
∂ECJ
ECJ
∆ECJ
ECJ
+
∂ωeg
∂EL
EL
∆EL
EL
)σˆz.
Les mesures d’un certain nombre d’expériences portant sur les qubits de flux
établissent la valeur de la densité spectrale de bruit de flux S1/2∆Φext à 10
−6/
√
Hz
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[37, 38]. Le bruit de courant critique ∆I0/I0 = ∆EJ/EJ , dont on pense qu’il
suit aussi une loi spectrale en 1/f [89, 90], a été récemment évalué [91] pour
un Fluxonium : S1/2∆EJ/EJ ≈ 3.10−5/
√
Hz. Cela prouve que la dissipation dans
la direction σˆz est beaucoup plus grande que celle de la direction σˆx.
5.3 Les temps de cohérence
5.3.1 L’équation maîtresse utilisée
Pour étudier le comportement du qubit {|ΨG〉, |ΨE〉} en présence de dis-
sipation, on utilise l’équation maîtresse suivante [92] (dont on redonne une
dérivation en Annexes) :
dρˆ
dt
=
1
i~
[Hˆ, ρˆ] +
∑
r=rv ,rf
UˆrρˆSˆr + SˆrρˆUˆ
†
r − SˆrUˆrρˆ− ρˆUˆ †r Sˆr
+
N∑
j=1
∑
m=xj ,yj ,zj
UˆmρˆSˆm + SˆmρˆUˆ
†
m − SˆmUˆmρˆ− ρˆUˆ †mSˆm, (5.7)
où ρˆ est la matrice densité, Hˆ est l’Hamiltonien (5.1) et où les opérateurs de
‘saut’ sont Sˆrv = aˆ+ aˆ†, Sˆrf = i(aˆ− aˆ†), Sˆxj = σˆjx, Sˆyj = σˆjy, Sˆzj = σˆjz.
De plus,
Uˆk =
∫ ∞
0
νk(τ)e
− i~ Hˆτ Sˆke
i
~ Hˆτdτ, (5.8)
νk(τ) =
∫ ∞
−∞
Γk(ω){nk(ω)eiωτ + [nk(ω) + 1]e−iωτ}dω,
pour k = rv, rf ou k = xj, yj, zj ∀j = 1..N .
Nous considérons ici, pour simplifier, une température nulle 1. De plus, les fonc-
tions spectrales Γk(ω) doivent être nulles pour ω < 0 parce qu’elles sont propor-
tionnelles à la densité d’états du bain à l’énergie ~ω. Nous verrons d’ailleurs, ce
1. Pour avoir un splitting δ  kBT (où T est la température du bain, à peu près 20 mK
dans les réfrigirateurs à dilution) on doit augmenter ωeg en augmentant d’un même facteur
d’échelle EJ , EC , et EL. Dans le régime intéressant de paramètres mis en évidence par les
simulations numériques, δ est entre 1 et 2 ordres de grandeur plus petit que ωeg.
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Figure 5.2 – Evolutions des cohérences normalisées
|〈ΨG|ρˆ(t)|ΨE〉|/|〈ΨG|ρˆ(t = 0)|ΨE〉| pour différentes valeurs du couplage
lumière-matière Ω0 en fonction du temps (en unités de 1/ωeg) et pour N = 1
atome dans le résonateur. Nous avons utilisé l’équation maîtresse (5.7) avec
des taux de dissipation atomique {Γx,Γy,Γz} = ωeg{10−6, 10−3, 10−3} et des
taux de perte de cavité Γr/ωeg = 10−6. Nous nous sommes placés à résonance
(ωcav = ωeg). Les densités spectrales associées sont telles que Γk(ω) = Γk si
ω ∈ [0;ωc] et Γk(ω) = 0 sinon, pour k = r, x, y, z , avec un cut-off spectral
de valeur ωc = 10ωeg. La matrice densité initiale est celle d’un état pur (voir
expression (5.9)). Les angles θ et φ, tirés au hasard, valent ici 0.3575 et 2.2058.
On voit que la cohérence augmente avec le couplage Ω0 (pour les valeurs
données ici).
que l’hypothèse contraire implique dans nos résultats. Par souci de simplicité,
nous prenons aussi Γk(ω) = Γk pour ω ∈ [0;ωc] et Γk(ω) = 0 ailleurs ∀k, avec
ωc un cut-off supérieur qui est cohérent avec la forme des densités spectrales de
bruit décroissantes. Nous verrons aussi que ce cut-off affecte peu nos résultats.
Enfin, nous inclurons beaucoup d’états excités dans le traitement numérique
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Figure 5.3 – Temps de cohérences pour N = 1 atome en fonction du cou-
plage lumière-matière Ω0 et pour différentes sortes de bains. On trace les
temps typiques des exponentielles décroissantes telles qu’elles apparaissent
en figure 5.2, toujours pour les angles θ = 0.3575 et φ = 2.2058, pour plu-
sieurs types de fonctions spectrales. A chaque fois, les taux de pertes utilisés
sont {Γx,Γy,Γz} = ωeg{10−6, 10−3, 10−3} et Γr/ωeg = 10−6. Pour les figures
en pointillés (courbes du haut), les densités spectrales associées sont telles
que Γk(ω) = Γk si ω ∈ [0;ωc] et Γk(ω) = 0 sinon, pour k = r, x, y, z, avec
ωc/ωeg = 10 (en bleu), 100 (vert) et 1000 (noir). Ces courbes montrent la faible
influence du cut-off supérieur sur les résultats. On a aussi tracé les temps de
cohérence, dans le cas d’un bruit blanc Γk(ω) = Γk ∀ω et pour k = r, x, y, z.
On voit alors, que la présence d’une densité spectrale non nulle pour les fré-
quences négatives entraîne une sous-estimation de plusieurs ordre de grandeurs
des temps de cohérences.
de cette équation maîtresse 2.
2. Plus exactement, l’espace de Hilbert considéré dans notre traitement numérique est
engendré par tous les états de pseudo-spins multipliés par les états de Fock inférieurs à un
cut-off nc pour la partie photonique. Sa dimension m est donc donnée par m = 2N ×(nc+1)
(nc ≥ 12 pour toutes les simulations, et N , le nombre d’atomes, sera explicitement donné
sur chaque figure). Les matrices densités auront alors une taille m×m.
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Figure 5.4 – Temps de cohérence en fonction du cut-off inférieur ωm ≤ 0
des fréquences du bain. On les a calculés en utilisant l’équation maîtresse 5.7
avec des densités spectrales de bruit telles que Γk(ω) = Γk si ω ∈ [ωm;ωc]
et Γk(ω) = 0 sinon, pour k = r, x, y, z, et avec ωC/ωeg = 10. On montre les
résultats pour les cas Ω0/ωeg = 1.5 (en haut) et Ω0/ωeg = 1 (en bas). On a tracé
en rouge certaines différences d’énergie propres normalisées (i.e. divisées par
~ωeg) impliquant les états de basse énergie, à savoir EE −EG, E2−EG, E3−EG
et E2 − EE. Elles correspondent aux discontinuités des temps de cohérence.
Cela prouve que les fréquences négatives du bain permettent (même à T=0)
des processus de transition d’un état propre du système vers un état propre
d’énergie supérieure (voir texte).
Pour tester la durée de vie de la cohérence entre les 2 vides quasi-dégénérés
|ΨG〉 et |ΨE〉 , nous avons étudié l’évolution non-unitaire d’un état
|Ψ0〉 = cos(θ)|ΨE〉 + sin(θ)eiφ|ΨG〉 (5.9)
en présence de taux de dissipation atomiques anisotropes Γy,Γz  Γx et pour
différents taux de pertes du résonateur Γr/ωeg = Γrv/ωeg = Γrf/ωeg. Les angles
θ et φ déterminent les coefficients de la superposition linéaire dans l’expres-
sion de l’état pur (Eq. (5.9)). Par exemple, pour deux valeurs données de θ et
φ, nous montrons en figure 5.2 la décroissance de la cohérence 〈ΨG|ρˆ(t)|ΨE〉
pour différentes valeurs du couplage lumière-matière Ω0. Cette décroissance est
exponentielle et la constante de temps associée définit le temps de cohérence
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correspondant à ces angles particuliers. Nous traçons les temps de cohérences
en fonction du couplage pour différentes formes de bains en figure 5.3. On y
constate que le cut-off supérieur ωc a peu d’influences sur les résultats. En
revanche, si l’on trace ces mêmes temps de cohérence sous l’effet d’un bruit
blanc, caractérisé par des densités spectrales constantes Γk(ω) = Γk ∀ω , pour
k = r, x, y, z, on s’aperçoit qu’ils sont de plusieurs ordres de grandeur infé-
rieurs à ceux qui correspondent à des bains colorés (voir figure 5.3). En fait,
la présence d’une densité d’états à fréquence négative pour le bain entraîne la
possibilité pour le système complet d’effectuer des transitions non physiques.
Elles correspondent, par exemple, au passage d’un état qui serait produit de
l’état fondamental pour le système fermé et du vide de quanta d’excitation
pour le bain, à un état propre excité pour le système fermé fois un quantum
d’excitation négative ωe < 0 pour le bain. Si En − EG est la différence des
énergies propres correspondantes pour le système fermé, alors elle doit être
égale à l’opposée de l’énergie négative du quantum d’excitation du bain, i.e.
−~ωe = En −EG. Bien sûr, à température nulle pour le bain, de tels processus
doivent être exclus d’un bon modèle de dissipation. On trace en figure 5.4 les
temps de cohérence du système en fonction du cut-off minimal ωm ≤ 0 des
densités spectrales de bruit, pour un cut-off supérieur ωc fixé. Ces temps de
cohérence décroissent quand on prend des cut-off ωm de plus en plus petits.
Les discontinuités se produisent en des valeurs de ωm correspondant à des
différences d’énergie propre du système fermé. Cela prouve donc la nécessité
d’utiliser dans l’équation maîtresse de notre étude (Eq. (5.7)) des bains colorés
vérifiant la condition Γk(ω) = 0 si ω < 0 3. On fixera donc le cut-off minimal à
ωm = 0 et on choisira un cut-off maximal à ωc = 10ωeg pour toutes les études
restantes. Nous moyennons les résultats tels qu’ils apparaîssent en figure 5.3
sur un grand nombre d’angles θ et φ différents, et pour des valeurs différentes
des taux de dissipation, ainsi que du nombre d’atomes N . Nos simulations,
montrées sur la figure 5.5 prouvent que les temps de cohérence augmentent
avec la fréquence de Rabi normalisée Ω0/ωeg. En fait, si les sources domi-
nantes de dissipation sont portées par les directions y et z, leur effet décroît
comme exp (−2|α|2) où α = √NΩ0/ωcav. Ainsi, le temps de cohérence croît
exponentiellement avant d’atteindre une valeur de saturation donnée par Γr
3. Cette condition paraît particulièrement importante dans l’analyse des sytèmes de cou-
plage ultrafort [93, 94] . En effet, comme le fondamental contient des photons virtuels, les
éléments de matrice des opérateurs de saut Sˆrv ou Sˆrf entre le fondamental et les états ex-
cités du système vont être plus grands que dans le cas du couplage fort, ce qui démultipliera
les conséquences néfastes des transitions correspondantes.
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et Γx, puis se met à décroître en loi de puissance (comme un chat de Schrö-
dinger habituel). L’emplacement des pics de temps de cohérence résulte alors
d’un compromis entre les bruits σˆz et σˆy qui sont exponentiellement atténués
et les pertes de la cavité qui augmentent de manière polynomiale. Toutes ces
quantités dépendent donc de α. On constate d’ailleurs sur la partie droite
de la figure 5.5 et sur la figure 5.6, que les pics de temps de cohérence cor-
respondent à des amplitudes photoniques α =
√
NΩ0/ωeg indépendantes du
nombre d’atomes N , démontrant que α est le paramètre clef de la protection.
Quant à la hauteur de ces maxima, elle est bien sûr déterminée par les valeurs
de Γr et Γx. Pour Γx ≥ 10−5ωeg, l’augmentation de la protection est plus faible
que pour Γx = 10−6ωeg (voir figure 5.5) mais atteint néanmoins plus d’un ordre
de grandeur pour Γx = 10−5ωeg, pour tout N . Maintenant que l’on sait qu’il
y a une valeur optimale de α pour les temps de cohérence (quelque soit le
nombre d’atomes N), la question naturelle à se poser est de savoir combien
d’atomes doivent être inclus dans le résonateur pour optimiser la protection
(i.e pour obtenir la plus grande valeur possible du maximum de cohérence).
La réponse dépend à nouveau de Γx, tous les autres paramètres étant fixés. Il
apparaît que deux phénomènes s’opposent pour déterminer ce nombre optimal
d’atomes. D’une part, comme montré sur la figure 5.7, la polarisation selon x
dans chaque atome, qui détermine la sensibilité au bruit σˆx, est une fonction
décroissante de N pour une cohérence photonique α correspondant à l’abscisse
des pics. Mais d’un autre côté, plus il y a d’atomes, plus le bruit en σˆx s’ac-
cumule (ceci est par exemple particulièrement frappant après les pics , dans la
limite des grandes valeurs de α où chaque atome est maximalement polarisé
dans la direction x, et où les temps de cohérence diminuent avec N). En consé-
quence, comme montré sur le panneau en bas à droite de la figure 5.6, pour un
bruit σˆx relativement large, il vaut mieux prendre un seul atome, tandis que
pour de plus petits Γx , plus il y a d’atomes, meilleure est la protection. La
ligne de partage correspond à Γx = 3.10−5, c’est à dire un taux de perte dans la
direction x 30 fois plus petit que Γy ou Γz. Ces assertions n’ont pas pu être vé-
rifiées au delà de N = 5 atomes pour des raisons de lourdeur computationnelle.
Enfin, puisque le nombre de photons 〈n〉 de |ΨG〉 et |ΨE〉 augmente comme
|α|2 = Ω20
ω2cav
N , on en déduit qu’il existe un régime où la protection augmente
avec le nombre de photons (avant de diminuer ). Sur la figure 5.5, on compare
ce comportement inhabituel avec la décohèrence des chats de ‘Schrödinger’ [4]
en couplage fort (Ω0/ωeg << 1). Celle-ci décroît de manière monotone avec la
taille des chats, i.e. le nombre moyen de photons inclus [4, 41, 95, 96].
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Figure 5.5 – Temps de cohérence (en unités de 1/ωeg) calculés grâce à
l’équation maîtresse ( 5.7) pour ωeg = ωcav et avec un état initial pur
|Ψ0〉 = cos(θ)|ΨE〉 + sin(θ)eiφ|ΨG〉. Les résultats sont moyennés sur les va-
leurs de θ et φ. Paneau de gauche : temps de cohérence en fonction du nombre
de photons virtuels contenus dans |Ψ0〉 (〈n〉 = NΩ20/ω2cav) pour un atome
(N = 1) avec des taux de dissipation atomiques anisotropes {Γx,Γy,Γz} =
ωeg{10−6, 10−3, 10−3}. Les différents taux de perte du résonateur : Γr/ωeg =
10−6, 10−7, 0 correspondent [16, 41] aux facteurs de qualité Q = ωeg/(4piΓr) '
105, 106,∞. En rouge : même quantité mais pour des superpositions d’états
propres de Jaynes-Cummings en régime de couplage fort Ω0/ωeg = 10−3. Ce
sont donc des états de la forme |Ψ0〉 = cos(θ)|Ψn,+〉 + sin(θ)eiφ|Ψn,−〉 avec
|Ψn,±〉 = 1√2(|n〉ph|e〉at ± |n + 1〉ph|g〉at). Mêmes taux de dissipation atomique
que pour les courbes en noir, et avec un taux de perte photonique égal à
Γr/ωeg = 10
−6. Paneau de droite : temps de cohérence pour N = 1, 2 et
3 atomes pour Γr/ωeg = 10−6 et avec une plus faible anisotropie des pertes
atomiques : {Γx,Γy,Γz} = ωeg{10−5, 10−3, 10−3}. On les trace en fonction de
l’amplitude photonique α =
√
NΩ0/ωeg.
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Figure 5.6 – Paneaux du haut, et panneau en bas à gauche : temps de
cohérence en unités de 1/ωeg en fonction de la cohérence photonique α =√
NΩ0/ωeg, pour différents nombres d’atomes dans le résonateur :N = 1 (traits
pleins noirs), N = 2 (pointillés bleus), N = 3 (pointillés rouges) et N = 4
(traits pleins verts), et en présence de différentes anisotropies dans les taux de
dissipation. Dans les 3 cas, {Γy,Γz} = ωeg{10−3, 10−3}, et Γr/ωeg = 10−6, et
on a calculé les temps de cohérence pour différentes valeurs de la dissipation
en σˆx : Γx/ωeg = 10−4, 3.10−5 et 2.10−5. En bas, à droite : on trace les hauteurs
des pics de cohérence en fonction de N . Plus l’anisotropie est faible, moins il
faut prendre d’atomes pour optimiser la protection.
5.4 Les portes quantiques et leur fidélité
Maintenant, nous montrons comment obtenir un ensemble universel de
portes pour le calcul quantique [97] avec les états |ΨG〉 et |ΨE〉 comme base
de chaque qubit. La stratégie pour effectuer chacune de ces opérations est la
même : en ajoutant une perturbation à l’Hamiltonien (5.1), on lève la dégé-
nérescence entre les états quasi-dégénérés puis on la rétablit adiabatiquement
en éliminant la perturbation. On crée alors des rotations quantiques , dont
les angles seront donnés par l’accumulation de la phase dynamique issue de
la différence d’énergie créée, et dont les axes seront déterminés par la base
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Figure 5.7 – Valeur d’expectation moyenne de la polarisation dans la direction
x sur un site pour des états |Ψ0〉 appartenant au sous-espace fondamental
quasi-dégénéré, en fonction de la cohérence photonique α =
√
NΩ0/ωeg, pour
différents nombres d’atomes dans la chaîne : N = 1, 2, 3, 4, 5 et 6 (de haut en
bas).
des nouveaux états propres au cours de la perturbation. Par exemple, on peut
commencer par montrer comment obtenir une porte dynamique e−iθxΣˆx dans
la base |ΨG〉 et |ΨE〉, où Σˆx = |ΨG〉〈ΨE| + |ΨE〉〈ΨG| est la matrice de Pauli
dans la direction x associée au qubit collectif. Pour la réaliser, on peut effec-
tuer un couplage entre le flux d’un atome Josephson intégré au résonateur (par
exemple le premier atome) et un champ magnétique, classique et modulable
Φs(t). Cela permet l’ajout d’un terme additionnel dans l’Hamiltonien du type
MΦs(t)ϕˆ
1
J = C(t)σˆ
1
x où ϕˆ1J est le flux le long de la jonction Josephson du
premier atome artificiel. Une telle perturbation va lever la dégénérescence du
sous-espace fondamental de telle sorte que les deux nouveaux états propres
sont |+〉|+α〉ph et |−〉| −α〉ph avec un splitting δ(t) = 2C(t) et où nous avons
remplacé ΠNj=1|±〉j par |±〉 pour simplifier les notations. En modulant adiabati-
quement C(t), il est alors possible de créer la rotation e−iθxΣˆx où θx =
∫ T
0
C(t)dt
te
l-0
07
61
05
5,
 v
er
sio
n 
1 
- 5
 D
ec
 2
01
2
144
Chapitre 5. Computation quantique avec des systèmes spin-bosons
en régime de couplage ultrafort
avec [0 ;T] le temps de la modulation.
Nous montrons la fidélité associée à cette opération pour θx = pi/2 dans la
figure 5.8. En fait, la rotation autour de l’axe X est très analogue à ce que l’on
obtiendrait avec deux états ferromagnétiques dans un modèle d’Ising 1D dont
la dégénérescence serait levée par un champ magnétique extérieur classique.
Ce qu’apporte le couplage à un mode bosonique du résonateur est la manière
très naturelle de créer une rotation quantique à un qubit autour d’un autre
axe, par exemple e−iθzΣˆz où Σˆz = 2|ΨE〉〈ΨE|−1. On sait que |ΨG〉 et |ΨE〉 ont
un écart énergétique δ qui est une fonction exponentiellement décroissante de
Ω0. En modulant dans le temps Ω0, on obtient la porte désirée. L’angle de la
rotation sera θz =
∫ T
0
δ(t)dt =
∫ T
0
δ(Ω0(t))dt. Même sans optimiser la forme de
la modulation t→ Ω0(t), de bonnes fidélités sont obtenues. Par exemple, pour
l’angle θz = pi/2, avec un atome et pour un aller et retour entre Ω0/ωeg = 2
et Ω0/ωeg = 1.3, une fidélité ' 99.9% est obtenue pour un temps d’évolution
T ∼ 300/ωeg en présence de dissipation. En pratique, pour régler in situ Ω0(t),
on peut placer une boucle intermédiaire entre le résonateur et l’atome artifi-
ciel avec un flux magnétique la traversant (comme dans [98] et comme dans le
chapitre 3).
Afin d’obtenir l’ensemble complet d’opérations quantiques, on a besoin
d’une porte de contrôle à 2-qubits. Ici, nous allons montrer comment avoir
l’opération e−iθx12 Σˆx1⊗Σˆx2 dans la base des quatre états :
{{|ΨG〉1, |ΨE〉1} ⊗ {|ΨG〉2, |ΨE〉2}}
= { 1√
2
(|+〉|+ α〉ph,1 ± |−〉| − α〉ph,1)⊗ 1√
2
(|+〉|+ α〉ph,2 ± |−〉| − α〉ph,2)},
(5.10)
où 1 (2) est le numéro du résonateur.
Une possibilité, dont un schéma est montré sur la figure 5.9 a), consiste à
utiliser un couplage magnétique mutuel direct [99, 100] M12(t)ϕˆ1J ϕˆ2J , entre 2
Fluxoniums (un dans chaque résonateur), ce qui donne l’Hamiltonien :
Hˆ12 = Hˆ1 + Hˆ2 + C
12(t)σˆ1x,1σˆ
1
x,2, (5.11)
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, où Hˆ1 (Hˆ2) est l’Hamiltonien spin-boson (5.1) pour le résonateur 1 (2), tandis
que σˆ1x,1 (resp. σˆ1x,2) est la matrice de Pauli dans la direction x agissant sur le
premier système à deux niveaux du résonateur 1 (2). Une telle perturbation lève
partiellement la dégénérescence quadruple du sous-espace fondamental de telle
sorte que les deux états (|+〉|+α〉ph,1⊗|+〉|+α〉ph,2 et |−〉|−α〉ph,1⊗|−〉|−α〉ph,2)
auront une énérgie différente de celle des états (|+〉|+ α〉ph,1⊗ |−〉| − α〉ph,2 et
|−〉| − α〉ph,1 ⊗ |+〉| + α〉ph,2). La fidélité de cette opération pour θx12 = pi/2
est donnée sur le panneau de droite de la figure 5.8 en présence de dissipation,
montrant encore l’augmentation de la fidélité avec le couplage Ω0. D’autres
propositions pour le couplage effectif entre les deux résonateurs pourraient
être envisagés [101–104]. On pourrait par exemple utiliser une inductance mo-
dulable conduisant à un Hamiltonien d’interaction entre les deux résonateurs
de la forme E12L (t)(ϕˆr1 − ϕˆr2)2 ∝ ((aˆ1 − aˆ†1)− (aˆ2 − aˆ†2))2 où aˆ1 (aˆ2) est l’opéra-
teur d’annihilation du mode bosonique du résonateur 1 (2). L’ interaction est
alors proportionnelle aux amplitudes des modes de flux des résonateurs qui dé-
pendent de l’emplacement de l’ inductance. Ainsi on pourrait même imaginer
un dispositif comme celui de la figure 5.9 b) avec deux inductances réglables.
Dans un tel cas, en profitant du profil de flux du résonateur, le couplage effec-
tif entre les deux résonateurs pourrait même être totalement débranchable en
modulant judicieusement les deux inductances.
Il est facile de se convaincre qu’une telle architecture peut se généraliser à
un registre de M ≥ 2 qubits. Pour lire l’ état de chaque qubit {|ΨG〉k, |ΨE〉k}
(pour k = 1, ...,M), on peut tirer parti du fait que les états |+〉| + α〉ph et
|−〉|−α〉ph sont macroscopiquement distinguables : leur flux, le long de chaque
jonction Josephson est de signe opposé. Néanmoins, une étude qualitative et
quantitative des possibles lectures (readout) de ces qubits reste à bâtir.
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Chapitre 5. Computation quantique avec des systèmes spin-bosons
en régime de couplage ultrafort
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Figure 5.8 – Panneau de gauche : fidélité F¯ de la rotation à un qubit autour de
l’axe X (pour θx = pi/2) en fonction de Ω0/ωeg. La fidélité est ici définie comme
la moyenne sur tous les états purs initiaux (c’est-à-dire sur tous les angles θ et φ
définis dans l’expression (5.9)) du recouvrement entre l’ état souhaité au terme
de l’opération, qui est Uˆ |Ψ0〉 avec Uˆ = e−iθxΣˆx , et l’état du système donné par la
matrice densité ρˆ(|Ψ0〉〈Ψ0|) ayant évolué à partir de l’état pur |Ψ0〉 sous l’effet
de la dissipation. Ainsi, on a F¯ = moyenne|Ψ0〉[〈Ψ0|Uˆ †ρˆ(|Ψ0〉〈Ψ0|)Uˆ |Ψ0〉]. L’
équation maîtresse (5.7) est utilisée avec un Hamiltonien dépendant du temps
Hˆ(t) = Hˆ(t = 0) + C(t)σˆ1x où Hˆ(t = 0) est l’Hamiltonien spin-boson initial
(Eq. (5.1)) avec N = 1 (traits noirs pleins), N = 2 (traits bleus pointillés)
et N = 3 (traits rouges pleins) atomes Josephson dans le résonateur. Dans la
fenêtre : évolution temporelle de C(t). Panneau de droite : fidélités de la porte
à 2-qubit e−iθx12 Σˆx1⊗Σˆx2 pour θx12 = pi/2, tracée en fonction de
Ω0
ωeg
la fréquence
de Rabi normalisée dans chaque résonateur comprenant N = 1 atome intégré.
La constante de couplage entre les 2 qubits C12(t) suit la même évolution
temporelle que C(t) dans la fenêtre de gauche. On a aussi inclus un bruit
affectant le couplage mutuel, par l’intermédiaire de l’opérateur Sˆx12 = σˆ1x,1σˆ1x,2
et du taux de perte Γx12 = ωeg × 10−6.
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Figure 5.9 – Paneau (a) : les deux résonateurs sont couplés via un cou-
plage mutuel, correspondant à un terme d’interaction M12(t)ϕˆ1j ϕˆ2j où M12(t)
est réglable grâce au champ magnétique de contrôle (Ctrl). Paneau (b) :
une possible façon d’obtenir un couplage entre les deux résonateurs qui
puisse être modulé sur une large gamme de valeurs et même être totale-
ment éteint, rendant les deux qubits indépendants . Les inductances (réglables)
La et Lb introduisent l’Hamiltonien de couplage entre les deux résonateurs
Hcoupling = ELa(ϕˆ
1
r(x = d/2) − ϕˆ2r(x = d/2))2 + ELb(ϕˆ1r(x = d/2) − ϕˆ2r(x =
−d/2))2 ∝ −ELa(aˆ1 − aˆ†1 − (aˆ2 − aˆ†2))2 − ELb(aˆ1 − aˆ†1 + (aˆ2 − aˆ†2))2 =
−(ELa + ELb){(aˆ1 − aˆ†1)2 + (aˆ2 − aˆ†2)2} + 2(ELa − ELb)(aˆ1 − aˆ†1).(aˆ2 − (aˆ)†2).
Les deux premiers termes ne lèvent pas la dégénérescence entre les quatre états
{{|ΨG〉1, |ΨE〉1} ⊗ {|ΨG〉2, |ΨE〉2}}. Le dernier terme la lève d’une façon ana-
logue à celle du schéma a) sauf qu’il est maintenant facile d’annuler totalement
l’amplitude correspondante (ELa − ELb).
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Chapitre 5. Computation quantique avec des systèmes spin-bosons
en régime de couplage ultrafort
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Conclusion
Nous avons exploré la physique de quelques systèmes de circuit QED dans
le régime de couplage ultrafort, pour un nombre fini ou infini d’atomes, dans
le cas de qubits de charge (Boîtes à paires de Cooper) ou de qubits de flux
(Fluxoniums) couplés capacitivement ou inductivement à un résonateur supra-
conducteur. Il ressort de ces investigations, des différences importantes avec les
situations analogues en cavity QED, notamment dans la possibilité d’observer
la transition de phase quantique superradiante. Nous avons exhibé l’impor-
tance de la topologie des fonctions d’onde des systèmes à deux niveaux, et
cela pourrait très bien servir de paradigmes à d’autres types de systèmes dé-
crits par des Hamiltoniens spin-bosons, et qui pourraient être des candidats
pour l’observation de la transition de phase associée au modèle de Dicke. Nous
pensons que cette transition est observable dans les cas capacitif et induc-
tif, et nous espérons que ces résultats susciteront des expériences visant à
le confirmer car cela ne manquerait pas de faire progresser la physique des
systèmes spins-bosons. Dans le cas où les expériences venaient à prouver le
contraire, cela s’accompagnerait, sinon d’une remise en cause totale, ou moins
d’une légère clarification de la théorie de dérivation des Hamiltoniens de Cir-
cuits Quantiques, ce qui ferait aussi progresser le champ des connaissances.
Parmi les applications susceptibles de bénéficier de l’existence des deux vides
dégénérés de la phase sur-critique, nous avons proposé une architecture d’ordi-
nateur quantique où chaque qubit serait donné par un résonateur comprenant
plusieurs atomes Josephson en couplage ultrafort. Nous avons montré que l’in-
formation de tels qubits bénéficierait d’une bonne protection face à des sources
réalistes de dissipation anisotropes. En particulier, il est possible d’annihiler
totalement l’influence des fluctuations locales dans les deux directions perpen-
diculaires à la direction du couplage (au sens des matrices de Pauli), pour peu
que les degrés de liberté du résonateur soient eux-mêmes protégés, ce qui est
le cas dès que le facteur de qualité correspondant est élevé. Là encore, notre
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étude pourrait servir de paradigme à d’autres systèmes appliqués à l’informa-
tion quantique.
Dans le cas d’un nombre fini de qubits couplés à un résonateur, nous avons
aussi établi une correspondance entre les deux états quasi-dégénérés dans la
limite de couplage ultrafort, et ceux d’un modèle uni-axial de spins 1/2 en inter-
action à longue portée (modèle LMG). Or nous savons 4 que certains modèles
bi-dimensionnels de spins en interaction à courte ou longue portée sont carac-
térisés par la présence d’un vide deux fois dégénéré protégé des fluctuations
locales dans les trois directions des matrices de Pauli. Parmi les perspectives
envisagées, nous pouvons alors soumettre l’idée d’étudier la possibilité de cou-
pler un même qubit Josephson (par exemple un qubit de flux) à deux résona-
teurs perpendiculaires . On pourrait alors imaginer un réseau bi-dimensionnel
de résonateurs, aux noeuds duquel seraient connectés des qubits Josephson.
En régime de couplage ultrafort, les quanta d’excitation des résonateurs pour-
raient alors médier les interactions entre pseudo-spins, de telle sorte que les
états de basse énergie pourraient être en correspondance avec ceux d’un mo-
dèle de spins sur réseau 2D en interaction à longue portée. Il faudrait alors
tester les propriétés de cohérence de tels systèmes pour n’importe quel type
de fluctuations locales et voir s’ils ne sont pas plus simples à réaliser expéri-
mentalement, que ce soir pour les manipuler ou les sonder, que les réseaux de
spins sans résonateur.
Enfin nous avons proposé une généralisation du modèle de Dicke, où chacune
des quadratures du champ est couplée à une chaîne différente de pseudo-spins.
Nous avons donné le diagramme de phase correspondant et nous prédisons
l’existence d’une phase avec un vide quatre fois dégénéré lorsque les couplages
sont supérieurs aux valeurs critiques correspondantes. Nous avons fourni un cir-
cuit quantique permettant d’obtenir cette phase quantique qui est, autant que
nous le sachions, inédite. Là encore, une application en information quantique
a été donnée : elle consiste en la création de phases de Berry non-abeliennes,
pouvant permettre d’obtenir des portes de phases conditionnelles à deux qu-
bits.
Pour conclure, j’espère avoir convaincu les lecteurs de ce manuscrit de l’intérêt
d’augmenter encore un peu le couplage lumière-matière.
4. Ceci est développé dans les articles [88, 105, 106].
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Annexe A
Annexes
A.1 Calcul des excitations élémentaires du mo-
dèle de Dicke dans la limite thermodyna-
mique en présence d’un terme Aˆ2
Nous calculons ici les cohérences macroscopiques et les excitations élémen-
taires de la phase sur-critique dans la limite thermodynamique de l’Hamilto-
nien suivant :
Hˆ/~ = ωaˆ†aˆ + D(aˆ+ aˆ†)2 + ωeg(bˆ†bˆ− N
2
)
+
Ω0√
N
(aˆ+ aˆ†)(bˆ†
√
1− bˆ
†bˆ
N
+
√
1− bˆ
†bˆ
N
bˆ). (A.1)
Comme nous l’avons vu dans le chapitre 2, la phase surcritique apparaît lorque
4Ω20 = ωeg(4D+ ω), ce qui implique en particulier que D doit être strictement
inférieur à Ω20/ωeg. Nous avons vu qu’une telle situation n’arrivait jamais en
cavity QED, mais qu’en cicuit QED, on pouvait écrire D = αΩ20/ωeg où α =
EJ/(4EC) . La transition de phase quantique se produit alors si α < 1 pour la
valeur de la fréquence de Rabi du vide :
Ωcr0 =
√
ωωeg
2
√
1− α. (A.2)
Posons alors D = αΩ20/ωeg où α est une constante 1 telle que 0 ≤ α < 1.
1. En passant, on peut dire que très nombreuses sont les situations physiques où le rapport
Dωeg/Ω
2
0 est constant.
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Déplaçons alors les modes bosoniques :
aˆ† → cˆ† + √γ ; bˆ† → dˆ† − 
√
β; (A.3)
où γ, et β sont d’ordre N et  = ±1 pour rassembler les deux doublets de
solutions. Dans la suite, on considèrera  = 1, l’autre doublet de solutions
s’obtenant par changement de signe. Puis, excatement comme dans le cas α =
0, en développant les racines carrées :√
1− dˆ
†dˆ−√β(dˆ+ dˆ†)
K
≈ 1− 1
2K
{dˆ†dˆ−
√
β(dˆ+ dˆ†)}
− 1
8K2
{dˆ†dˆ−
√
β(dˆ+ dˆ†)}2
où K = N − β est d’ordre N , et en écartant les termes de l’Hamiltonien dont
l’amplitude tend vers 0 quand N → +∞, l’ Hamiltonien devient :
Hˆ/~ = ωcˆ†cˆ + D(cˆ+ cˆ†)2 +
{
ωeg + 2Ω0
√
γβ
NK
}
dˆ†dˆ (A.4)
+ Ω0
√
γβ
NK
β + 2K
2K
(dˆ† + dˆ)2 + Ω0
N − 2β√
NK
(cˆ+ cˆ†)(dˆ† + dˆ)
+ (cˆ† + cˆ)(ωeg
√
γ + 4
√
γD − 2Ω0
√
Kβ
N
)
+ (dˆ† + dˆ){−ωeg
√
β + 2Ω0
√
Kγ
N
(1− β
K
)}
+
{
(ω + 4D)γ + (β −N/2)ωeg − Ω0
√
βγ
N
(4
√
K + 1/
√
K)}
On détermine les déplacements macroscopiques γ et β en éliminant les
termes linéaires, ce qui donne :{ √
γ = 2
ω+4D
Ω0
√
Kβ
N√
β{−ωeg + 4Ω
2
0
ω+4D
N−2β
N
} = 0.
(A.5)
ce qui implique
{√γ,
√
β} = { Ω0
ω + 4D
√
N(1− µ˜2), 
√
N(1− µ˜)
2
} (A.6)
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où  = ±1 et où nous avons fait la synthèse des solutions des phases normales
et surcritiques en posant : µ˜ = 1 si Ω0 < Ωcr0 et µ˜ =
ωeg(ω+4D)
4Ω20
= ωegω
4Ω20
+ α si
Ω0 > Ω
cr
0 .
En réinjectant ces solutions dans l’Hamiltonien précédent, on obtient :
Hˆ/~ = ωcˆ†cˆ + D(cˆ+ cˆ†)2 +
ωeg
2µ˜
(1 + µ˜)dˆ†dˆ +
ωeg(3 + µ˜)(1− µ˜)
8µ˜(1 + µ˜)
(dˆ† + dˆ)2
+ Ω0µ˜
√
2
1 + µ˜
(cˆ+ cˆ†)(dˆ† + dˆ)− ωeg
4µ˜
{N(µ˜2 + 1) + (1− µ˜)}. (A.7)
qui est d’ailleurs valable dans les deux phases. La matrice de Hopfield-
Bogoliubov associée donne alors :
M˜ =

ω + 2D Ω˜0 −2D −Ω˜0
Ω˜0 ω˜eg + 2D˜b −Ω˜0 −2D˜b
2D Ω˜0 −(ω + 2D) −Ω˜0
Ω˜0 2D˜b −Ω˜0 −(ω˜eg + 2D˜b)
 , (A.8)
où l’on a introduit
ω˜eg = (1 + µ˜)
ωeg
2µ˜
; Ω˜0 = Ω0µ˜
√
2
1 + µ˜
; D˜b =
ωeg(3 + µ˜)(1− µ˜)
8(1 + µ˜)µ˜
(A.9)
qui est valable pour les deux phases grâce à notre définition synthètisée de
µ˜. Par ailleurs, on peut montrer que l’énergie du fondamental est : E˜G =
1/2(ω˜− + ω˜+ − ω − ω˜eg) − ωeg4µ˜ {N(µ˜2 + 1) + (1 − µ˜)} où ω˜± désignent les
fréquences polaritoniques qui sont les valeurs propres positives de M˜ . Cette
expression est aussi valable dans les deux phases.
A.2 Dérivation de l’Hamiltonien du circuit élec-
trique d’une chaîne de boîtes à paires de
Cooper couplées capacitivement à un réso-
nateur
Pour déterminer l’Hamiltonien du circuit de la figure A.1, on commence
par choisir le set de flux de branches indépendants en fonction duquel nous
écrirons le Lagrangien du système. Le résonateur est découpé en M mailles de
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Figure A.1 – Schéma du système considéré : N Boîtes à paires de Cooper
couplées capacitivement à un résonateur par l’intermédiaire de capacités Cg.
Une tension continue Vg shifte le potentiel sur toute la ligne de transmission.
Les N Boîtes à paires de Cooper sont périodiquement espacées d’une longueur
a. On peut alors modéliser ce résonateur par une série de M mailles de longueur
a comprenant une capacité C = ac qui relie la ligne de transmission centrale à
la masse, et une inductance appartenant à la bande centrale L = al où l (resp.
c) est l’inductance (resp. la capacité) par unité de longueur. Les N Boîtes à
paires de Cooper s’étendent sur une largeur d′ = Na  d = Ma, où d est la
longueur totale du résonateur. On fait par ailleurs l’hypothèse simplificatrice
que a est suffisamment grand pour que C  Cg, CJ .
longueur a, avec pour chacune une capacité C = ac qui relie la bande centrale
à la masse, et une inductance appartenant à la bande centrale L = al où l
(resp. c) est l’inductance (resp. la capacité) par unité de longueur. Choisissons
donc les M + 1 flux de branches φn, n = 1..M + 1 le long des capacités de
chaque maille (voir figure A.1). Puis, nous plaçons dans les N mailles centrales
du résonateur des Boîtes à paires de Cooper. Introduisons les flux de branches
le long des jonctions de chaque Boîte à paires de Cooper : φJj , pour j = 1..N .
Imaginons pour simplifier que M et N sont pairs. Alors le flux de la branche
au centre du résonateur aura l’indice M/2 + 1 : φM/2+1. Immédiatement à sa
droite, se trouvera la Boîte à paires de Cooper dont le flux de branche de long
de la jonction sera le flux φJN
2
+1
, et immédiatement à sa gauche, la Boîte à
paires de Cooper dont le flux de de branche le long de la jonction sera le flux
φJN
2
. Les indices des flux de branches sont donc ordonnés de la gauche vers la
droite sur le schéma électrique. Les choses étant posées, nous pouvons écrire
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le Lagrangien du système comme :
L =
M∑
n=1
{C
2
(φ˙n − Vg)2 − (φn+1 − φn)
2
2L
}+ C
2
(φ˙M+1 − Vg)2
+
N∑
j=1
{CJ
2
(φ˙Jj )
2 + EJ cos(
2pi
Φ0
φJj ) +
Cg
2
(φ˙j+M−N
2
− Vg − φ˙Jj )2} (A.10)
Le vecteur des moments conjugués Q est relié au vecteur des dérivées pre-
mierès des flux de branches Φ˙ par la relation :
Q = CΣΦ˙ + Qg (A.11)
où les vecteurs Q, Φ˙ et Qg sont de taille M +N + 1 et donnent :
Q =

q1
q2
...
q(M−N)/2
q1+(M−N)/2
qJ1
...
q(M+N)/2
qJN/2
q1+(M+N)/2
...
qM+1

, Φ˙ =

φ˙1
φ˙2
...
φ˙(M−N)/2
φ˙1+(M−N)/2
φ˙J1
...
φ˙(M+N)/2
φ˙JN/2
φ˙1+(M+N)/2
...
φ˙M+1

et Qg = Vg

−C
−C
...
−C
−Cg − C
Cg
...
−Cg − C
Cg
−C
...
−C

.(A.12)
La matrice CΣ est diagonale par blocs, de taille (M + N + 1) × (M + N + 1)
et s’écrit :
CΣ =

Cr1 0 · · · · · · 0
0 Cl 0 . . . ...
... 0 . . . 0
...
... . . . 0 Cl 0
0 · · · · · · 0 Cr2

(A.13)
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où Cr1 = C × IM−N
2
, Cr2 = C × I1+M−N
2
et où Cl est une matrice de taille
2× 2 qui s’écrit :
Cl =
(
C + Cg −Cg
−Cg CJ + Cg
)
. (A.14)
On peut utiliser cette écriture matricielle pour réécrire le Lagrangien sous
la forme :
L = 1
2
Φ˙TCΣ
{
Φ˙ + 2C−1Σ Qg
}
− U(Φ). (A.15)
où ()T désigne la transposée et où l’énergie potentielle est :
U(Φ) =
M∑
n=1
(φn+1 − φn)2
2L
−
N∑
j=1
EJ cos(
2pi
Φ0
φJj )−
V 2g
2
{dc+NCg}. (A.16)
Sachant que Φ˙ = C−1Σ {Q−Qg}, nous pouvons écrire la transformée de Legendre
H = Φ˙TQ−L sous la forme :
H = {Q −Qg}TC−1Σ Q−
1
2
{Q −Qg}T
{C−1Σ {Q −Qg}+ 2C−1Σ Qg}+ U(Φ)
=
1
2
{Q −Qg}TC−1Σ {Q −Qg}+ U(Φ). (A.17)
où la matrice de capacitance inverse est :
C−1Σ =

C−1r1 0 · · · · · · 0
0 C−1l 0 . . .
...
... 0 . . . 0
...
... . . . 0 C−1l 0
0 · · · · · · 0 C−1r2

(A.18)
où C−1r1 = (1/C)×IM−N2 , C
−1
r2
= (1/C)×I1+M−N
2
et où C−1l est donnée par :
C−1l =
1
CCg + CCJ + CgCJ
(
CJ + Cg Cg
Cg C + Cg
)
. (A.19)
Utilisons maintenant une hypothèse importante qui est vérifiée dès que les
atomes sont suffisament espacés les uns des autres afin d’avoir C = ac Cg, CJ
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où a, est rappelons-le, la distance inter-atomique, et donc aussi la taille de la
maille, et où c est la capacité par unité de longueur du résonateur. On peut
alors faire l’approximation :
C−1l '
(
1
C
Cg
C(Cg+CJ )
Cg
C(Cg+CJ )
1
Cg+CJ
)
. (A.20)
Remplaçant les variables conjuguées Φ et Q par leur équivalent quantique Φˆ
et Qˆ, et fort de la dernière approximation , on peut alors écrire l’Hamiltonien
quantique du système comme suit :
Hˆ '
M∑
n=1
{ 1
2C
(qˆn + q
r
g)
2 +
(φˆn+1 − φˆn)2
2L
}+ 1
2C
(qˆM+1 + q
r
g)
2
+
N∑
j=1
{ 1
2(Cg + CJ)
(qˆJj − qJg )2 − EJ cos(
2pi
Φ0
φˆJj )}
+
N∑
j=1
Cg
C(Cg + CJ)
(qˆj+M−N
2
+ qrg)(qˆ
J
j − qJg ), (A.21)
où qrg = Vg(Cg + C) et qJg = CgVg , et où nous avons enlevé les constantes
qui ne dépendaient que de Vg et des capacités. On voit par ailleurs que l’on
peut écrire Hˆ = Hˆosc + HˆCPB + Hˆcoupl où Hˆosc correspond à la première
ligne de l’Hamiltonien précédent, HˆCPB la deuxième et Hˆcoupl la troisième.
On remarque aussi que la tension Vg introduit une charge non seulement sur
les îles supraconductrices des boîtes à paires de Cooper mais aussi sur chaque
maille du résonateur par le terme qrg. Or, la charge sur le résonateur n’est pas
quantifiée (à cause de la présence des inductances) ; aussi , on peut l’enlever
grâce à une transformation de Jauge : U †HˆU où U = ∏M+1n=1 exp{−iqrgφˆn/~}.
Finalement, introduisant les variables usuelles de nombre de charge et de flux
réduit, on obtient :
Hˆ ' Hˆosc +
N∑
j=1
{4EC(nˆJj − CgVg)2 − EJ cos(ϕˆJj )}
+
N∑
j=1
4EC2Cg
(qˆj+M−N
2
)
C
(nˆJj − CgVg). (A.22)
Hˆosc est l’Hamiltonien des M mailles du résonateur nu, et donnera donc dans
la limite où M tend vers l’infini, les modes bsosniques calculés dans le chapitre
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1. On voit apparaître dans l’Hamiltonien de couplage, des termes
(qˆ
j+M−N2
)
C
'
Vˆ (xj) où xj est la position de la jme boîte à paires de Cooper et Vˆ la tension du
résonateur. Dans l’hypothèse où les N Boîtes à paires de Cooper s’étendent sur
une distance très faible devant la taille du résonateur, au centre de celui-ci, on
pourra alors négliger les variations spatiales du mode de tension du résonateur
auquel sont couplées les Boîtes à paires de Cooper. Négligeant alors les autres
modes bosoniques du résonateur (moyennant les mêmes hypothèses que dans
le chapitre 2), on trouve un Hamiltonien qui serait plutôt 2 :
Hˆ = ~ωresaˆ†aˆ+
N∑
j=1
{
4Ec{[nˆj − CgVg
2e
]2 + 2CgVˆ [nˆj − CgVg
2e
]}
−
∑
n∈Z
EJ
2
(|n+ 1〉〈n|+ |n〉〈n+ 1|)j
}
, (A.23)
avec les mêmes notations que dans le chapitre 2. On se rend compte que
le terme Aˆ2 est nul ! En fait, les Hamiltoniens de couplage capacitif dérivés
jusqu’à présent avaient pour but de décrire le couplage fort[15], et non le cou-
plage ultrafort. Or en couplage fort, le terme Aˆ2 issu de la forme quadratique
4EC(nˆ − nˆext)2 a de toute façon une très faible incidence. Mais, dans notre
cas, il peut s’il est trop grand, empêcher une transition de phase quantique
superradiante. Donc il faut prendre soin de bien l’évaluer. Heureusement, dans
la limite intéressante pour les Boîtes à paires de Cooper, c’est-à-dire le régime
de charge, le terme Aˆ2 calculé à partir de la forme quadratique 4EC(nˆ− nˆext)2
tend aussi vers 0, ce qui ne remet pas en cause nos résultats.
A.3 Dérivation de l’Hamiltonien du circuit élec-
trique d’une chaîne de Fluxoniums couplés
capacitivement à un résonateur
Pour dériver l’Hamiltonien du circuit présenté en figure A.2, il suffit de
s’appuyer sur le calcul précédent avec les boîtes à paires de Cooper. On pose
alors Vg = 0 et on rajoute une énergie inductive pour chaque atome si bien
2. Où l’on a laissé tomber l’exposant J des variables des Boîtes à paires de Cooper.
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Figure A.2 – Schéma du système considéré : N Fluxoniums couplés capaciti-
vement à un résonateur. La distance inter-atomique est suffisamment grande
pour que C  Cg, CJ où C = ac est la capacité du résonateur dans chaque
maille. Par ailleurs, on fait l’hypothèse que la longueur sur laquelle s’étend la
chaîne de N Fluxoniums est très faible devant la longueur du résonateur, afin
de négliger les variations spatiales du mode de tension du champ auquel les
Fluxoniums sont couplés.
qu’on obtient l’Hamiltonien :
Hˆ ' Hˆosc +
N∑
j=1
{4EC(nˆJj )2 +
EL
2
(ϕˆJj )
2 − EJ cos(Φjext + ϕˆJj )}
+
N∑
j=1
4EC2Cg
(qˆj+M−N
2
)
C
(nˆJj ). (A.24)
La nullité du terme Aˆ2 impliquerait alors la transition de phase quantique
superradiante.
A.4 Théorie des perturbations pour N ≥ 2 Fluxo-
niums
Considérons un nombre N ≥ 2 de Fluxoniums avec des énergies qui, en
toute généralité, peuvent dépendre de chaque Fluxonium, i.e. HˆF =
∑
j=1..N ~ωF,jσˆz,j.
HˆF ne couple les deux vides dégénérés qu’à l’ordre N . Pour des valeurs finies
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de N et du couplage adimensionné g, le splitting est donné par :
~δ ' 2Πj=1..NωF,j
D(EG+ , En1,σ(1)(S+) , ..., EnN−1,σ(N−1)(...σ(1)(S+))))
× |
∑
σ∈SN
∑
n1,n2,...nN−1
〈G+|σzσ(1)|n1,σ(1)(S+) 〉〈n1,σ(1)(S+) |σzσ(2)|n2,σ(2)(σ(1)(S+)) 〉
× ...× 〈nN−1,σ(N−1)(...σ(1)(S+)) |σzσ(N)|G−〉| (A.25)
où SN est le groupe des permutations de {1..N}, S+ est la configuration
{+ + ...+} , et où σ(m)(...σ(1)(S+)) est la configuration dans laquelle les
σ(1)eme, σ(2)eme ... σ(m)eme pseudo-spins ont basculé de + vers -. L’expression
précédente contient tous les états excités de toutes les configurations de pseudo-
spins, avec dans le dénominateur D(EG+ , En1,σ(1)(S+) , ..., EnN−1,σ(N−1)(...σ(1)(S+))))
un produit de différences entre l’énergie de chacune des configurations et celle
du fondamental. En fait, lorsque g → +∞, ce dénominateur sera polynomial
et proportionnel à (~ωk=1)N−1. Ainsi, on obtient :
δ ∼ 2ωk=1
[
Πj=1..N(
ωF,j
2ωk=1
)
] ∑
σ∈SN
∑
n1,n2,...nN−1
(A.26)
〈G+|σzσ(1)|n1,σ(1)(S+) 〉〈n1,σ(1)(S+) |σzσ(2)|n2,σ(2)(σ(1)(S+)) 〉
× ....〈nN−1,σ(N−1)(...σ(1)(S+)) |σzσ(N)|G−〉 (A.27)
= 2ωk=1N !
[
Πj=1..N(
ωF,j
2ωk=1
)
]
〈G+|Πj=1..Nσzj |G−〉
∼ 2ωk=1
[
Πj=1..N(
ωF,j
2ωk=1
)
]
e
−4g2
sin( pi
2N
)2
∑
1≤ke≤Nm
1
k3e (A.28)
Dans le cas où toutes les énergies de Fluxoniums sont égales et à résonance
du premier mode de la cavité : ωF,j = ωF = ωk=1, on obtient, en ne gardant
que les termes dominants :
log (
δ
ωF
) = −β(N)g2 ∼ −4g
2
sin( pi
2N
)2
∑
1≤ke≤Nm
1
k3e
(A.29)
(A.30)
où 1.6N2 < 4
sin( pi
2N
)2
∑
1≤ke≤Nm
1
k3e
< 2.1N2 ∀N ≥ 2.
Dans le cas où l’on a une distribution ωF,j = ωF + ∆j où ∆j est une variable
aléatoire de moyenne nulle et de variance ∆2 = 〈∆2j〉, on a un splitting moyen
et une déviation standard qui vérifient :
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< δ > ∼ 2ωk=1N !( ωF
2ωk=1
)Ne
−4g2
sin( pi
2N
)2
∑
1≤ke≤Nm
1
k3e (A.31)
σ =
√
< δ2 > − < δ >2 ∼< δ >
√
(1 + (
∆
ωF
)2)N − 1 ∼
√
N
∆
ωF
< δ > .
Ces quantités ont la même dépendance exponentielle que le splitting δ de la
distribution uniforme. Ainsi, l’effet du désordre sur les énergies atomiques peut
être rendu arbitrairement petit.
A.5 Calcul des déplacements macroscopiques dans
l’Hamiltonien de Dicke ‘double chaîne’
Partons de l’Hamiltonien :
Hˆ/~ = ωcavaˆ†aˆ + ω0C(bˆ
†
C bˆC −
NC
2
) + ω0I (bˆ
†
I bˆI −
NI
2
) (A.32)
+ ΩC(aˆ+ aˆ
†)(bˆ†C
√
1− bˆ†C bˆC/NC +
√
1− bˆ†C bˆC/NC bˆC)
+ iΩI(aˆ− aˆ†)(bˆ†I
√
1− bˆ†I bˆI/NI +
√
1− bˆ†I bˆI/NI bˆI).
Comme pour l’Hamiltonien de Dicke standard, les excitations de la phase
normale sont obtenues en négligeant les termes proportionnels à (1/Nk) (pour
k = C, I) dans l’Hamiltonien précédent. La matrice de Hopfield-Bogoliubov
associée à l’Hamiltonien quadratique obtenu est :
M =

ωcav ΩC iΩI 0 −ΩC −iΩI
ΩC ω
0
C 0 −ΩC 0 0
−iΩI 0 ω0I −iΩI 0 0
0 ΩC −iΩI −ωcav −ΩC iΩI
ΩC 0 0 −ΩC −ω0C 0
−iΩI 0 0 −iΩI 0 −ω0I

. (A.33)
Quant à l’énergie du fondamental, elle vaut EG = 1/2(ωl + ωm + ωu − ωcav −
(NC + 1)ω
0
C − (NI + 1)ω0I ) où ωl ≤ ωm ≤ ωu sont les trois valeurs propres
positives deM.
Puisque det(M) = ω0Cω0I{ωcavω0C − 4Ω2C}{ωcavω0I − 4Ω2I}, on voit que le mode
normal minimal ωl peut s’annuler quand {ωcavω0C − 4Ω2C} = 0, ou quand
{ωcavω0I − 4Ω2I} = 0, ce qui donne naissance à deux lignes critiques dans le
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plan (ΩC ,ΩI). La première a comme équation ΩC = ΩcrC = (1/2)
√
ωcavω0C , et
la seconde ΩI = ΩcrI = (1/2)
√
ωcavω0I .
Les excitations des phases superradiantes (pour ΩC ≥ ΩcrC et/ou ΩI ≥ ΩcrI
) sont obtenues en revenant à l’Hamiltonien (A.32) et en supposant que les
2 chaînes atomiques et le champ peuvent acquérir des occupations macrosco-
piques moyennes. Ainsi, on déplace les 3 modes bosoniques :
aˆ† → cˆ† + C √γC + iI√γI ; bˆ†C → dˆ†C − C
√
βC ; bˆ
†
I → dˆ†I − I
√
βI (A.34)
où γC , γI , βC et βI sont réels et où C = ±1 and I = ±1. Dans la suite, on
considèrera C = I = 1, les autres solutions s’obtenant par changement de
signe. Rappelons que l’on doit faire l’hypothèse très importante selon laquelle
γC ∼ βC ∼ NC and γI ∼ βI ∼ NI . L’Hamiltonien devient alors :
Hˆ/~ = ωcav{cˆ†cˆ + (√γC − i√γI)cˆ† + (√γC + i√γI)cˆ + γC + γI} (A.35)
+ ω0C{dˆ†C dˆC −
√
βC(dˆC + dˆ
†
C) + βC −
NC
2
}
+ ω0I{dˆ†I dˆI −
√
βI(dˆI + dˆ
†
I) + βI −
NI
2
}
+
√
KC
NC
ΩC
{
cˆ† + cˆ + 2
√
γC
}{
(dˆ†C −
√
βC)
√
1− dˆ
†
C dˆC −
√
βC(dˆC + dˆ
†
C)
KC
+
√
1− dˆ
†
C dˆC −
√
βC(dˆC + dˆ
†
C)
KC
(dˆC −
√
βC)
}
+ i
√
KI
NI
ΩI
{
cˆ − cˆ† − 2i√γI
}{
(dˆ†I −
√
βI)
√
1− dˆ
†
I dˆI −
√
βI(dˆI + dˆ
†
I)
KI
+
√
1− dˆ
†
I dˆI −
√
βI(dˆI + dˆ
†
I)
KI
(dˆI −
√
βI)
}
,
où KI = NI − βI ∼ NI et KC = NC − βC ∼ NC . On écrit alors pour
k = I, C :√
1− dˆ
†
kdˆk −
√
βk(dˆk + dˆ
†
k)
Kk
≈ 1− 1
2Kk
{dˆ†kdˆk −
√
βk(dˆk + dˆ
†
k)}
− 1
8K2k
{dˆ†kdˆk −
√
βk(dˆk + dˆ
†
k)}2. (A.36)
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On effectue la limite thermodynamique dans l’Hamiltonien précédent en
éliminant les termes dont les coefficients tendent vers 0 quand Nk → +∞
(k = C, I) :
Hˆ/~ = ωcav cˆ†cˆ +
{
ω0C + 2ΩC
√
γCβC
NCKC
}
dˆ†C dˆC +
{
ω0I + 2 ΩI
√
γIβI
NIKI
}
dˆ†I dˆI
+ ΩC
√
γCβC
NCKC
βC + 2KC
2KC
(dˆ†C + dˆC)
2 + ΩI
√
γIβI
NIKI
βI + 2KI
2KI
(dˆ†I + dˆI)
2
+ ΩC
NC − 2βC√
NCKC
(cˆ+ cˆ†)(dˆ†C + dˆC) + iΩI
NI − 2βI√
NIKI
(cˆ− cˆ†)(dˆ†I + dˆI)
+ cˆ†{ωcav(√γC − i√γI) − 2ΩC
√
KCβC
NC
+ 2iΩI
√
KIβI
NI
} + h.c
(A.37)
+ (dˆ†C + dˆC){−ω0C
√
βC + 2ΩC
√
KCγC
NC
(1− βC
KC
)}
+ (dˆ†I + dˆI){−ω0I
√
βI + 2ΩI
√
KIγI
NI
(1− βI
KI
)}
+
{
ωcavγC + ωcavγI + (βC −NC/2)ω0C + (βI −NI/2)ω0I
− ΩC
√
βCγC
NC
(4
√
KC + 1/
√
KC)− ΩI
√
βIγI
NI
(4
√
KI + 1/
√
KI)
}
.
Dans cet Hamiltonien, les trois premières lignes regroupent des termes qua-
dratiques, les 4eme, 5eme et 6eme des termes linéaires et les deux dernières des
constantes. Les occupations macroscopiques γC ,γI ,βC et βI s’obtiennent en
éliminant les termes linéaires :

ωcav(
√
γC − i√γI) − 2ΩC
√
KCβC
NC
+ 2iΩI
√
KIβI
NI
= 0
−ω0C
√
βC + 2ΩC
√
KCγC
NC
(1− βC
KC
) = 0
−ω0I
√
βI + 2ΩI
√
KIγI
NI
(1− βI
KI
) = 0
(A.38)
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Puis : 
√
γC =
2
ωcav
ΩC
√
KCβC
NC
√
γI =
2
ωcav
ΩI
√
KIβI
NI
√
βC{−ω0C + 4Ω
2
C
ωcav
NC−2βC
NC
} = 0
√
βI{−ω0I + 4Ω
2
I
ωcav
NI−2βI
NI
} = 0
(A.39)
Donc, selon les valeurs de ΩC et ΩI , nous obtenons quatre possibilités (qui
décrivent les quatres phases du diagramme) :

{√γC + i√γI ,
√
βC ,
√
βI} = {0, 0, 0} (a)
{√γC + i√γI ,
√
βC ,
√
βI} = {ΩC
√
NC(1−µ2C)
ωcav
,
√
NC
2
(1− µC), 0} (b)
{√γC + i√γI ,
√
βC ,
√
βI} = {iΩI
√
NI(1−µ2I)
ωcav
, 0,
√
NI
2
(1− µI)} (c)
{√γC + i√γI ,
√
βC ,
√
βI} = {ΩC
√
NC(1−µ2C)
ωcav
+ i
ΩI
√
NI(1−µ2I)
ωcav
,√
NC
2
(1− µC),
√
NI
2
(1− µI)} (d)
où nous avons introduit µI =
ω0Iωcav
4Ω2I
et µC =
ω0Cωcav
4Ω2C
. Ces quatres phases
sont décrites dans le chapitre 4.
Enfin, pour obtenir les excitations bosoniques élementaires des phases (a),
(b), (c) et (d) ainsi que l’énergie du fondamental, on réintroduit les solu-
tions des déplacements dans le dernier Hamiltonien qui est quadratique. Pour
synthètiser les résultats, on peut définir µ˜C comme µ˜C = 1 si ΩC < ΩcrC et
µ˜C =
ω0Cωcav
4Ω2C
si ΩC > ΩcrC , et de manière équivalente µ˜I = 1 si ΩI < ΩcrI et
µ˜I =
ω0Iωcav
4Ω2I
si ΩI > ΩcrI . Ainsi, les excitations collectives dans toutes les phases
s’obtiennent en calculant les 3 valeurs propres positives (ω˜l ≤ ω˜m ≤ ω˜u) de la
matrice M˜ qui s’écrit :
te
l-0
07
61
05
5,
 v
er
sio
n 
1 
- 5
 D
ec
 2
01
2
A.5. Calcul des déplacements macroscopiques dans l’Hamiltonien
de Dicke ‘double chaîne’ 165

ωcav Ω˜C iΩ˜I 0 −Ω˜C −iΩ˜I
Ω˜C ω˜
0
C + 2D˜C 0 −Ω˜C −2D˜C 0
−iΩ˜I 0 ω˜0I + 2D˜I −iΩ˜I 0 −2D˜I
0 Ω˜C −iΩ˜I −(ωcav) −Ω˜C iΩ˜I
Ω˜C 2D˜C 0 −Ω˜C −(ω˜0C + 2D˜C) 0
−iΩ˜I 0 2D˜I −iΩ˜I 0 −(ω˜0I + 2D˜I)

,(A.40)
où, pour k = C, I
ω˜0k = (1 + µ˜k)
ω0k
2µ˜k
; Ω˜k = Ωkµ˜k
√
2
1 + µ˜k
; D˜k =
ω0k(3 + µ˜k)(1− µ˜k)
8(1 + µ˜k)µ˜k
. (A.41)
On peut vérifier que pour ΩC < ΩcrC et ΩI < ΩcrI , M˜ =M.
L’énergie du fondamental, dans les 4 phases est :
E˜G = 1/2(ω˜l + ω˜m + ω˜u − ωcav − ω˜0C − ω˜0I )−
ω0C
4µ˜C
{NC(1 + µ˜2C) + (1− µ˜C)}
− ω
0
I
4µ˜I
{NI(1 + µ˜2I) + (1− µ˜I)} (A.42)
On vérifie également que E˜G = EG pour ΩC < ΩcrC et ΩI < ΩcrI .
La manière dont ω˜l s’annule aux points critiques donne les exposants cri-
tiques associés à la transition de phase quantique. Puisque le diagramme de
phase est bi-dimensionnel, on doit étudier ce comportement selon différents
chemins. Par exemple, comme montré sur la figure correspondante du cha-
pitre 4, on peut étudier le comportement de ω˜l le long des lignes radiales pour
un θ fixé en considérant l’Hamiltonien (A.32) dans lequel ΩC = cos(θ)Ω =
cos(θ)
√
Ω2C + Ω
2
I et ΩI = sin(θ)Ω = sin(θ)
√
Ω2C + Ω
2
I , où nous introduisons
ici Ω =
√
Ω2C + Ω
2
I par souci de clarté. Alors, dans le cas ω
C
0 = ω
I
0 , pour
θ 6≡ pi/4 [pi/2] , il y a deux points critiques, c’est-à-dire des valeurs de Ω en
lesquelles ω˜l = 0. Bien sûr, ils correspondent aux intersections des lignes ra-
diales et des lignes critiques ΩC = ΩcrC et ΩI = ΩcrI , et se situent aux points
Ω = ΩcrC / cos(θ) et Ω = ΩcrI / sin(θ). En écrivant que det(M˜) = −ω˜2l ω˜2mω˜2u , il
est facile de montrer que pour θ 6≡ pi/4 [pi/2],
ω˜l(Ω→ ΩcrC / cos(θ)) ∼ |Ω− ΩcrC / cos(θ)|1/2 (A.43)
ω˜l(Ω→ ΩcrI / sin(θ)) ∼ |Ω− ΩcrI / sin(θ)|1/2. (A.44)
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Quand θ = pi/4 (et dans le cas résonant), il y a un seul point critique, et
quand Ω→ ΩcrC / cos(θ) = ΩcrI / sin(θ) = ωcav/
√
2, alors
ω˜l(Ω→ ωcav/
√
2) ∼ |Ω− ωcav/
√
2|. (A.45)
En fait, au point (ΩcrC ,ΩcrI ), les deux brisures de symétrie se produisent en
même temps et le mode normal ω˜l s’annule linéairement, contrairement aux
autres points critiques où ω˜l s’annule en racine carrée.
A.6 Dérivation de l’équation maîtresse
On considère une équation maîtresse de la forme :
i~
∂ρˆtot
∂t
=
[
Hˆtot(t), ρˆtot
]
où Hˆtot(t) est l’Hamiltonien de l’ensemble {réservoir+système}, défini par :
Hˆtot(t) = HˆS(t) + HˆR + Rˆ.Sˆ
(A.46)
avec Rˆ l’opérateur de saut du réservoir qui est facteur de Sˆ, l’opérateur de saut
du système. Le réservoir est modélisé par un bain d’oscillateurs harmoniques,
chacun d’entre eux étant indicé par λ, de telle sorte que HˆR =
∑
λ ~ωλb
†
λbλ.
L’opérateur de saut du réservoir est supposé tel que : Rˆ =
∑
λ gλbλ + g
∗
λb
†
λ.
HˆS(t) est l’Hamiltonien du système fermé 3. On remarque que HˆR , Sˆ, et Rˆ
sont indépendants du temps.
On définit alors la matrice densité ρ˜ dans le référentiel d’interaction :
ρ˜tot(t) = W
†(t)ρˆtot(t)W (t)
oùW (t) est l’opérateur d’évolution dans le référentiel d’interaction et est donné
par l’exponentiation ordonnée dans le temps :
W (t) = T←−e
− i~
∫ t
0 (HˆS(s)+HˆR)ds = (T←−e
− i~
∫ t
0 HˆS(s)ds)e−
i
~ HˆRt = WS(t)WR(t)(A.47)
où WS(t) = T←−e−
i
~
∫ t
0 HˆS(s)ds vérifie :
dWS(t)
dt
= − i
~
HˆS(t)T←−e
− i~
∫ t
0 HˆS(s)ds = − i
~
HˆS(t)WS(t). (A.48)
3. On l’a noté Hˆ(t) dans le chapitre 5 ; on rajoute l’indice S ici pour plus de clarté.
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tandis que W †S(t) = T−→e
i
~
∫ t
0 HˆS(s)ds satisfait :
dW †S(t)
dt
=
i
~
T−→e
i
~
∫ t
0 HˆS(s)dsHˆS(t) =
i
~
W †S(t)HˆS(t). (A.49)
On remarque aussi que :
WS(t1)W
†
S(t2) = T←−e
− i~
∫ t2
t1
HˆS(s)ds si t1 > t2 (A.50)
WS(t1)W
†
S(t2) = T−→e
i
~
∫ t2
t1
HˆS(s)ds si t1 < t2
L’équation maîtresse dans le référentiel d’interaction donne :
i~
∂ρ˜tot
∂t
=
[
R˜(t)S˜(t), ρ˜tot
]
, (A.51)
où :
R˜(t) = W †R(t)RˆWR(t) = e
i
~ HˆRtRˆe−
i
~ HˆRt = (
∑
λ
gλbλe
−iωλt + g∗λb
†
λe
iωλt)(A.52)
et :
S˜(t) = W †S(t)SˆWS(t) = (T−→e
i
~
∫ t
0 HˆS(s)ds)Sˆ(T←−e
− i~
∫ t
0 HˆS(s)ds). (A.53)
On peut résoudre cette équation formellement :
ρ˜tot(t) = ρ˜tot(t0) +
1
i~
∫ t
t0
dt′[R˜(t′)S˜(t′), ρ˜tot(t′)]. (A.54)
En insérant (A.54) dans (A.51), on obtient l’équation intégro-différentielle :
i~
∂ρ˜tot(t)
∂t
= [R˜(t)S˜(t), ρ˜tot(t0)] +
1
i~
∫ t
t0
dt′[R˜(t)S˜(t), [R˜(t′)S˜(t′), ρ˜tot(t′)]].
(A.55)
On trace la dernière équation sur les états du réservoir :
i~
∂ρ˜S(t)
∂t
=
1
i~
∫ t
t0
dt′TrR
{
[R˜(t)S˜(t), [R˜(t′)S˜(t′), ρ˜tot(t′)]]
}
,
où l’on a fait l’hypothèse d’un état initial factorisé pour la matrice densité
ρ˜tot(t0) = ρ˜S(t0) ⊗ ρ˜statR (t0) (ce qui signifie qu’il n’y a pas d’intrication entre
le bain et le système au début), de telle sorte que la trace sur le réservoir du
premier terme de droite de l’équation (A.55) sera nulle (TrR{R˜(t)ρ˜statR } = 0) .
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A.6.1 Approximation de faible couplage
Faisons maintenant l’approximation ρ˜tot(t′) ≈ ρ˜S(t′)⊗ ρ˜statR . En faisant cela,
on néglige les cohérences entre le bain et le système au deuxième ordre ( par
rapport à gλ).
Donc, nous obtenons (en écrivant t′ = t− τ) :
∂ρ˜S(t)
∂t
= − 1
~2
∫ t−t0
0
dτ{g(τ)
(
S˜(t)S˜(t− τ)ρ˜S(t− τ)− S˜(t− τ)ρ˜S(t− τ)S˜(t)
)
+ h.c}, (A.56)
avec :
g(τ) = TrR
(
ρstatR R˜(t)R˜(t− τ)
)
=< R˜(0)R˜(−τ) >
=
∑
λ
|gλ|2(nλeiωλτ + (nλ + 1)e−iωλτ ),
où nλ est l’occupation thermique à la température T pour l’oscillateur harmo-
nique λ :
nλ = 1/(exp(~ωλ/kT )− 1). (A.57)
La largeur typique de la fonction de corrêlation g(τ) donne le temps de co-
hérence du bain τc. On doit remarquer que g(τ)S˜(t)S˜(t − τ) est un terme du
second ordre en gλ. De plus, ρ˜S(t) évolue seulement sous l’influence du couplage
entre le bain et le système, donc la différence entre ρ˜S(t) et ρ˜S(t− τ) sera au
moins d’ordre 1 en gλ. Alors, afin de ne garder que les termes jusqu’à l’ordre 2
en gλ dans l’équation (A.56), nous devons faire l’hypothèse : ρ˜S(t− τ) ≈ ρ˜S(t).
Ce qui donnera :
∂ρ˜S(t)
∂t
= − 1
~2
∫ t−t0
0
dτ
{
g(τ)
(
S˜(t)S˜(t− τ)ρ˜S(t)− S˜(t− τ)ρ˜S(t)S˜(t)
)
+ h.c
}
Maintenant, on quitte le référentiel d’interaction en écrivant S˜(t) = W †S(t)SˆWS(t)
(∀t) et ρ˜S(t) = W †S(t)ρˆS(t)WS(t), si bien que l’on obtient :
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∂ρ˜S(t)
∂t
= W †S(t)(
i
~
HˆS(t)ρˆS(t))WS(t) +W
†
S(t)
∂ρˆS(t)
∂t
WS(t)
+W †S(t)(ρˆS(t)(−
i
~
HˆS(t))WS(t)
= W †S(t)
{
− 1
~2
∫ t−t0
0
dτg(τ){Sˆ(T←−e
− i~
∫ t
t−τ HˆS(s)dsSˆ T−→e
i
~
∫ t
t−τ HˆS(s)ds)ρˆS(t)
− (T←−e
− i~
∫ t
t−τ HˆS(s)dsSˆ T−→e
i
~
∫ t
t−τ HˆS(s)ds)ρˆS(t)Sˆ}+ h.c
}
WS(t). (A.58)
Ici intervient une hypothèse cruciale : dans la dernière intégrale, parce que tout
est proportionnel à g(τ), les termes importants seront tels que τ ≤ τc. Alors,
pour peu que l’évolution de l’Hamiltonien soit adiabatique, au sens où le temps
typique d’évolution des paramètres de l’Hamiltonien est bien plus long que le
temps de corrélation τc,on peut écrire :
T←−e
− i~
∫ t
t−τ HˆS(s)dsSˆ T−→e
i
~
∫ t
t−τ HˆS(s)ds ' e− i~ HˆS(t)τ Sˆe i~ HˆS(t)τ . (A.59)
On obtient finalement :
∂ρˆS(t)
∂t
= − i
~
[
HˆS(t), ρˆs(t)
]
+
1
~2
{
U(t)ρˆS(t)Sˆ − SˆU(t)ρˆS(t) + h.c
}
, (A.60)
(A.61)
avec : U(t) '
∫ t−t0
0
dτg(τ)e−
i
~ HˆS(t)τ Sˆe
i
~ HˆS(t).τ
Et si l’on envoie le temps initial t0 à −∞, on a :
U(t) '
∫ ∞
0
dτg(τ)e−
i
~ HˆS(t)τ Sˆe
i
~ HˆS(t)τ , (A.62)
ce qui donne l’équation maîtresse utilisée dans le chapitre 5, tantôt pour le
calcul des temps de cohérence (HˆS indépendant du temps), tantôt pour le
calcul des fidélités (HˆS(t) variant adiabatiquement).
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