In this paper, we propose a modified PRP conjugate gradient method which develops a new formula for parameter and possesses the following properties: (1)the sufficient descent property holds without any line searches; (2)this method inherits an important property of Polak-Ribière-Polyak(PRP) method;(3)under some assumable conditions, the method is globally convergent. Preliminary numerical results show that this method is very efficient.
Introduction
Consider the unconstrained nonlinear optimization problem min ( ) n x R f x (1.1) where : n f R R is a smooth, nonlinear function and its gradient g is available. Nonlinear conjugate gradient method is well suited for solving large scale problem, its iterative formula is given by 
where (0,1) , ( ,1) , are often imposed on the line search,
Furthermore, the sufficient descent property, namely,
has often been used in the literature to analyze the global convergence of conjugate gradient method with inexact line searches, where c is a positive constant. The convergence behavior of (1.4), (1.5), (1.6) and (1.7) with some line search conditions has been studied by many authors for many years. The PRP method with the exact line search is not globally convergent, see Powell s counterexample [1] , but the
) method with Wolfe line search was proved globally convergent under the sufficient descent condition, the HS method is very familiar with the PRP method. The DY method is globally convergent without the descent condition, but its numerical results are not better than the PRP method.
In [2] , the authors proposed a Modified FR and CD Conjugate Gradient Method, and a Modified HS Conjugate Gradient Method also was proposed in [3] .
Enlightened by the above ideas, a Modified PRP Conjugate Gradient Method was proposed as follows:
where 1 (0, ) , 2 1 (2 , ) , 3 [ , ) , and is a positive constant. Clearly, an important feature of MPRP k is that its value is greater than zero without line search, from (1.11) we can get
which, along with (1.11),gives
Based on this formula we also established a global convergent nonlinear conjugate gradient method with the strong Wolfe conditions, namely (1.8) and ( )
14 where (0,1) , ( ,1) . This paper is organized as follows. We will present a new algorithm (Algorithm 2.2), and the sufficient descent property (1.10) of Algorithm 2.2 is also given in the next section. In section 3, the global convergence results of the MPRP method are established. At last, the preliminary numerical results are reported.
Preliminaries and Algorithm
Throughout this paper, we assume that 0 k g for all k , for otherwise a stationary point has been
found. First we give the following theorem, which illustrates that the formula (1.11) possesses the sufficient descent property for any line search.
Theorem 2.1 Consider any method (1.2) and (1.3), where 
Otherwise 
Therefore we can deduce that (2.1) is true. 
Convergence analysis
The following important result was given by Zoutendijk [4] and Wolfe [5] . 
Since the level set is bounded and ( ) k f x is a decreasing sequence, we can get this Lemma easily when k is obtained by strong Wolfe line search (1.8) and (1.10).
The following property was given by Gilbert and Nocedal [6] , called Property(*). This property means that the next research direction approaches to the steepest direction automatically when a small step-size generated, and the step-sizes are not produced successively.
Property (*) Consider any iteration method ( 
When 1 k s , we can get from (2.4) that
The proof is completed. Lemma 3.3 [7] Suppose that the Assumption 2. 
3.7
We can deduce that (1.10) cannot show the convergence of the sequence k ,but it implies that the vector k changes slowly. Lemma 3.4 [7] Suppose that the Assumption 2.3 holds. Consider any iteration method of the form ( 
From (2.6), taking norms of the above equation, we can get that
Let be given by Lemma 3.4, 14 From (3.13) and Cauchy-Schwarz inequality, we have
From above relation (2.6) and (3.14), we get that
. By the definition of , we can obtain a contradiction. Therefore (3.9) is true.
Numerical experiments
In this section, we will test PRP,PRP Table 1 shows the computation results, where the columns of the table have the following meanings: Problem (the name of the test problem), Dim (the dimension of the problem), NI (the total number of iterations), NF (the number of the function evaluations), NG (the number of the gradient evaluations) and the star * denotes that this result is the best among these three methods. From Table 2 , we can see that the average performances of the MPRP method is the best among the three conjugate gradient methods, and the average performances of the PRP method is a little better than the PRP method. Furthermore, MPRP method is globally convergence for the general nonconvex unconstrained optimization problem, whereas the PRP method with exact line searches may not converge.
