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Abstract- In this paper, the performance of IPv4 and IPv6 are 
compared using Windows Vista and the UDP (User Datagram 
Protocol) throughput results are compared with Windows XP in a 
peer-peer environment.  The results indicated that the UDP 
bandwidth using Windows Vista and fast Ethernet for IPv4 
ranged between 26.5 and 85.6 Mbps and between 24 and 84.6 
Mbps for IPv6.  Windows XP bandwidth ranged from 21.8 and 86 
Mbps for IPv4 and between 20.7 and 81 Mbps for IPv6. 
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I. INTRODUCTION 
The growth in internet has significantly increased the 
number of internet addresses required. As number of IPv4 are 
limited and exhausting, this is successfully overcome by IPv6 
which supports a total of 2128 addresses as opposed to 232 for 
IPv4. As the transition to IPv6 gets closer, newer operating 
systems aim to put a higher emphasis into enhancing IPv6 
performance. Several works have been carried out on 
evaluating IPv4 and IPv6 that have shown their performance to 
vary largely depending on the operating system used on the 
network [1]. 
Vista is a new version of Windows operating system and 
was introduced to replace Windows XP.  In this paper, the 
UDP performance of IP4 against IP6 is carried out for 
Windows Vista and the results compared with Windows XP.  
The previous research work on IP4 and IP6 comparison are 
as follows. In 1998, Draves et al. [2] conducted a throughput 
evaluation of IPv6 using Windows NT over a network where 
two clients were directly connected through a crossover cable. 
Their study ran TCP throughput tests for both IPv4 and IPv6 
over 10 Mb/s and 100 Mb/s Ethernet. The analysis however 
did not consider any other additional protocols such as UDP or 
any parameters such as different packet sizes that could 
potentially affect network performance. Their findings showed 
IPv6 has 1.9% less throughput compared to the IPv4. 
In 2000, Ariga et al. [3] conducted a performance evaluation 
of data transmission through IPv6 and IPv4 using IPSec on a 
network implementing the Unix-like open source operating 
system called FreeBSD. The authors took into account the TCP 
and UDP protocols however did not consider the different 
packet sizes. Their studies concluded that the TCP/UDP 
throughput for IPv6 was almost equivalent to that of IPv4. 
In 2003, Zeadally and Raicu [4] conducted a performance 
evaluation of IPv4 and IPv6 on Windows 2000 and Solaris 8. 
Two identical workstations were connected using a point-to-
point link in-order to eliminate variables such as router latency 
from the experiments. This study included an additional metric 
of RTT (Round Trip Time) along with the TCP/UDP 
throughput. Their analysis concluded that the performance of 
IPv4 and IPv6 varied significantly, especially a notably large 
difference in throughput for packet sizes smaller than 256 
bytes in Solaris. The difference, an apparent three times higher 
throughput for IPv4 mainly due to the rather large increase in 
socket-creation and connection time for IPv6 because of its 
high overhead [4]. 
In 2004, Zeadally et al. [1] conducted another empirical 
performance evaluation of IPv4 and IPv6 protocol stack. They 
used Linux as the operating system and compared the results to 
their 2003 study on Windows 2000 and Solaris 8. Throughput 
and RTT were measured for TCP and UDP protocols. Their 
evaluation concluded that both IPv4 and IPv6 on Linux 
outperformed Windows 2000 and Solaris 8 for both the metrics 
used, the latter having a lower margin of difference compared 
to Windows 2000.  In 2006, Mohammed et al. [5] carried out 
an evaluation on the performance of IPv6 on two different 
operating systems, namely, Windows 2003 and Linux based 
Red Hat 9. The study implemented three different test beds 
each representing two different environments. The first, a 
“Normal View Environment” where the payload size was less 
than the MTU (Maximum Transmission Unit) and the second, 
a “Global View Environment” where the payload size was 
greater than the MTU. The MTU can best be defined as the 
highest amount of data that can be transferred in one physical 
frame on the network. Their studies concluded that the 
performance of IPv6 was far better in Red Hat 9 than in 
Windows Server 2003 as the latter fragmented packets larger 
than 1440 bytes as opposed to the former where fragmentation 
occurred at 16384 bytes. 
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TABLE I 
STANDARD DEVIATION FOR THROUGH
 
 Vista XP 
Bytes IPv4 IPv6 IPv4 IPv6
128 0.43 0.46 0.26 0.1 
256 0.44 0.88 0.67 0.28 
384 1.06 1.5 0.75 0.55 
512 1.27 0.94 0.81 0.53 
640 0.54 0.71 1.01 0.52 
768 0.65 0.62 0.61 0.55 
896 0.97 0.34 1.27 1.05 
1024 0.85 0.6 0.44 0.82 
1152 0.67 0.55 0.69 0.71 
1280 0.48 0.67 3.16 0.8 
1408 0.38 0.38 1.21 0.85 
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Figure 3 shows the UDP round trip
on Windows Vista. No data is availa
The UDP results show a gain in d
each packet size increases.  
 
TABLE II 
STANDARD DEVIATIO
 
V
Bytes IPv4
128 0.08
256  0.2
384 1.33
512 1.18
640 0.4
 768 0.33
896 0.18
1024 0.11
1152 0.24
1280 0.21
1408 0.33
 
The RTT for IPv4 ranged from
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IPv4. The standard deviation for t
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The increase in delay with the inc
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transmission time [4]. UDP does n
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 V. CONCLUSION 
In this study, we compared the UDP performance of IPv4 
with IPv6 for both Windows Vista and Windows XP.  The 
results indicate that generally as the packet size increases, the 
bandwidth increases.  In Vista, the difference in UDP 
throughput between IPv4 and IPv6 performance is barely 
noticeable, overall results show UDP throughput is slightly 
higher on IPv4 although that difference is by far insignificant. 
Using IPv6, Windows Vista performed comparatively better 
than XP with the maximum difference of 10.3 Mbps (58.8 
Mbps for XP vs 69.1 Mbps for Vista) for 384 byte packet size. 
UDP throughput for IPv4 resulted with similar performance for 
both operating systems as Windows Vista showed a higher 
throughput for packet sizes 128, 256, 1024 and 1280 bytes 
whereas Windows XP showed a higher throughput for packet 
sizes 384, 513, 640, 768 and 1024 bytes. In Vista, the round 
trip time for IPv4 ranged from 0.9ms to 28.2ms and for IPv6 
IPv6 ranged from 0.3ms to 27.8ms. The UDP Round Trip 
Time for IPv4 and IPv6 appear very close.   
 
VI. FUTURE WORKS 
Future works include performing and comparing an 
evaluation of IPv4 and IPv6 using different network operating 
systems environments; Windows Server 2008 and Linux and 
using Windows 7 as client operating systems over Gigabit 
Ethernet LAN’s.  
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