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Abstract
Though speaker adaptation has long been an importing topic in automatic speech
recognition, the breadth of the topic means that there are still many important
aspects left to be investigated. The most common approaches to adaptation is
based on affine transformations of the acoustic model parameters or of the input
features. This thesis explores extensions and modifications to such approaches, by
investigating new parametrizations for adaptation. Furthermore, transform based
adaptation for the new class of log-linear acoustic models is investigated.
Three main topics are covered. First, a novel method for dimension reducing
feature transformations for speaker adaptation is presented. The method is based
on a likelihood ratio criterion, but is shown to be closely related to the maxi-
mum likelihood criterion. An efficient estimation method, based on an expectation-
maximization-like update method is derived. It is shown how the method can be
extended to use a discriminative criterion for optimization. A way to include prior
information using a centered regularization method is introduced, and is shown to
be equivalent to maximum a posteriori estimation with a manually selected prior.
The presented dimension reducing adaptation method is shown to outperform
standard fMLLR adaptation both for recognition side only adaptation, and for
speaker adaptive training, also in combination with other adaptation methods. Fur-
thermore the criterion and accumulators of the method is applied to warping factor
estimation in matrix VTLN with a non-square transformation matrix, allowing the
correct normalization of the criterion to be taken into account.
Secondly, an approach to discriminative log-linear affine feature transform spea-
ker adaptation is introduced. The equivalence of feature and model space adaptati-
on for log-linear models is demonstrated. Experiments using both supervised and
unsupervised adaptation are presented. For the case of supervised adaptation the
method result in improvements over a maximum likelihood baseline, in the form
of feature space maximum likelihood linear regression adaptation of the equiva-
lent generative model. Frame based and sequence based optimization criteria are
investigated, as well as the impact of different regularization methods.
Finally model space acoustic adaptation using offsets, and its use for speaker
adaptive training, was studied. It is shown that a straightforward implementation
of offset based speaker adaptive training is possible, due to the piecewise constant
nature of the transformation. It is shown that offset based SAT leads to a substantial
improvement in word error rate over a system not using speaker adaptive training.
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Zusammenfassung
Obwohl Sprecheradaption lange ein wichtige Thema in Spracherkennung war, bleibt
durch der Breite des Aufgabenfelds viele Aspekten noch offen. Die häufigste Ad-
aptionsansätze basiert auf affine Transformationen, entweder von der akustischen
Modellparametern, oder von der Merkmalsvektoren. Diese Dissertation untersucht
Erweiterungen und Modifikationen von solcher Adaptionsansätze, durch Untersu-
chungen von neuer Parametrisierungen. Außerdem wird transformationsbasierte Ad-
aption von der neuen Klasse von log-lineare akustische Modelle untersucht.
Drei Hauptthemen werden untersucht. Erstens wird eine neue Methode zur dimen-
sionsreduzierenden Merkmalstransformationen für Sprecheradaption eingeführt. Die
Methode basiert auf einem Likelihood-Quotienten Kriterium; es wird gezeigt, dass
es eng mit den Maximum-Likelihood-Methode verwandt ist. Eine effiziente Schät-
zungsmethode, basierend auf einem der Estimation-Maximization-Algorithmus ähn-
liches Verfahren, wird hergeleitet. Weiter wird das Verfahren zu einem diskrimina-
tiven Verfahren erweitert. Außerdem wird ein Weg der Einbringen von Vorabin-
formation präsentiert, basiert auf einem zentrierten Regularisierungsverfahren; der
Äquivalenz dieser Methode zu der Maximum-a-posteriore-Methode wird gezeigt.
Die präsentierte dimensionsreduzierende Adaptionsmethode gibt niedrigere Feh-
lerraten als die häufig eingesetzte fMLLR Adaptionsmethode, sowohl für sprechera-
daptive Training, als auch im Erkennung allein; Verbesserungen werden auch im
Kombination mit anderen Adaptionsmethode erreicht. Das Schätzungskriterium
wird auch für transformationsbasierte VTLN eingesetzt, was erlaubt die korrekte
Normalisierung von dem Kriterium zu berücksichtigen.
Zweitens wird eine Methode zur diskriminative log-lineare merkmalstransformati-
onsbasierte Sprecheradaption introduziert. Der Äquivalenz von Merkmals- und Mo-
deltransformationen für Log-lineare akustische Modelle wird demonstriert. Sowohl
Experimente mit überwachte als auch unüberwachte Adaption werden präsentiert.
Für überwachte Adaption wird Verbesserungen gegenüber ein Maximum-Likelihood
basierte verfahren, in Form der mit fMLLR adaptierte äquivalente generative Mo-
dell, erzielt. “Frame”-basierte und Sequenzbasierte Optimierungskriterien werden
untersucht, wie auch die Nutzung von unterschiedlicher Regularizierungsmethoden.
Drittens wird “Offset”-basierte Modelladaption, und deren Benutzung für spre-
cheradaptive Training, studiert. Es wird gezeigt, dass ein unkomplizierte Implemen-
tierung möglich ist, da der Transformation stückweise Konstant ist. Es wird gezeigt,
das “Offset”-basierte SAT wesentliche Verbesserungen gegenüber ein System ohne
sprecheradaptive Training liefert.
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Chapter 1
Introduction
In the last decades, speech recognition has grown to a mature discipline, with a
large body of research, and several commercially developed products and systems
available. Depending on requirements, the general quality of speech recognition sys-
tems are such that it is today possible to use speech recognition for many tasks
where previously interaction with a human being was required. But as good as mod-
ern speech recognition systems have become, they still struggle to provide usable
results when the usage condition differ from conditions encountered during system
development.
Human speech perception is highly robust, both towards different speakers and
different noise conditions. Today, a state of the art speaker specific speech recog-
nition system can provide almost human level performance, in a noise free envi-
ronment using a quality, close talking, microphone. But with varying speakers, es-
pecially non-native speakers, and in non-ideal recording conditions, for instance
using far-field microphones, while the human performance is hardly affected, even
the best automatic systems struggle to provide usable results. It is thus clear that
improving robustness of speech recognition systems is of great importance.
One important method to improve robustness of a speech recognition system
is the use of acoustic speaker adaptation. Speaker adaptation have a long history,
and is successfully used in state of the art systems, both commercially and in
research. Nevertheless, it remains true that the robustness to speaker differences
are a long way from human performance, both in term of quality of adaption, where
non-native speakers still present large problems, as well as in the amount of data
needed. It is also the case that introduction of new acoustic modelling techniques
necessitates matching adaptation techniques, to be able to take full advantage of
any improvements in the context of a state-of-the-art recognition system. Both of
these considerations point to the need for further research in the area of speaker
adaptation.
In this thesis several novel methods and improvements in acoustic speaker adap-
tations are presented and evaluated. The rest of this thesis is organized as follows:
The following two chapters give an introduction to automatic speech recognition
(Chapter 2), followed by a summary of the state of the art in acoustic model adap-
tation (Chapter 3). These two chapters are not meant to present original research,
their purpose instead being to provide a framework for the rest of this thesis, by
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presenting the methods applied in speech recognition systems used for experiments
in the following systems. A further aim of these chapters is to make the reader
familiar with the notation and other conventions used in the rest of this thesis, as
well as function as a handy reference for the reader.
Chapter 4 presents the scientific goals of the research presented in this thesis,
and discusses the questions that are tackled in the rest of this thesis. Following
this is one chapter for each of the main areas of original research presented in this
thesis; one chapter on dimension reducing feature transformations for adaptation
(Chapter 5), one chapter on discriminative adaptation using log-linear acoustic
modelling (Chapter 6), and one chapter on offset based acoustic model adaptation
(Chapter 7). Following these three core chapters are a summary of the scientific
contributions of this thesis (Chapter 8). The thesis is concluded by a final outlook
chapter (Chapter 9).
2
Chapter 2
Automatic Speech Recognition
Automatic speech recognition (ASR) is the task of converting a recording of spo-
ken language to the corresponding written text, using an automatic (computer
implemented) procedure. Statistical speech recognition, described in Jelinek [1976],
represents the state of the art in automatic speech recognition. The basic idea
is to perform a probabilistic search for the best word sequence wN1 = w1, ..., wN
given an input speech signal, represented by a sequence of acoustic feature vectors
xT1 = x1, ..., xT .
The following introduction to speech recognition is inspired by the introductions
to speech recognitions in previous dissertations in the field, particularly Zolnay
[2006], Hoffmeister [2011], and Heigold [2010]. The chapter is not meant to present
original research, but to introduce terminology and concepts used in later chapters,
as well as presenting important techniques and modelling choices applied in the
ASR systems used for the experiments in this thesis. For a detailed presentation of
the RWTH ASR decoder and training tools used, see Rybach et al. [2009].
Figure 2.1 (adapted from Ney [1997]) show the principal structure of a statistical
ASR system. As described in Ney [1997], for statistical ASR systems, Bayes’ deci-
sion rule states that the word sequence should be chosen such that the posterior
probability is maximized:
wˆN1 = argmax
wN1
p(wN1 |xT1 )
= argmax
wN1
p(xT1 |wN1 )p(wN1 ), (2.1)
where the posterior probability has been rewritten in terms of the prior probability
for a word sequence p(wN1 ), and the conditional probability of a sequence of acoustic
feature vectors given a word sequence, p(xT1 |wN1 ).
As described in Ney [1997], in statistical ASR, p(wN1 ) is known as the language
model (LM), and p(xT1 |wN1 ) is known as the acoustic model (AM). The acoustic
model consists of a set of statistical phoneme models, typically being hidden Markov
models (HMM), c.f. Section 2.2, and a pronunciation lexicon. The application of
the decision rule itself is performing a global search over word sequence candidates
to find the optimum sequence given the probabilities provided by the LM and AM.
This is a demanding task, due to the infinite number of possible word sequences.
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Speech Signal
Feature
Extraction
Global Search Process:
maximize
p(wN1 )p(xT1 |wN1 )
over wN1
Acoustic model
- phoneme inventory
- pronunciation lexicon
Language Model
Recognized Word Sequence
wˆN1
xT1
p(xN1 |wN1 )
p(wN1 )
Figure 2.1. Architecture of a statistical speech recognition system
The signal analysis , finally, is outside of the Bayesian framework. The recorded
audio signal, in the form of a digitally sampled signal, is processed into a time series
of acoustic feature vectors suitable for further use by the system. In the rest of this
chapter, the parts of the statistical speech recognition system as introduced above
will be described, with the main focus being on topics related to the work presented
in this thesis.
2.1 Signal Analysis
The signal analysis, or feature extraction, is the part of the ASR system responsible
for converting the audio streams into acoustic vectors, that are used by the acoustic
model. The goal of the feature extraction is to convert the information contained
in the audio into a representation suitable to the modelling used in the acoustic
model, while preserving as much information relevant to the speech recognition
task as possible, i.e. information related to the spoken word sequence. On the other
hand, it should discard as much information not related to the word sequence as
possible, for instance the pitch of the speech, for many languages.
2.1.1 Mel-frequency Cepstral Coefficients
The most commonly used features in speech recognition, and the features used for
all experiments in this thesis, are the so called mel-frequency cepstral coefficients
4
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Speech Signal

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
Windowing

Magnitude Spectrum

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
Logarithm

DCT

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Figure 2.2. MFCC computation
(MFCC), first proposed in Davis and Mermelstein
[1980]. Although there are alternative feature ex-
traction methods also in use in state-of-the art
ASR, this section will focus on the MFCC com-
putations since it was used as the main feature
extraction method for all experiments in this the-
sis.
As described in detail in Zolnay [2006], MFCCs
as used in the RWTH ASR system are computed
using the following steps, as illustrated in Fig-
ure 2.2. The first step is the signal pre-emphasis, a
simple high pass filter computed on the audio sam-
ples in the time domain, that puts more weight on
the high frequency components of the speech,
yt′ = xt′ − αxt′−1. (2.2)
The next step is the computation of the short
time magnitude spectrum. At the desired feature
vector rate, typically each 10 ms, a window is
extracted from the signal. Consecutive windows
overlap, a window length of 25 ms is often used.
A windowing function (e.g. a Hamming window)
is applied, and the magnitude spectrum is computed as the component wise abso-
lute value of the discrete Fourier transform of the window,
sit =
∣∣∣∣ [F (fhamming (yend(t)start(t)))]i
∣∣∣∣. (2.3)
The interval corresponding to a single feature vector is often referred to as a time
frame , or simply frame, and a specific time frame is referenced by the symbol t
ranging from 1 to T .
The resulting power spectra are fed into the mel-warped filter bank where the
high dimensional power spectrum is reduced to a low number of filter bank outputs
(e.g. twenty). The filter bank consists of a number of triangular filters, symmetric
and equally spaced in the mel domain, with the center frequency of each filter being
the low and high extreme of the higher and lower neighbouring filter, respectively.
The mel warping is motivated by psychoacoustic considerations, and aim to ap-
proximate the frequency dependent resolution and sensitivity of human hearing.
The filter bank outputs have a high dynamic range, and to compress this range a
dynamic range compression in the form of a logarithm is applied,
bjt = log
I∑
i=1
F ji s
i
t. (2.4)
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This is also motivated by human hearing, since perceived loudness is approximately
logarithmically related to signal amplitude.
Neighbouring filter bank outputs are highly correlated, and to make them suit-
able as feature vectors for Gaussian models with diagonal covariance matrices (c.f.
Section 2.2) a discrete cosine transform (DCT) is applied. The output is the MFCC
feature vector;
ctd =
N−1∑
n=0
btn cos
(
pi
N
(
n+ 12
)
k
)
. (2.5)
2.1.2 Cepstral Normalization
Although the MFCCs may be used directly as feature vectors for a recognition
system, it has been observed that further processing can improve performance of the
speech recognition system. One important method is cepstral mean normalization
(CMN), described for instance in Schwartz et al. [1993]. The idea is to subtract from
each cepstral coefficient its mean, calculated over some time window. For off-line
ASR systems, and for acoustic model training, the mean is often calculated over
the current speech segment, for instance a sentence of speech. For online systems,
one possibility is to use a moving average window for the mean calculation.
Cepstral mean normalization can be used to remove the influence of the transmis-
sion channel on MFCCs. The MFCCs are computed from the short term spectrum,
and for a transmission channel with sufficiently short impulse response, its effect
can be represented as a component wise scaling of the spectral lines. This mul-
tiplicative influence will be additive after taking the logarithm, and can thus be
removed by normalizing out an additive constant from each MFCC coefficient. A
natural extension to CMN is the so called Cepstral variance normalization (CVN),
where instead of subtracting out the cepstral mean, the cepstral variance is divided
out.
2.1.3 Time Dynamic Features
The performance of an ASR system using hidden Markov models (c.f. Section 2.2)
can be improved by including information from a time window of consecutive
MFCCs into the final features as used by the acoustic model. One common method,
described in Wilpon et al. [1989], is to included the (discrete) time derivatives of
each MFCC coefficient in the feature vector - typically first and second derivatives
are included.
Another possibility of including context information into the acoustic features is
through the use of linear discriminant analysis (LDA, see for instance Bishop [2006]),
first proposed for speech recognition use in Brown [1987], and successfully applied
6
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to large vocabulary speech recognition in Haeb-Umbach and Ney [1992]. LDA trans-
forms its input in such a way that the resulting output vectors are approximately
non-correlated, and allow optimal discrimination between different class labels us-
ing hyper-planar classification boundaries. Furthermore the outputs are ordered
such that the first output position is the most relevant to the classification.
In the RWTH systems used for the experiments in the present work, a window of
acoustic features from (normally seven) consecutive time frames are used as input
to the LDA transform. The output is truncated to use only the (e.g. 45) most
relevant (i.e. first) positions of the output vector.
2.2 Acoustic Modelling
The goal of the acoustic modelling is to estimate the probability p(xT1 |wN1 ) of a
sequence of feature vectors xT1 , given a sequence of words wN1 . Since the number of
possible word sequences is unlimited even for the simplest connected word recogni-
tion task, the model needs to be structured as a combination of several sub-models.
Depending on the scope of the ASR system, it can be structured in different
ways. For a small vocabulary task, such as digit recognition, it is feasible to model
each word individually. The models for the different words can then be combined
to compute the probabilities given any word sequence.
For a state of the art large vocabulary ASR system, this is not practical - the
number of parameters in the model would be unnecessary large, and there may
not be enough estimation data for uncommon words. Instead sub-word models,
typically based on phonemes are used, where a pronunciation dictionary and a set
of phoneme models are combined to compute probabilities for any word sequence.
2.2.1 Hidden Markov Models
The Hidden Markov model (HMM) is the dominant architecture for the acoustic
model in state of the art ASR, as described in Rabiner [1989]. An HMM is a stochas-
tic finite state automaton, consisting of a set of states and transitions between the
states. A HMM, in the typically used case of a continuous HMM, models the prob-
ability of a sequence of feature vectors. The hidden in HMM refers to the fact that
the current state and transition are not directly observable, but only inferable from
the emission sequence.
By summing over all possible state sequences sT1 for a given word sequence, the
probability of the feature vector sequence given the word sequence can be described
as
p(xT1 |wN1 ) =
∑
sT1 :wN1
p(xT1 , sT1 |wN1 ). (2.6)
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Expansion using Bayes rule, and with a first order Markov assumption for the state
transition, as well as the assumption that the emission vector only depends on the
current state, this can be rewritten as
p(xT1 |wN1 ) =
∑
sT1 :wN1
N∏
t=1
p(xt|st, wN1 )p(st|st−1, wN1 ). (2.7)
p(st|st−1, wN1 ) is called the transition probability, influencing which transition is
taken from a certain state, and p(xt|st, wN1 ) is called the emission probability density,
that governs how the emission vectors are distributed for the current state.
In speech recognition, the so called Viterbi approximation is often used. This
entails replacing the summation in the formula above with the maximum, in ef-
fect only taking one path through the HMM into account when computing the
probability, as
p(xT1 |wN1 ) = max
sT1 :wN1
N∏
t=1
p(xt|st, wN1 )p(st|st−1, wN1 ). (2.8)
In the RWTH ASR system, the HMM topology used is the so called zero-one-two
topology, or Bakis topology (described in Jelinek [1976]), where transitions from
each state are limited to either a loop transition, a forward transition to the next
step, or a skip transition to the second next state.
a:2 a:2 a:3 a:3 b:1 b:1 b:2 b:2 b:3 b:3 c:1 c:1 c:2 c:2
Figure 2.3. HMM constructed from concatenated phoneme models, as used in RWTH
recognition systems
Each sub-word unit is represented by a partial HMM - for phoneme models three
states per model are often used, though the RWTH systems used for the experiments
in this work used state doubling, such that six states are used, but two neighbouring
states share the emission probability density. The HMM for any word sequence
can be constructed by concatenating the HMMs for the corresponding (context
dependent) phoneme sequence (as taken from the pronunciation lexicon). Care
must be taken to correctly connect all transitions across the phoneme boundaries.
Figure 2.3 illustrates the concatenation of three phonemes (labeled a, b, and c),
and shows the state doubling of the emission model identities (1, 2, and 3). This
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HMM can compute the probability p(xT1 |wN1 ) for any acoustic input xT1 , given this
particular word sequence wN1 .
The pronunciation of a phoneme is context dependent, i.e. it depends on the word
and position in the word of said phoneme. Particularly its neighbouring phonemes
has a large impact, and using context dependent phoneme models (Schwartz et al.
[1985]) is important for good recognition performance. The most common variant,
and the one used for the systems in the current work, is the so called generalized
triphone models, described in Lee [1990]. In a triphone model, the model corre-
sponding to a certain phoneme does not only depend on the phoneme itself, but
also on its nearest neighbouring phones. Thus instead of requiring one HMM for
each phone, one for each triplet of phones is used. This increases the number of
HMM states dramatically, and to counter this, clustering methods, such as classi-
fication and regression trees (CART, see Young et al. [1994]) are used. It is also
possible to use larger contexts for the phoneme models, quinphones with a context
window of five phones being also widely used; see for instance Soltau et al. [2005].
The acoustic emission probability densities are the part of the acoustic model
with the highest number of free parameters, and as such the optimal estimation
of the emission probabilities gets much of the focus of acoustic modelling research.
Most state of the art ASR systems use continuous HMMs, where the output sym-
bols of the HMM are the acoustic vectors. The emission probability densities are
typically modeled using Gaussian mixture models (GMM), though other distribu-
tions such as Laplace distributions have been used. In the past, discrete output
HMMs in combination with vector quantisation, have also been used for speech
recognition (see for instance Katagiri and Lee [1993]). A further possibility, com-
bining aspects of continuous and discrete HMMs, is the so called semi-continuous
HMM (see Huang and Jack [1989]), where the emission probabilities are modelled
using mixture densities, where component densities are shared in a common code
book, and only the component weights are specific to each HMM state.
The RWTH ASR systems used in the present work use GMMs for acoustic mod-
elling. A GMM is a multi-nodal distribution consisting of a weighted average of
Gaussian models, and is used to model the emission probability for state s as
p(x|s) =
L∑
l=1
cslN (x|µsl,Σsl) (2.9)
=
L∑
l=1
csl
1√
det(2piΣsl)
exp
(
−12(x− µsl)
TΣsl−1(x− µsl)
)
, (2.10)
where the state and mixture density dependent mean vectors µsl, covariance matrix
Σsl, and density weights csl are the free parameters. Typically the covariance matrix
is restricted to diagonal form, to keep the number of parameters lower. It is then
denoted as σ2sl. For the RWTH ASR systems used in the present work, a single
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global variance vector σ2 is shared between all densities in the complete acoustic
model.
Although it is possible to use state dependent HMM transition probabilities es-
timated from data, in the RWTH systems they are shared globally for all states
(except for the silence states), and typically manually tuned.
In the rest of this thesis, when discussing continuous HMMs with mixture of
Gaussian emission densities, the HMM state and the GMM component index will
often be combined into a generalized state, simply denoted s. The equations will
thus formally describe HMMs with single Gaussian emission densities. But it is
important to realize that this entails no loss of generality; it is a well known fact
that any GMM-HMM can be converted into a completely equivalent Gaussian HMM
(see for instance Young et al. [2009], Section 1.3). This can be illustrated by a simple
example:
1 21.0 31.0 1
2ac1
2b
c2 3
1.0
1.0
Figure 2.4. Gaussian mixture model HMM and equivalent single Gaussian HMM
Consider the simple HMM illustrated to the left in Figure 2.4, and let the
emissions of state two be modeled with a GMM with two component, P (x) =
c1N (x|µ1,Σ1) + c2N (x|µ2,Σ2). When applying this model, the distribution of fea-
ture vectors at time t = 2 will follow the distribution P (x) (assuming state 1 is
the starting state.) To construct an equivalent single Gaussian HMM, simply du-
plicate the state once for each mixture density component of the state GMM, and
set the emission density of the new state to the mixture component in question.
Let all transition probabilities entering the new state be equal to the old transition
probability multiplied with the corresponding mixture density weight. In the ex-
ample, state 2 will be replaced with two states, 2a and 2b, with emission densities
N (x|µ1,Σ1) and N (x|µ2,Σ2) respectively, and with transition probabilities for the
transitions from state 1 being equal to c1 and c2, as illustrated to the right in the
figure. After this transformation the feature vector distribution at time t = 2 will
still be equal to P (x). This kind of transformation is possible for all states of any
mixture model based HMM.
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2.2.2 Estimation
The main point of the statistical framework for automatic speech recognition is the
ability to estimate the model parameters from data, called in this case estimation
data, or training data. In the following treatment, the training data is represented as
the pair of a feature vector sequence, and a word sequence; {xT1 , wN1 }. In practice,
the data consist of a set of segments or sentences, where each segment has an
associated feature vector sequence and word sequence. In the rest of this thesis,
this distinction is not made explicit except where directly needed. Since model
training on a set of segments can be expressed as training on a single segment, with
a constraint on how the time frames are assigned to the HMM model states during
training, this is done without loss of generality.
Maximum Likelihood Estimation
The parameters of the HMM can be estimated using the so called Baum-Welsh al-
gorithm (see for instance Rabiner [1989] for a detailed treatment, aimed at speech
recognition). This method is a special case of the more general expectation maxi-
mization (EM) approach to estimating a probabilistic model with hidden variables,
described in Dempster et al. [1977]. The goal of the Baum-Welsh algorithm is to
estimate the HMM model parameters such that the probability P (xT1 |wN1 ) on the
training set is maximized. The acoustic model, in the form of the HMM, is viewed
as a generative model, and is optimized separately from the other components of
the speech recognition system. Such optimization methods are normally referred to
as maximum likelihood (ML) methods in speech recognition research.
As described in Rabiner [1989] the Baum-Welsh algorithm, as any application of
expectation maximization, consist of two steps, referred to as the expectation (E)
step and the maximization (M) step. In the expectation step a distribution over the
hidden variables is estimated, keeping the model parameters fixed. This is followed
by the M step, where the hidden variable distribution is kept fixed and the model
parameters are re-estimated. This procedure is then iterated, and the likelihood
can be showed to not decrease at any iteration, and convergence to a stationary
point is guaranteed.
The EM-algorithm is realized by formulating an auxiliary function , that is guar-
anteed to be smaller or equal to the optimization criterion everywhere, and being
equal at the current parameter values. Optimizing the auxiliary function then guar-
antees an increase in the objective function.
For HMM parameter estimation, the hidden variable is the sequence of states
taken through the HMM, and the goal of the E-step is to find the distribution
over all possible state sequences. Using the Baum-Welsh algorithm, the informa-
tion needed for the M-step can be condensed into the so called forward-backward
probabilities; γt(σ, s) that gives the probability that state σ is visited at time t− 1
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and state s at time t, and γt(s) that give the probability that state s is visited dur-
ing a certain time frame t. The forward-backward probabilities can be efficiently
calculated using dynamic programming.
The M-step then consist of iterating over all time frames, and accumulating the
sufficient statistics for estimating the HMM transition and emission probabilities.
The updated parameters can be computed as
µˆs =
∑T
t=1 γt(s)xt∑T
t=1 γt(s)
(2.11)
Σˆs =
∑T
t=1 γt(s)xtxTt∑T
t=1 γt(s)
− µˆsµˆTs (2.12)
αˆσs =
∑T
t=1 γt(σ, s)∑T
t=1 γt(σ)
(2.13)
where αˆσs is the transition probability of going from state σ to state s. As discussed
above, the update formula is valid also in the case of mixture of Gaussian modelling.
The Viterbi approximation was used for all maximum likelihood estimation in
the present work. Using the Viterbi approximation, the sum over all states in the
EM algorithm is exchanged for a maximum operation. Thus instead of computing
γt(s), it is enough to compute a frame-state alignment , i.e. for the feature vector
sequence xT1 , find the state sequence sT1 such that st = argmaxs′ γt(s).
Using the Viterbi approximation simplifies the training algorithm, and experience
shows that the final system performance is mostly equivalent (see for instance
Rodríguez and Torres [2003]). The further steps of the EM training are performed
exactly as for the Baum-Welsh case. In effect the forward backward probabilities
γt(s) are replaced by a delta function δsst , in the formulas for the M-step parameter
updates.
2.2.3 Discriminative Estimation Criteria
Assuming all model assumptions are correct, i.e. that the properties of speech are
exactly describable in terms of the GMM based HMM in combination with the
language model, maximum likelihood training of the generative model is an optimal
estimation criterion in the limit of infinite amount of training data (see for instance
Bishop [2006], Chapter 4). In practice we do not have access to unlimited training
data, and the modelling assumptions are also not a perfect match to the speech
phenomenon, and as such, it is possible to find better estimation criteria.
The maximum likelihood estimation, as presented above, optimizes the param-
eters of the generative class conditioned model distribution P (xT1 |wN1 ). This kind
of estimation only considers the correct class, and a training example does not
influence the emission model parameters of the incorrect classes. For a concrete
example; if a utterance contain a single word, ML training over this utterance will
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only update the parameters corresponding to the phones in this word, such that
they will be more likely as classifier output for a similar utterance. But since it is
also known what phones are not in the utterance, the parameters corresponding
to these phones could also be updated, such that they will become less likely as
output.
Estimation criteria with this property are known as discriminative criteria. One
way to achieve this is to directly optimize the posterior probability P (wN1 |xT1 ) of
the complete recognition system. One criterion using this approach is the maximum
mutual information (MMI) criterion, first used for speech recognition in Bahl et al.
[1986]. In the MMI criterion, typically a word lattice (a compact representation of
multiple word sequences and their probabilities given the models, see Section 2.4) is
used to approximate the denominator (normalization term) of the posterior proba-
bility, a method used in many discriminative criteria. A variant of the MMI criterion
called boosted MMI, introduced in Povey et al. [2008] uses ideas from the maxi-
mum margin approach to classification to improve performance. As of this writing,
it is one of the best performing acoustic training criteria for GMM based speech
recognition.
Another variant of the MMI criterion is the so called frame-wise discriminative
criterion, where the posterior probability P (wN1 |xT1 ) is approximated with the prod-
uct of the posterior probabilities of states over all frames of the training data, given
a frame-state alignment. The frame state alignment of the acoustic training data is
produced by an already available speech recognition system, and the training of the
acoustic model then proceeds by directly optimizing the parameters φ for a model
using the frame posteriors, ∏t pφ(st|xt).
The frame-wise discriminative criterion has been used early on for the training of
a multi layer perceptron (MLP) for hybrid speech recognition systems, as described
in Bourlard and Morgan [1994], as well as for estimation of GMM based acoustical
models, as in Povey and Woodland [1999]. In addition to use for training MLPs,
which have seen a renaissance in the last years in speech recognition (see for instance
Hinton et al. [2012]), this kind of criterion has also been used to train a different kind
of direct posterior model, the so called log-linear models, as described in Heigold
et al. [2009].
A different class of discriminative criteria are based on more direct measures of the
system error. Representatives for this kind of criteria are the minimum classification
error (MCE) criterion, applied to large vocabulary speech recognition in Juang et al.
[1997], and the so called minimum phone error (MPE) criterion, introduced in Povey
and Woodland [2002]. Especially the MPE criterion is often used in state-of-the-art
systems. The same kind of margin idea used in boosted MMI can also be applied
to MPE training, as described in McDermott and Nakamura [2008]. In this thesis,
error based criteria of this kind were not used, and will not be further discussed
here.
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2.2.4 Pronunciation Lexicon
Also part of the acoustic model in a large vocabulary ASR system is the pronun-
ciation dictionary, or lexicon. It contains a mapping from word orthography to
a phonetic representation of the word. The dictionary is typically hand crafted,
though methods exist to automatically extend a given lexicon to cover new words,
see for instance Bisani and Ney [2003].
2.3 Language Modelling
The language model models the distribution of word sequences in the current lan-
guage and usage domain. As discussed in Ney [1997], the most important type of
language model for large vocabulary ASR, and the type used for all experiments in
the present work, are the so called m-gram language model described in Bahl et al.
[1983]. The probability of a word sequence is reformulated using Bayes rule as a
product over all words of the conditional probability of the current word given its
history. A Markov assumption (of order m−1) is used to restrict the number of pa-
rameters in the model. It can be described as follows (def= is used to mean definition
by model assumption).
p(wN1 ) =
N∏
n=1
p(wn|wn−11 ) (2.14)
def=
N∏
n=1
p(wn|wn−1n−m+1). (2.15)
The conditional probabilities p(wn|wn−1n−m+1) can be considered to be free parameters
of the model - thus there is (theoretically) one free parameter per possible m-gram.
Analogous to the acoustic model, the LM is probabilistic, and since it only depend
on the word sequence wN1 it can be estimated directly from text data. Typically,
maximum likelihood estimation is used to estimate the free parameters.
The number of possible m-grams grows exponentially with m. For typical large
vocabulary ASR system, such as used in the current work, with a dictionary size
of sixty thousand words, the number of theoretically possible 3-grams (a common
choice of language model order) are larger than 1014. Although many of these m-
grams are nonsense, it is still the case that there will be many sensible m-grams
lacking sufficient observation, or even any observations at all, due to the logarithmic
distribution of word frequency and m-gram frequency in natural language (see e.g.
Ha et al. [2002]). This will be the case even for very large text corpora.
This tells us two things:
1. A naive implementation, representing p(wn|wn−1n−m+1) as an m-dimensional ar-
ray of probabilities for all possible m-grams is not possible,
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2. Smoothing techniques are needed to estimate the LM reliably; see e.g. Ney
and Essen [1991].
As described in Ney [1997], a possible measure of the goodness of fit of a lan-
guage model with respect to a test corpus is the perplexity (Bahl et al. [1983]); the
logarithm of the perplexity is equal to the entropy of the language model,
PP = p(wN1 )−
1
N (2.16)
=
(
N∏
n=1
p(wn|wn−11 )
)− 1
N
(2.17)
The perplexity is a measure of how strong the language model restrictions are. The
logarithm of the perplexity can be seen as measuring the average number of possible
choices per word that the language model can make.
2.4 Search
The objective of the search process is to find the optimal word sequence wN1 given
a feature vector sequence xT1 , by applying Bayes’ decision rule of Eq. 2.1, as illus-
trated in Figure 2.1. As shown, the search include the combination of the different
knowledge source; the acoustic model including the pronunciation dictionary, and
the language model. This is a non-trivial problem, since the number of possible
word sequences is unbounded, and thus appropriate approximations and efficient
algorithms are needed.
As described in Hoffmeister [2011] (Chapter 1), assuming the language model is
an m-gram model as in Eq. 2.15, and the acoustic model is an HMM as defined in
Eq. 2.7, the optimization problem of Eq. 2.1 can be written as
wˆN1 = argmax
wN1
[
N∏
n=1
p(wn|wn−1n−m+1)
]
·
[ ∑
sT1 :wN1
N∏
t=1
p(xt|st, wN1 )p(st|st−1, wN1 )
]
(2.18)
≈ argmax
wN1
[
N∏
n=1
p(wn|wn−1n−m+1)
]
·
[
argmax
sT1 :wN1
N∏
t=1
p(xt|st, wN1 )p(st|st−1, wN1 )
]
,
(2.19)
where the approximation signifies using the Viterbi approximation. As for the E-
step of acoustic model training, the optimization of Eq. 2.19 can also be solved using
dynamic programming. The search can be conducted in a depth first, or in a breath
first manner. The first alternative is used in the common Viterbi search method, as
described for connected word speech recognition in i.e. Ney [1984], while the second
approach is used by the less commonly used A-star search (see Paul [1991]).
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As discussed in Hoffmeister [2011], to speed up the search, different kind of
pruning techniques are used, to be able to eliminate unlikely hypotheses early on.
Since the Viterbi search is performed time-synchronously, it is easy to compare the
(log-) probabilities of the different hypothesis. In beam pruning, a commonly used
technique, the most probable hypothesis is identified, and only hypotheses with
log-probability difference to the best hypothesis smaller then a pruning threshold is
kept. Another important pruning method is the so called histogram pruning, where
the number of active hypothesis is limited by a fixed value H such that the H most
probable hypotheses are kept.
Using pruning is a necessity in large vocabulary speech recognition. Since the
number of possible word sequences areWN , withW vocabulary size and N number
of words in the sequence, and since N is roughly proportional to the utterance
length, the full search space quickly grows unmanageable.
The traditional way of handling the search problem for large vocabulary speech
recognition, employed in the RWTH ASR decoder, is to perform the dynamic pro-
gramming search while at the same time managing the search graph by dynami-
cally combining the different knowledge sources. The dynamic combination of the
knowledge sources make it beneficial to use various lookahead techniques, such as
language model lookahead (Ortmanns et al. [1998]) and phoneme lookahead (Ort-
manns et al. [1997a]), to be able to perform pruning earlier.
Another possible way to implement the ASR search that has grown popular in
the last decade is the so called weighted finite state transducer (WFST) approach,
described in Mohri et al. [2008]. In this approach, all knowledge sources, acoustic
model, pronunciation dictionary, and language model, are converted to transducer
form, and combined into a static search graph. This graph can then be searched
using Viterbi decoding. The WFST approach can also be used for many other
tasks in speech recognition, such as lattice rescoring, and computing frame-state
alignments for acoustic model training. For this thesis, although no WFST decoder
was used, all lattice rescoring for discriminative estimation was performed using
WFST based tools.
One secondary objective of the search process in speech recognition is to be able to
produce a compact representation of the hypothesis space, such that the likelihood
of any considered hypothesis can be easily computed. Such a compact representa-
tion is known as a word lattice, and word lattices are used for discriminative training
of acoustic models (see Section 2.2.3) and for computation of confidence measures,
used for instance for unsupervised adaptation (see Section 3.1.2). The lattice gen-
eration algorithm used by the RWTH speech recognition decoder is described in
Ortmanns et al. [1997b].
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State of the Art in Acoustic Adaptation
Speaker variability is an important issue to tackle for state of the art speech recog-
nition systems. Speaker adaptation of the acoustic model, and speaker dependent
feature transformations are methods used in state-of-the-art automatic speech recog-
nition to take said variability into account. In this chapter the state of the art in
acoustic model adaptation is described. First a systematic discussion of possible
adaptation and normalization approaches is described, and different methods are
introduced. In the second part of this chapter, methods of transform based speaker
adaptation methods – the focus of this thesis – are described and discussed in detail.
3.1 Classification of Adaptation Approaches
Since acoustic adaptation is an important aspect of speech recognition, the past
decades have seen a large amount of different approaches to tackle the topic. With
such a large spectrum of methods, it is useful to have a system with which to classify
different approaches, and see how they relate to each other.
In this section, such a systematic is described. Since many alternative systemiza-
tions are possible, this is but one of the possibilities, but it is the way in which
the author of this thesis relate to the issues. Many aspects of this systematic are
based on the discussion in Pitz [2005] (Chapter 4), and on concepts from Woodland
[2001].
In general, the goal of acoustic adaptation is to modify the acoustic parameters
of the recognition system, to better fit a specific speaker or condition. Specifically
the objective is to find the parameter update that optimizes an estimation criterion
over specific adaptation data , representing the speaker or condition of interest.
3.1.1 Model Based – Feature Based
The first important distinction is what is adapted. Since the focus of this thesis is on
acoustic adaptation, the discussion will be limited to feature space and model space
acoustic adaptation. There are also other parts of an ASR system where speaker
adaptation could be applied, but this is not the topic of the current thesis.
17
Chapter 3 State of the Art in Acoustic Adaptation
In model based adaptation, as the term specifies, the goal is to update the acoustic
model parameters to better fit the adaptation data. In general, this can be described
as finding the optimal mapping M ′ = f(M,φ) with respect to the optimization
criterion, where φ represents free adaptation parameters of the mapping function. In
feature based adaptation on the other hand, the goal is to find the optimal mapping
of the features, x′T1 = f(xT1 , θ), where θ is likewise the adaptation parameters.
As discussed in Pitz [2005] (Chapter 4), the distinction between model- and
feature based adaptation is not clear cut in all cases. For instance, as will be seen
in Section 3.2.2, for a Gaussian- or GMM based acoustic model, linear feature space
adaptation is equivalent to an adaptation of the model parameters.
3.1.2 Supervised – Unsupervised
As discussed in Woodland [2001], another important distinction of adaptation meth-
ods is the distinction between supervised and unsupervised adaptation. First super-
vised adaptation is discussed, since it is the most straightforward. Later in the
subsection unsupervised adaptation is discussed.
Supervised Adaptation
Supervised adaptation is nothing other than constrained retraining of, in our case,
the acoustic model. As for acoustic model training, it depends on an available tran-
scription of the adaptation data. The retraining is performed on the data from the
speaker for which the adaptation is done, and the way the retraining is constrained
is determined by the structure of the adaptation method. In a simple global trans-
form based model adaptation for instance, the model can only be changed in ways
allowed by applying the same affine transformation to all Gaussian means of the
acoustic model.
In a generative (maximum likelihood) framework, where the adaptation model
transformation is defined as M ′ = f(M,φ), the adaptation parameters φ can be
estimated as
φˆ = argmax
φ
P (xT1 |wT1 ,M ′) (3.1)
Similarly, for the feature based adaptation case, with the feature transformation
x′T1 = f(xT1 , θ), adaptation parameters θ can be estimated as
θˆ = argmax
θ
df(x′T1 , θ)
dx
P (x′T1 |wT1 ,M) (3.2)
Note that since the optimization is over the transformation of the feature space
itself, the Jacobi determinant, df(x
T
1 ,θ)
dx
, is part of the expression.
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Unsupervised Adaptation
The goal of unsupervised adaptation is to better fit the adaptation data without
having access to a transcription of the data. The theoretical foundation of unsuper-
vised adaptation can be expressed as simultaneous estimation of the word sequence
and the adaptation parameters in the recognition process. For model based unsu-
pervised adaptation, with mapping M ′ = f(M,φ), this can be expressed as
{wˆT1 , φˆ} = argmax
{wT1 ,φ}
P (wT1 )P (xT1 |wT1 ,M ′); (3.3)
for feature based adaptation, the simultaneous estimation can be defined analo-
gously. Due to the computational requirements this method is infeasible for all
but the most restricted adaptation methods, and approximations must typically be
used.
Thus, instead of simultaneous estimation, interleaved estimation of the recogni-
tion output and the adaptation parameters is used. Typically a first recognition
pass is performed, and the adaptation parameters are estimated using the infor-
mation from this recognition. Finally a second recognition pass (or alternatively,
acoustic rescoring of the first pass word lattice) is performed using the adapted
acoustic parameters.
Different approaches have been described. The method most similar to the the-
oretical approach is to use word or state posterior probabilities, computed from a
first pass recognition lattice to estimate the adaptation parameters, an approach
used for unsupervised model based adaptation in Padmanabhan et al. [2000].
In practice, often only the posterior probability of the best path is used, and
commonly a threshold is applied to select which frames are included in the esti-
mation; or differently expressed, setting the posterior used for estimation to zero
or to one based on the threshold. Here, the posteriors are typically referred to as
confidence measures. This approach was used for model adaptation in Pitz et al.
[2000], using word posteriors. The approach is evaluated for many different adap-
tation methods in Gollan and Bacchiani [2008], showing that the more parameters
that are estimated, the larger the improvements compared to selecting all frames
(as below).
A simplified approach consist of doing the threshold based selection not at the
word or the state level, but at the segment (or utterance) level. This approach is
easier to implement and understand, and was introduced earlier, see for instance
Anastasakos et al. [1996]. An even more approximate method, that is often used in
practice, is to only use the first best output of the first pass recognition to estimate
the adaptation parameters. Here, the estimation is performed exactly as in the
supervised case, except that the first pass recognition output is used instead of a
(manual) transcription.
19
Chapter 3 State of the Art in Acoustic Adaptation
3.1.3 Recognition Side Adaptation – Speaker Adaptive Training
A third important distinction, as discussed in detail in Pitz [2005], is when in
the system training and utilization that adaptation is performed. In the most ba-
sic setup, adaptation is performed on an existing system, to make it better fit a
specific speaker or condition. This means that the model is adapted either on a
separate adaptation, or enrollment, data set, or in an unsupervised fashion on the
test data itself. But it is also possible to leverage speaker adaptation techniques
during acoustic model training.
This can be achieved both using model space and feature space adaptation, but
the process is easier to visualize for the feature normalization case. For this case,
the idea is to perform the feature space adaptation for each speaker in the training
set , and then train the acoustic models on the normalized (adapted) features.
This compensates for the speaker variability during training, and also matches the
conditions in recognition better, since adaptation is also used in the recognition
process. The adaptation can either be performed interleaved with acoustic model
retraining, or kept fixed during the complete acoustic model training.
Although this description above is about feature space adaptation, it is also
possible to use the same approach for model space adaptation. Methods for speaker
adaptive training (SAT) will be discussed in Section 3.2.4.
3.2 Linear Transform Based Speaker Adaptation
As discussed above, acoustic adaptation can be viewed as optimizing a mapping
function, either of the model or of the features, such that the system better fit
the adaptation data. One important group of adaptation methods use mapping
functions that consist of one or more affine transformation.
3.2.1 Maximum Likelihood Linear Regression
Maximum likelihood linear transform (MLLR), introduced in Leggetter and Wood-
land [1995b], is an affine transform adaptation method, adapting the parameters
of the Gaussian densities modelling the HMM emissions. The adaptation is applied
as
µ′s = Asµs + bs (3.4)
Σ′s = HsΣsHTs , (3.5)
for the means and covariances, respectively, where the adaptation parameters As,
bs, and Hs are normally speaker or condition dependent. In practice, often only
mean adaptation is used, and the rest of the discussion in this section is limited to
adaptation of the Gaussian means. The affine transformation parameters {As, bs}
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can either be shared globally over all states s, or over a set of phonetically related
states.
Estimation
The estimation in MLLR is done using the maximum likelihood criterion. Rewrite
the MLLR mean adaptation formula as
µ′rs = Ws ξs, (3.6)
where ξs = [1 µTs ]T and Wrs = [brs Ars]. The maximum likelihood estimate for the
matrix is given by
Wˆs = argmax
Ws
P (xT1 |wN1 , θ,Ws). (3.7)
Optimizing this expression using expectation maximization (EM) give the following
update rule for the adaptation parameters
WMLs = argmin
Ws
{
T∑
t=1
γt(s)(xt −Ws ξs)TΣ−1s (xt −Ws ξs)
}
, (3.8)
given the state posteriors γt(s) computed using the previous values of the adaptation
parameters. Assuming diagonal covariances, taking derivative and equating to zero
give
W
(i)
rk = z
(i)
k G
(i)
k
−1
, (3.9)
where k is the regression class, and the accumulators are given by
G
(i)
k =
S(k)∑
s=smin(k)
1
σ2s i
ξsξ
T
s
T∑
t=1
γt(s), (3.10)
z
(i)
k =
S(k)∑
s=smin(k)
T∑
t=1
γt(s)
1
σ2s i
xi(t)ξTs . (3.11)
This is a closed form solution for the adaptation matrix in each EM iteration. As
usual, γt(s) can be approximated using a frame state alignment, so that γ is equal
to one for a single state in each time frame, and zero for all the rest. In practice,
two iterations of EM is typically enough for convergence. The storage requirements
of the accumulators are O (K ∗ (D + 1)3) per speaker, where K is the number of
regression classes. With globally pooled covariance, as used by the RWTH systems,
the space requirements are lowered to be quadratic in the feature dimension D.
Depending on the number of regression classes, it might be better to accumulate
only γt(s) and γt(s)xt , and compute the G and k accumulators when needed. In
this case the storage requirement will be the same as for normal acoustic model
accumulation.
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Tree Based Regression Class Selection
As discussed above, the regression classes used for MLLR are typically based on
sets of phonetically related states. One way to achieve this, and at the same time
vary the number of regression classes depending on the amount of adaptation data
available, was described in Leggetter and Woodland [1995b].
The method use a phonetic decision tree (for instance the same decision tree used
for AM state tying), to construct the regression class mapping. Each node in the
tree represents a possible regression class, consisting of the set of acoustic states
indicated by all the leaf nodes of the sub-tree rooted in the node in question. Thus,
any specific pruning of the tree represents a tying of states into regression classes.
This allow for dynamically adjusting the number of states as follows: In each
leaf node, the G and z accumulators are accumulated. Additionally an observa-
tion count is accumulated. After accumulation, accumulators in all internal nodes
are computed, by recursively adding the accumulators (including the observation
count) from all its child nodes. Finally, based on a desired minimum observation
count threshold, for each leaf node, trace upwards in the tree, until the observation
count accumulator is larger than the threshold. That node represents the regression
class for the leaf node in question, and its accumulators are used to compute the
adaptation parameters for the class in question.
This algorithm allows regression classes with too few observations to still be
adapted, by combining data from other classes. In practice, the regression class tree
is reduced in size to be equal (or larger) than the maximum number of regression
classes desired already before accumulation, to limit the memory requirements.
Offset Adaptation
Normally, when using MLLR, the same number of matrices A and offsets b are
used. But it is also possible to use a larger number of offsets than matrices, an
idea that for instance is presented in Digalakis et al. [1999]. This allows for a
finer granularity in adjusting the number of adaptation parameters, for instance by
having separate observation counts for the offsets and the matrices in tree based
state tying. If using only offsets, and no matrices, the method have been referred
to as shift MLLR (Giuliani and Brugnara [2006]), but it could also be called offset
adaptation. For pure offset adaptation, without any transformation matrices, the
offsets can be computed as
bˆc =
(
T∑
t=1
∑
s∈c
γt(s)Σ−1s
)−1 T∑
t=1
∑
s∈c
γt(s)
[
Σ−1s (xt − µs)
]
.
22
3.2 Linear Transform Based Speaker Adaptation
3.2.2 Feature Space Maximum Likelihood Linear Regression
Feature Space MLLR, as its name implies, is a normalization or adaptation method
based on estimating a linear (or more correctly affine) transformation of the feature
vectors, using maximum likelihood. Also known as constrained MLLR (CMLLR)
for reasons soon to be discussed, it was first introduced in Digalakis et al. [1995].
The goal of the method is to normalize the features, to better fit to the model, for
the given speaker. The feature adaptation takes the form of an affine transformation
of the feature vector,
x′t = Asxt + bs (3.12)
Since this is a transformation of the feature vector, probability theory gives the fol-
lowing formula for the emission probability density in the original (untransformed)
feature space P , given the probability density in the transformed feature space P ′:
P (x) = dx
′
dx
P ′(x′) = det(A)P ′(Ax+ b) (3.13)
i.e. the Jacobian determinant of the feature transformation must be included to
correctly compute the likelihood for the transformed features. For the case of a
state independent feature transform, this factor will be identical for all states, and
not influence the classification, but as will be seen it is important for the adaptation
estimation step.
Maximum Likelihood Estimation
As described in Gales [1998], estimation of fMLLR adaptation can be preformed
using maximum likelihood, in a similar way to how it is done for MLLR. As for
MLLR, rewrite the transformation in linear form as
x′t = W ξt, (3.14)
with the extended feature vector ξt = [1 xTt ]T, and the extended transform W =
[b A]. Using expectation maximization leads to the following update rule for the
transformation matrix
WML = argmax
W
T log detA− 12
T∑
t=1
γt(s)(Wξt − µs)TΣ−1s (Wξt − µs)
. (3.15)
This can be rewritten using sufficient statistics as
WML = argmax
W
{
T log detA− 12
D∑
d=1
(
wˆdG
(d)wˆTd − 2wˆdk(d)
T)}
, (3.16)
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with the sufficient statistics accumulators
G(d) =
S∑
s=1
1
σ
(s)2
d
T∑
t=1
γt(s)xtxTt , (3.17)
k(d) =
S∑
s=1
1
σ
(s)2
d
µ
(s)
d
T∑
t=1
γt(s)xTt . (3.18)
In contrast to MLLR, for fMLLR no closed form solution exist for the adaptation
parameter update, and the use of an iterative solution method is needed. In Gales
[1998], a row-wise iterative solution is presented.
Due to its simple form as a pure feature transform, fMLLR is often used for
speaker adaptive training, since it has the advantage of not requiring any modifica-
tions to the core model training, only requiring a speaker dependent transformation
of the acoustic feature vectors of the training data. This also makes the method
easy to combine with any model training criterion.
Equivalence of Model and Feature Transform
Although fMLLR was introduced as a feature transformation above, it is also pos-
sible to view it as a constrained version of the model based MLLR adaptation
method, as discussed for instance in Gales [1998]. To see this, start with MLLR
with the same global matrix for the mean and covariance transform, and transform
as follows:
P (xt|A, b, µs,Σs) =
= 1√
det(2piAΣsAT)
e−
1
2 (xt−Aµs−b)T(AΣsAT)−1(xt−Aµs−b) (3.19)
= 1
det(A)
√
det(2piΣ)
e−
1
2 (A
′x+b′−µ)TΣ−1(A′x+b′−µ) (3.20)
= det(A′)N (A′x+ b′|µ,Σ), (3.21)
where A′ = A−1 and b′ = −A−1b.
We thus end up with exactly the formula for fMLLR, as given above, and have
thus demonstrated that fMLLR is equivalent to a MLLR with the same transfor-
mation matrix for mean and covariance. Another way to state the same thing is
that an affine coordinate transformation of a Gaussian distributed random variable
is still Gaussian, but with transformed parameters. This property of the Gaussian
distribution is well known from mathematical statistics (see for instance Bernardo
and Smith [1994], pages 136 – 138).
Due to this equivalence, fMLLR is often known as Constrained MLLR (CMLLR).
When viewed as a model transform, it is also natural to use multiple regression
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classes instead of a single global transformation matrix, for instance using a regres-
sion tree as described in Section 3.2.1. It is important to note in this case that using
multiple regression classes requires the inclusion of the Jacobi determinant term in
the likelihood in decoding.
Extensions to Dimension Reducing Transformations
Dimension reducing transformations (also known as projections), i.e. transforma-
tions where the input feature dimension is larger than the output dimension, are
common in state-of-the-art LVCSR front-ends, in the form of speaker independent
LDA, HLDA and PCM. For speaker adaptation the use of dimension reducing trans-
formations have been less common. It is not possible to directly use the fMLLR
method as presented in this section for this, due to the appearance of the Jacobian
term in the optimization.
One method, the so called projecting feature space MLLR (fMLLRP) was pre-
sented in Saon et al. [2001]. It consist of estimating a non-projecting transformation
matrix based on the criterion used for heteroscedastic linear discriminant analysis
(HLDA) (see Kumar and Andreou [1998]), and then discarding the extra dimensions.
Another method, presented in Matsoukas and Schwartz [2003], consists of estimat-
ing a speaker specific (non dimension reducing) transformation matrix in the input
feature space of a speaker independent dimension reducing transformation, thus
effectively achieving a speaker specific dimension reducing transformation.
3.2.3 Vocal Tract Length Normalization
Although vocal tract length normalization (VTLN) is not typically thought of as a
transform based speaker adaptation method, it has long been known to be equiv-
alent to a linear transform of the acoustic feature vector, under certain conditions
(see for instance Pitz [2005] (Chapter 7) and Umesh et al. [2005]). In this section,
VTLN will first be described as a warping of the spectrum (as it is usually intro-
duced), and additionally the relation to linear feature transformation adaptation
will be discussed.
It is well known that the dimension of the vocal tract vary between different
speakers. This leads to different formant positions for the same phoneme when
spoken by different speakers. Figure 3.1 shows the cepstral-smoothed magnitude
spectrum for one male and one female speaker speaking the vowel //, the first
vowel in the word “seven”. (Audio data was taken from the CMU Arctic speech
data base, see Kominek and Black [2004].) As can be seen, the formant positions
are shifted to higher frequencies for the female speaker, compared to the male.
This shifting of the formant positions leads to a systematic difference in acoustic
features between different speakers, depending on the vocal tract dimension. The
idea to normalize for this difference by warping the frequency spectrum has long
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Figure 3.1. Vowel // in “seven”
been used in speech research; for an early example see Wakita [1977] where the
method was used for vowel identification. The method was reintroduced for large
vocabulary speech recognition by Cohen et al. [1995].1
Parametrization
VTLN warping is performed as part of the signal analysis. A speaker dependent
warping of the spectrum is applied before the Mel warping. Typically VTLN is
implemented as a warping of the filter bank parameters, in the same way as Mel
warping.
In general, the spectral warping can be defined as
f˜ = g(f, α), (3.22)
where f is the frequency, and k is a speaker specific parameter that should compen-
sate for the vocal tract length of said speaker.
The most straight forward realisation is a linear mapping; f˜ = αf , being used
by Cohen et al. [1995]. A variant of this mapping is the piecewise linear warping
function described in Wegmann et al. [1996], where a knee parameter f0 is used
1According to Eide and Gish [1996] the results of Cohen et al. were presented at the Fifteenth
Annual Speech Research Symposium, Baltimore, MD, June 1995. Only an abstract is available
in the reference.
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to make the frequency mapping bijective. This piecewise linear warping function is
defined as
f˜ =
{
αf f ≤ f0
αf0 + fN−αf0fN−f0 (f − f0) f > f0,
(3.23)
where fN is the Nyquist frequency. The parameter f0 is kept fixed for all speakers,
but can be tuned corpus wide; a value of 7/8fN is often used.
This rule as it stands effectively puts an upper bound on α (depending on the
value of f0, since αf0 should not be larger than fN). To remove this restriction, a
modified approach was described in Welling et al. [1999], consisting of redefining f0
as f0
α
when α > 1; this is the warping function used in the RWTH ASR system, and
in the present work. In Figure 3.2 (adapted from Pitz [2005]) this modified piecewise
linear warping function is illustrated for three values of the warping factor α; 0 and
commonly used upper and lower bounds of 1.2 and 0.8.
Figure 3.2. Piecewise linear warping function
Linear and piecewise linear warping are not the only possible warping functions.
Several different non linear warping functions have been utilized. In Acero and
Stern [1991], a bilinear warping function was used, and Eide and Gish [1996] showed
that a nonlinear power warping function outperforms linear warping. Molau et al.
[2000] compared piecewise linear warping function with this power function warping,
showing that piecewise linear give better performance. A more advanced example
of non-linear warping is the all pass transform method described in McDonough
et al. [1998].
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Estimation
Estimation of the warping factor can be performed in several different ways. In Eide
and Gish [1996] the warping factor was estimated from formant position. Smoothed
formant tracks were computed for each speaker, and the warping factor for a speaker
was computed as the median position of the third formant, normalized by the
median position of the third formant over all speakers.
Another possibility is text dependent maximum likelihood estimation of the warp-
ing factor, introduced in Lee and Rose [1996]. A transcription of the audio is used
to maximize the model likelihood,
αˆ = argmax
α
P (x(α)T1 |wN1 ). (3.24)
A grid search is performed over the set of warping factors (e.g. {0.8, 0.81, ..., 1.2}),
for each α value computing the likelihood by performing an alignment to the tran-
scription. It is also possible to compute the alignment only once, with unwarped
features, and perform the scoring for the grid search on the fixed alignment, as
showed by Zhan and Westphal [1997].
This method can either be used in a supervised way using manually transcribed
enrollment data, or as unsupervised two pass VTLN, by using the output of a first
recognition pass for alignment computation. Zhan and Westphal [1997] showed that
this two pass VTLN outperforms estimation from formant position.
Since a likelihood computation is computationally much less expensive than a
complete recognition, this method is much faster than the parallel decoding strat-
egy.
In Welling et al. [1999] it was shown that using a simpler, single Gaussian model,
in the warping factor estimation give somewhat lower error rates than using the
full model.
One Pass VTLN
The two pass VTLN method works well for an off-line speech recognition system,
especially were other implementation considerations also make several recognition
passes necessary. To eliminate the need of the first recognition pass, for instance for
on line systems, where results should be available continuously, different one pass
methods have been proposed.
In Lee and Rose [1996] a Gaussian mixture model classifier based approach was
introduced. For each warping factor considered in the grid search, a GMM is trained
on the utterances from the acoustic training data set assigned that warping factor.
This classifier is trained on the unwarped acoustic features, and in the recognition
system the classifier is used to select the warping factor for each segment. Since this
is a completely acoustic approach, no first pass recognition needs to be performed.
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The error rate reduction from using this method is somewhat smaller than those of
two pass VTLN.
In Welling et al. [1999] an alternative approach was presented. One text inde-
pendent GMM was trained on normalized features, and the warping factor was
selected by maximizing the score of this GMM over the set of warping factors, for
each speech segment.
VTLN as a Linear Transformation of the Cepstrum
Although VLTN is a warping of the frequency axis, it can be shown that this is
equivalent to a linear transformation of the acoustic feature vectors, given that
certain conditions apply. In Nocerino et al. [1985] it was observed that a general
spectral warping can be described as a linear transformation of the cepstrum, and
in Acero [1990], it was observed that a bilinear transformation of the frequency axis
satisfies this equivalence.
The formulation of VTLN as a feature transformation makes it possible to tackle
one potential issue with the previously described VTLN approaches: The so called
maximum likelihood estimation method as introduced by Lee and Rose [1996] is in
fact not a real maximum likelihood method. Since VTLN transforms the features, a
maximum likelihood estimation of such a feature transformation needs to take into
account the Jacobi determinant, analogous to what is done in fMLLR estimation.
In Pitz [2005] a thorough investigation of this topic was presented, and the equiva-
lence of a general bijective frequency warping to a linear feature transformation was
shown in continuous cepstral domain. Furthermore, formulas for the computation
of the linear transform from the warping function were derived. It was shown that
for a modified, non standard, MFCC pipeline, a small improvement in WER could
be reached by correctly including the Jacobian in the estimation. For a standard
MFCC pipeline, where it was not possible to directly use the linear transformations
as computed by Pitz’ method, it was shown that including the Jacobian of the trans-
formations computed for the modified MFCC pipeline, into the VTLN estimation
for the standard MFCC, weighted with an empirically tuned factor, did also give
similar improvement in error rate.
In Umesh et al. [2005] a treatment of the problem in the discrete domain (i.e.
a finite number of discrete cepstral coefficients, as used in feature extraction) was
presented. It was shown that equivalence holds if the signal is quefrency limited , i.e
if the spectrum is smooth enough. A setup was presented where an evenly spaced
filter bank, with Mel scaled filter widths were used as input to the discrete cosine
transform, and the Mel and VTLN warping were combined into a single warping
matrix. In order to facilitate this while fulfilling the quefrency limitedness, the
number of cepstral coefficients before the warping transform had to be increased.
The Mel VTLN warping matrix used was thus not quadratic, and the Jacobian
could not be computed.
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In Sanand and Umesh [2008] a linear transform based approach, based on band-
limited interpolation, for standard MFCC was described, and formulas were derived
for the computation of the linear transform for any bijective warping function.
This allows the direct computation of the Jacobian, for systems without dimension
reduction (LDA) applied on the MFCCs. Similar WER reductions from the use of
the Jacobian were achieved as those reported in Pitz [2005].
3.2.4 Speaker Adaptive Training
As discussed in Section 3.1.3, speaker adaptive training consist of jointly estimating
the standard acoustic model parameters, and the speaker adaptation parameters
for the different speakers in the training set. This means that the model does not
need to take into account as much speaker variability, and it means that there is
less mismatch between conditions during training and testing. In Anastasakos et al.
[1996], speaker adaptive training was introduced for model space MLLR adaptation.
As a feature space normalization technique, VTLN can easily be used for both
training and testing (see for instance Lee and Rose [1996]). The same is also true
for single matrix fMLLR, but SAT is also possible using multiple regression class
fMLLR with only limited changes to the acoustic training, as described in Gales
[1998].
In Welling et al. [1998] and Welling et al. [1999] it was shown that using a simpler
acoustic model, for instance having a single Gaussian model per HMM state, for
VTLN warping factor estimation give lower error rates than using the full acoustic
model, when applying VTLN in both training and recognition. The same effect
was observed for fMLLR SAT estimation in Stemmer et al. [2005], where the term
simple target model was coined for such a smaller acoustic model, when used for
adaptation estimation.
3.2.5 Discriminative Adaptation
Up to this point, mainly maximum likelihood based adaptation has been discussed.
But important progress have been achieved in the last two decades on the use of
discriminative criteria for acoustic model training. This is true also for acoustic
adaptation, and several publications have described how to apply discriminative
criteria for adaptation estimation.
Uebel and Woodland [2001] describe a method for doing discriminative MLLR
estimation (called DLT), using an interpolation between the MMI criterion and
the ML criterion for smoothing; a smoothing method referred to as H-smoothing.
In Gunawardana and Byrne [2001], another variant of the MMI criterion (called
conditional maximum likelihood, or CML) is used for MLLR estimation. In Wang
and Woodland [2004] the MPE criterion is applied to MLLR estimation. As can be
expected from results on acoustic model training, results in all three papers show
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useful improvement when using discriminative adaptation in a supervised setting.
But for doing unsupervised adaptation, improvements over the maximum likelihood
case, where presented, range from none to minimal. On the other hand, in Tsakalidis
et al. [2005], the CML criterion was applied to fMLLR estimation, and applied to
speaker adaptive training, achieving improvements in WER over using maximum
likelihood fMLLR for SAT, with estimation performed unsupervised in recognition
side adaptation.
Thus, it can be seen that how to best apply discriminative adaptation in an un-
supervised setting is a non-trivial question. As discussed in Section 3.1.2, the use
of confidence measures has long been known to improve performance of maximum
likelihood unsupervised adaptation. For frame based discriminative criteria (where
use of confidence measures is straightforward), use of confidence measures were eval-
uated in Wallhoff et al. [2000]. It was found that frame discriminative unsupervised
MLLR using confidence measures resulted in major improvements for non-native
speakers, compared to maximum likelihood MLLR with confidences. More recently,
phoneme confidence measures were integrated into MPE based model adaptation,
as described in Gibson and Hain [2012]. It was found that the way the confidence
measures are computed had an impact on the performance. In particular, the use
of a classifier approach to confidence estimation (using multiple input features)
outperformed the pure posterior confidence measures, for the system used.
One method for discriminative unsupervised adaptation proposed in Yu et al.
[2009] is to estimate a mapping between maximum likelihood and discriminative
adaptation parameters on a supervised corpus. The mapping is then used to com-
pute “discriminative” adaptation parameters, from maximum likelihood adaptation
parameters estimated unsupervised on the real recognition data, which yield an im-
provement over the maximum likelihood baseline.
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Chapter 4
Scientific Goals
In this chapter the main questions to be examined in this thesis are introduced. The
first topic to be covered is dimension reducing feature transformations for speaker
adaptation. Although global dimension reducing transformations are an important
component in many speech recognition systems, as discussed in Chapter 3, the use
of dimension reducing feature transformations for acoustic adaptation has not seen
much use for speaker adaptation. This is due to a couple of reasons:
• The fMLLR method as presented in Chapter 3 is not directly usable for the
dimension reducing case, due to the appearance of the Jacobi determinant,
which can only be computed for a quadratic matrix.
• The general dimension reducing methods commonly used as global transfor-
mations are not suitable for adaptation, since they are either model free (as
LDA) or require the use of slow general purpose optimization methods (as
HLDA).
• Finally, the methods introduced specifically for dimension reducing feature
space adaptation are not as flexible as might be wished for: They typically
require a specific feature extraction setup (such as needing to be estimated
on already LDA decorrelated features in Saon’s fMLLRP), or need to be es-
timated using a different model than the one actually used for recognition,
(as for HLDA-SAT, where adaptation is done in the input feature space of a
global HLDA transformation). Additionally, they require estimating more pa-
rameters than actually used, either in the form of nuisance dimension transfor-
mation entries (as for Saon’s fMLLRP) or high dimensional transformations
of features that are later reduced in dimension (as for HLDA-SAT).
Thus it is clear, that it would be beneficial to devise a method that is as flexible
as the non dimension reducing fMLLR method, while at the same time allowing for
the advantage of integrating dimension reduction into the adaptation. This problem
is tackled in Chapter 5 in this thesis. The following questions are addressed:
• What is a suitable optimization criterion for dimension reduced adaptation?
Is it possible to find a straight-forward criterion that does not require estimat-
ing nuisance dimension parameters, and do not impose restrictions on what
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features may be used as input? As will be seen, a criterion consisting of a
ratio between goodness of fit to the acoustic model, and goodness of fit to an
optimal model (a criterion known as MMI′; see Visweswariah and Gopinath
[2004]) is a usable criterion.
• How can the dimension reducing adaptation transformations be efficiently
estimated? An EM-like estimation method for the dimension reducing trans-
formations will be derived, and a reestimation method based on accumulation
over the corpus followed by a row wise iterative optimization method (similar
to what is used for fMLLR; see Gales [1998]) will be presented.
• How does dimension reducing adaptation interact with other adaptation meth-
ods? As will be seen, dimension reducing feature adaptation consistently out-
performs fMLLR, also in combination with MLLR and VTLN.
• How does dimension reducing feature space adaptation perform for speaker
adaptive training. As will be seen, dimension reducing SAT outperforms fM-
LLR SAT.
• Can the method also be used to evaluate and rank transformations that are
generated in a different way, with respect to the optimization criterion, us-
ing only accumulated statistics? As will be seen, the accumulators used for
the method can be used for warping factor estimation in linear transform
VTLN, where the (non-quadratic) transformation matrices are directly com-
puted from the warping factor only.
• How can the method be extended or modified to use a discriminative estima-
tion criterion. As will be seen, a method very similar to discriminative linear
transforms (Uebel and Woodland [2001]) can be specified.
A second topic in this thesis, covered in Chapter 6, concerns the use of feature
space speaker adaptation for log-linear acoustic models. As mentioned in Chapter 2,
the use of log-linear modelling in speech recognition has been introduced in the last
years (see Heigold et al. [2009]). To make log-linear models a viable alternative to
Gaussian based models for state of the art speech recognition, it is necessary to
devise acoustic speaker adaptation methods to work with them. The main goals of
this work was:
• Adapt the existing framework for linear feature transformations for log-linear
models (Tahir et al. [2009]) to speaker adaptation.
• Evaluate the use of the two main tractable estimation criteria for log-linear
models, the frame-based MMI criterion and the sequence based MMI criterion,
applied to speaker adaptation.
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• Evaluate the use of centered `2 regularization for adaptation estimation, and
its use for smoothing the estimation using a maximum likelihood estimated
adaptation transformation.
• Investigate the feasibility of using log-linear adaptation for unsupervised adap-
tation, and investigate the use of confidence measures for frame based unsu-
pervised log-linear adaptation.
The final part of this thesis is an investigation on the use of model offset adapta-
tion (see Section 3.2.1), and its application in speaker adaptive training; this work
is presented in Chapter 7. As discussed in Chapter 3, speaker adaptive training was
first proposed for MLLR adaptation. Today, SAT training is often performed using
CMLLR adaptation, due to the more efficient and straightforward implementation
possible. It has been shown that offset adaptation combined with single class CM-
LLR or fMLLR give equal performance to a combination of fMLLR and MLLR
adaptation (see Giuliani and Brugnara [2006]). This leads to the question if fur-
ther improvements could be achieved by performing the SAT training using offset
adaptation. The goals included:
• Devise an efficient method for performing speaker adaptive training using
offset adaptation.
• Evaluated the performance of offset SAT and offset adaptation in combination
with feature space SAT and compare to results using MLLR adaptation.
• Evaluate the effect of using a simple target model (see Section 3.2.4) for
estimation of offset adaptation parameters.
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Chapter 5
Dimension Reducing Feature Transforms for
Speaker Adaptation
In this chapter, theory and experiments describing the use of dimension reducing
feature transformations (DRFT) for speaker adaptation and normalization are pre-
sented. Some of the experiments and derivations in this chapter have previously
been published in two conference papers, one on adaptation aspects (Lööf et al.
[2007b]), and one on its application to vocal tract length normalization (Lööf et al.
[2006b]).
5.1 Introduction
As described in Chapter 3, the most common approach to feature space adaptation,
fMLLR, uses an affine transformation to map from an input feature space to the
model feature space. In the fMLLR method, it is assumed that the dimension of
the features are the same before and after the transformation.
It could often be useful to lift this restriction, and allow a different, larger, input
feature dimension to the transformation than the feature dimension required by
the model. In principal, there is nothing in the concept of feature space adaptation
that requires that the input and model feature space are identical, or even related.
One practical requirement though is that the input features must contain enough
information to reconstruct the model features. Thus, in practice, the input feature
should have a dimension larger (or equal) to the model features. In other words,
the adaptation transformation must be a dimension reducing transformation.
Dimension reducing transformations (also referred to as projecting transforma-
tions, or projections) are common in state-of-the-art LVCSR front-ends, in the form
of speaker independent LDA, HLDA and PCM. Also for adaptation purposes, two
approaches to using dimension reducing transforms for speaker adaptation have
been proposed. Common to these approaches is the fact that they work by actually
estimating a quadratic adaptation matrix, and subsequently reducing the dimension,
either through truncation, or projection. The reason for this is that the maximum
likelihood (ML) estimation of affine feature transformations, as described in Gales
[1998], relies on computing the Jacobian of the transformation matrix during op-
timization. Thus, for dimension reducing transformation, the algorithms presented
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are unsuitable in unmodified form.
One method, called projection-based feature space MLLR (fMLLRP), is pre-
sented in Saon et al. [2001]. It is derived from the criterion used for heteroscedastic
linear discriminant analysis (HLDA) (Kumar and Andreou [1998]), an extension
of linear discriminant analysis (LDA) that allows class specific covariances. In this
method, as in the linear transform estimation algorithm presented in Gales [1998],
the matrices are estimated from accumulated statistics using a row-wise iterative
update algorithm. Using this method, Saon et al. [2001] achieved improvements in
the range of 1 - 2 % relative reduction of word error rate. One drawback of the
method is that it requires inverting an n× n matrix per matrix row and iteration,
where n is the dimension of the untransformed feature vectors.
Another approach, also related to HLDA, is presented in Matsoukas and Schwartz
[2003] and involves estimating a speaker specific non-projecting matrix in a high
dimensional feature space, before applying a global HLDA dimension reducing
transform. The speaker specific matrices are estimated on a single Gaussian model
with full covariances. Although substantial improvements were achieved, it was con-
cluded that to a significant part this is due to using the single Gaussian model in
estimation.
This conclusion is supported by the improvements obtained in Stemmer et al.
[2005] when using a single Gaussian model to estimate the matrices in CMLLR
based speaker adaptive training (SAT). To what extent the improvement is to
attribute to the speaker dependent dimension reducing transformation is not clear
from the results presented. Furthermore, a drawback of the method is that since
the adaptation target model uses full covariances, a general optimization method
was used instead of a row-wise iteration like in Gales [1998].
The objective of the work presented in this chapter is to present a method for
dimension reducing adaptation that allows the direct estimation of the dimension
reducing transformation, without the workaround of estimating a quadratic matrix
and subsequently reduce its dimension.
The rest of this chapter is chapter is divided into two main parts: The first part
describes the theoretical basis of the introduced method for dimension reducing fea-
ture transformations; an estimation method for dimension reducing feature trans-
formation is described. It is shown that the presented method can be derived using
a maximum likelihood consideration, and an efficient iterative row-wise optimiza-
tion method is presented. Further, a modified estimation method for dimension
reducing transforms using a discriminative criterion, closely related to the DLT
method Uebel and Woodland [2001], is presented. Additionally the method is ex-
tended by the inclusion of a regularization term, and the relation of the chosen
regularization method to maximum a-posteriori estimation is explored. Finally, it
is shown how the criterion and sufficient statistics used for dimension reducing
transforms can be used to estimate the warping factor for linear-transform based
VTLN.
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In the second part experimental results are presented; the presented method for
dimension reducing transformations is compared to both standard fMLLR, and
to Saun’s fMLLRP method and shown to produce equivalent results to fMLLRP.
In a second experiment the presented DRFT method is used for speaker adaptive
training, and performance is compared to using fMLLR-SAT. The method is shown
to give improvements over fMLLR even when both SAT methods are combined with
model space MLLR adaptation. In a third experiment, discriminative DRFT and
discriminative fMLLR are evaluated for unsupervised adaptation; no significant
improvements over equivalent non-discriminative criteria are achieved. Results are
also presented on using regularization to improve utterance-wise adaptation. Finally
results are presented for the use of sufficient statistics based estimation of linear
transform VTLN, using dimension reducing transformations.
5.2 An Estimation method for Dimension Reducing
Transformations
5.2.1 The MMI′ criterion for DRFT
One possible way to estimate dimension reducing feature transformations would be
to use a standard discriminative criterion such as maximum mutual information
(MMI). For non-dimension-reducing mean transformation estimation, results show
that this requires interpolation with an ML estimated matrix to be useful; see Uebel
and Woodland [2001]. Section 5.2.4 give details on estimation of dimension reducing
feature transforms using this approach.
One criterion that has proven to be useful for optimizing parameters in the signal
processing front-end, including dimension reducing transformations was described
in Visweswariah and Gopinath [2004]; the criterion is a likelihood ratio criterion,
motivated as a simplification of the MMI criterion. Starting with the MMI criterion,
the competing model is exchanged with a single full covariance Gaussian model that
is optimized (using maximum likelihood) on the same data as the transformation.
Specifically for the case of a feature transform W the objective function is
gMMI′(M,W ) = − logP (WxT1 |µ′,Σ′) + logP (WxT1 |M,wN1 ). (5.1)
where xT1 is the sequence of untransformed feature vectors, wN1 the sequence of
words in the transcription, M the acoustic model parameters, and Σ′ and µ′ the
parameters of the competing Gaussian, in the transformed feature space.
The resulting criterion is called the MMI′ criterion. In Visweswariah and Gopinath
[2004] this criterion was used in a direct optimization framework, using multiple
passes over the training data to compute the objective function and its derivative.
On the other hand, the close formal similarity to the standard ML criterion allows
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for the derivation of a growth transformation, very similar to the EM algorithm,
Dempster et al. [1977].
In Lööf et al. [2007b], a derivation was sketched, but little details were provided.
The following derivation uses Jensen’s inequality, and is inspired by the derivation
of the expectation maximization algorithm as presented in Borman [2004]. The goal
is to derive a growth transformation such that
gMMI′(Wˆ ,M) ≥ gMMI′(W,M). (5.2)
Start by forming the difference between gMMI′ for two different transformations W
and Wˆ , keeping other parameters fixed.
gMMI′(Wˆ ,M)− gMMI′(W,M) =
= − log P (Wˆx
T
1 |µ′,Σ′)
P (WxT1 |µ′,Σ′)
+ log P (Wˆx
T
1 |wN1 ,M)
P (WxT1 |wN1 ,M)
. (5.3)
The conditional probability P (WˆxT1 |M,wN1 ) is expressed in terms of the hidden
variable, in the form of the frame-state alignment sT1 , as
P (WˆxT1 |M,wN1 ) =
∑
[sT1 ]
P (WxT1 , sT1 |wN1 ,M) (5.4)
=
∑
[sT1 ]
P (sT1 |wN1 ,M)P (WˆxT1 |sT1 ,M). (5.5)
Now, insert into Eq. 5.3, and rewrite:
gMMI′(M, Wˆ )− gMMI′(M,W ) =
= − log P (Wˆx
T
1 |µ′,Σ′)
P (WxT1 |µ′,Σ′)
+ log P (Wˆx
T
1 |wN1 ,M)
P (WxT1 |wN1 ,M)
(5.6)
= − log P (Wˆx
T
1 |µ′,Σ′)
P (WxT1 |µ′,Σ′)
+ log
∑
[sT1 ]
P (sT1 |wN1 ,M)
P (WˆxT1 |sT1 ,M)
P (WxT1 |wN1 ,M)
(5.7)
= − log P (Wˆx
T
1 |µ′,Σ′)
P (WxT1 |µ′,Σ′)
(5.8)
+ log
∑
[sT1 ]
P (sT1 |wN1 ,M)P (WˆxT1 |sT1 ,M)
P (WxT1 |wN1 ,M)
· P (s
T
1 |WxT1 , wN1 ,M)
P (sT1 |WxT1 , wN1 ,M)
≥ − log P (Wˆx
T
1 |µ′,Σ′)
P (WxT1 |µ′,Σ′)
(5.9)
+
∑
[sT1 ]
P (sT1 |WxT1 , wN1 ,M) log
P (sT1 |wN1 ,M)P (WˆxT1 |sT1 ,M)
P (WxT1 |wN1 ,M)P (sT1 |WxT1 , wN1 ,M)
= ∆(W, Wˆ ), (5.10)
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where the inequality step uses Jensen’s inequality. Thus, ∆(Wˆ ,W ) is a lower bound
for the difference between the new objective function value and the old. Evaluating
the function ∆ with Wˆ and W identical yield
∆(W,W ) =
∑
[sT1 ]
P (sT1 |WxT1 , wN1 ,M) log
P (sT1 |wN1 ,M)P (WˆxT1 |sT1 ,M)
P (WxT1 |wN1 ,M)P (sT1 |WxT1 , wN1 ,M)
(5.11)
=
∑
[sT1 ]
P (sT1 |WxT1 , wN1 ,M) log
P (WxT1 , sT1 |wN1 ,M)
P (WxT1 , sT1 |wN1 ,M)
(5.12)
= 0. (5.13)
Thus, the maximum value of ∆ is guaranteed to be larger than zero, with the
maximizing transformation matrix Wˆ , such that
gMMI′(Wˆ ,M) ≥ gMMI′(W,M) + ∆(W, Wˆ ) ≥ gMMI′(W,M). (5.14)
Define the auxiliary function Q(W, Wˆ ) as
Q(W, Wˆ ) = gMMI′(W,M) + ∆(W, Wˆ ) (5.15)
= − logP (WˆxT1 |µ′,Σ′)+
+
∑
[sT1 ]
P (sT1 |WxT1 , wN1 ,M) log
P (sT1 |wN1 ,M)P (WˆxT1 |sT1 ,M)
P (sT1 |WxT1 , wN1 ,M)
(5.16)
Rearrange and drop terms constant in Wˆ , introducing the forward backward prob-
abilities γt(s) = P (st = s|WxT1 , wN1 ,M) =
∑
[sT1 |st=s] P (s
T
1 |WxT1 , wN1 ,M),
Q(W, Wˆ ) =
= −
T∑
t=1
logP (Wˆxt|µ′,Σ′) +
∑
[sT1 ]
P (sT1 |WxT1 , wN1 ,M)
T∑
t=1
logP (Wˆxt|sT1 ,M)
(5.17)
= −
T∑
t=1
logP (Wˆxt|µ′,Σ′) +
T∑
t=1
S∑
s=1
γt(s) logP (Wˆxt|s,M) (5.18)
Since the competing Gaussian model is trained on the same data as the matrix,
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the resulting term can be simplified (as in Visweswariah and Gopinath [2004]).
P (WˆxT1 |µ′,Σ′) =
T∑
t=1
logP (Wˆxt|µ′,Σ′) (5.19)
= −T2 log det(2piΣ
′)−
T∑
t=1
(1
2(xt − µ
′)TΣ′−1(xt − µ′)
)
(5.20)
= −T2 log det(2piΣ
′)−
− 12
D∑
i=1
D∑
j=1
[Σ′−1]ij
T∑
t=1
(xitx
j
t − xitµ′j − µ′ixjt + µ′iµ′j) (5.21)
= −T2 log det(2piΣ
′)− 12
D∑
i=1
D∑
j=1
[Σ′−1]ij
(
T∑
t=1
(xitx
j
t)− µ′iµ′j
)
(5.22)
= −T2 log det(2piΣ
′)− T2 tr(Σ
′−1Σ′) (5.23)
= −T2 (log det Σ
′ +D(log(2pi) + 1)) ; (5.24)
D is the feature dimension of the competing Gaussian. Ignoring terms constant
with respect to W , the auxiliary function can be written as
Q(W, Wˆ ) = T2 log det Σ
′ +
T∑
t=1
S∑
s=1
γt(s) logP (Wˆxt|s,M). (5.25)
Finally, expressing Eq. 5.25 in terms of sufficient statistics leads to
Q′(W, Wˆ ) = T2 log det(WˆΣWˆ
T)− 12
D∑
d=1
(
wˆdG
(d)wˆTd − 2wˆdk(d)
T)
, (5.26)
where wˆd is the dth row of Wˆ , and terms constant with respect to the transform Wˆ
have been omitted. Σ is the full covariance of the untransformed adaptation data,
such that Σ′ = WΣWT, while G and k are statistics as defined in Gales [1998], i.e.
G(d) =
S∑
s=1
1
σ
(s)2
d
T∑
t=1
γt(s)xtxTt (5.27)
k(d) =
S∑
s=1
1
σ
(s)2
d
µ
(s)
d
T∑
t=1
γt(s)xTt , (5.28)
Using these equations, EM like optimization can be carried out in exactly the
same way as for non-projecting linear transforms by iteratively optimizing γt(s) us-
ing the forward backward algorithm, and Wˆ by accumulating the sufficient statistics
and optimizing Q. It should be noted that Q is a strict auxiliary function, and not
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as in the case of extended Baum Welsh a generalized one, and thus improvement
in Q guarantee improvement in the objective function. For all experiments in this
thesis, the Viterbi approximation was used, replacing the γt(s) with a frame state
alignment.
To be able to estimate an affine transform, as opposed to the linear case presented
in the formulas, the feature vectors are extended with a constant dummy feature,
set to one. Let xt be the original feature vector xorigt extended with a constant
value,
xt = [1 xorigTt ]
T. (5.29)
This means that the transformation matrix W can be interpreted as a combination
of a linear transformation A, and an offset b, such that
W = [b A]. (5.30)
Using these definitions, it is possible to derive an estimation equation for the
affine transformation case, in the same way as for the linear transformation case.
The auxiliary function is given by
Q′(W, Wˆ ) = T2 log det(AˆΣorigAˆ
T)− 12
D∑
d=1
(
wˆdG
(d)wˆTd − 2wˆdk(d)
T)
, (5.31)
where Σorig is the global covariance matrix over the adaptation data, of the original
(non-extended) features xorigT1 . The accumulatorsG(d), and k(d) are given by Eq. 5.27
and Eq. 5.28 respectively, accumulated over the extended feature vectors as defined
in Eq. 5.29.
Note that this result is formally equal to the auxiliary function for the linear case
(Eq. 5.26), if Σ is defined as the structured matrix
Σ =
[
0 0
0 Σorig
]
. (5.32)
This means that the same implementation can be used for both the linear and the
affine case, by using extended input features for the affine case. In the following
sections, often only the linear case will be described, but the affine case can be
analogously derived.
5.2.2 Relation to Maximum Likelihood Criteria
This section examines the relation of the MMI′ criterion, as used for feature trans-
formation estimation, to the maximum likelihood criterion. First examine the case
of non-projecting matrices. Consider the MMI′ auxiliary function from Eq. 5.31.
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Since A is a quadratic matrix it is possible to rewrite Eq. 5.31 as
Q′(W, Wˆ ) = T2 log det(AˆΣorigAˆ
T)− 12
D∑
d=1
(
wˆdG
(d)wˆTd − 2wˆdk(d)
T) (5.33)
= T log det Aˆ+ T2 log det Σorig −
1
2
D∑
d=1
(
wˆdG
(d)wˆTd − 2wˆdk(d)
T)
, (5.34)
Ignoring terms constant inW this is equivalent to the auxiliary function for fMLLR
estimation (see Section 3.2.2, Eq. 3.16). This means that the MMI′ criterion is
equivalent to the ML criterion for the case of estimating affine transformations
between equal dimensional feature spaces.
Maximum Likelihood Criterion for Dimension Reducing Transformations
Although a derivation of dimension reducing transformations using the MMI′ crite-
rion is possible, it would be satisfying to have a derivation more closely connected
to the maximum likelihood criterion. Start from the Gaussian distribution,
Px(x) =
1√
det(2piΣx)
exp
(
−12(x− µx)
TΣ−1x (x− µx)
)
. (5.35)
Let y = Ax, with A a matrix of real numbers such that AΣxAT is nonsingular.
It is a well known fact (see for instance Bernardo and Smith [1994], pages 136 –
138) that if x is a Gaussian distributed random variable, y is also Gaussian, with
distribution
Py(y) =
1√
det(2piAΣxAT)
exp
(
−12(y − Aµx)
T(AΣxAT)−1(y − Aµx)
)
(5.36)
= 1√
det(2piAΣxAT)
exp
(
−12(A(x− µx))
T(AΣxAT)−1(A(x− µx))
)
(5.37)
= 1√
det(2piAΣxAT)
exp
(
−12(x− µx)
T(AT(AΣxAT)−1A)(x− µx)
)
. (5.38)
Assuming that A is an n× n matrix, this expression can be further simplified as
Py(y) =
1
detA
√
det(2piΣx)
exp
(
−12(x− µx)
TΣ−1x (x− µx)
)
(5.39)
= 1detAPx(x), (5.40)
which leads to
Px(x) = det(A)Py(Ax). (5.41)
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This kind of simplification is in general not possible for a non-quadratic transfor-
mation matrix A. For the case where dimension of y is smaller than x, i.e. when A
is an m× n matrix with m < n, the identity used above does not hold, and for the
general case
AT(AΣxAT)−1A 6= Σ−1x . (5.42)
To get a form as close as possible to the quadratic matrix case, rewrite as follows:
Py(y) =
1√
det(2piAΣxAT)
exp
(
−12(x− µx)
T(AT(AΣxAT)−1A)(x− µx)
)
(5.43)
=
√
det(2piΣx)√
det(2piΣx)
√
det(2piAΣxAT)
·
· exp
(
−12(x− µx)
T(AT(AΣxAT)−1A− Σ−1x + Σ−1x )(x− µx)
)
(5.44)
=
√
det(2piΣx) exp
(
−12(x− µx)TΣ−1x (x− µx)
)
√
det(2piΣx)
√
det(2piAΣxAT)
·
· exp
(
−12(x− µx)
T(AT(AΣxAT)−1A− Σ−1x )(x− µx)
)
(5.45)
=
√
det(2piΣx)√
det(2piAΣxAT)
·
· exp
(
−12(x− µx)
T(AT(AΣxAT)−1A− Σ−1x )(x− µx)
)
Px(x). (5.46)
Isolating Px(x), this can further be rewritten as
Px(x) =
√
det(AΣxAT)√
det(Σx)
·
· exp
(
−12(x− µx)
T(Σ−1x − AT(AΣxAT)−1A)(x− µx)
)
Py(Ax). (5.47)
This expression can not be further simplified; further manipulation of this expres-
sion result in the tautology Px(x) = Px(x). To use this expression for maximum
likelihood estimation of the matrix A, the log-likelihood over the set of estimation
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data samples {sT1 , xT1 } is computed as
LL =
∑
t
logP (st)x (xt) (5.48)
=
∑
t
(
1
2 log det(AΣ
(st)
x A
T)− 12 log det(Σ
(st)
x )−
−12(xt − µ
(st)
x )T((Σ(st)x )−1 − AT(AΣ(st)x AT)−1A)(xt − µ(st)x )︸ ︷︷ ︸
∗
+ logP (st)y (Axt)
)
,
(5.49)
with a set of S different state dependent Gaussian models over which the transfor-
mation A is tied.
Looking at the term resulting from ∗ in Eq. (5.49) it can further be rewritten as
LL(∗) = −12
∑
t
(xt − µ(st)x )T((Σ(st)x )−1 − AT(AΣ(st)x AT)−1A)(xt − µ(st)x ) (5.50)
= −12
∑
t
∑
ij
[xt − µ(st)x ]i[(Σ(st)x )−1 − AT(AΣ(st)x AT)−1A]︸ ︷︷ ︸
S˜
(st)
x
ij[xt − µ(st)x ]j (5.51)
= −12
∑
t
∑
ij
[S˜(st)x ]ij(xit − [µ(st)x ]i)(xjt − [µ(st)x ]j) (5.52)
= −12
∑
s
∑
ij
[S˜(xs)]ij
∑
t:st=s
(
xitx
j
t − xit[µ(s)x ]j − [µ(s)x ]ixjt + [µ(s)x ]i[µ(s)x ]j
)
(5.53)
= −12
∑
s
∑
ij
[S˜(xs)]ij
( ∑
t:st=s
(xitx
j
t)−
( ∑
t:st=s
xit
)
[µ(s)x ]j−
− [µ(s)x ]i
∑
t:st=s
xjt + Ts[µ(s)x ]i[µ(s)x ]j
)
, (5.54)
Where Ts is the number of samples assigned to state s. Introducing the state specific
estimation data means and covariances
µ¯(s)x =
1
Ts
∑
t:st=s
xt (5.55)
Σ¯(s)x =
1
Ts
∑
t:st=s
xtx
T
t − µ¯xµ¯Tx , (5.56)
the term can be further rewritten as
LL(∗) = −12
∑
s
Ts
∑
ij
[S˜(s)x ]ij
(
[Σ¯(s)x ]ij + [µ¯(s)x ]i[µ¯(s)x ]j − [µ¯(s)x ]i[µ(st)x ]j−
− [µ(st)x ]i[µ¯(s)x ]j + [µ(st)x ]i[µ(st)x ]j
)
. (5.57)
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Now assume that the estimation of the matrix A is performed jointly with the
acoustic model, on the same data, as is the case for LDA and HLDA estimation. In
this case the distinction between the estimation data means and covariances, and
the original parameters disappear, and the term simplifies to
LL′(∗) = −12
∑
s
Ts
∑
ij
[S˜(s)x ]ij[Σ¯(s)x ]ij. (5.58)
For this case, the term can be shown to be equal to zero, using simple matrix
algebra:
LL′(∗) = −12
∑
s
Ts tr
(
S˜(s)x Σ¯(s)x
)
(5.59)
= −12
∑
s
Ts tr
(
I − AT(AΣ¯(s)x AT)−1AΣ¯(s)x
)
(5.60)
= −12
∑
s
Ts
[
tr (I)− tr
(
(AΣ¯(s)x AT)−1AΣ¯(s)x AT
)]
(5.61)
= −12
∑
s
Ts [tr (I)− tr (I)] = 0 (5.62)
Thus under the assumption of joint estimation of the transformation and the model,
the log-likelihood function is
LL′ =
∑
t
(
1
2 log det(AΣ¯
(st)
x A
T)− 12 log det(Σ¯
(st)
x ) + logP (st)y (Axt)
)
. (5.63)
This expression can be related to the MMI′ criterion, using the assumption that
Σ¯(st)x is constant over the estimation data, and replaced with the global covariance
Σ¯x, i.e.
LL′ =
∑
t
(
1
2 log det(AΣ¯xA
T)− 12 log det(Σ¯x) + logP
(st)
y (Axt)
)
. (5.64)
Apart from terms constant in A, the resulting optimization criterion is equivalent
to the MMI′ criterion. Note that the assumption made is similar to the modelling
assumption applied in deriving the MMI′ criterion.
Relation to LDA and HLDA
The MMI′ criterion is closely related to the HLDA criterion and other linear discrim-
inant criteria. From Eq.5.26 the MMI′ criterion for dimension reducing transforms
is given by
gMMI′(M,W ) =
T
2 log det(WΣW
T) + logP (WxT1 |M,wN1 ). (5.65)
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Expressing this using the terminology normally used when discussing LDA and
HLDA estimation, the first term can be described as the total scatter matrix term,
while the second term simplifies to the within class scatter matrix term if the same
data is used for the matrix optimization as was used for the acoustic model training.
Compare this to the HLDA criterion as used for fMLLRP in Saon et al. [2001],
for consistency using the same notation as above.
gHLDA′(M,W ) =
T
2
(
2 log det W¯ − log det(diag
(
W ′ΣW ′T
)
)
)
+ logP (WxT1 |M,wN1 ),
(5.66)
where W¯ is full HLDA transform and W ′ is the complementary part of W¯ , which
completes the transformation matrix W to be quadratic.
As can be seen, the two criteria are close both in structure and in properties.
Although the criteria are very similar, the total scatter term is not exactly the
same. From the discussion in Saon et al. [2000] it can be seen that the original
HLDA uses the determinant of the full transformation matrix W¯ , “corrected” by
subtracting the determinant of the diagonal of the complementary part of the full
scatter matrix. The MMI′ criterion, on the other hand simply uses the determinant
of the scatter matrix WΣWT.
In practice there seems to be no noticeable difference. Tests during develop-
ment have shown that matrices estimated using the presented method are iden-
tical, within numerical precision, to those produced using the fMLLRP (projecting
feature space maximum likelihood linear regression) adaptation method presented
in Saon et al. [2001] and based on the original HLDA criterion. As expected from
this, the recognition performance using matrices estimated using both methods are
identical; see Section 5.3.1.
5.2.3 Row Update Methods
To optimize the auxiliary function Q′, it is differentiated with respect to wˆi, yielding
∂Q′(W, Wˆ )
∂wˆi
= T
[(
WˆΣWˆT
)−1
WˆΣ
]
i
− wˆiG(i) + k(i), (5.67)
where the subscript i on the bracketed term indicates taking the ith row of the
term.
Using this expression combined with Eq. 5.26 would allow using a general op-
timization algorithm to calculate the matrix. The approach chosen in this work
though, was to derive a row-wise iterative estimation algorithm similar to the one
introduced in Gales [1998] for non-projecting transformations.
In a previous work (Lööf et al. [2007b]) two row update methods were proposed,
but no proof of convergence was provided. The first method was motivated as a
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form of fixed-point iteration, where equating the derivative of the objective function
with respect to a transform matrix row (Eq. 5.67) to zero and rearranging lead to
a row-wise update formula for Wˆ ,
wˆ′i =
[
T
[(
WˆΣWˆT
)−1
WˆΣ
]
i
+ k(i)
](
G(i)
)−1
. (5.68)
Although no proof of convergence was presented in Lööf et al. [2007b], this row
update method is actually an approximation of Newtons method, when solving for
a single row of the matrix Wˆ . To see this let H(i) be the Hessian of the objective
function Q′(W, Wˆ ) with respect to the ith transform row, wi. The row update using
Newtons method (without a step size) is
wˆ′i = wˆi − dNewtoni (5.69)
= wˆi −
(
T
[(
WˆΣWˆT
)−1
WˆΣ
]
i
− wˆiG(i) + k(i)
) [
H(i)
]−1
, (5.70)
where dNewtoni is theNewton step. Ignoring dependence of the term [(WˆΣWˆT)−1WˆΣ]i
on wi, the Hessian can be approximated as H(i) ≈ −G(i). Using this assumption,
the following row update is arrived at:
wˆ′i = wˆi −
(
T
[(
WˆΣWˆT
)−1
WˆΣ
]
i
− wˆiG(i) + k(i)
) (
−G(i)
)−1
(5.71)
= wˆi − wˆiG(i)
(
G(i)
)−1
+
(
T
[(
WˆΣWˆT
)−1
WˆΣ
]
i
+ k(i)
) (
G(i)
)−1
(5.72)
=
(
T
[(
WˆΣWˆT
)−1
WˆΣ
]
i
+ k(i)
) (
G(i)
)−1
. (5.73)
This is identical to the row update method of Eq. 5.68, and thus, it can be seen
that this method, originally motivated as a fixed point recursion, can also be viewed
as a row-wise Newton like optimization method, where the row-wise approximate
Hessian can be precomputed.
This indicates why convergence is observed for this optimization method. It
should be noted though, that this does not guarantee convergence, or even increase
of the objective function at each row update. A common method to guarantee that
each iteration of Newton optimization increases the objective function is to intro-
duce a learning rate η < 1, effectively reducing the newton step. This leads to the
row update
wˆ′i = wˆi − ηdNewtoni (5.74)
= wˆi − η
(
T
[(
WˆΣWˆT
)−1
WˆΣ
]
i
− wˆiG(i) + k(i)
) (
−G(i)
)−1
(5.75)
By correctly choosing η, it is possible to guarantee that the objective function does
not decrease at any step.
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One possible way of choosing η is to use so called back tracking line-search . For
each row update, η is initialized to a starting value, i.e. 1, and the row update
is performed. If the row update result in a decrease in the objective function, the
step is taken back, η is reduced using η′ = βη where 0 < β < 1. In practice
using backtracking is not necessary. Although the row update with η = 1 for some
steps decreases the objective function, convergence is still approximately as fast
as with an optimal η. In Section 5.3.1 the influence of backtracking is explored
experimentally.
A second row-update method proposed in Lööf et al. [2007b], is formally similar
to the one used for fMLLR in Gales [1998],
wˆ′i =
[
αT
[(
WˆΣWˆT
)−1
WˆΣ
]
i
+ k(i)
](
G(i)
)−1
. (5.76)
where α is computed formally equivalent to Gales [1998]. There was no deeper
theoretical background to this method other than the fact that it is equivalent to
the method used in fMLLR when used for non-dimension reducing transformations.
As will be seen later in this chapter, empirical convergence of this method is very
similar to the approximate Newton method without backtracking line search. The
questionable theoretical basis, combined with the lack of any practical advantage
over other methods, would make this method not worth mentioning in this thesis,
except for the fact that many results in this chapter was produced using it. For
new implementations and experiments the approximate Newton method would be
preferable.
Implementation Considerations
The proposed method can be efficiently implemented, using the update rule defined
in Section 5.2. In the following discussion n will denote the length of the original
feature vector, and p the size of the projected one.
For the proposed method the cost of the row update is dominated by the inversion
of WˆΣWˆT in Eq. 5.68, a p× p matrix. For this to be the case, care must be taken
to each iteration only update the portions of WˆΣWˆT and ΣWˆT that has changed.
Thus the cost of one row update is O(p3), and the cost of one complete iteration
over the rows is O(p4).
In contrast, for the fMLLRP method Saon et al. [2001], the matrix inverted is
the extended transformation matrix; an n× n matrix. Additionally, the iterations
are performed over the rows of the extended matrix. Combined this leads to a time
complexity of O(n4) for one iteration over all the rows.
Since informal tests show that both methods require approximately the same
number of iterations to converge, the new method has an advantage, especially
when n is much larger than p. For the EPPS system described in Section 5.3.3,
having n = 153 and p = 45, a comparison showed a significant improvement in
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run time per matrix estimation; from 8 minutes for fMLLRP to 20 seconds for the
proposed method when using 200 iterations. This makes a large difference when
performing speaker adaptive training.
5.2.4 Discriminative Linear Transforms
Discriminative training is known to improve acoustic model training and supervised
adaptation. In this section the H smoothed MMI criterion (as used for model space
adaptation in Uebel and Woodland [2001]) is applied to feature space fMLLR and
dimension reducing transformations is described. Using the MMI criterion , the
goal is to maximize the posterior probability, expressed as the ratio between the
likelihood of the correct word sequence, and the likelihood of all possible word se-
quences. The denominator of the ratio is typically approximated using a probability
computed using a word lattice, as
p(wN1 |xT1 ) =
p(xT1 |wN1 )p(wN1 )∑
wl∈L
p(xT1 |wlN1 )p(wlN1 )
, (5.77)
where the sum over all word sequences wl contained in the lattice L can be efficiently
computed.
As discussed in depth in e.g. Povey [2004], when using discriminative criteria it
is not possible to perform EM optimization. But a so called weak sense auxiliary
function, that is not guaranteed to be lower than the objective function, can be
constructed. Optimizing this auxiliary function does not guarantee object function
increase, so care is needed to make the method work.
As described in Uebel and Woodland [2001] the H-smoothed MMI criterion con-
sist of an interpolation between the MMI criterion and the ML criterion.
gH(M,W ) = (1−H)gML(M,W ) +HgMMI(M,W ); (5.78)
when H = 1, the criterion is equivalent to the MMI criterion, while H = 0 leads to
the ML criterion. The smoothing introduced has two purposes, both as a general
smoothing of the criterion, but most importantly to ensure that convergence of
the auxiliary function leads to convergence in the objective function. In Uebel and
Woodland [2001], the criterion is used to estimate Gaussian mean transforms, but
the same approach can also be used for feature transforms.
In the case of fMLLR the smoothing will be done with the ML criterion, but for
the dimension reducing case MMI′ will be used. The criterion can be rewritten (for
both the fMLLR and the dimension reducing case) as
gH(M,W ) = gnum(M,W )−Hgden(M,W ), (5.79)
where gnum is the ML (or MMI′) objective function, and gden, is the same objective
function but accumulated over a denominator lattice. Note that also gden includes
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the term from the Jacobian (or the MMI′ contrast model term); when H=1 it will
cancel with the Jacobian from gnum so that the pure MMI case contains no Jacobian.
Analogous to the original DLT the estimation of the matrices can be carried out
exactly as in Sec. 5.2 but with the accumulators defined as
G(d) = G(d)num −HG(d)den (5.80)
k(d) = k(d)num −Hk(d)den, (5.81)
and T defined as (1−H)T .
In the discriminative training experiments presented in this chapter two-gram
lattices were used, and the posteriors were computed using a one-gram language
model as proposed in Uebel and Woodland [2001]. The posteriors were smoothed
with the inverse language model scale.
5.2.5 Regularization for ML and MMI′ Feature Transformations
For discriminative estimation, regularization techniques have long been known to
improve recognition performance in low resource conditions. For maximum likeli-
hood estimation, the task of integrating prior information into the estimation is
usually approached using the Bayesian framework, where a prior distribution of
the adaptation parameters is updated with the new evidence during adaptation.
It is a well known fact that there exist a connection between the regulariza-
tion approach and the Bayesian maximum a posteriori approach; see for instance
Bishop [2006], Section 5.5 for details. Regularization is expressed by combining
an unregularized criterion with a regularization term of the form −Cf(W ) where
W are the parameters being optimized, and f(W ) is any non-negative function
of the parameter values. Assuming the unregularized criterion is a log probability,
the Bayesian prior is proportional to the exponential of the regularization term, i.e.
P (W ) ∝ exp[−Cf(W )], with proportionality constant chosen to properly normalize
the prior probability.
One common regularization term is to choose f(W ) as an `2 norm over all model
parameters. A variant of this criterion, the so called centered `2-regularization was
introduced for hidden conditional random fields in Li [2007]. Here the regularization
term is computed as the squared `2 norm between the model parameters W and
a regularization target W¯ . Intuitively, this kind of regularization encourages W to
stay close to the regularization target parameters W¯
The simplicity of including prior information using centered `2-regularization,
compared to the correct formulation of a Bayesian prior, makes it attractive to use
this method also for maximum likelihood estimation. For fMLLR, define the regu-
larized criterion as a sum of the training data log likelihood, and the regularization
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term;
gML-reg(M,W ) =
T
2 log(detA)
2 + logP (WxT1 |M,wN1 )− C‖W − W¯‖2, (5.82)
where A is the quadratic transformation matrix and W is this transformation ma-
trix extended with the offset vector b; i.e. W = [bA]. See Gales [1998] for details
regarding fMLLR estimation.
Similarly for dimension reducing transformations estimated using the MMI′ cri-
terion, the regularized criterion is given by
gMMI′-reg(M,W ) =
T
2 log det(WˆΣWˆ
T) + logP (WxT1 |M,wN1 )− C‖W − W¯‖2.
(5.83)
For both the fMLLR and the DRFT case, the regularization term can be included
in the expectation maximization auxiliary function, as
Q(W, Wˆ )reg = Q(W, Wˆ )orig − C‖Wˆ − W¯‖2, (5.84)
where W¯ is the regularization target; from the derivation of EM like estimation
for MMI′ (see Section 5.2.1). It is clear that adding terms independent of the hid-
den variables to the log-likelihood does not change the validity of the expectation
maximization method.
Start from the regularized auxiliary function for DRFT matrix, by inserting
Eq. 5.26 in Eq. 5.84;
Q′(W, Wˆ )reg =
T
2 log det(WˆΣWˆ
T)− 12
D∑
d=1
(
wˆdG
(d)wˆTd − 2wˆdk(d)
T)− C‖Wˆ − W¯‖2.
(5.85)
with the accumulators G and k as previously defined in Eq. 5.27 and Eq. 5.28. Take
the derivative with respect to a matrix row, and rearrange
∂Q′(W, Wˆ )
∂wˆi
= T
[(
WˆΣWˆT
)−1
WˆΣ
]
i
− wˆiG(i) + k(i) − 2C(wˆi − w¯i) (5.86)
= T
[(
WˆΣWˆT
)−1
WˆΣ
]
i
− wˆi(G(i) + 2CI) + k(i) + 2Cw¯i (5.87)
= T
[(
WˆΣWˆT
)−1
WˆΣ
]
i
− wˆiG(i)reg + k(i)reg. (5.88)
where the auxiliary function is expressed in term of the regularized accumulators ,
G(d)reg = G(d) + 2CI =
S∑
s=1
1
σ
(s)2
d
T∑
t=1
γt(s)xtxTt + 2CI (5.89)
k(d)reg = k(d) + 2Cw¯i =
S∑
s=1
1
σ
(s)2
d
µ
(s)
d
T∑
t=1
γt(s)xTt + 2Cw¯i. (5.90)
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Comparing the normal MMI′ auxiliary function (Eq. 5.26) to the regularized
variant (Eq. 5.88) it can be seen that they are formally equal, except for the use
of the regularized accumulators as defined above. Thus, to implement centered `2-
regularized feature space adaptation, the regularization terms needs to be added
to the accumulators G and k as above, but no further implementation changes are
needed.
The derivation above can be performed in exactly the same way for the standard
fMLLR case. The regularized auxiliary function is then given by
Q(W, Wˆ )reg =
T
2 log(det Aˆ)
2 − 12
D∑
d=1
(
wˆdG
(d)wˆTd − 2wˆdk(d)
T)− C‖Wˆ − W¯‖2.
(5.91)
The derivative of the regularized auxiliary function with respect to the matrix row,
is given by
∂Q(W, Wˆ )
∂wˆi
= T pi
piwTi
− wˆiG(i)reg + k(i)reg, (5.92)
where pi is the cofactor row vector, and G(i)reg and k(i)reg are again defined as in Eq. 5.89
and Eq. 5.90 respectively. Again comparing to the non-regularized fMLLR auxiliary
function derivative (see Gales [1998], Appendix B, Eq. 57), the formula is formally
identical except for the regularized accumulators, and implementation only require
adding the regularization terms to the accumulators.
The method presented in this section is similar to the ridge regularization method
for fMLLR proposed in Li et al. [2010], when the regularization target matrix W¯
is equal to the zero matrix. The only difference in the case of W¯ = 0 is that
in that paper only the parameters of the matrix A were regularized and not the
offset vector b. Another related method described in Omar [2007] is a regularized
fMLLR method, using a different regularization term measuring the sensitivity of
the transformation matrix W to variations in the data.
A similar method with the same goal of introducing prior information in the es-
timation of feature space adaptation was introduced in Breslin et al. [2010]. There,
instead of using regularization, the accumulators G and k from a previously esti-
mated transformation are added to the current accumulators, using a tuned com-
bination weight. The paper also describes various ways in which accumulators can
be artificially constructed to capture prior information not in the form of fMLLR
accumulators.
Equivalence to Maximum a Posteriori Estimation
As pointed out in Li et al. [2010] the connection between the regularization methods
and Bayesian priors can be made explicit in the case of linear adaptation transfor-
mations. In Nakano et al. [2006], maximum a posteriori estimation of feature space
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adaptation transformations are described in a speech synthesis setting. The prior
distribution of the transformation matrix W is chosen as
p(W ) ∝ (det Ω)−(D+1)/2(det Φ)−D/2 exp
(
−12 tr(W −H)
TΩ−1(W −H)Φ−1
)
,
(5.93)
where Ω, Φ, and H are hyper-parameters. This is the same prior used for maximum
a posteriori estimation of model space transformations in Chesta et al. [1999].
Furthermore, Nakano et al. [2006] constrains the choice of the hyper-parameters
such that Ω = CI and Φ = I. From examining the resulting accumulators, it can
be seen that the accumulators presented are equal to the regularized accumulators
introduced above (Eq. 5.89 and Eq. 5.90) with W¯ = H, except for the scaling of
the regularization term.1
To explicitly show the equivalence, choose Ω = 1/(2C)I, Φ = I, and H = W¯ and
insert into Eq. 5.93.
p(W ) ∝(det(CI))−(D+1)/2(det I)−D/2·
· exp
(
−12 tr
[
(W − W¯ )T(1/(2C)I)−1(W − W¯ )I−1
])
. (5.94)
Taking the logarithm, and ignoring terms constant in W , result in
log p(W ) = −C tr
[
(W − W¯ )T(W − W¯ )
]
= −C‖W − W¯‖2 (5.95)
Thus it can be concluded that centered `2-regularized feature transform estimation
is equivalent to maximum a posteriori feature transform estimation, if the prior is
chosen as above.
Utterance Adaptation
For large amounts of data, the influence of regularization on the estimation of
feature space transformations is not apparent, due to the limited amount of param-
eters in a single transformation matrix. For smaller amounts of estimation data
though, the influence may be large. One task where regularization has an influence
is utterance level adaptation, where each utterance is used for unsupervised self
adaptation. The limited amount of adaptation data makes standard feature space
adaptation less ideal, and normally techniques such as VTLN is preferred.
In order to use regularization to improve performance of an off-line two pass
unsupervised system with more data per speaker, speaker level and utterance level
adaptation can be combined. With the possibility of including prior information as
1Note that Nakano et al. [2006] contains a mistake: Using prior parameter Ω = CI does not
result in the accumulators as presented in the paper; to reach that result, Ω = 1/CI should
be used. The mistake is inconsequential since the constant C is manually chosen.
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the regularization target in centered `2-regularization, it is possible to include the
information from the speaker into the estimation of the utterance level transforma-
tion.
First a speaker specific adaptation matrix is estimated, in order to capture the
general speaker specific acoustic properties. Following this, utterance specific fea-
ture transformations are estimated, using centered `2-regularized adaptation, with
the regularization target set to the speaker specific transformation. The utterance
specific transforms estimated in that way captures both the general speaker acous-
tic properties, as well as the properties unique to the specific utterance. Thus, this
approach has the potential of performing better than only using speaker level adap-
tation.
5.2.6 Linear Transform VTLN using Sufficient Statistics
The equivalence of VTLN and linear transformation for a general frequency warping
was demonstrated in Pitz [2005]. This work was later refined in Umesh et al. [2005]
to explicitly take into account the frequency discrete nature of the ASR signal
processing front-end. Below, the method of Umesh et al. [2005] is briefly reviewed.
As described in Umesh et al. [2005], if the spectrum is quefrency limited, samples
of the warped spectrum can be exactly obtained from the unwarped spectrum.
For plain cepstral coefficients (without filter bank smoothing and discrete cosine
transform (DCT)) the cepstrum is computed from the spectrum using
Ck =
1
N
N−1∑
q=0
log |X[q]|2e+j 2piN qk, (5.96)
where Ck are the cepstral coefficients and X[q] is the spectrum. Since Ck and
log |X[q]|2 form a discrete Fourier transform pair it is possible to recover the sec-
ond from the first. X[q] cannot be recovered though, because of the magnitude
operation. Only the warped log-magnitude spectrum log |X˜[q]|2 is needed though,
and log |X˜[q]|2 can be exactly reconstructed from log |X[q]|2 if Ck is quefrency lim-
ited and not aliased. If this condition holds the warped spectrum can be computed
directly, by
log |X˜[l]|2 = log |X˜(ω˜l)|2 = log |X(g−1(ωl))|2
=
N−1∑
k=0
Cke
−j 2pi
N
g−1(ωl)k. (5.97)
By substituting (5.97) into (5.96) a linear transformation between Ck and the
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warped cepstral coefficients C˜n is reached, i.e.
C˜n =
N−1∑
k=0
Ck
1
N
N−1∑
l=0
e−
2pi
N
g−1(ωl)ke+j
2pi
N
ln
=
N−1∑
k=0
WnkCk. (5.98)
To use the above relation with a typical ASR system using DCT based cepstral
coefficients derived from filter-bank smoothed spectra, a relation between plain- and
DCT cepstra can be derived. The DCT based cepstral coefficients are given by
dk =
M−1∑
q=0
log |XFB[q]|2 cos kpi(q + 1/2)
N
. (5.99)
Similarly the plain cepstra of the filter bank output is given by
Ck =
1
2(M − 1)
M−1∑
q=0
bq log |XFB[q]|2 cos qkpi
M − 1 , (5.100)
where bq = 1 for q = 0 or q = (M − 1) and 2 otherwise. From these two equations
a linear transformation relation between DCT cepstra and plain cepstra can be
derived. Furthermore, combining this transformation and its inverse with (5.98), a
linear transform between warped and unwarped DCT cepstra is reached. It should
be noted that the above holds for any invertible warping function.
Using these results, warping factor estimation is seen as a constrained linear
transform estimation, where the constraint is given by the mapping between warp-
ing factors and transformation matrices as given above. It is sufficient to accumulate
the sufficient statistics needed for estimating linear transformations for each speaker,
and perform the constrained optimization off-line.
VTLN warping factors are usually estimated using grid search by directly evalu-
ating the acoustic scores when aligning a reference transcription with the speaker
independent (SI) acoustic model. As has been pointed out in Pitz [2005], this fails to
take into account the Jacobian determinant of the warping transformation, and thus
fails to properly normalize the model distributions. Although Pitz [2005] showed
only small performance gains in using the Jacobian, the closer resemblance of the
current method to standard MFCC analysis motivated the repeatision of this ex-
periment.
Accumulator Based Warping Factor Estimation
This section describes the approach to VTLN warping factor estimation using suf-
ficient statistics. The starting point is the signal analysis front-end as presented in
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Umesh et al. [2005], a MFCC based front-end with certain modifications to ensure
that the resulting cepstrum is quefrency limited, ensuring the equivalence between
frequency warping and linear transformation. These changes are briefly described
below. The method described in this section was previously described in Lööf et al.
[2006b].
Instead of integrating the Mel-warping into the filter-bank as is usually done, a
uniformly spaced (in Hz) filter-bank is used, and the Mel-warping is included in the
warping transform. In order to still get the same amount of smoothing as for normal
MFCC, the filter width is constant in the Mel scale (the same as for MFCC). To
further ensure quefrency limitedness the number of cepstral coefficients, and hence
the number of filters had to be increased. In total 129 filters were used, making sure
that the cepstral coefficients decay to zero. For the output side of the transform
only the first 16 cepstral coefficients (the same number as in the baseline system)
were used, making the warping transform a dimension reducing transform.
To be able to accumulate the sufficient statistics for a linear transform, the lin-
ear transformation must be the last step before calculating the likelihood. In the
system used, the warping transform is followed by cepstral mean normalization and
dynamic feature generation (derivatives or LDA), which should be either combined
with the warp transform, or moved before it.
When doing cepstral mean normalization, the mean (computed over a window)
of each cepstral coefficient is subtracted from the coefficient. For the warped and
normalized cepstral coefficients a simple calculation, cw−cw = Wc−Wc = W (c−c),
shows that it is possible to change the order of cepstral mean normalization and
linear transformation.
For the experiments presented in Lööf et al. [2006b], the warping factor opti-
mization was performed using a model using MFCC + time derivative features
(although the actual recognition model used LDA based features). The time deriva-
tive features were computed using a time window of five consecutive frames, and
the sufficient statistics were accumulated for a transformation from the concatena-
tion of the five consecutive time frames to the actual model input dimension of 45
features. The time derivative computation can be expressed as a matrix multiplica-
tion, transforming from the five consecutive time frames to the MFCC plus time
derivative features. The warping is applied before the time derivative features to
each of the time frames, so the total warping can be expressed as a block diago-
nal matrix, with the warping matrix repeated five times on the diagonal. For each
warping factor considered during optimization, the resulting total warping matrix
was evaluated with respect to the accumulated statistics, as defined by Eq 5.26.
For the experiments presented in this thesis, a LDA based model was used for
warping factor estimation, using the following method. The LDA step consists of
splicing of (e.g. seven) consecutive acoustic frames, followed by a dimension reducing
linear transform down to a lower number of output dimensions (in this case 45).
The splicing can be moved before the warp transform; the warp transform will then
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be block diagonal, repeatedly containing the original warping matrix. Statistics
were accumulated to optimize the transform from the spliced unwarped cepstra
to the warped LDA transformed ones. For each warping factor considered in the
optimization a block diagonal warping matrix was multiplied with the previously
computed LDA transform and was evaluated using the accumulated statistics, in
the same way as for the time derivative case.
Optimization Criteria
The fMLLR estimation method for linear transformations, as described in Gales
[1998], requires computing the Jacobian of the transform. The warping transforms
considered here are dimension reducing transforms, making the estimation method
unsuitable in unmodified form. One possibility is to simply ignore the Jacobian term
in the ML calculation, using only the distance. This is equivalent to the standard
method of warping factor estimation; it will be called the classical criterion. Another
possibility would be to use the heteroscedastic discriminant analysis (HDA) Kumar
and Andreou [1998] criterion, which extends the transform to be non-projecting.
The application of HDA to the current problem has not been studied in this work.
Another possibility would be to use a standard discriminative criterion such as
maximum mutual information (MMI), but for unconstrained transformation esti-
mation results show that this requires interpolation with an ML estimated matrix
to be useful Uebel and Woodland [2001]. Although this is not likely to be a prob-
lem for warping factor estimation, since only one parameter is optimized, a simpler
criterion was desired. Thus the MMI′ criterion, as described in Section 5.2.1, was
applied to the task of warping factor estimation.
EM-like estimation was applied, accumulating the sufficient statistics as defined
in Eq. 5.27-5.28, based on a frame state alignment. The warping factor can then
be estimated by optimizing the auxiliary function in Eq. 5.26, with respect to the
warping factor. In the experiments presented in this chapter, the optimization was
performed using grid search, by directly evaluating Eq. 5.26, setting W to be a
precomputed matrix corresponding to the considered warping factor.
Implementation Considerations
Since the warping matrices are large it is important to implement the accumula-
tion in an efficient way. Using global accumulation of G and k (equations (3.17)
and (3.18)) require O(D2D˜) time per frame for accumulation (D and D˜ are untrans-
formed and transformed feature dimension). With one accumulator per covariance
the time complexity decreases to O(D2) at the cost of increasing memory complex-
ity from O(D2D˜) to O(CD2) (C is the number of covariances). For the system
used here this is not a problem, since only one globally pooled covariance was used.
Even for a system without covariance tying the storage requirements should not be
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a problem, since warping factor estimation is typically done using a single Gaussian
acoustic model.
5.3 Experiments
5.3.1 Comparison to fMLLR and fMLLRP
The first experiments described were conducted to compare the proposed DRFT
method with previously known alternative methods. The most important compari-
son is to the standard fMLLR method, but the proposed method is also compared
to the previously described dimension reducing fMLLRP method. No comparison
is made to the HLDA SAT method, since that approach to dimension reducing
transformations depend on the use of adaptive training, and a higher dimension
target model.
Table 5.1. Properties of the Verbmobil system and corpora
Training Data 61.5h, 702k running wds.
Test Data 1.6h, 15k running wds.
Signal Analysis 16 MFCC, LDA on 11 adjacent frames reducing
output dimension to 33
AM 3501 tied states, 388849 Gaussians, single pooled
covariance, 3-state HMM with skip
Lexicon 10814 words
LM trigram, test set perplexity: 62.0
The experiments were performed on the Verbmobil ASR corpus, a German lan-
guage corpus in the domain of appointment scheduling and travel planing. The
speech recognition system used was similar to one described in Kanthak et al.
[2000] (the across word system described in Section 6), and the Verbmobil sys-
tem used in Zolnay [2006].2 Table 5.1 summarizes the properties of the system and
the corpora.
Table 5.2. Comparison of Feature Transform Adaptation Methods
WER [%]
Baseline 21.6
fMLLR 20.6
fMLLRP 19.8
DRFT 19.8
2Thanks to Andras Zolnay for providing the Verbmobil baseline system
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Table 5.2 show the error rates for four different systems, the baseline and three
different speaker adapted system. The speaker adapted systems are two pass sys-
tems, where a single feature transformation matrix per speaker is estimated on the
first-best output of the first pass, and used for the second recognition pass. The
adaptation methods evaluated are normal fMLLR, dimension reducing fMLLRP as
in Saon et al. [2001], and the dimension reducing feature transformation (DRFT)
method proposed in this chapter.
As can be seen, both dimension reducing adaptation methods produce the same
result, and are clearly better than the non-dimension reducing fMLLR method. A
closer examination of the adaptation matrices and recognition results show that
the matrices are identical to the precision used, naturally leading to identical recog-
nition output.
5.3.2 Convergence of Row Update Methods
This section describes experiments empirically investigating the convergence prop-
erties of optimization using the different row update methods introduced in Sec-
tion 5.2.3. Figure 5.1 show the MMI′ objective function from Eq. 5.26, for one
speaker from the Verbmobil test set (see Section 5.3.1), plotted over the estima-
tion iterations for the different row update methods. The x-axis is the number of
iterations, where each integer value signifies one complete update of all rows in the
matrix. The first two plots use a linear scale, and shows the first couple of iterations.
The last is a log-scale plot of a linear map of the criterion value, chosen to show
small differences around the final optimal criterion value.
Original here refers to the method proposed in Lööf et al. [2007b], and the two
methods designated Newton, are the approximate Newton methods described in
Section 5.2.3. As can be seen, the so called original method shows the fastest conver-
gence at the beginning of optimization, but the both approximate Newton methods
catch up once the optimum gets closer. Initializing the adaptation transformation
with the LDA matrix, as opposed to an initialization with a diagonal matrix, result
in much faster convergence, which is to be expected. In this case, LDA matrix initial-
ization convergence are identical for the two approximate Newton methods, which
indicates that no backtracking line-search was needed. The optimization behaves
similar for the other speakers in the Verbmobil test set.
5.3.3 Speaker Adaptive Training
In this section experiments on using dimension reducing transformations for speaker
adaptive training are described. The recognition experiments were performed on
the TC-STAR project English EPPS corpora as used in the 2006 evaluation, and
the experiments were performed with systems developed for the 2006 evaluation
as baseline (see Lööf et al. [2006a]). The training material includes 88 hours of
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Figure 5.1. MMI’ objective function convergence of different row-update methods
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manually transcribed recordings. The tests were performed on the development
and evaluation sets, each consisting of 3.2 hours. The system used a MFCC front-
end augmented with a single voicedness feature, and the models used consisted of
roughly 900k Gaussians sharing a single globally pooled covariance. Furthermore,
in all experiments a one pass VTLN method, using a classifier to estimate the
warping factor, was used. Maximum likelihood trained acoustic models were used
for all experiments. Table 5.3 summarizes properties of the system and the corpora
used. For further details of the baseline systems used, see Lööf et al. [2006a].
Table 5.3. Properties of the EPPS English system and corpora
Train Dev06 Eval06
Audio [h] 87.5 3.2 3.2
# Run. words 704,883 27,029 29,829
# Speakers 41 41
LM perplexity – 99.7 108.7
OOV [%] – 0.81 0.58
Vocabulary 52,429 words
LM training data 34.7 million running words
The baseline systems used LDA to map from a higher dimensional feature space
to lower dimension; since the system utilizes a globally pooled covariance, HLDA
has no advantage over LDA. The dimension of the LDA matrix was 45×153. When
standard fMLLR was used, it was applied after the LDA transform. When using
the new dimension reducing adaptation method, the speaker-specific matrix was
applied instead of the LDA matrix. The method were used as an affine transform.
When estimating the dimension reducing feature transformations, the LDA matrix
was used to initialize the estimation.
Experiments were performed comparing the performance of the dimension re-
ducing adaptation matrices to standard fMLLR feature transformations, with and
without using speaker adaptive training, and with and without combining with
maximum likelihood linear regression (MLLR) model adaptation. All adaptation
was unsupervised, i.e. performed with the first pass recognition output as ground
truth. The speaker identity information on the recognition corpora was provided
by a segment clustering algorithm. For the speaker adaptive training, the approach
suggested in Stemmer et al. [2005] was used.
Table 5.4 summarizes the results of these experiments. The baseline is the sys-
tem with no adaptation except VTLN added. fMLLR denotes that a single affine
feature transform was utilized per speaker. DRFT indicates that the transform is
dimension reducing, estimated using the DRFT method presented in this chapter.
SAT means that feature transforms were estimated also on the training set and
models estimated on the speaker-normalized features. In the case of using SAT,
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Table 5.4. Recognition performance
fM
LL
R
M
LL
R
SA
T
D
R
FT
EPPS 2006
WER [%]
Dev Eval
no no no no 16.4 13.5
yes 15.1 11.9
yes 15.0 11.7
yes no 14.4 11.0
yes 14.4 10.8
yes no no 14.0 11.0
yes 13.8 11.0
yes no 13.6 10.6
yes 13.3 10.4
for both the training- and recognition set clusters, the matrices were estimated us-
ing a single Gaussian acoustic model. MLLR indicates that the model was further
adapted using speaker wise (tree based) MLLR. As can be seen, the use of DRFT
adaptation gives improvements over regular fMLLR in most cases, independent of
combinations with MLLR or SAT.
5.3.4 Discriminative Linear Transforms
Further experiments were performed comparing the performance of the dimension
reducing transform adaptation method to fMLLR based discriminative linear trans-
form (DLT) adaptation. This included experiments using dimension reducing DLT
as presented in Section 5.2.4. Table 5.5 shows the results of the fMLLR based DLT
for different number of iterations and different values of the constant H, on the
2006 development set. Table 5.6 shows in the same way the experiments using
dimension reducing DLT. The column for H = 0 represents ML for the case of
fMLLR, and MMI′ for dimension reducing adaptation. The results show that the
improvements of DLT, both for the fMLLR case, but especially for the dimension
reducing transforms are very small, and also that the performance vary depending
on the parameters. It seems unfeasible to use DLT with success for unsupervised
adaptation. It should be noted that this second set of experiments were performed
using a slightly different setup compared to the first experiment, and the results
are not directly comparable to those of Table 5.4.
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Table 5.5. fMLLR based DLT results
H =
I 0 0.33 0.50 0.66 0.83 0.95
1 15.2 15.1 15.1 15.0 14.9 15.0
2 15.0 15.0 15.0 14.9 15.0 14.8
3 15.0 15.0 14.9 14.9 14.9 14.9
4 15.0 15.1 14.9 15.0 15.0 15.0
5 15.0 15.1 15.0 15.0 14.8 15.1
Table 5.6. Dimension reducing DLT results
H =
I 0 0.33 0.50 0.66 0.83
1 15.0 15.0 15.0 15.0 14.9
2 14.8 14.8 14.8 14.8 15.0
3 14.9 14.8 14.8 14.7 14.9
4 14.7 14.8 14.7 14.8 14.9
5 14.8 14.7 14.7 14.7 14.8
5.3.5 Regularization for Utterance-wise Adaptation
As pointed out in Section 5.2.5, speaker adaptation can benefit from the use of
regularization when only little data is available from each speaker. In this section
utterance-wise unsupervised adaptation using centered `2-regularization with an
identity transform is experimentally evaluated. Additionally, this section explores
the use of centered `2-regularization to improve speaker-wise unsupervised adapta-
tion, by using speaker-wise adaptation transformations as regularization target for
utterance-wise adaptation.
Table 5.7 show results for utterance wise feature space adaptation. As can be seen,
for the development corpus, utterance wise unregularized adaptation results in a
degradation of WER compared to the unadapted baseline. For all corpora, the utter-
ance wise adaptation is outperformed by the speaker wise adaptation, as expected.
The improvements from using centered `2-regularization are not consistent; for the
development corpus, where unregularized adaptation leads to a large degradation,
the regularization did produce a large improvement. For the evaluation corpus,
where utterance wise fMLLR is already performing adequately, regularization did
not bring any gain. The same effect observed for fMLLR can also be observed for
dimension reducing adaptation. Here the parameter deciding the minimum amount
of data for performing adaptation at all had to be set to a higher number for the
unregularized case to avoid having to invert a singular matrix, explaining the lower
WER than the fMLLR case.
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Table 5.7. Utterance wise adaptation with identity transform regularization target
Adapt.data Reg. C Dev06 Eval06
1st pass – – 16.4 13.4
fMLLR speaker – 15.1 11.7
DRFT speaker – 14.8 11.5
fMLLR utterance – 18.0 12.6
fMLLR-reg utterance 500 16.9 12.6
fMLLR-reg utterance 1000 15.7 12.7
fMLLR-reg utterance 2000 15.7 12.8
fMLLR-reg utterance 3000 15.8 –
fMLLR-reg utterance 4000 15.9 –
DRFT utterance – 16.3 12.6
DRFT-reg utterance 1000 15.6 12.7
Figure 5.2. Utterance wise fMLLR, centered `2-regularization with speaker specific adap-
tation matrix as regularization target
As described in Section 5.2.5, it is possible to use centered `2 adaptation to
combine speaker specific and utterance specific adaptation. The process used was
as follows: First speaker specific feature space transformations were estimated. This
was followed by utterance wise feature space adaptation, with the speaker specific
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transformation as regularization target. Figure 5.2 shows the performance of the
thus adapted system for different values of the regularization constant C, for the
case of fMLLR transformations.
Table 5.8. Utterance adaptation, with speaker specific transform regularization target
Dev06 Eval06
1st pass 16.4 13.4
fMLLR 15.1 11.7
DRFT 14.8 11.5
fMLLR Spk reg. 15.0 11.6
DRFT Spk. reg. 14.8 11.5
Table 5.8, shows final results using this combined utterance and speaker wise
method, with regularization constant C = 9.0 · 103. As can be seen, the result us-
ing the speaker specific regularization for utterance wise fMLLR adaptation, give
slightly lower error rates than standard speaker wise fMLLR adaptation. This sug-
gests that the proposed method capture both the speaker variation and the utter-
ance variation.
For DRFT though, no such improvement can be seen. One possible explanation
of this difference is that for DRFT estimation in low data conditions, the addi-
tional estimation of the global variance matrix Σ can cause numerical instability,
as discussed in Section 5.2.5. Additional experiments were performed, where ridge
regression was used for the estimation of the input feature covariance matrix Σ; no
impact on the recognition performance could be observed though.
5.3.6 Linear Transform VTLN
In this section results are presented on using accumulators for dimension reducing
linear transformations as sufficient statistics for linear transform VTLN. All recog-
nition experiments were trained and evaluated on the EPPS 2006 data as described
in Table 5.3, and system properties correspond closely to those of the EPPS system
used in the previous section, with the difference that no voicedness feature was used
to augment the MFCCs, and that no fast VTLN was used.
For VTLN a piecewise linear warping function was used, and warping factor
estimation in training was performed as a grid search over the interval 0.8 to 1.2,
with a resolution of 0.01 resulting in 41 possible warping factors. In recognition the
warping factor estimation was performed using an unsupervised two-pass process,
where the warping factor was performed using the recognition output of the first
recognition pass, in the same way as during training.
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To demonstrate the usefulness of the approach the results of the accumula-
tor based linear transformation implementation3 was compared with the standard
VTLN system. An increased number of filters (129) had to be used for the matrix
based systems an in order to achieve quefrency limitedness. In Lööf et al. [2006b] it
was demonstrated that simply increasing the number of filters in a regular MFCC
filter bank does not bring any advantage, so in the current experiments results were
only compared to a regular MFCC front-end.
Table 5.9. Linear transform VTLN results
Dev06 Eval06
MFCC - first pass 16.6 14.0
MFCC VTLN 15.6 12.8
Matrix - first pass 16.9 14.0
Matrix VTLN 15.4 12.9
Matrix Accum. VTLN (Classical) 15.5 12.8
Matrix Accum. VTLN (MMI′) 15.4 13.0
Table 5.9 show results for the different systems. The baseline is a standard MFCC
system, where the second pass apply VTLN. The matrix warping based system uses
a first pass where Mel-warping is performed using a warping matrix, and a second
pass where the warping matrix implements both Mel and VTLN warping.
For the MFCC based system warping factor estimation was performed in the
classical way, by first computing a frame state alignment, and subsequently com-
puting the acoustic score using the target model, for each warping factor in the grid
search. For the warping matrix based system three different methods of computing
the warping factors were evaluated. Either the standard acoustic scoring was used,
in the same way as for MFCC system, or an accumulator based method was used.
Accumulation based estimation was performed as discussed in Section 5.2.6, using
either the MMI′ criterion, or the same criterion without the “Jacobian-like” term,
denoted by classical.
As can be seen the matrix warping systems give equivalent performance to the
baseline MFCC and MFCC VTLN systems. The correct normalization of the MMI′
criterion does not give any improvement over the usual non-normalized VTLN
criterion, a result that is consistent with the very small improvement reported in
Lööf et al. [2006b]4. In comparison, Pitz [2005] reported small improvements from
3Thanks to S. Umesh for the script to generate the warping matrices, implementing the calcula-
tions described in Section 5.2.6.
4Note that Lööf et al. [2006b] used an incorrect formula for the MMI′ criterion inherited from
Visweswariah and Gopinath [2004]; the “Jacobian-like” term was wrongly given double weight
compared to the correct equation. Informal tests show that this error did not influence the
reported results. For the current work the correct equation was used.
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using a correctly normalized optimization criterion for a system with signal analysis
with a front-end without filter-bank.
Figure 5.3. Histogram of estimated warping factors, for accumulator based criteria
In order to further analyze the effect of properly normalized training criteria, Fig-
ure 5.3 shows histograms of the number of speakers of the training corpus assigned
to each warping factor in the grid search. Comparing the histograms for the classi-
cal and the MMI′ case, it can be seen that the histogram is slightly more narrow in
the MMI′ case. (The “peaks” at the extremes of 0.8 and 1.2 are due to a number of
“speakers” with very little data, containing only noise.) A similar narrowing of the
warping factor histogram, but much more pronounced, was previously observed in
Lööf et al. [2007b], using the same method but with MFCC + derivatives based
features, as well as in Pitz [2005] using a non-MFCC front-end, through the inclu-
sion of the Jacobian in the criterion. From the experiments performed it is not clear
why the effect is less pronounced in the present setup.
5.4 Discussion
As can be seen, generally the use of dimension reducing feature space adaptation
represent an improvement over fMLLR adaptation that uses equal input and output
dimensions. For the EPPS task, the improvement from the introduced dimension
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reducing method is about 0.2% absolute, or about 2% relative. For the Verbmobil
task, where no VTLN was used in the first pass baseline, the improvement was
larger - about 4% relative WER reduction.
The improvements of the DRFT method are consistent between the different
experiments and corpora, and in line with the results reported on fMLLRP in
Saon et al. [2001]. When compared to results using HLDA SAT in Matsoukas and
Schwartz [2003] the improvements seem small, but it must be remembered that
the improvements presented in that paper probably to a large extent are due to
the effects of using a simple target model, an effect that is already included in the
fMLLR SAT baseline in the current work.
It may be argued that the improvement of the method is mainly due to an
increased number of parameters, and not the use of the additional information in
the input features. On the other hand, the fact that an improvement is observed in
combination with (regression tree based) MLLR, shows that even with a very high
number of adaptation parameters the dimension reducing feature transformation
still brings an improvement.
The presented results for discriminative adaptation show no significant improve-
ments from the use of a discriminative criterion itself, neither for DRFT nor for
fMLLR. This is not surprising, given the general behaviour of unsupervised discrim-
inative adaptation, as discussed in Section 3.2.5. It would be interesting to evaluate
the method in a supervised setting.
As described in Section 5.3.5 the use of regularization for estimation of feature
space adaptation can sometimes be beneficial. In speech recognition, it is custom-
ary to approach the inclusion of prior information using the Bayesian formulation
for generative models, while using the regularization approach when working with
discriminative models. This distinction is not needed though; it is well known that
there exist an equivalence between the methods (as discussed in Section 5.2.5). The
derivation presented in this chapter shows this connection explicitly for the case of
centered `2-regularization, and gives the corresponding prior distribution.
As already briefly discussed, the improvements from regularization are not con-
sistent, especially for DRFT. A possible explanation is that this is due to the
additional dependence on the estimation of the input features variance matrix Σ;
the use of regularization for Σ in the form of ridge regression did not have any
effect though. It would be interesting to compare the performance of this approach
with the accumulator combination approach of Breslin et al. [2010]. The centered
`2-regularization method has the advantage that it is straightforward to use any
transformation matrix as prior information, regardless of its origin.
The matrix VTLN estimation method presented in this chapter (Sections 5.2.6
and 5.3.6) represent the oldest work included in this thesis. At the time of its
first publication, in Lööf et al. [2006b], no exact formulation of matrix VTLN for
an MFCC front-end using quadratic matrices was known; the known method clos-
est to “standard” MFCC depended on a rectangular dimension reducing matrix.
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As such the use of standard fMLLR accumulators and objective function was not
applicable to the task. In later publications on matrix VTLN, formulations have
been presented that allow for using quadratic matrices (see Sanand and Umesh
[2008]), and accumulator based estimation using quadratic fMLLR matrices have
been presented (see Akhil et al. [2008])
The results on matrix VTLN in this chapter showed that accumulator based
estimation resulted in equivalent performance to classical, (pseudo) maximum like-
lihood, estimation, while requiring only a single pass over the data. Furthermore, the
use of the normalization term from the MMI′ criterion resulted in the same change
in warping factor distribution as observed when including the Jacobian term in
Matrix VTLN for a non-MFCC front-end (see Pitz [2005]). This further indicates
that the criterion is closely related to maximum likelihood estimation. There was
no positive effect on word error rate from the inclusion of the normalization term.
Although some improvement was observed from inclusion of the Jacobian in Pitz
[2005], the difference was small and absolute error rates were higher than for the
experiments in this work.
5.5 Conclusion
This chapter described a novel variant of dimension reducing feature space trans-
formations for adaptation, based on the MMI′ criterion. The criterion was shown
to be closely related to the maximum likelihood criterion, and to the criterion used
in HLDA estimation, and the resulting matrices equal to the matrices produced
by the fMLLRP method, within numerical errors. An efficient estimation method
for the matrices was presented, more efficient than fMLLRP estimation, making
the proposed method suitable for use with speaker adaptive training. Extensions to
the method was presented: Estimation using the discriminative MMI criterion was
introduced, and regularized estimation of feature space adaptation was described.
The used of the criterion and accumulators for transformation based VTLN was
explored.
Experimental results were presented, showing performance improvements using
dimension reducing transformations, both for recognition only, and when used for
speaker adaptive training, and both with and without additional MLLR adaptation.
Results were presented for fMLLR based, as well as dimension reducing unsuper-
vised discriminative adaptation, but no significant improvements could be reached.
The improvements of the dimension reducing transforms were consistent across cor-
pora and condition. As a final note the method described in this chapter was suc-
cessfully applied for SAT in the 2007 RWTH TC-STAR Evaluation system, see Lööf
et al. [2007a] for details.
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Chapter 6
Discriminative Adaptation for Log-linear
Acoustic Models
6.1 Introduction
As discussed in Chapter 2, in a typical ASR system, Gaussian mixture models are
used to model the emission probabilities of the hidden Markov model. In recent
years, the use of direct posterior models for computing the emission probabilities
have been seeing renewed interest, after being mostly ignored in the decade be-
fore; since the interest in hybrid Neural network acoustic modelling decreased in
the 1990s. One particular form of of posterior based emission models are the dis-
criminatively trained log-linear models that have been successfully used in hidden
Markov model based acoustic models for automatic speech recognition, taking the
place of Gaussian mixture models. Log-linear models have been shown to be compet-
itive with comparable discriminatively trained Gaussian models; see Heigold et al.
[2009].
In order to successfully use log-linear modeling in a state-of-the-art speech recog-
nition system, it is necessary to reproduce or replace all important methods used
in implementing such a system. Speaker adaptation is one important method to
improve the performance of a speech recognition system, and especially the use
of feature space maximum likelihood linear regression speaker adaptive training
(Gales [1998]), has proved to be an important part of state-of-the-art systems (see
for instance Lööf et al. [2007a] for an example). Thus, it is important to develop and
investigate adaptation methods for log-linear models if they are to replace Gaussian
models in a state-of-the-art speech recognition system.
In this chapter, speaker adaptation of log-linear models, using affine feature trans-
forms, similar to fMLLR, is investigated. The basic speaker adaptation methods
used was introduced in Lööf et al. [2010], and uses methods similar to the estima-
tion of linear feature transforms for log-linear models that was introduced in Tahir
et al. [2009]. Adaptation of hidden conditional random fields for phone classification
have previously been described in Sung et al. [2008], where a single model trans-
formation was optimized on manually phonetic labeled speech. Related work also
include discriminative adaptation of Gaussian models using the maximum mutual
information criterion, as described for instance in Uebel and Woodland [2001].
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The rest of this chapter is structured as follows: Section 6.2 give a review of
methods and theory for the use of log-linear acoustic models in ASR. Section 6.3
introduces speaker adaptation in a log-linear framework, and reviews the estima-
tion of feature space transformations for log-linear acoustic models. In Section 6.4,
experimental results for both supervised and unsupervised speaker adaptation on
a large vocabulary continuous speech recognition task is presented.
6.2 Log-linear Models in ASR
Log-linear modeling in ASR can be motivated as a more direct formulation of the
posterior probability described by a (discriminatively trained) Gaussian model. This
work focuses on speaker adaptation using two main different optimization criteria,
the framewise posterior estimation method, and the segmentwise lattice based MMI
criterion.
Assume a sequence of acoustic vectors xT1 , and a word sequence wN1 . From Heigold
et al. [2010], the log-linear hidden Markov model (LHMM) defines a posterior prob-
ability
PΛ(wN1 |xT1 ) =
1
ZΛ(xT1 )
N∏
n=1
exp(α′′wn−1,wn)︸ ︷︷ ︸
L(α′′wn−1,wn )
language model
∑
sT1 ∈wN1
T∏
t=1
exp(α′st−1,st)︸ ︷︷ ︸
T (α′st−1,st )
transition model
exp(αst + λTstxt)︸ ︷︷ ︸
E(αst+λTstxt)
emission model
(6.1)
for a large vocabulary ASR system (assuming bi-gram LM for simplicity of nota-
tion), where ZΛ(xT1 ) denotes the normalization constant. The parameters of the
model are given by the scalars α′′v,w, α′s,s′ , αs, and the vectors λs, and the total set
of all parameters is denoted by Λ = {α′′v,w, α′s,s′ , αs, λs}.
The LHMM is a linear-chain hidden conditional random field (see Gunawardana
et al. [2005]) with the same model structure as a Gaussian hidden Markov model,
and log-linear parametrization of the sub-models. This is not a log-linear model in
itself, due to the sum over the state sequences in the numerator. Due to the close
relationship to log-linear models it will still be included under the term log-linear
modeling in the present work.
As described in Heigold et al. [2010], the estimation of the parameters of such a
model can be performed using the maximum mutual information (MMI) criterion,
i.e by maximizing the log-posterior. Conventional lattice based MMI replaces the
sum over all word sequences in the normalization constant ZΛ(xT1 ), by an approxi-
mation based on a word lattice. The log-posterior to be optimized over the model
parameters is given by
Q(Λ) = logP latticeΛ (wN1 |xT1 ), (6.2)
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Due to the sum in the numerator of the LHMM posterior this is a non-convex
criterion. To achieve more robust optimization, it would be advantageous to use a
convex formulation instead, since one of the advantages of LHMMs is the existence
of such criteria.
In Heigold et al. [2009], two convex optimization methods for emission model
estimation were presented. The first method, based on the optimization of the
frame posterior of the acoustic emission model, and the second being a convex
modification of the lattice based MMI criterion. The frame based optimization
method is similar to the criteria used for hybrid neural network HMM models
(see e.g. Robinson et al. [1996]), and to frame discriminative MMI optimization of
generative acoustic models (e.g. Povey and Woodland [1999]).
When performing frame based optimization, only the emission model is taken into
account, and the optimization is performed by maximizing the acoustic (emission)
frame posterior, such that
{αˆs, λˆs} = argmax
{αs,λs}
T∏
t=1
exp(αst + λTstxt)
S∑
s=1
exp(αs + λTs xt)
, (6.3)
where st is given by a frame state alignment of the training transcription produced
using a previously available model.
In Heigold et al. [2009], the frame based optimization method is shown to be
effective for optimizing acoustic emission probabilities of a log-linear acoustic model.
The convexity of the criterion, combined with the general stability of the method
yields a method that can be applied without much manual tuning of learning rates
and other parameters. In the present work, frame based optimization is applied to
speaker adaptation for log-linear acoustic models, described in Section 6.3.
The method has the drawbacks though that it does not directly relate to the
sequence posterior actually used during recognition. One effect of this, that will
be discussed in detail in Section 6.3.2, is the need to rescale the model (using a
rescaling exponent) to correctly combine with the other models of Eq. 6.1.
In addition to being usable for estimating transition probabilities (which is not
relevant for acoustic adaptation as used in this work), the sequence based methods
are theoretically closer to the search performed during recognition, since they take
into account the transition model and the language model during optimization.
This means that sequence based optimization methods have the potential of giving
better models than frame based optimization.
Although Heigold et al. [2009] presented a convex sequence based MMI method,
previous work (see for instance Heigold [2010] for an extensive investigation) shows
that also a non-convex lattice based MMI criterion works well for estimating log-
linear acoustic models. For the present work, a non-convex lattice based method is
used for sequence based parameter estimation. As described in Section 6.3, lattice
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based MMI is applied to log-linear acoustic adaptation, as an alternative to the
frame-based method.
The resulting optimization problems (both frame-based and lattice based) can
be approached using any optimization method. In Heigold et al. [2010] as well as
in the present work, the Rprop method (Riedmiller and Braun [1993]), a gradient
based method that only takes into account the sign of the gradient, is used. Rprop
is a batch optimization method, and one complete pass over the data is made for
each parameter update.
An equivalence exists between any given Gaussian model and a corresponding
log-linear model; see Heigold et al. [2008]. Using such an equivalence, any Gaussian
model can be converted to a log-linear model, and the other way around. In the
present work, this property is used to provide the models for evaluating log-linear
adaptation, by converting Gaussian models to log-linear. This means that it is
possible to compare the performance of the discriminative adaptation of the log-
linear model, with other adaptation methods applied to the original Gaussian model.
In addition to being able to convert a Gaussian model to log-linear form, it is also
possible to convert a mixture of Gaussian model to direct posterior form. In the
present work, experiments are also performed on adapting such a model.
For the case of a Gaussian model with a single pooled diagonal covariance, as used
as starting point for the majority of the experiments in this chapter, the conversion
is straightforward, as shown for example in Macherey and Ney [2003]. Starting from
the frame posterior of the Gaussian model, rewrite as follows:
p(st|xt) =
1√
det(2piΣ)
exp
(
−12(xt − µst)TΣ−1(xt − µst)
)
∑S
s=1
1√
det(2piΣ)
exp
(
−12(xt − µs)TΣ−1(xt − µs)
) (6.4)
=
exp
(
− 12σ2 (x2t − 2xtµst + µ2st)
)
∑S
s=1 exp
(
− 12σ2 (x2t − 2xtµs + µ2s)
) (6.5)
= exp(αst + λ
T
stxt)∑S
s=1 exp(αs + λTs xt)
, (6.6)
where the parameters αs, λs are given as
αs = − µ
2
s
2σ2 (6.7)
λs =
µs
σ2
(6.8)
For a Gaussian mixture model, a similar calculation can be performed (as shown
for instance in Gunawardana et al. [2005]), assuming that the posterior computed
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is the posterior probability of a density in a mixture;
p(st, lt|xt) =
cstlt
1√
det(2piΣ)
exp
(
−12(xt − µstlt)TΣ−1(xt − µstlt)
)
∑S
s=1
∑L∈s
l=1 csl
1√
det(2piΣ)
exp
(
−12(xt − µsl)TΣ−1(xt − µsl)
) (6.9)
=
exp
(
log cstlt − 12σ2 (x2t − 2xtµstlt + µ2stlt)
)
∑S
s=1
∑L∈s
l=1 exp
(
log cstlt − 12σ2 (x2t − 2xtµsl + µ2sl)
) (6.10)
= exp(αstlt + λ
T
stltxt)∑S
s=1
∑L∈s
l=1 exp(αsl + λTslxt)
, (6.11)
with log-linear model parameters given by
αsl = log cstlt −
µ2sl
2σ2 (6.12)
λsl =
µsl
σ2
(6.13)
6.3 Log-linear Model Adaptation
To devise a speaker adaptation method for LHMMs, it is instructive to look at
the formulation of adaptation for the case of Gaussian models for inspiration. One
important speaker adaptation method is fMLLR, that can be used both for recogni-
tion side adaptation and for speaker adaptive training. fMLLR consist of an affine
transformation of the acoustic feature vector xt, such that x′t = Axt + b, where the
matrix A and the vector b are speaker dependent parameters.
Single global feature transforms have been used to improve classification perfor-
mance when using log-linear modeling Tahir et al. [2009]. A similar approach can
be utilized for speaker adaptation.
By extending the acoustic feature vector xt with a constant element, such that
the new feature vector ξt = [1 xT]T, and combining the model parameters αs and
λs into one vector θs = [αs λTs ]T, the emission model part, E(st, xt), of Eq. 6.1 can
be rewritten such that
E(st, xt) = exp
(
αst + λTstxt
)
= exp
(
θTstξt
)
. (6.14)
Modifying Eq. 6.1 to include an affine transformation of the features gives
EW (st, xt) = exp
(
αst + λTst(Axt + b)
)
= exp
(
θTstWξt
)
= exp
 D∑
i=1
D∑
j=1
θjst
T
W ijξit
 . (6.15)
77
Chapter 6 Discriminative Adaptation for Log-linear Acoustic Models
where the extended transformation matrix W is defined as
W =
[
1 0
b A
]
(6.16)
to give a parametrization identical to fMLLR. From the explicit component form of
Eq. 6.15 it can be seen that if the model parameters θs are kept fixed, the resulting
emission model is log-linear in the matrix components Wij.
6.3.1 Equivalence of Feature and Model Transform
From Gaussian models we know that there exists an equivalence between fMLLR
and so called constrained maximum likelihood linear regression, that is a transfor-
mation of the model, where the mean and covariances are transformed using the
same matrix. Using straightforward matrix algebra, a similar equivalence can be
shown also for the case of log-linear adaptation;
E(sT1 , t) = exp
(
αst + λTst(Axt + b)
)
= exp
(
θTstWξt
)
= exp
((
WTθst
)T
ξt
)
= exp
(
(αst+bTλst) + (ATλst)Txt)
)
.
It is thus clear that the transformation ξ′t = Wξt of the (extended) features, is
equivalent to the transformation θ′s = WTθs of the model. Note that no offset
vector is included in the model transformation formulation; the vector b instead
affects the parameters αst . This is to be expected since the output of a LHMM is
invariant to a global offset to the emission parameters.
6.3.2 Optimization Criteria
As described in Section 6.2, two different optimization methods were used for adap-
tation estimation in the present work, the frame based optimization method, and
the lattice based MMI criterion. In this section the details on how these methods
are applied to feature transform estimation are presented.
Lattice Based MMI
Lattice based estimation is applied to affine feature transformation estimation as
follows. By including the adaptation matrix W , the criterion from Eq. 6.2 changes
to
Q(Λ,W ) = logP latticeΛ,W (wN1 |xT1 ), (6.17)
where P latticeΛ,W (wN1 |xT1 ) is equivalent to Eq. 6.1, but with the emission model ex-
changed with E(sT1 , t) from Eq. 6.15, and the normalization approximated over a
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word lattice. As with the estimation of the regular emission model parameters, this
criterion is optimized using the Rprop method. For experiments in this work, the
lattice was produced using a two-gram language model, and a uni-gram language
model was used for rescoring the lattice. The posteriors were further smoothed
using the inverse LM scale.
Frame Based Criterion
Frame based optimization of feature space adaptation can be performed by ex-
changing the emission mode E(sT1 , t) in Eq. 6.3 with the adapted emission model
of Eq. 6.15, and optimizing for {A, b};
{αˆs, λˆs} = argmax
{A,b
}
T∏
t=1
exp(αst + λTst(Axt + b))
S∑
s=1
exp(αst + λTst(Axt + b))
. (6.18)
The frame-based estimation criterion depends on a frame-state alignment, and as
such the question which alignment to use is important. For adaptation a sensible
starting alignment is produced by the unadapted model. This was used for the
experiments in the current work.
Also important is the question if iterated re-alignment can be used to improve
estimation quality. For maximum likelihood estimation, the use of iterative re-
estimation of alignment and model parameters is standard. It must be remembered
though, that in the case of maximum likelihood, the re-alignment procedure follows
from the use of expectation maximization for the HMM, such that the iterative pro-
cedure is guaranteed to improve the likelihood on segment level. For frame-based
log-linear estimation, since the criterion is defined on a frame level, re-aligning ef-
fectively changes the criterion, and it is not possible to theoretically discuss the
effect of re-alignment in the framework of a frame-based criterion. Thus, its effect
will have to be investigated empirically.
Scaling Exponent Retuning
When the log-linear models are used in actual speech recognition setups, the combi-
nation of the different knowledge sources are scaled by so called scaling exponents,
as is also the case for GMM based acoustic model. Disregarding any use of Viterbi
and maximum approximation, the optimization performed during recognition can
be written as
w¯N1 = argmax
{N,wN1 }
 N∏
n=1
exp(α′′wn−1,wn)︸ ︷︷ ︸
language model
γLM
∑
sT1 ∈wN1
T∏
t=1
exp(α′st−1,st)︸ ︷︷ ︸
transition model
γTMexp(αst + λTstxt)︸ ︷︷ ︸
emission model
γEM
 .
(6.19)
79
Chapter 6 Discriminative Adaptation for Log-linear Acoustic Models
Using the frame-based criterion for adaptation, the emission model is reestimated
separately from the other knowledge sources. Thus, in contrast to lattice based dis-
criminative criteria, the estimation does not take into account the language model
and the scaling exponents. As was pointed out in Wiesler et al. [2009], this means
that after model optimization, the emission model scale needs to be retuned. For
acoustic model training, this does not pose a problem, since scaling exponents are
normally tuned anyway, and the tuning of the exponent on the development data
is much less time consuming than the model training itself.
For acoustic adaptation though, it would be preferable to retune the exponent
automatically, in a way that does not require more resources than the original adap-
tation estimation. One possibility would be to tune the weights using discriminative
model combination as described in Beyerlein [1997]. Although this would be opti-
mal with respect to the combination criterion, the estimation of the combination
weights require the use of word lattices, which is not needed for the criterion itself.
Another possibility (proposed in Schlüter [2000], page 97, in the context of discrim-
inative transformation estimation for GMM based acoustic models) would be to
explicitly include a normalization constraint into the matrix optimization, using
Lagrange formalism.
In the present work, it was decided to not pursue any of these methods, and
instead use a heuristic method to automatically retune the acoustic scale. The
proposed method can be explained as follows: Assume that the scaling exponents
of the unadapted system are well tuned. If the adapted and unadapted system are
sufficiently close to each other, it is reasonable to assume that the average score
(unnormalized log-probability) of the acoustic model (on representative data) before
and after adaptation should be the same for a well tuned system. If this is not the
case, it is assumed that updating the acoustic exponent for the adapted system to
compensate for the change in acoustic scores, leads to a better performing system.
The exponent update can be performed as
γheuristicEM (W ) = γ
orig
EM · hscale(W ) = (6.20)
= γorigEM ·
∑T
t=1 logE(st, xt)∑T
t=1 logEW (st, xt)
, (6.21)
where the speaker independent emission model E(st, xt) and the adapted emission
model EW (st, xt) are given by Eq. 6.14 and Eq. 6.15 respectively. When applying
the method, the acoustic scores are computed on the same data as used for adap-
tation, and the state st is given by the frame state alignment also used for matrix
estimation.
The scaling exponent is computed separately for each speaker, and to simplify
the recognition setup, it can be included as a multiplicative factor in the adaptation
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matrix, as can be seen from the following calculation.
EW (st, xt)γ
heuristic
EM = exp(θTstWξt)
γorigEM ·hscale(W ) (6.22)
= exp(θTst(hscale(W ) ·W )ξt)γ
orig
EM = EWscale(st, xt)γ
orig
EM , (6.23)
where Wscale = hscale(W ) ·W is the adaptation matrix rescaled with the corrective
factor.
Note that this renormalization heuristic hinges on two assumptions. The first
assumption is that the acoustic model should be scaled such that the state dis-
tribution is equally “sharp” after adaptation as before, before combination with
the language model, and other knowledge sources. The second assumption is that
the sharpness of the acoustic model, in other words the difference in log-likelihood
between the most probable state and the competing states, is proportional to the
total log-likelihood, over the adaptation corpus.
Both of these assumptions are not necessarily correct, and as will be seen in the
experiments, for some cases the heuristic rescaling method does not give satisfying
results. As will be discussed later, this is assumed to be particularly the case when
the emission scores differ greatly before and after adaptation. To counteract this
problem, it is possible to compute the rescaling using an emission model adapted
with an fMLLR matrix in place of the speaker independent emission model. This
makes sense if the fMLLR model is already used as a target for regularization as
described below (c.f. Section 6.3.3).
Note that for lattice based MMI optimization, the kind of renormalization dis-
cussed in this section is not needed, and does not bring any improvement, as is to
be expected.
6.3.3 Regularization
To control the effective model complexity, and avoid overfitting, the introduction
of a regularization term for (discriminative) objective functions is often helpful (see
e.g. Bishop [2006]). In the case of automatic speech recognition, it is known that
training of log-linear acoustic models benefit from the use of regularization (see
e.g. Heigold [2010]), resulting in models that in many cases give lower WER, and
also are easier to reliably estimate. A regularized optimization criterion can be
written as a sum of the original empirical criterion and a regularization term being
a function of the model parameters;
greg(Λ,W ) = gemp(Λ,W )− Cf(Λ). (6.24)
In pattern recognition, the square of the `2-norm is often used for f , such that
f(Λ) = ‖Λ‖2. In Li [2007] a further possibility of particular interest for linear
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transform estimation is introduced, where f takes the form as the `2-norm of the
difference between the model Λ being optimized, and a regularizer model Λ¯,
greg(Λ,W ) = gemp(Λ,W )− C‖Λ− Λ¯‖2. (6.25)
This method is known as centered `2-regularization .
Regularization can be interpreted as a Bayesian prior for the parameters, by
defining the regularization term as Cf(Λ) = logP (λ). As discussed in Chapter 5,
Section 5.2.5 for the case of centered `2-regularization the corresponding prior distri-
bution can be found, and is given by Eq. 5.93. This view, and the use of maximum
a posteriori estimation, is equally valid for discriminative models as for generative
ones.
Centered `2-regularization can be used with different target transformations. One
possibility is to use the identity transformation, i.e. an identity matrix plus a zero
offset, as target model. For model adaptation, such a regularization term can be
interpreted as measuring the distance from the speaker independent case.
Another possibility is to use a previous estimate of the transformation as target
model. In the case of log-linear acoustic models converted from Gaussian models
(or log-linear models that can be converted to Gaussian models), one possibility
is to use a maximum likelihood estimate of the transformation matrix (i.e. a fM-
LLR transformation), as a target model for regularization. This is similar to i.e
I-smoothing for MPE estimation, where the maximum likelihood model is used to
smooth the optimization criterion (see Povey and Woodland [2002]). This might be
of advantage for some tasks, where discriminative log-linear criteria on its own leads
to overfitting, or otherwise can profit from combining with the maximum likelihood
criterion.
It should be noted that this kind of regularization term is not useful for some
related tasks. For regular log-linear acoustic model training, a constant class inde-
pendent offset to the model parameters cancels in the model formulation, leading
to equivalent models (see for instance Keysers [2006] for details). This can be il-
lustrated by the following simple calculation: Consider the emission model term of
Eq. 6.1, and add a constant offset {∆α,∆λ} to the model parameters, such that
the new model parameters are given by
{α′st , λ′st} = {αst + ∆α, λst + ∆λ} (6.26)
if we insert the updated model into the expression for the emission model, we can
rewrite as
E(sT1 , t) = exp
(
α′st + λ
′
st
T
xt
)
(6.27)
= exp
(
αst + ∆α + (λst + ∆λ)Txt
)
(6.28)
= exp
(
∆α + ∆λ)Txt
)
︸ ︷︷ ︸
Ct
· exp
(
αst + λTstxt
)
(6.29)
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where the term Ct is constant with respect to the state s. Thus, when evaluating
the full posterior of Eq. 6.1, or the frame posterior as in frame based optimization
using Eq. 6.3, the term Ct from the numerator cancels with the same term in the
normalization factor, and the posterior probability is independent of Ct.
Because of this, a class independent regularization target for centered `2, makes
no difference compared to regular `2-regularization, for log-linear acoustic model
training. Although the regularization target tends to re-center the model, this offset
on the model parameters does not change the posterior probabilities as computed
from the model.
Since the transformation matrix used for log-linear acoustic adaptation in this
chapter is class independent, one might suspect that a regularization target has
no effect. This is not the case though, since the above calculation does not apply
to the transformation estimation case. As above, consider an additive offset to the
transformation matrix in the adapted emission model (Eq. 6.15);
{A′, b′} = {A+ ∆A, b+ ∆b}. (6.30)
As above, the emission model for a adapted log-linear model is then given by
E(sT1 , t) = exp
(
αst + λTst(A
′xt + b′)
)
(6.31)
= exp
(
αst + λTst((A+ ∆A)xt + b+ ∆b)
)
(6.32)
= exp
(
λTst(∆Axt + ∆b)
)
︸ ︷︷ ︸
Vst
· exp
(
αst + λTst(Axt + b)
)
. (6.33)
As can be seen the factor Vst is not constant with respect to s, and thus an additive
offset on the transformation matrix A does not cancel in the posterior computation.
This means that for log-linear adaptation, the use of centered `2-regularization can
lead to differently performing models than using normal `2-regularization without
centering term, in contrast to the case for acoustic model parameter estimation.
As will be seen in Section 6.4, this is corroborated by experiments, where different
regularization targets lead to different results.
6.3.4 Unsupervised Discriminative Adaptation
As discussed in Section 3.2.5, unsupervised adaptation often does not profit from
the use of discriminative optimization criteria for the adaptation estimation, with-
out further techniques. As discussed for instance in Gollan and Bacchiani [2008],
the use of confidence measures is known to improve adaptation performance for
unsupervised maximum likelihood adaptation. Since discriminative criteria depend
to a higher extent on the correctness of the labeling, in comparison to maximum
likelihood, it is possible that the use of confidence measures for discriminative adap-
tation have an even larger impact.
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Since most discriminative criteria used for model estimation in speech recognition
are computed using word lattices, and since posterior confidences are also computed
on lattices, it is not straight forward to combine the two techniques. One possibility
would be to use confidence measures to do a selection on segment (utterance) level,
and to only perform (discriminative) estimation on the segments selected.
For the frame based discriminative criterion discussed earlier, the situation is
simpler. Using frame posterior confidence measures, as used in Pitz et al. [2000], a
confidence selection on frame level can be performed. Only the frames selected will
enter into the estimation. This is similar to how frame posterior confidence is used
for unsupervised ML adaptation. Word level posterior measures have previously
been applied to frame based discriminative model adaptation of a GMM based
model, as described in Wallhoff et al. [2000].
Unsupervised adaptation experiments in this chapter were performed both with
and without confidence measures. The experiments that used confidence measures
used a frame posterior confidence measure, where the forward backward probabili-
ties are computed over a word graph, followed by state expansion, and frame-wise
merging of identical state labels in normalization. Wessel et al. [1999] describes the
posterior confidences used in detail. In the present work, confidence based frame
selection was applied to frame-based unsupervised discriminant feature adaptation
for log-linear acoustic models, using the same kind of strategy as used for max-
imum likelihood adaptation in Gollan and Bacchiani [2008]. The frame selection
was performed using a threshold on the posterior confidence, and only frames with
confidence above the threshold was included in the estimation.
6.4 Experiments
Experiments were performed using two different ASR systems. The first system
was based on the European Parliament plenary sessions (EPPS) corpus, from the
TC-STAR project Lööf et al. [2007a]. The second ASR system, used to verify key
results, was based on the 2010 RWTH Quaero Polish system. The Quaero task
consist of transcription of different media content.
Both the tasks are transcription task, where adaptation normally is used in an
unsupervised framework. In the present work, it was decided to evaluate the use of
both supervised and unsupervised adaptation. To facilitate this, each test corpus
used was split into two corpora, one adaptation corpus, used for supervised adap-
tation, and one test corpus, on which the speech recognition results were produced.
For the current experiments, the (automatic) segmentation and speaker clustering
were taken as given, and for each speaker cluster, the first half of the segments were
assigned to the adaptation corpus, and the rest to the test corpus.
Table 6.1 gives the statistics of the resulting corpora for the EPPS task.
For the EPPS task, the baseline acoustic model used for the adaptation exper-
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Table 6.1. EPPS English – Adaptation and test corpora
Adapt Test
Net Duration 1.55h 1.64h
# Segments 356 370
# Speaker clust. 32
# Running words 13704 14784
Perplexity 107.0 112.7
OOV Rate 0.63 0.78
iments was taken from a system developed during the 2007 TC-STAR evaluation.
The system used a MFCC front-end augmented with a single voicedness feature,
and the acoustic models used 4500 states. Furthermore, in all experiments a one
pass VTLN method, using a classifier for warping factor estimation, was used.
The acoustic models used were converted either from single Gaussian models or
from full maximum likelihood trained GMMs. All models used a globally pooled
variance vector. It should be noted that the recognition performance of the systems
converted from single Gaussian system in the following experiments are lower than
those for a state of the art speech recognition system. The reason that such models
were used for the majority of the experiments were that the adaptation of models
converted from GMMs was very resource consuming. Log-linear models converted
from GMMs were used to verify key results.
In some of the experiments, per-speaker fMLLR matrices estimated using the
original Gaussian models, were used to initialize the discriminative log-linear adap-
tation. For the lattice based optimization criterion, the initialization has an impact
on convergence of the optimization. The per-speaker fMLLR matrices were also used
as regularization targets in some of the experiments, as discussed in Section 6.3.3.
The log-linear adaptation matrices were estimated either using the lattice based
or the frame based MMI criterion, using the Rprop optimization method. For frame-
based adaptation, silence frames entered the accumulation with a weight of 0.1
compared to non-silence frames. The resulting matrices were used as feature trans-
forms, and the performance of the discriminative adaptation was evaluated after
each iteration.
6.4.1 Supervised Adaptation
For the supervised experiments, the acoustic model was adapted on the adaptation
corpus for each speaker cluster, using the available manual transcriptions. Table 6.2
shows the baseline and fMLLR results for the case of supervised adaptation.
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Table 6.2. Baseline and supervised fMLLR results
Iteration WER[%]
Baseline 31.9
fMLLR Iter. 1 27.2
fMLLR Iter. 2 26.8
fMLLR Iter. 3 26.8
fMLLR Iter. 4 26.8
Frame-based optimization
Figure 6.1. Frame based optimization - effect of exponent tuning heuristic and learning
rate (LR)
Figure 6.1 examines the effect of the heuristic acoustic scale tuning as presented
in Section 6.3.2. The adaptation matrices were initialized with the identity matrix,
and no regularization was used. Without the heuristic, although the WER decreases
quickly, it reaches an optimum, and then rapidly increases again. Applying the
heuristic exponent re-tuning (in the form of a rescaling of the adaptation matrices),
the WER converges to an optimum. This is an important advantage, since it makes
it possible to use the method without having to monitor WER over iterations on
held out data, which is often not feasible for adaptation estimation. The plot also
86
6.4 Experiments
illustrates how different learning rates behave. For reference, the fMLLR baseline
results are also presented in this plot.
Figure 6.2. Frame based optimization, regularization and initialization with fMLLR matrix,
no heuristic rescaling
As discussed in Section 6.3.3 use of regularization is an important method to
improve robustness of estimation for log-linear models. It could be conjectured
that regularization could stabilize the WER without using heuristic acoustic scale
retuning. Figure 6.2 show results from an experiment where centered regularization
with speaker specific fMLLR matrices as target (and as initial matrix) was used,
but where no heuristic rescaling was used. As can be seen even a quite high value
for the regularization constant (c.f. Figure 6.5), C = 104, fail to stop the WER
degradation at later iterations, and a value that does stabilize the WER (C = 105)
does this at a much higher error rate. Thus, it is clear that the use of regularization
is not enough to solve the problem.
Figure 6.3, compares the results for different regularization targets; zero matrix,
identity matrix, and speaker specific fMLLR matrix. Regularization towards zero,
i.e. standard `2-regularization, is clearly suboptimal, giving results worse than using
no regularization. Regularization towards the identity matrix show small improve-
ments over no regularization, and regularization towards the fMLLR matrix show
larger improvements. In all the experiments, as well as for all further frame based
results in this chapter, the heuristic acoustic scale retuning was used.
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Figure 6.3. Frame based optimization - comparison of regularization methods
Figure 6.4. Frame based optimization, regularization with identity matrix
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Figure 6.5. Frame based optimization, regularization with fMLLR matrix
Figure 6.4 show the effect of different regularization constants when using iden-
tity matrix as regularization target. As can be seen, the results do not vary much
between the different experiments, and the improvements compared to using no
regularization remains limited. For regularization towards the fMLLR matrix the
picture is a bit different, as seen in Figure 6.5. The best value for the regularization
constant (C = 103) give a 2.5 % relative reduction in WER compared to using no
regularization.
As discussed in Section 6.3.2, when using frame based discriminative optimiza-
tion, the question if the alignment should be regenerated during estimation must
be examined empirically. Figure 6.6 show two experiments, where for one of the
experiments, the alignment is recomputed after estimation iteration 20, using the
adaptation matrices. As can be seen, this does not have any significant effect on
the remaining iterations; any difference looks like statistical fluctuations. For the
experiments in this figure, centered `2-regularization with identity target and regu-
larization constant C = 10 was used.
Figure 6.7 show the results of adapting a log-linear mixture model, created by
converting from a GMM, using supervised feature space log-linear speaker adap-
tation. Centered `2-regularization with identity target transform was used, using
regularization constant C = 102. For contrast, results using fMLLR adaptation of
the GMM is also shown in the figure. As can be seen, the frame discriminative
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Figure 6.6. Frame based optimization, effect of realignment
Figure 6.7. Frame based optimization, log-linear mixture model
90
6.4 Experiments
method shows an improvement over the maximum likelihood case. Although the
heuristic rescaling approach was used, the WER still increases at higher iterations.
Examining acoustic score results and produced matrices by the heuristic rescaling,
shows that the computed rescaling factor hscale result in a much smaller rescaling
in the mixture model case, compared the non-mixture case. In combination with
the observed increase in WER, this indicates that the heuristic rescaling method
does not capture the difference between the adapted and unadapted model well in
the mixture model case.
Sequence-based optimization
As discussed in Section 6.3.2, segment based discriminative training can be used
for optimising log-linear models. This section presents results using such a criterion
for speaker adaptation. From experience with acoustic model training it is known
that sequence based estimation for log-linear models is more sensitive to the correct
tuning of optimization algorithm parameters (see for instance Heigold et al. [2010]).
It is also the case that when performing acoustic model training, the optimization is
typically not continued until convergence, a fact that makes the procedure sensitive
to the initialization. As will be seen, these observations from acoustic model training
are supported by similar experience for acoustic adaptation using the sentence base
log-linear model adaptation.
Figure 6.8 show the behaviour of lattice based optimization for supervised adap-
tation of the single Gaussian like log-linear model. The identity transform was used
both for initialization, and as regularization target. As can be seen, results are much
worse than for the frame based case. In particular the error rate is much higher,
even higher than the fMLLR adapted system, and only for one of the tested values
of the regularization constant, the WER reached a steady state near to the best
achieved WER: Higher values lead to worse WER, and lower lead to WER increase
after several iterations.
Figure 6.9 show the same experiment with the same regularization with identity
transform, but instead of being initialized with an identity transformation, the
speaker specific fMLLR matrices were used for initialization. As can be seen, the
different starting point leads to lower best WER, but regardless of the regularization
constant, the WER fail to stabilize.
Figure 6.10 finally, show results where the fMLLR matrices were used both for
initialization and for regularization target. As can be seen, if the regularization
constant is properly tuned, the WER stabilizes, and rival that of the frame based
adaptation estimation. But it is clear that success is highly dependant on the pa-
rameter tuning, in contrast to the case for frame based optimization, where the
correct choice of regularization constant only has limited impact on the recognition
quality.
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Figure 6.8. Sequence based optimization, regularization and initialization with identity ma-
trix
Supervised Adaptation – Summary
Table 6.3. Log-linear supervised adaptation of single Gaussian based model – EPPS English
WER[%]
Unadapted 31.9
ML (fMLLR) 26.8
Frame MMI 25.4
Frame MMI reg. identity 25.2
Frame MMI reg. fMLLR 24.7
Lattice MMI init/reg. identity 28.7
Lattice MMI init ml, reg. identity 26.4*
Lattice MMI init/reg. fMLLR 25.5
Table 6.3 and Table 6.4 summarizes the results of the different adaptation meth-
ods on the EPPS corpus, for supervised adaptation. Results marked with a star
(*) indicate that no stabilization in WER was achieved, the value represent the
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Figure 6.9. Sequence based optimization, regularization with identity matrix and initializa-
tion with fMLLR matrix
Table 6.4. Log-linear supervised adaptation of GMM based model – EPPS English
WER[%]
Unadapted 19.8
ML (fMLLR) 18.1
Frame MMI reg. identity 17.8*
minimum. For all other results, the WER after exactly 30 iterations is given, even
if a lower WER was observed. Since the interest was primarily in methods that
converge to an optimum WER, no specific stopping criterion was used; a straight-
forward approach would have been to monitor the objective function, and stop the
estimation when improvements are less than a threshold.
As can be seen, the performance of the frame based optimization clearly out-
perform lattice based adaptation. As discussed before lattice based optimization is
highly dependent on good initialization, and on regularization. For adaptation of a
log-linear model converted from a GMM, no stabilization in WER is achieved, but
the performance at the best training iteration is better than the fMLLR adapted
Gaussian model.
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Figure 6.10. Sequence based optimization, regularization and initialization with fMLLR
matrix
To verify the utility of log-linear adaptation, frame based optimization was addi-
tionally evaluated on a different task, using a Polish ASR system developed during
the Quaero project 2010 evaluation. The corpus was prepared exactly as for the
EPPS case; the data belonging to each speaker cluster was split such that half the
data is used for supervised adaptation and half the data for testing. See Table 6.5
for information on the corpora, and refer to Table 7.5 for details on the system and
models.
Table 6.6 show results (WER[%]) using the Quaero system. As can be seen, for
this task it was found that the heuristic rescaling method did not work as well as
for the EPPS task when using the unadapted system to compute the acoustic base-
line score when calculating the rescaling factor hscale. Error rates do not compare
favourably to the fMLLR adapted system, especially when using regularization with
an fMLLR target, where results are worse than using identity matrix regularization
target. Investigations showed that the total acoustic score during adaptation, and
the standard deviation of the acoustic score over the segments of the adaptation
data did not change in tandem for all speakers, indicating that the total acoustic
score is not always a good measure of model “smoothness”.
As discussed in Section 6.3.2 the heuristic rescaling method assumes that the
system before and after adaptation is reasonably similar; if this is not the case,
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Table 6.5. Quaero Polish – Adaptation and test corpora
Dev 2010 Eval 2010
Adapt Test Adapt Test
Net Duration 1.60 1.59 1.59 1.66
# Segments 701 722 694 720
# Speaker clust. 41 50
# Running words 14891 14725 14039 14994
Table 6.6. Log-linear supervised adaptation – Quaero Polish (WER[%])
Dev 2010 Eval 2010
Unadapted 41.2 42.9
ML (fMLLR) 37.1 38.7
Frame MMI reg. identity (Heuristic re-tuning) 37.3 39.1
Frame MMI reg. fMLLR (Heuristic re-tuning) 37.5 39.8
Frame MMI reg. fMLLR (Heuristic re-tuning, fMLLR) 36.1 38.3
Frame MMI reg. ident (Early stopping) 36.7 39.7
Frame MMI reg. fMLLR (Early stopping) 36.4 39.4
there is no reason to assume that the scaling exponents will be similar. As discussed,
in cases were the difference is large, a fMLLR adapted system can be used instead
of the speaker independent system when computing the rescaling factor. The table
include results for such an experiment; as can be seen comparing results in lines 4
and 5, changing just the way to compute the scaling exponent has a large impact
on the results - when using the fMLLR adapted system to compute the baseline
score in Equation 6.21, in place of the unadapted system, the improvements over
the fMLLR adapted equivalent Gaussian system are comparable to the EPPS case.
To further study the influence of the acoustic scaling exponent, experiments using
early stopping of the estimation combined with a manually tuned scaling exponent
was performed. The scaling exponent and the iteration to stop was chosen on the
development corpus, and kept fixed for the evaluation corpus. Using such manual
tuning did show improvements over the heuristic rescaling method with speaker
independent baseline scores on the development set. The improvements did not
carry over to the evaluation set, though, while the heuristic rescaling with fMLLR
baseline score show good performance on both development and evaluation set.
Despite that the manual tuning did not improve performance on the evaluation
corpus, it still highlights the fact that the heuristic scaling method is suboptimal,
and had a problem coping with using the unadapted system to compute the baseline
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acoustic scores on this task. One further reason for the problematic performance of
log-linear adaptation compared to fMLLR on this task, might be that the amount
of data per speaker cluster is much lower on the Quaero task than on the EPPS task,
which is a problem for discriminative methods since they are prone to overfitting.
6.4.2 Unsupervised Adaptation
Unsupervised discriminative training does not typically lead to large improvements,
compared to maximum likelihood adaptation. Nevertheless, if one wants to use ex-
clusively log-linear modelling in a typical ASR system, where unsupervised adapta-
tion plays an important part, its use may be desirable in some cases. Table 6.7 shows
the baseline and maximum likelihood adaptation results, for the unsupervised case.
Table 6.7. Baseline and unsupervised fMLLR results
Iteration WER[%]
Baseline 31.9
fMLLR Iter. 1 27.8
fMLLR Iter. 2 27.5
fMLLR Iter. 3 27.5
fMLLR Iter. 4 27.5
Figure 6.11 show the performance of frame-based unsupervised adaptation of
a single Gaussian-like log-linear model. Regularization was performed with iden-
tity transformation target. As can be seen, the discriminative estimation does not
perform as well as the maximum likelihood fMLLLR adaptation.
Figure 6.12 show the same experiment but using the maximum likelihood esti-
mate as regularization target. Here the performance is on par with the fMLLR
result, or even slightly better for a well tuned regularization constant.
Figure 6.13 evaluates the use of confidence measures. As can be seen, for this
task the use of confidence measures degrades the performance; it should be noted
that also for maximum likelihood fMLLR estimation, confidence measures did not
bring an improvement on this task.
Figure 6.14 show performance of unsupervised adaptation of a log-linear mixture
model. Also for this case, the discriminative adaptation method does perform worse
than fMLLR estimation.
Table 6.8 summarizes the results for unsupervised adaptation on the EPPS cor-
pus. In general, the improvements from discriminative adaptation compared to
maximum likelihood adaptation is small, but it is satisfying to see that the method
is usable, and even without regularization with a fMLLR matrix, it produces im-
provements over the unadapted baseline.
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Figure 6.11. Unsupervised frame-based optimization, regularization with identity matrix
Figure 6.12. Unsupervised frame-based optimization, regularization with fMLLR matrix
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Figure 6.13. Unsupervised frame-based optimization, use of confidence measure
Figure 6.14. Unsupervised frame-based optimization, log-linear mixture model
98
6.5 Discussion
Table 6.8. Log-linear unsupervised adaptation – EPPS English
WER[%]
Baseline 31.9
fMLLR 27.5
Frame MMI reg. identity 27.9
Frame MMI reg. fMLLR 27.2
GMM Baseline 19.8
GMM fMLLR 18.2
GMM Frame MMI reg. identity 18.4*
6.5 Discussion
The experimental results presented in this chapter shows that it is possible to
use adaptation for log-linear models. Of the approaches analysed in this chapter,
frame based MMI show the most promise, and the use of the proposed heuristic
rescaling allow its usage without much parameter tuning. On the EPPS English
corpus, frame based adaptation of the log-linear model using heuristic rescaling,
outperformed maximum likelihood fMLLR adaptation of the equivalent Gaussian
model. Nevertheless, the results on the Quaero Polish corpus indicate that the
method is not optimal, since heuristic scaling using the unadapted acoustic model
as baseline score was suboptimal, while results using a fMLLR baseline acoustic
score for heuristic rescaling gave an improvement.
For frame based optimization, the influence of regularization was not seen to
have a large impact on the performance of the systems, although centered `2-
regularization does give improvements, both using identity transform and fMLLR
matrix as regularization target. Regularization is generally known to be helpful to
combat overfitting, and it is a bit surprising that larger effects could not be seen,
especially on the Quaero task, where less data per speaker was available. Since the
influence of regularization is not large, the need for precisely tuning the regular-
ization constant during frame-based optimization is not high, but when using an
fMLLR regularization target, it is not clear from the experiments performed how
well a regularization constant C tuned on one data set carries over to a different
data set. Especially for lattice based optimization, where the need for regularization
is bigger, this issue would need to be examined further.
As discussed in Section 6.3.2, one assumption made in the heuristic rescaling
is that the total acoustic score co-varies with the relative acoustic score between
competing hypotheses, since it is the relative acoustic score that is actually used for
discrimination. As mentioned in Section 6.4.1, it was found that for some speakers
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in the Quaero corpus, the total acoustic score did not change in the same way after
adaptation, as the standard deviation of the acoustic score of segments changed.
This calls into question one of the assumptions underlying the method.
Also the basic assumption of the method can be called into question: When
changing the acoustic scale so that the model is “equally sharp” after adaptation
as before, the effect of the adaptation is partially undone. It is well known that
models after adaptation are sharper than unadapted models, and by making the
adapted model equally sharp as the unadapted model, the effect is essentially over-
compensated for. This reasoning is supported by the fact that the performance
on the Quaero task was improved by using fMLLR adapted systems for baseline
acoustic scale computation in the heuristic rescaling.
Despite the perceived drawbacks with the heuristic acoustic score retuning, it
is felt that frame based adaptation with heuristic rescaling is a useful adaptation
method for log-linear models. Although it is not optimal no special care is needed to
monitor the optimization process. Regularization parameter tuning, while helpful, is
not mandatory for reasonable performance. Since it delivers worse performance than
maximum likelihood fMLLR in some cases, it might not always be a sensible choice
for log-linear models converted from Gaussian models, or for log-linear models that
can easily be converted to a Gaussian model. But for models were conversion to
Gaussian form is not practical, the proposed method presents a sensible approach;
for the tasks considered here, using the adaptation method did always result in a
lower word error rate than the unadapted baseline.
Lattice based estimation theoretically allows for a way out of the scaling prob-
lems associated with frame based estimation. Lattice based estimation takes into
account the complete recognition system, combining the acoustic model with other
knowledge sources, with the scaling exponents actually used. This means that the
parameters of the acoustic model is essentially optimized to fit both the data, the
other knowledge sources, and also the scaling exponents.
In practice though, the performance seen with lattice based optimization in this
chapter was not able to compete with the frame based method. The need for regular-
ization was much higher, and the sensitivity to tuning of the regularization weight
more pronounced. The lattice based criterion is also sensitive to the starting point
for the optimization, in contrast to the convex frame based criterion. A method
that was not used in the present work, is to use the output of the frame based
optimization as initialization for lattice based optimization. Such an initialization
scheme has been successfully used for lattice based training of deep neural networks,
see for instance Veselý et al. [2013].
As for unsupervised adaptation, as discussed in Section 3.2.5 discriminative meth-
ods often does not bring any large improvement over maximum likelihood adapta-
tion (see e.g. Wang and Woodland [2004]). For the experiments in this chapter, a
small improvement was achieved, but it would be unwise to put too large a signifi-
cance on this result, as the gain is small and dependent on parameter tuning.
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It is a bit disappointing that no improvement could be achieved using posterior
confidence measures; results even degraded. It must be noted though, that also
for fMLLR adaptation, no improvements could be achieved by using confidence
measures on the task considered; this is similar to results reported in Gollan and
Bacchiani [2008]. Also, for discriminative adaptation it has been shown that the
kind of confidence measures have a large effect on how well the method works; in
Gibson and Hain [2012] classifier based confidence measures outperformed posterior
confidence measures for discriminative unsupervised adaptation.
6.6 Conclusions
This chapter presented work on discriminative speaker adaptation for log-linear
acoustic models. Methods for affine feature transform estimation using frame based
and sequence based maximum mutual information criteria were described, and the
use for speaker adaptation was discussed. A heuristic rescaling approach was in-
troduced to be able to reliably use adaptation matrices estimated using the frame
based optimization method. The method, though not optimal in all situation, in
all tested cases gave improvements over the unadapted system.
By applying supervised log-linear discriminative features space adaptation, a
substantial improvement was seen in comparison to maximum likelihood adapta-
tion using the same parametrization. This is consistent with previous results com-
paring maximum likelihood and discriminative adaptation (see for instance Uebel
and Woodland [2001]). When applying log-linear adaptation in an unsupervised
framework, no reliable improvements could be observed, as expected from previous
results from discriminative unsupervised adaptation; as presented for instance in
Section 5.3.4.
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Chapter 7
Offset Based Model Adaptation in
Recognition and Training
7.1 Introduction
Speaker adaptive training (SAT) is an important method to maximize the per-
formance gains from speaker adaptation. While speaker adaptation already com-
pensates for speaker differences during recognition, the idea in SAT is to do the
same during acoustic model training, c.f Chapter 3 for details. This is especially
important when using training data with large diversity in speakers and recording
conditions. Speaker adaptive training has been showed to yield important improve-
ments to the quality of the acoustic model, see Gales [2001] for an overview of the
topic.
MLLR based speaker adaptive training was originally proposed in Anastasakos
et al. [1996], and shown to yield improvements in recognition performance. In its
original form it requires a large amount of memory compared to standard acoustic
model training, and is not straightforward to combine with discriminative training.
Due to these issues, the use of MLLR based SAT is not common. In contrast to
this, SAT using so called feature space MLLR (fMLLR), while delivering approxi-
mately the same performance improvement in equivalent conditions Gales [1998], is
straightforward to combine with standard (ML), and discriminative acoustic model
training, especially in the case of a single global transform (per speaker) where it
can be performed completely in feature space. Due to this, its inclusion in state of
the art systems is common, while MLLR based SAT is hardly used (as far as is
known to the author).
In this chapter, the novel method of offset adaptation SAT , introduced by the
author in Lööf et al. [2008] is examined in depth. The method, described in detail
in the following section, consists of the use of model offset adaptation , i.e. the
adaptation of the acoustic model using additive offsets on the Gaussian means,
both in recognition and acoustic model training.
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7.2 Offset Adaptation
In MLLR adaptation, the model means are adapted using an affine transform, that
is a combination of a linear transform (deformation and rotation) and an additive
offset. The means of the acoustic model are organized into (state dependent) re-
gression classes, where the means in the same regression class share an adaptation
matrix. The use of multiple regression classes is in effect a nonlinear aspect of the
model, although limited since the number of classes are typically low.
In Giuliani and Brugnara [2006], this nonlinear modeling aspect of regression
classes was further investigated. Instead of using an affine transform per regression
class, only a simple offset was utilized. Since this is easier to estimate robustly,
the number of regression classes could be dramatically increased. The number of
regression classes was chosen dynamically as in tree based MLLR (Leggetter and
Woodland [1995a]). The authors of Giuliani and Brugnara [2006] call their approach
Shift-MLLR, and this term is used in this chapter for the combination of mean
offset adaptation with regression classes chosen as in tree MLLR. The recognition
performance of this setup was shown to be almost equivalent to that of tree-based
MLLR, when both methods were combined with fMLLR based speaker adaptive
training. The use of offsets (biases) on features or mean vectors for adaptation is
not new, and has been utilized in Sankar and Lee [1996] for condition adaptation.
In this work the approach suggested in Giuliani and Brugnara [2006] is used. The
offsets are formulated as a model transform, a speaker dependent additive offset
br,c applied to each mean vector µs,
µ′s = µs + br,c, (7.1)
where s the state, r is the speaker, and c is a state dependent regression class.
The estimation of the offset vectors are done with maximum likelihood, us-
ing expectation maximization (EM). The auxiliary function with respect to both
adaptation- and acoustic model parameters is given by
Q(M, Mˆ) = −12
T∑
t=1
S∑
s=1
γs(t)
[
log
∣∣∣Σˆs∣∣∣+
(xt − µˆs − bˆr,c)T Σˆ−1s (xt − µˆs − bˆr,c)
]
. (7.2)
Keeping acoustic model parameters fixed results in a closed form re-estimation
update formula for the offset br,c;
bˆr,c =
(
T∑
t=1
∑
s∈c
γs(t)Σ−1s
)−1 T∑
t=1
∑
s∈c
γs(t)
[
Σ−1s (xt − µs)
]
,
where the summation over states go over all states belonging to regression class c.
Using diagonal covariance matrices, this expression reduces to a component-wise
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form. With a single globally pooled diagonal covariance, as used in the present work,
the formula simplifies to
bˆr,c =
1
T
T∑
t=1
∑
s∈c
γs(t)(xt − µs). (7.3)
Furthermore, in the system used in the present work, the Viterbi approximation
for EM estimation is utilized, and the estimation equation is further simplified by
the fact that only one state is active at each time frame.
As in Giuliani and Brugnara [2006] the number of regression classes are chosen
dynamically using the same method as for tree MLLR (Leggetter and Woodland
[1995a]), but with much fewer required observations per regression class, since off-
sets are more robust to estimate than affine transforms. The number of regression
classes per speaker vary according to the amount of adaptation data; in the experi-
ments performed as part of the present work the number fall in the range between
100 and 2000 classes.
7.2.1 Use for Speaker Adaptive Training
Since Shift-MLLR shows performance equivalent to MLLR when used in recognition,
it is especially attractive due to the simple form of the Shift-MLLR transforms to
consider using it for speaker adaptive training. The hope is to gain the improvements
of MLLR based SAT, while allowing for efficient implementation and combination
with different acoustic training methods.
To use Shift-MLLR for speaker adaptive training, Eq. (7.2) is used to derive re-
estimation equations for the model parameters, with adaptation offsets kept fixed.
This can be done in complete analogy to the standard ML acoustic model case, and
result in
µˆs =
1
T
T∑
t=1
γs(t)(xt − br,c), (7.4)
Σˆs =
1
T
T∑
t=1
γs(t)(xt − br,c − µˆ)(xt − br,c − µˆ)T . (7.5)
As can be seen, the form of the re-estimation equations are similar to those of the
non SAT case, with the difference that the offset br,c is subtracted from the feature
vector xt.
Due to this similarity, the needed modifications to the training software are lim-
ited. When using Viterbi approximation, as is the case in the RWTH system, only
one state is active for each time frame, and the regression class can be chosen from
the frame state alignment, and the offset directly applied to the feature vector. This
allows isolating the difference between the SAT training and the standard acoustic
model training to the feature extraction, thus putting the complete implementation
in the feature extraction front end, leaving the actual training software unmodified.
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7.2.2 Target Model
In classical SAT training, as presented in Anastasakos et al. [1996], acoustic model
parameters, and adaptation parameters are jointly estimated on the training set, us-
ing interleaved re-estimation. In Stemmer et al. [2005] alternatives to this approach
are investigated, and a variant where the adaptation parameters are estimated once,
followed by a complete re-training of the acoustic model parameters from scratch
was demonstrated to yield better performance. It was also demonstrated that better
performance was achieved by not using the full acoustic model in the estimation of
the adaptation parameters, but instead use a coarser model, a so called simple tar-
get model. The same effect has also been observed earlier, in the context of VTLN
estimation, for instance in Welling et al. [1998].
As a tentative explanation or at least motivation for this result it is suggested that
since a large, fully trained, acoustic model already captures much of the speaker
variation, less room is left for improvements from adaptation. Since this results in
adaptation of lower quality, the subsequent re-estimation of the model based on
this adaptation also is of lower quality. When starting from a less complex model,
on the other hand, almost no speaker specific information is contained in the model,
leading to adaptation of better quality, and thus a better final model.
In this chapter, the approach using complete acoustic model retraining after
estimating the adaptation offsets is used for the training of all SAT models. Fur-
thermore, for SAT, adaptation estimation was performed using a single Gaussian
model as target model.
As will be seen in Sec. 7.3, the effect of using a simple target model is not limited
to the case of speaker adaptive training. Exactly as in the case of SAT, the use of the
target model means that the adaptation parameters are estimated on a different
acoustic model than what is used for the subsequent recognition. For standard
MLLR, the use of a different (simple) target model for adaptation estimation in a
non-SAT setup is normally detrimental to the recognition performance, while for
fMLLR it is mostly of no consequence. As will be seen though, for Shift it brings
an improvement in most cases, and when combined with fMLLR SAT shows an
improvement equivalent to what is achieved using Shift-MLLR SAT.
7.2.3 Combination with Discriminative Training
Due to the simple structure of the Shift-MLLR transformation, the combination of
Shift-MLLR SAT with discriminative training is relatively straightforward. Instead
of using an expectation maximization auxiliary function, the weak sense auxiliary
function as in normal discriminative training can be used. The difference compared
to the normal re-estimation equations using common discriminative criteria, such
as maximum mutual information (MMI) and minimum phone error (MPE) consist
in the same subtraction of the offset br,c from the feature vector as in the ML case.
106
7.3 Experiments
While in the maximum likelihood case the use of Viterbi training allows to per-
form this subtraction in the front end, the discriminative criteria, even when us-
ing Viterbi approximation, require competing states to be active in the same time
frame. Due to this, the implementation of Shift-MLLR SAT for discriminative crite-
ria requires modifying the core discriminative training software to a limited extent.
Experimental work on Shift-MLLR SAT with discriminative criteria was not per-
formed as part of the present work.
In fMLLR SAT, using discriminative criteria often only the model is re-estimated
using the discriminative criterion, while the fMLLR matrix continues to be esti-
mated using maximum likelihood - especially when unsupervised adaptation is to
be performed in recognition; results presented in Wang and Woodland [2003] show
no advantage to using the discriminative criteria for adaptation estimation. To what
extent this approach is preferable for Shift-MLLR SAT compared to also estimating
the offsets using discriminative criteria, must be investigated experimentally.
7.3 Experiments
The experiments in this chapter were performed using systems based on one of the
systems developed for the TC-STAR 2007 evaluation (as described in Lööf et al.
[2007a]) as basis. The recognition experiments were performed on the English TC-
STAR 2006 development and evaluation data sets. The acoustic training material
includes 88 hours of manually transcribed recordings. The development and evalua-
tion sets each consist of 3.2 hours of recordings. The systems used a MFCC front-end
augmented with a single voicedness feature, and the acoustic models used consisted
of roughly 900k Gaussians sharing a single globally pooled covariance. Furthermore,
in all experiments a one pass VTLN method, using a classifier for warping factor
estimating, was used. Further details on this system is presented in Chapter 5,
specifically in Table 5.3.
7.3.1 Experimental Setup
Four different maximum likelihood acoustic models were trained as part of the
present study: A baseline model (containing VTLN), a fMLLRP SAT model, a
fMLLRP + Shift-MLLR SAT model, and finally a Shift-MLLR SAT model without
fMLLRP SAT. Note that in this chapter, fMLLRP refers to the dimension reducing
feature transformation method introduced in Chapter 5, and not to Saon’s fMLLRP
(Saon et al. [2001]).
Training of all acoustic models were initialized from a well tuned baseline system,
which also provided the first pass model for all systems, and the training of the
models all contained the same number of iterations. The three SAT models were
all trained using the simple target model approach, using a single Gaussian model
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taken from the last training iteration of the first-pass model. Great care was taken
to make sure that the evaluated systems where identical in every aspect, except for
the intended differences.
During recognition, adaptation was performed unsupervised using two recogni-
tion passes, where both fMLLRP and Shift-MLLR or MLLR adaptors were es-
timated on the first pass recognizer output. Both MLLR and Shift-MLLR were
performed using dynamic tree based regression classes. The number of classes are
decided by a minimum observation count parameter; where the regression class tree
is pruned such that each regression class was observed at least this many frames.
The acoustic model state tying tree (CART) was used as regression class tree, and
the minimum observation parameter was set to 5000 for MLLR and 70 for Shift-
MLLR. For MLLR the number of regression classes varied between 2 and 28 on the
development set, while for Shift-MLLR the number of regression classes is in the
range from 100 to 2000.
The different kind of systems, and different adaptation methods, behave differ-
ently with respect to model scaling, and it proved necessary to tune the language
model scale for each combination of acoustic model, and adaptation method. This
tuning was performed on the development set.
7.3.2 Results
Table 7.1. Shift-MLLR adaptation, baseline results without SAT
Dev06 Eval06
1st pass 15.7 12.6
fMLLRP 14.3 11.3
MLLR 13.8 11.1
fMLLRP+MLLR 13.2 10.4
Shift 13.9 11.3
fMLLRP+Shift 13.3 10.8
Table 7.1 show the performance of different unsupervised two-pass adaptation
methods on top of a well tuned single pass system using fast-VTLN. As can be seen,
the Shift-MLLR method shows performance similar to that of MLLR, with the word
error rate being only slightly higher, except in one case (Eval06 fMLLRP+MLLR
→ fMLLRP+Shift: WER 10.4→ 10.8.)
Table 7.2 show results using a pure Shift-SAT system, trained using a simple
target model. As can be seen, the use of Shift-SAT give a measurable improvement
over the baseline system adapted with Shift-MLLR. As a contrast, and a further
baseline, results are also shown for the case of using a target model for recognition
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Table 7.2. Shift-MLLR adaptation, Pure Shift-SAT
Dev06 Eval06
1st pass 15.7 12.6
Shift 13.9 11.3
Shift-Trg 13.6 11.3
Shift-SAT 13.1 11.0
fMLLRP+Shift 13.3 10.8
fMLLRP+Shift-Trg 13.0 10.6
fMLLRP-Trg+Shift-Trg 12.8 10.1
fMLLRP-Trg + Shift-SAT 12.5 9.9
side Shift-MLLR in the non-SAT case; this is signified by the extension “Trg” added
to the adaptation method name in the tables. Overall, as discussed below, the use
of a simple target model for Shift-SAT estimation (and to some extent also for
fMLLRP), give lower WER than estimation using the actual recognition model.
Such a system present a more true baseline for the Shift-SAT results, since the Shift-
SAT system also uses a simple target model. Still, also compared to the baseline
using simple target model estimation, the Shift-SAT system is better.
The last part of the table show performance of a system where the models are
estimated using Shift-SAT, but where both fMLLRP and Shift-MLLR are applied in
recognition, both using the same target model as used in SAT adaptation estimation.
As can be seen, also in this case the use of SAT-Shift is an improvement over no
speaker adaptive training. Here the effect of simple target models for fMLLRP and
Shift-MLLR estimation in the non-SAT case is larger, and seems to be responsible
for a large part of the improvement of the Shift-SAT system compared to the
baseline, although even compared with the best baseline result, the use of SAT
brings an improvement.
Table 7.3. Shift-MLLR SAT, combination and contrast with other methods
Dev06 Eval06
fMLLRP-SAT 13.7 10.6
Shift-SAT 13.1 11.0
fMLLRP-SAT + MLLR 12.6 9.9
fMLLRP-SAT + MLLR-Trg 14.0 11.2
fMLLRP-SAT + Shift 13.0 10.1
fMLLRP-SAT + Shift-Trg 12.4 9.7
fMLLRP-SAT + Shift-SAT 12.4 9.7
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Table 7.3 shows the performance of Shift-MLLR SAT and combined fMLLRP
and Shift-MLLR SAT compared to performance of fMLLRP SAT. As can be seen,
the Shift-MLLR SAT method compares favourably to fMLLRP SAT, although this
seems to be corpus dependent.
For the combination of Shift-MLLR SAT with fMLLRP-SAT, the final fMLLRP-
SAT + Shift-SAT system is better than both the fMLLRP-SAT + MLLR and
fMLLRP-SAT + Shift baselines. Note though that using a simple target model
to estimate the Shift-MLLR adaptation on top of a fMLLRP-SAT based system,
give an improvement, and this improvement is of the same size as the one from
using Shift-MLLR SAT. Thus for the best performing EPPS English system in
this chapter, it is possible to achieve the same WER using simple target model
Shift-MLLR in recognition, as using Shift-MLLR SAT.
Table 7.4. Adaptation results, target model influence
Dev06 Eval06
Shift 13.9 11.3
Shift-Trg 13.6 11.3
MLLR 13.8 11.1
MLLR-Trg 15.2 12.3
fMLLRP 14.3 11.3
fMLLRP-Trg 14.3 10.6
fMLLRP+Shift 13.3 10.8
fMLLRP+Shift-Trg 13.0 10.6
fMLLRP-Trg+Shift-Trg 12.8 10.1
fMLLRP-SAT+MLLR 12.6 9.9
fMLLRP-SAT+MLLR-Trg 14.0 11.2
fMLLRP-SAT+Shift 13.0 10.1
fMLLRP-SAT+Shift-Trg 12.4 9.7
As can be seen, simple target model estimation has a positive effect on Shift-
MLLR, but the same is not true for MLLR estimation, where the target model
approach seriously degrades the performance. To get a fuller picture of the effect
of the target model on the different adaptation methods, Table 7.4 summarizes the
performance of recognition side simple target model adapted systems, compared to
the same system adapted using the recognition model.
As can be seen, adaptation estimation using simple target models improve per-
formance in the majority of cases both for fMLLRP and for Shift-MLLR, and it
never leads to increasing error rates. For MLLR though, the use of a simple target
model instead of the recognition model always leads to an increase in word error
rate.
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Table 7.5. Properties of the Quaero Polish system and corpora
Training Data 49.2h, 445k running wds.
Test Data 3.2h, 29k running wds.
Signal Analysis 16 MFCC + voicedness, LDA on 9 adjacent
frames reducing output dimension to 45
AM 4501 tied states, 764k Gaussians, single pooled
covariance, 3-state HMM with skip
Lexicon 300k words, 42 phonemes
LM 5-gram, trained on 630M running words
Table 7.6. Shift-MLLR performance on Quaero Polish models
WER[%]
Baseline 28.2
fMLLRP-SAT 25.4
fMLLRP-SAT + MLLR 24.6
fMLLRP-SAT + Shift 25.1
fMLLRP-SAT + Shift-Trg 25.0
To get a more complete picture of the performance of Shift-MLLR, and the
influence of the target model, an experiment on a different task was performed. In
Table 7.6 results are presented for a Polish language ASR system, developed during
the 2010 Quaero project ASR evaluation (Lamel et al. [2011]). The system used
is similar to the baseline system used in Shaik et al. [2011]; the properties of the
system and corpus are presented in Table 7.5.
As can be seen, for this task, the Shift-MLLR method can not compete with
MLLR adaptation using regression classes. This is believed to be due to the much
higher baseline word error rate; similar effects have been noted in informal tests
using Shift-MLLR on other high word error rates tasks. Also for this task, the effect
remains that the Shift-MLLR method benefit from the use of a simple target model,
if not to a large extent.
7.4 Discussion
In contrast to the results presented in a previous publication by the author (Lööf
et al. [2008]), the improvements of Shift-MLLR SAT over the baseline for the results
presented here are smaller. Since the results were obtained on the same test set, it
can be seen that the reason is the use of a not well tuned baseline system in
the previous work. For the present work, great care was taken that the baseline
maximum likelihood system was equally well tuned as the Shift-MLLR SAT system,
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and for this reason the improvements from offset SAT are not as large.
The pure Shift-MLLR SAT system, not using any fMLLR in training or recog-
nition clearly outperforms any non SAT system. Such a system is not of practical
interest though, since the inclusion of fMLLR SAT is always possible where Shift-
SAT would be an option. For combined Shift-MLLR and fMLLR SAT, there is still
a small improvement over the fMLLR SAT only system, but the same improvement
can be achieved using a simple target model for Shift-MLLR estimation for the pure
fMLLR SAT system. Thus, no reason remains to use Shift-MLLR in most speech
recognition systems.
Additionally, the use of a simple target model for Shift-MLLR, in the non-SAT
context, was explored. In some cases we see that this has a large positive effect on
the system performance. This is in contrast to the MLLR case, where such use of
target models invariably harms performance. For fMLLR, the behaviour is similar
to Shift-MLLR, and a simple target model in a non-SAT context sometimes help
performance, and never seem to be detrimental.
At present no explanation for this phenomenon is known. The improvement seems
to be most consistent when a SAT model, either Shift-MLLR SAT or fMLLRP SAT
was used, and the same target model used for SAT estimation was also used for
the other adaptation method. In that case the effect might be seen as an extension
of the SAT approach. On the other hand, the performance of MLLR adaptation is
still degraded when estimated using a target model, also when used together with
fMLLRP SAT – an observation that is not compatible with this hypothesis.
7.5 Conclusions
In this chapter, a method for speaker adaptive training using model offset adap-
tation was investigated. Re-estimation equations for the adaptation and for the
acoustic model based on expectation maximization were presented, and an efficient
implementation was described. The method, used in isolation, give improvement
over a non-SAT system, but when used in combination with fMLLR-SAT, improve-
ments are small, and equivalent improvements can be achieved by using a simple
target model in a non-SAT context.
Results were presented contrasting the performance of offset adaptation SAT
compared to fMLLR SAT. One limitation of the present work is that no compari-
son or combination is performed between Shift-MLLR SAT and fMLLR SAT using
multiple regression classes. Also, no comparison was performed against results us-
ing MLLR-SAT. Additionally, the behaviour of different adaptation methods using
simple target models in a non-SAT context was explored. For both fMLLR and
Shift-MLLR, this was often helpful, and never degraded performance. For MLLR
adaptation, the use of a target model did always degrade performance.
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Chapter 8
Scientific Contributions
This chapter summarizes the contributions of this thesis, described in the three
preceding chapters.
Dimension reducing feature transform adaptation (Chapter 5)
A novel method for estimating dimension reducing affine feature transformations
was presented. The method is based on a likelihood ratio criterion, and was specif-
ically aimed at use for speaker adaptation and speaker adaptive training. The es-
timation method differ from existing ways to estimate a dimension reducing trans-
formation in that all the following holds, which make it possible to use anywhere
that maximum likelihood fMLLR may be used:
• The method does not require any particular structure of the feature extraction
front-end; it can be estimated based on any input features. This differs from
Saon’s fMLLRP (Saon et al. [2001]), where the input features must be the
output of a full LDA matrix.
• The method does not put any restrictions on the model used for estimating the
transformation, as long as the model dimension is less or equal to the input
feature dimension. This differs from HLDA-SAT (Matsoukas and Schwartz
[2003]), where a separate model estimated in the input feature space is used
for adaptation estimation.
• Only parameters actually used are estimated; no nuisance dimensions as in
Saon’s fMLLRP or in HLDA (Kumar and Andreou [1998]) are needed.
• The method allows for efficiently estimating feature transformations, making
it suitable for speaker adaptation and speaker adaptive training. Unlike HLDA
estimation, the method does not require the use of a general optimization
method.
The theoretical basis of the novel estimation method was extensively investigated:
• Although the likelihood ratio criterion is not a probability, it was shown that
a reestimation method analog to the expectation maximization method can
be used.
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• The relation of the proposed method to maximum likelihood estimation was
investigated. It was shown that the proposed method is an approximation of a
maximum likelihood method, under the assumption that the transformation
is estimated on the same data as the acoustic model.
• Based on the EM-like reestimation method, an updated formula based on
accumulation of sufficient statistics was derived. A row-wise update method,
similar to the one for fMLLR (described in Gales [1998]), was derived. It was
shown that the row-wise update is based on an approximate Newton’s method
optimization, and the use of backtracking line search guarantees convergence
to a stationary point.
• The use of centered `2 regularization (Li [2007]) for affine feature transfor-
mations was introduced, and it was shown that the regularization method is
equivalent to maximum a posteriori estimation using a constrained, manually
tuned, form of the prior used for model space transformations in Chesta et al.
[1999].
• The method as well as the fMLLR method were extended to the discriminative
MMI criterion, in a similar way to the discriminative linear transform method
(Uebel and Woodland [2001]).
The proposed method was applied to different tasks of speaker adaptation, speaker
adaptive training and speaker normalization.
• The method applied to speaker adaptation, transforming from LDA input fea-
tures, consistently outperformed fMLLR. This was true even in combination
with VTLN and MLLR speaker adaptation.
• The proposed method was used for speaker adaptive training, showing similar
gains over fMLLR SAT as in the case of recognition only adaptation.
• The dimension reducing transformations proposed were successfully applied
to matrix based VTLN, using the proposed criterion for warping factor es-
timation, which in contrast to traditional (“maximum likelihood”) warping
estimation methods is a properly normalized criterion.
Log-linear speaker adaptation (Chapter 6)
The use of affine feature transformations for adaptation of log-linear models, con-
verted from equivalent single Gaussian and GMM models, was investigated. Both
frame based and sequence based estimation methods were investigated. The main
contributions include:
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• The use of centered `2 regularization was investigated, and it was shown
that using a maximum likelihood estimated transformation as regularization
target improve performance. The expression of the regularization term as a
Bayesian prior was discussed, analog to the case for feature transformations
of generative models above.
• The theoretical properties of an affine feature transformation combined with
a log-linear model was investigated. In particular it was shown that the affine
feature space transformation is equivalent to a model space transformation,
where the model parameters are transformed by a global linear transforma-
tion.
• A heuristic rescaling method for transformations estimated using the frame
based method was introduced. This allows using the resulting feature trans-
formations for adaptation without any manual retuning of model exponents.
Though the heuristic did not give optimal results for all tasks and usages, it
represents an effective way of reliably improving upon a speaker independent
baseline system.
• For supervised adaptation, transformations estimated using the frame based
method was shown to outperform maximum likelihood estimated fMLLR ma-
trices, estimated on the equivalent generative model. For sequence based esti-
mation, initialization using the ML transformation and proper regularization
was required to get stable convergence to better than ML performance.
• Unsupervised adaptation of log-linear models were investigated. Unsupervised
discriminative log-linear adaptation using frame based optimization achieved
results on par with, or slightly better than, maximum likelihood adaptation
of the equivalent generative model. For frame based estimation, the use of
state posterior confidence measures for frame selection was evaluated, but no
improvements could be achieved.
Offset based model adaptation (Chapter 7)
The use of offset model adaptation, and offset adaptation speaker adaptive training
was investigated. The main contributions include:
• Offset SAT was introduced, and it was shown that for Viterbi training it
is possible to perform the SAT training using a standard acoustic training
implementation, by performing a subtraction of the correct adaptation offset
from the feature vectors as a last part of feature extraction.
• Offset SAT was shown to improve performance compared to a non-SAT offset
adapted system. The same system, additionally using feature space adapta-
tion during testing, outperformed the best non-SAT system using both feature
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and model adaptation, and giving performance equivalent to a feature space
SAT system with model space adaptation.
• Combined feature space and offset adaptation was investigated. The perfor-
mance was shown to be larger than the best combination of feature space SAT
and MLLR adaptation, but the performance was equal to feature space SAT
combined with model space offset adaptation using a simple target model, as
below.
• The use of a simple target model for adaptation estimation was shown to be
beneficial in the case of recognition only adaptation, for both feature space
adaptation and model offset adaptation, although the extent of the effect
varied between tasks and corpora. For model space MLLR adaptation, on the
other hand, it was shown to be detrimental. When used for offset adaptation
in combination with feature space SAT, the system give equal performance
to the best combined feature space and offset adaptation SAT system.
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Outlook
The dimension reducing feature transformation method examined in Chapter 5,
is clearly superior to fMLLR adaptation; or equivalently to single regression class
CMLLR, and might be considered for inclusion in any speech recognition system
presently using single class CMLLR. But CMLLR can also use multiple regression
classes in the same way as MLLR, due to the equivalence of model and feature
transformation. For the dimension reducing case, no work has been done in the
direction of multiple regression classes, and it remains an open question if this is
possible using this method, and if so how it is best to be implemented. A study
in this direction could potentially yield an adaptation method that could replace
multi class CMLLR in current ASR systems.
The main open question regarding such a multi-class dimension reducing adap-
tation method is how the MMI′ criterion should be correctly evaluated during
recognition. For CMLLR, multiple regression classes necessitates the inclusion of
a Jacobian term in the log-likelihood evaluation; this term can safely be ignored
using a global fMLLR/CMLLR transformation matrix. Equivalently, for dimension
reducing transformations, the inclusion of the normalization term (i.e. a term cor-
responding to the first term of Eq. 5.26) in likelihood calculation would be needed
when using multiple regression classes. Exactly how this should be done is not clear
- the term include the covariance of the contrast model used in the MMI′ criterion,
and the formulation of the MMI′ criterion assumes this is computed over the com-
plete adaptation data. It would probably be fruitful to start any work from the
maximum likelihood formulation of the method, as discussed in Section 5.2.2.
The use of direct posterior models for speech recognition acoustic modelling has
experienced a renaissance in the last years, in the form of neural networks. The use
of feature space speaker adaptation is as important as ever in in this context. With
the rising use of deep neural networks (DNNs) for acoustic modelling, feature space
speaker adaptive training is one of the techniques that can be integrated with the
new kind of models without any modification.
As for direct adaptation of neural networks, many similarities exist with the log-
linear adaptation as presented in Chapter 6. The log-linear models can be viewed
as a single layer neural network with a soft max activation function, as is commonly
used for the output layer of a hybrid system DNN. Some progress already exist on
adapting the parameters of a neural network in the context of speech recognition,
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see for instance Yao et al. [2012] and Liao [2013], but more work will be needed. The
work presented in this thesis might provide inspiration for methods to investigate.
For the model offset adaptation method discussed in Chapter 7 of this thesis,
it is not clear to what extent it remains an attractive alternative to model based
MLLR adaptation. On one of the tasks investigated, the method clearly outperform
the MLLR method, if using a simple target model. But on the higher word error
rate task, offset adaptation is clearly worse than MLLR, and the effect of the
target model is much smaller. As for use in speaker adaptive training, although
performance improvements where achieved when no feature space SAT was used, it
is hard to see any real world appeal. It is hard to imagine a use case where speaker
adaptive training can be used, but transformation based feature space SAT is not
applicable. Possible exceptions might include high dimensional features spaces for
non-acoustic tasks, such as handwriting recognition or sign language recognition.
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