Implementations of the model and simulation engine are publicly available: dynamical simulation environment is realized in C++ and based on the Open Dynamics Engine library, see <https://github.com/malteschilling/hector>; the neuroWalknet controller has been implemented in python (version 3), see <https://github.com/hcruse/neuro_walknet>.

Introduction {#sec001}
============

Motor control in animals deals with the control of a very high number of muscles (or degrees of freedom) that have to be controlled in a coordinated way in order to achieve complex behaviors. One key principle that allows animals to deal with such a complex control problem is modularization \[[@pcbi.1007804.ref001]--[@pcbi.1007804.ref004]\], i.e. breaking the overall complexity of the control system down on a structural level \[[@pcbi.1007804.ref005]\]. Research on locomotion in particular has highlighted decentralization as an organizing principle of such a modular structure that leads to parallel, local processing which is highly efficient, but requires some form of coordination.

Locomotion is a basic behavior of animals, the most important types of which are swimming, flying and walking, behaviors preponderantly characterized by rhythmic movement \[[@pcbi.1007804.ref006]\]. Locomotion has been studied in insects for a long time as this offers insights on different levels of analysis that are assumed to translate to other animals as well \[[@pcbi.1007804.ref007],[@pcbi.1007804.ref008]\]. Insects, on the one end of the spectrum, allow studying neuronal activities on a detailed neurophysiological level \[[@pcbi.1007804.ref009]--[@pcbi.1007804.ref012]\]. On the other hand, insect behavior can be observed in specific and well-defined contexts \[[@pcbi.1007804.ref013]--[@pcbi.1007804.ref016]\]. As a result, decentralization has been established as one key organizing principle, but there is disagreement on the internal organization of the local control modules and in particular if locomotion is driven by an intrinsic oscillation as such or by sensory input signals \[[@pcbi.1007804.ref010],[@pcbi.1007804.ref016]--[@pcbi.1007804.ref025]\]. Rhythmic biological movements--as long as these cannot be explained by mechanical, e.g., pendulum-like, properties--are generally considered to be controlled by intrinsic oscillations that are driven by neuronal systems and provide the basis of the required motor output (e.g., \[[@pcbi.1007804.ref006],[@pcbi.1007804.ref020],[@pcbi.1007804.ref026],[@pcbi.1007804.ref027]\] a view strongly supported by studies on various types of these animals. But many of the cases studied concern swimming or flying or running. The situation seems to be less clear when it comes to a different type of locomotion, namely walking. What might be crucial conditions that make a difference between (slow) walking on the one hand and swimming or flying on the other? The main difference appears to be given by the different environmental situations animals have to deal with \[[@pcbi.1007804.ref010],[@pcbi.1007804.ref013]\].

Swimming and flying are operating in a fairly homogenous, fluid media. Walking, in contrast, has to deal with a more difficult substrate, providing unpredictable situations with discontinuities leading to strong mechanical accelerations and which may vary dramatically from step to step. In contrast to swimming and flying, walking is characterized by the necessity to orchestrate the movement of many joints (see below). To cope with this problem, evolution has designed legs characterized by specific morphological properties \[[@pcbi.1007804.ref028]\]. Each leg has several joints, at least three, in insects often four, in crustacea even more, leading to a high number of degrees of freedom to be controlled. As a result, at least 18 degrees of freedom (DoF), three per leg, exist in the case of a hexapod. 12 of these represent redundant degrees of freedom. This high number means that the kinematic system is characterized by "superfluous", or redundant DoFs, which allow for highly adaptive behavior, but at the same time complicate the control problem \[[@pcbi.1007804.ref029]\]. The controller of such an underdetermined system is further challenged by the fact that these joints are not completely free to move, but are constrained by mechanical limitations among body and substrate making the control task even more complex \[[@pcbi.1007804.ref030]\].

In the remainder of this article, we will concentrate on walking of arthropods, with a focus on hexapods and will begin with a behavioral level of analysis, highlighting the fact that walking comprises a behavioral spectrum with respect to different velocities that pose quite different challenges to the system. Later in the Introduction, we will turn towards related neurophysiological research that raises the question as to how intrinsic oscillatory systems may contribute to control of walking. The goal of this work is to provide a novel control model that for the first time attempts to cover the full range of these data.

A continuum of locomotor behavior {#sec002}
---------------------------------

Insect locomotion on solid surface spans a whole behavioral continuum \[[@pcbi.1007804.ref007],[@pcbi.1007804.ref031]\]--from slow walking to running including exploratory stepping, gap crossing, climbing and turning. The contexts of the ends of this spectrum differ quite a lot. On the one hand, a typical and well studied example for slow walking can be found in the stick insect \[[@pcbi.1007804.ref010],[@pcbi.1007804.ref032]--[@pcbi.1007804.ref034]\]. Stick insects normally climb through bushes and try to hide in twigs by mimicking them. They are moving slowly--less than three steps/s--as required by their behavioral context. When climbing through twigs there is no continuous substrate for walking. Instead, an insect has to search for footholds. During walking, antennae (and front legs to a certain degree) perform searching movements to sample the environment for footholds \[[@pcbi.1007804.ref035]--[@pcbi.1007804.ref037]\]. Furthermore, once a foothold has been found this information is shared with other legs that later-on will target and reuse that same foothold again \[[@pcbi.1007804.ref014],[@pcbi.1007804.ref015]\]. In this case, the environment is dictating the conditions where to place a foot and in this way also the length of individual steps, which means that the stepping pattern may be quite variable. Temporal stability concerning the stepping pattern is less important in slow walking because longer stance duration allows for higher variability \[[@pcbi.1007804.ref023]\]. Questions concerning postural stability are even less critical during slow walking as the insects can grasp the substrate with their tarsi during climbing. To summarize, slow walking behavior is characterized by quite irregular coordination patterns as a consequence of the constant adaptation required by the given context.

At the other end of the spectrum, there is a large body of research on very fast walking, sometimes termed running, in insects \[[@pcbi.1007804.ref013],[@pcbi.1007804.ref025],[@pcbi.1007804.ref038],[@pcbi.1007804.ref039]\]. Here, the situation differs considerably: For example, in cockroaches step frequency can be very high, up to 12--15 steps per second in *Blaberus discoidalis* \[[@pcbi.1007804.ref011],[@pcbi.1007804.ref013],[@pcbi.1007804.ref040]\]; for *Periplaneta americana* even 25 step/s have been reported \[[@pcbi.1007804.ref016],[@pcbi.1007804.ref038]\]. For such very fast movements the delay of sensory pathways does play a role. Sensory information flow appears too slow to drive behavior selection \[[@pcbi.1007804.ref011]\]. Instead, the control principle has to rely on an (in insects probably implicit) estimate of the continuation of the movement. The behavior is driven intrinsically which is supported by properties of the body \[[@pcbi.1007804.ref041]--[@pcbi.1007804.ref043]\]: postural stability becomes more a question of dynamic stability and elasticities in the legs can support and stabilize the behavior as they are, for example, mechanically counteracting small disturbances in the substrate \[[@pcbi.1007804.ref044]\]. To summarize, running is characterized as a rhythmic activity that leads to quite stereotypical coordination patterns of the legs being supported and stabilized by properties of the body.

To differentiate running and walking we want to consider which stepping frequency might represent a limit above which sensory influence is not effective anymore? Sponberg and Full \[[@pcbi.1007804.ref011]\] argue that for *Blaberus discoidalis* the fastest reflex response requires between 16 and 20 ms and assume that this delay is already too much to control switching between stance and swing states for a frequency of 10 steps/s (i.e., a period of 100 ms) or more. Results of Delcomyn \[[@pcbi.1007804.ref045]\] with *Periplaneta americana* show that sensory feedback plays a role below 5 Hz but not anymore above this line. This means velocities up to 5 steps/s (period 200 ms) may be controlled by sensory feedback. Data of Zill and Moran \[[@pcbi.1007804.ref046]\] (*Periplaneta americana*) suggest a limit of 7 steps/s (for *Drosophila* this limit might be higher due to its small size and therefore shorter delays). These data should be considered as estimates only, as conduction delays from sensors on proximal leg segments can be very short and could function at higher step frequencies \[[@pcbi.1007804.ref047]\]. Another possibility as to how "running" may be controlled, but not considered here, is that sensory input in one phase could influence the output of the next phase (pers. comm., Sasha Zill). It is an open question whether "running" should be considered as a separate gait applying a quite specific pattern \[[@pcbi.1007804.ref013],[@pcbi.1007804.ref040]\], and if so, how a distinction between walking and running may be defined. In the following we will use the term "running" if, for a cockroach, the step frequency is beyond about 7 steps/s. In this article, our focus is on a controller structure, neuroWalknet, that covers only patterns in a range that allows sensory inputs being effective (see however [Discussion](#sec015){ref-type="sec"} and Supporting information).

Fast walks, also below 5 steps/s are generally characterized by using a tripod pattern (i.e., at least three legs support the body at any moment of time). But tripod patterns can be observed in "slow" stick insects, too. In fact, there is a continuum \[[@pcbi.1007804.ref023],[@pcbi.1007804.ref034]\] ranging from very slow walking ("pentapod" pattern sometimes called "wave gait", at least five legs are on the ground at any time) over "tetrapod" pattern, sometimes called "metachronal gait" (at least four legs on the ground) to tripod pattern (at least three legs are on the ground). Using these terms for different walking patterns seems to imply that there are specific, discrete "gaits" as known from horses, for example. When we, nonetheless, use these terms, as we do for "running", this is done for practical reasons and should not be understood in the sense of discrete gaits as observed in mammals. In cockroaches, *Periplaneta americana*, below about 3--4 steps/s a tetrapod gait is observed \[[@pcbi.1007804.ref013],[@pcbi.1007804.ref048]\]. In the stick insect *Carausius morosus* this transition occurs in a similar range (about 1--2 steps/s \[[@pcbi.1007804.ref034]\]). Stressing these differences might lead to the--unintended--assumption that we are merely looking at different phenomena--different behaviors with different underlying control schemes. However, this is not necessarily the case. Rather, these results suggest that for forward walking there is a continuum of intermediate stable stepping patterns observed in possibly all insects, at least in cockroaches and in stick insects, both representing the group of hemimetabolic insects, as well as in *Drosophila* \[[@pcbi.1007804.ref049]\], representing a holometabolic insect. Recently, this view has been strongly supported by a study of DeAngelis et al. \[[@pcbi.1007804.ref050]\].

Free gait controllers: Emergence of coordination patterns {#sec003}
---------------------------------------------------------

We now want to turn towards a perspective that is focusing on underlying mechanisms. How may a controller be structured that is able to deal with the characteristics mentioned above? One assumption might be that specific behaviors observed may require specific neuronal modules (or motor schemas, see \[[@pcbi.1007804.ref051]\]) which can be separately switched on or off (instructive examples are given by Steingrube et al. \[[@pcbi.1007804.ref052]\] who distinguish eleven types of behaviors, seven of which are different walking types, or Daun-Gruhn and Tóth \[[@pcbi.1007804.ref053]\] who use separate networks for tripod and tetrapod gaits).

However, as the behavioral data proposes that we deal with a continuous behavioral spectrum, this concept does not support a view of distinct motor schemas on the neuronal level (\[[@pcbi.1007804.ref034]\] for *Carausius*; \[[@pcbi.1007804.ref049]\] for *Drosophila*; see also \[[@pcbi.1007804.ref054]\] for discussion). Discrete "gaits" only appear in the eye of the observer and it might therefore be misleading to assume that a controller has been evolved to produce separate gaits (as mentioned, the situation may be different for running). Instead, it appears plausible that the controller has been designed to deal with general, unpredictable environments including unexpected disturbances, and that natural patterns strongly depend on specific environmental conditions (e.g., walking speed, or geometrical properties of the environment, for example when climbing over large gaps or along a vertical branch), where the "loop through the world" and feedback from the environment is assumed to play an important role \[[@pcbi.1007804.ref055]\]. Similarly, straight forward walking or negotiating curves might not result from two separate modules ("straight forward" or "turning"), but may result from a system able to control turning by using various curvature radii \[[@pcbi.1007804.ref056]--[@pcbi.1007804.ref060]\] which includes straight forward walking. However, backward walking may require a separate state. For further examples showing that not every behavioral phenomenon that we recognize requires a specific and explicit neuronal module, see \[[@pcbi.1007804.ref030],[@pcbi.1007804.ref061]--[@pcbi.1007804.ref063]\] and our Discussion.

Therefore, starting the design of a controller for the observed behavior by introduction of, at the outset, distinct structural elements might appear sensible in some cases, but should be avoided as long as no strong arguments support such a separation.

Decentralization as a central control principle {#sec004}
-----------------------------------------------

To cope with the ability to walk, two problems have to be solved (e.g., \[[@pcbi.1007804.ref015]\]). One (A) concerns the question of how to couple the movement of the different legs and the other (B) is how to control the movement of an individual leg. For both problems modularization appears to be a sensible solution \[[@pcbi.1007804.ref002],[@pcbi.1007804.ref064]\].

\(A\) The long tradition of behavioral research in insect walking has contributed largely to the understanding of how to couple the movement of different legs. Interleg coordination rules have been derived in diverse experimental settings that structure the overall behavior and coordinate the individual leg controllers. The whole spectrum of different gaits in a wide variety of contexts appears to emerge from such control structures. One example is given by our Walknet approach \[[@pcbi.1007804.ref023],[@pcbi.1007804.ref024]\], which is based on individual leg controllers and coordination influences that mainly regulate the length of the step size. This system has been successfully applied in diverse contexts in dynamic simulation and on many robots. Whereas in Walknet only three rules were applied, in neuroWalknet we will also apply rule 5 \[[@pcbi.1007804.ref015]\]. In short (for details see [Methods](#sec020){ref-type="sec"}), rule 1 acts between ipsilateral legs and inhibits start of swing in the anterior neighboring leg during swing of the sender leg. Rule 2 stimulates swing of the anterior or the contralateral neighboring leg if the sender has just finished swing. Rule 3 elicits swing of the anterior neighbor or the contralateral leg, but this signal depends on the leg position of the sender leg (for dependence on velocity see [Methods](#sec020){ref-type="sec"}). Rule 5 becomes active if a specific agonist branch is activated beyond a given threshold. Via rule 5 the corresponding agonists in the directly neighboring legs are stimulated. This stimulation is excitatory for all legs except for the two hind legs, where the stimulation is inhibitory (for more details concerning interleg coordination see discussion in [Supporting Information](#sec031){ref-type="sec"} S3 PDF).

\(B\) Another intensively discussed question on this level of organization concerns how to control the behavior of an individual leg, i.e. how to select one of (at least) two behaviors: producing a stance movement in order to support and propel the body or a swing movement, during which the leg is lifted off the ground and moves into the opposite direction to start a new stance. As addressed above, the behavioral evidence may provide different answers depending on the context and the velocity of walking. On the one hand, slow walking requires integration of detailed feedback from the environment. On the other hand, very fast walking, or running, cannot keep up with integration of sensory input due to sensory delays. In this context, the controller has to produce a rhythm on its own. To cope with these different requirements, it is generally assumed that production of intrinsic rhythm represents the basic function and that such systems are, during slow walking, influenced by sensory feedback to allow adaptation to properties of the environment (for reviews see \[[@pcbi.1007804.ref017],[@pcbi.1007804.ref065]\]). Here we show that a slightly changed concept can explain more data by assuming that in the intact animal intrinsic rhythms are only applied during running. Our model shows that a form of mutual inhibition as a key organizing control principle is sufficient to explain, on the one hand, sensory switching of behaviors on the single leg level, and on the other hand, that more stable gaits and (seemingly) fixed coordination patterns emerge when the same structure is driven with a different velocity. Nonetheless, this controller is able to deal with the full spectrum from pentapod to tripod walking, without relying on intrinsic rhythm generators. Beyond a given step frequency different connections may start to dominate (and in the end completely override) sensory feedback.

Both sides of the discussion that concerns either intrinsic rhythms or sensory-driven control often focus on quite specific experimental settings. Therefore, in order to show that the proposed control structure addresses the whole spectrum, it has to be tested in all of these contexts. Thus, in the next section we briefly summarize the view of intrinsic rhythms which largely puts a focus onto a different level, as are detailed neurophysiological experiments.

Central pattern generators {#sec005}
--------------------------

As mentioned above, intrinsic rhythms are often assumed to be caused by central pattern generators (CPG) (\[[@pcbi.1007804.ref006],[@pcbi.1007804.ref020]\], for a clear definition of the CPG concept see \[[@pcbi.1007804.ref018],[@pcbi.1007804.ref022]\]). The recognition of CPGs as the basic control system is based on experimental findings made by studies of deafferented animals \[[@pcbi.1007804.ref006],[@pcbi.1007804.ref008],[@pcbi.1007804.ref066]\]. Deafferentation is realized operationally by interrupting sensory input and motor output and later, in addition, by stimulating the neural system by, for example, application of pilocarpine (e.g., \[[@pcbi.1007804.ref067]\]). As detailed below, such experiments could demonstrate that motor neurons driving antagonistic muscles of a given joint show--usually low frequency (in the order of 0.2 cycles/s)--oscillations with some similarity to those shown in intact moving animals. As these studies cover a broad range of species, both vertebrates and invertebrates, these results have led to the broadly acknowledged assumption that such CPGs are responsible for controlling the basic rhythm observed in locomotion \[[@pcbi.1007804.ref006],[@pcbi.1007804.ref066]\], see however \[[@pcbi.1007804.ref018],[@pcbi.1007804.ref022]\]. In addition, sensory feedback is assumed to be required for modulation, for example for resetting these CPGs allowing for adaptation to varying environmental conditions \[[@pcbi.1007804.ref010],[@pcbi.1007804.ref016]\].

In the cases of swimming or flying, the temporal coordination between different CPGs observed in the deafferented insects shows in-phase coupling between contralateral neighbors, which correspond relatively well to coupling found in the intact, behaving animal (see below). This is in contrast to the case of walking behavior that is characterized mostly by anti-phase coupling of contralateral neighbors \[[@pcbi.1007804.ref034],[@pcbi.1007804.ref038],[@pcbi.1007804.ref049]\]. Here, the coordination of deafferented leg controllers is often quite different, eventually even opposite to that of normal walking (e.g., \[[@pcbi.1007804.ref054],[@pcbi.1007804.ref067]--[@pcbi.1007804.ref069]\], we will deal with an interesting different case \[[@pcbi.1007804.ref070],[@pcbi.1007804.ref071]\] in the Discussion and Supporting information).

This situation is highlighted by a detailed recent study on locusts \[[@pcbi.1007804.ref069]\], focusing on interleg coordination in deafferented locusts (recordings from motor neurons activating the depressor muscle). The authors argued that the temporal patterns observed in the different thoracic ganglia may provide the basis for that found in walking animals. However, coordination in walking locusts is quite different to that found in the deafferented, in situ preparations. In general, in fully or partly deafferented insects ipislateral neighboring legs fire in-phase, whereas in walking these legs typically show about anti-phase coupling. Supporting results for *Carausius* are presented by Mantziaris et al. \[[@pcbi.1007804.ref054]\], and Borgmann et al. \[[@pcbi.1007804.ref068],[@pcbi.1007804.ref072]\], who recorded from the motor neurons activating the retractor muscles, and by Büschges et al. \[[@pcbi.1007804.ref067]\], who recorded from motor neurons of all three joints. Interestingly, corresponding results have also been found for crustacea \[[@pcbi.1007804.ref073],[@pcbi.1007804.ref074]\]. Furthermore, Knebel et al. \[[@pcbi.1007804.ref069]\] found in-phase coupling also between contralateral legs if all three thoracic ganglia were treated with pilocarpine, which again contrasts to normal walking behavior, but can be observed in swimming (\[[@pcbi.1007804.ref075]\], crayfish swimmerets) and flying (\[[@pcbi.1007804.ref008]\], locust). These results raise questions concerning the contribution of these oscillatory systems to control of walking.

Simulations as a functional tool to analyze principles in a behavioral context {#sec006}
------------------------------------------------------------------------------

Different to Walknet \[[@pcbi.1007804.ref023],[@pcbi.1007804.ref024]\] our current controller "neuroWalknet" is realized by an artificial neuronal network with neurons endowed with dynamic properties. Furthermore, the motor system is organized using an antagonistic architecture \[[@pcbi.1007804.ref053],[@pcbi.1007804.ref076]--[@pcbi.1007804.ref079]\] as such a more fine grained neuronal anatomy may allow for more detailed interpretations of the control structure proposed. Our goal is to search for a simulation that allows to better understand specific biological systems, in particular, the stick insect *Carausius morosus* (see [Fig 1](#pcbi.1007804.g001){ref-type="fig"}).

![(a) Indian stick insect *Carausius morosus*. (b) Robot Hector which is used in simulation for testing the control principles derived.](pcbi.1007804.g001){#pcbi.1007804.g001}

For our approach, the simulation requires a body, legs, actuators for each joint, sensors, and a physical environment. The latter is important, because the existence of a body with legs coupled via the environment may allow simplifying neuronal computations \[[@pcbi.1007804.ref055]\]. Concerning simulation of the body, software simulation and hardware simulation may be used. Here, we start with a dynamic software simulation of the robot Hector ([Fig 1B](#pcbi.1007804.g001){ref-type="fig"}, \[[@pcbi.1007804.ref080],[@pcbi.1007804.ref081]\]). With such an architecture, the following general questions will be addressed.

\(i\) How may (velocity dependent) interleg coordination \[[@pcbi.1007804.ref015]\] be realized on the neuronal level in a way that temporal patterns will emerge that correspond to the patterns observed in behavior and that can adapt to external disturbances?

\(ii\) How could the three joints of a single leg be coordinated? The joints of a leg are often not moved in-phase, but, depending on the current environmental situation, may show varying phase values. Neural motor output and torque produced may not be directly coupled \[[@pcbi.1007804.ref082]\]. Negotiation of curves adds to the complexity of the task. Various solutions for intraleg coordination have been proposed \[[@pcbi.1007804.ref052],[@pcbi.1007804.ref053],[@pcbi.1007804.ref077],[@pcbi.1007804.ref083]\], but have not been tested in the full range of experimental data available.

\(iii\) Is the principle of mutual inhibition as applied in the proposed architecture sufficient to explain intrinsic oscillations that emerge in specific experimental situations (e.g., \[[@pcbi.1007804.ref069],[@pcbi.1007804.ref072],[@pcbi.1007804.ref073]\])?

Overall, the goal of the approach is not to reproduce specific, singular observations looked at in isolation, e.g. a specific gait type. In contrast, our goal is to establish a controller, a holistic model based on a minimum of a priori assumptions, that is able to describe a large amount of known behaviors that emerge from its decentralized structures \[[@pcbi.1007804.ref023]\]. These behaviors concern the full continuum of stepping patterns as observed in insects from pentapod via tetrapod to tripod patterns including intermediate stable patterns \[[@pcbi.1007804.ref034],[@pcbi.1007804.ref049]\], backward walking \[[@pcbi.1007804.ref084],[@pcbi.1007804.ref085]\] and negotiation of curves \[[@pcbi.1007804.ref057],[@pcbi.1007804.ref059],[@pcbi.1007804.ref060]\] as well as stability against disturbances of leg movements studied in many experiments (for a review see \[[@pcbi.1007804.ref014]\]). Furthermore, a number of neurophysiological studies should be described that demonstrate the appearance of intrinsic oscillation also in slow walking arthropods, both insects and crustaceans (e.g., \[[@pcbi.1007804.ref069],[@pcbi.1007804.ref072],[@pcbi.1007804.ref073]\]) which do, however, not contribute to normal, slow walking. Such a simulation may provide a holistic description, suited for testing hypotheses as well as to stimulate new experimental approaches. Note that this is not meant to neglect the general existence of slow CPGs to control rhythmic behavior. We only ask whether such CPGs are necessary components for slow walking.

Results {#sec007}
=======

The proposed neuronal architecture (for details see [Methods](#sec020){ref-type="sec"}) has been tested in a variety of different experimental situations, ranging from diverse behaviors to analyses of neural activity. It follows the basic characteristic of Walknet \[[@pcbi.1007804.ref023],[@pcbi.1007804.ref024]\], but is now constructed using a detailed neuronal architecture ([Fig 2](#pcbi.1007804.g002){ref-type="fig"} and Methods). Central to this control approach is the notion of decentralization realized as individual controllers for each leg. Front legs, middle legs and hind legs are controlled by a ganglion each, as found in the stick insect: the prothoracic ganglion, the mesothoracic ganglion and the metathoracic ganglion, respectively. Each ganglion consists of two hemiganglia, right and left, which control the corresponding legs. Interleg coordination is organized by local rules acting between neighboring legs. On the one hand, a set of these rules influences step length (coordination rule 1, 2 and 3, represented in [Fig 2](#pcbi.1007804.g002){ref-type="fig"} by brown units, see also [Material and Methods](#sec020){ref-type="sec"}). On the other hand, as an additional rule that has been introduced into the Walknet control structure \[[@pcbi.1007804.ref086]\] rule 5 ([Fig 2](#pcbi.1007804.g002){ref-type="fig"}, shown in ocher) is incorporating load-dependent signals into the controller. To allow for running, a further rule is explained in Supporting information.

![Controller for one leg.\
Artificial neurons are depicted as colored circles. Sensory input structure for swing: green, sensory input structure for stance: blue. Common output: red. Coordination channels: brown for rules 1--3, ocher for rule 5, light yellow for rule P (Pearson rule, see [Supporting information](#sec031){ref-type="sec"}) with connections in pink (Supporting information). Motivation units: light grey (swing--stance), dark grey (forward--backward), white (central units). SRP net and its' connections (pink) are detailed in Supporting information (S2 PDF). Joint alpha (α): Pro--protractor, Ret--retractor; joint beta (β): Lev--levator, Dep--depressor; joint gamma (γ): Flex--flexor, Ext--extensor. Black dots: inhibitory synapses, open black triangles: excitatory synapses. For detailed explanations see text and [Supporting information](#sec031){ref-type="sec"}.](pcbi.1007804.g002){#pcbi.1007804.g002}

The movement of a walking leg is characterized by two states, stance and swing. Following the antagonistic structure of the biological motor system the output of the individual joint muscles is controlled by an antagonistic structure, too. Each muscle is driven by a motor neuron ([Fig 2](#pcbi.1007804.g002){ref-type="fig"}, leftmost red units, MN). To minimize co-contraction of antagonistic muscles, premotor units ([Fig 2](#pcbi.1007804.g002){ref-type="fig"}, red, right neighbor of each motor unit, PMN) are connected via inhibitory units forming a four-unit recurrent network. The input to the controller (apart from local sensory feedback, Methods) is given by one unit ([Fig 2](#pcbi.1007804.g002){ref-type="fig"}, upper part, below the brown units representing coordination influences, leftmost white unit, input "vel", in the following termed velocity neuron") that represents the desired global walking velocity (given in mV between 0 and 50 mV). The output of the controller, i.e. the motor neurons (MN), is a velocity signal that is used to drive the joint (for further explanation see [Methods](#sec020){ref-type="sec"}). This controller architecture is assumed to encapsulate quite general control principles across different animal species \[[@pcbi.1007804.ref007]\].

In order to show the reach of these principles, the controller is applied and tested on a scaled up robotic model of an insect even though the dynamics in this scaled version are changing in a non-favorable way. As an insect, the model has three pairs of legs, front legs, middle legs and hind legs (FL, FR, ML, MR, HL, HR, with L for left and R for right leg). Each prototypical leg is equipped with three joints, termed alpha joint, beta joint and gamma joint. The alpha joint can be abstracted to be driven by two antagonistic muscles, protractor and retractor, essentially moving the leg from rear to front and back, the beta joint, with two antagonistic muscles levator and depressor, moving the leg up and down, and the gamma joint with two antagonistic muscles termed flexor and extensor, which essentially decrease or increase the length of the leg.

To illustrate the simulation results, apart from videos (Supporting information [S1](#pcbi.1007804.s008){ref-type="supplementary-material"}--[S8](#pcbi.1007804.s015){ref-type="supplementary-material"} Videos show forward walking at different velocities, [S9 Video](#pcbi.1007804.s016){ref-type="supplementary-material"} running, [S10 Video](#pcbi.1007804.s017){ref-type="supplementary-material"} curve walking, and [S11](#pcbi.1007804.s018){ref-type="supplementary-material"}--[S14](#pcbi.1007804.s021){ref-type="supplementary-material"} Videos backward walking), so called foot fall patterns will be used: The temporal orchestration of the six legs are depicted by black bars showing the swing state (Figs [3](#pcbi.1007804.g003){ref-type="fig"}, [4](#pcbi.1007804.g004){ref-type="fig"}, [6](#pcbi.1007804.g006){ref-type="fig"} and [7](#pcbi.1007804.g007){ref-type="fig"}, Supporting information [S2 Fig](#pcbi.1007804.s002){ref-type="supplementary-material"}, [S3 Fig](#pcbi.1007804.s003){ref-type="supplementary-material"}). In other cases (legs being deafferented) black bars illustrate the activation of specific motor neurons when above a given threshold (Figs [8](#pcbi.1007804.g008){ref-type="fig"}--[10](#pcbi.1007804.g010){ref-type="fig"}, Supporting information [S4 Fig](#pcbi.1007804.s004){ref-type="supplementary-material"} and S2 PDF).

![A-H. Footfall patterns for velocities driven by 50 mV, 40 mV, 30 mV, 25 mV, 20 mV, 15 mV 10 mV and 8 mV (G: the latter after disturbance of MR at about 8--11 s, see prolonged swing) and 8 mV (H: a stable pattern reached after more than 240 s). Apart from the last two runs all started with the same leg configuration. The corresponding transient phases for the last two runs are given in Supporting information ([S3F and S3G Fig](#pcbi.1007804.s003){ref-type="supplementary-material"}). Black bars show swing mode, Legs: FR front right, MR middle right, HR hind right, FL front left, ML middle left, HL hind left. For videos see [Supporting information](#sec031){ref-type="sec"} [S1](#pcbi.1007804.s008){ref-type="supplementary-material"}--[S8](#pcbi.1007804.s015){ref-type="supplementary-material"} Videos. Abscissa: Time (s).](pcbi.1007804.g003){#pcbi.1007804.g003}

![Footfall patterns with the velocity neuron set to 15 mV.\
Upper panel (A) as in [Fig 3F](#pcbi.1007804.g003){ref-type="fig"}, after a stable pattern has been reached; lower panel which, after a disturbance of the right middle leg during swing, represents a mirror image version. B) illustrates which leg pairs are coupled together in either case.](pcbi.1007804.g004){#pcbi.1007804.g004}

In the following, first, behavioral results will show that neuroWalknet can produce diverse walking behaviors: different gait patterns emerge from different velocities, the system can negotiate curves and can deal with backward walking. Second, neural activities of the control structure will be analyzed in detail in order to compare these results with the findings of intrinsic oscillations as found in various neurophysiological experimental settings, for example dealing with deafferented animals.

Forward walking--emerging gaits {#sec008}
-------------------------------

Which patterns are produced when neuroWalknet is walking using all six legs but at different velocities? [Fig 3](#pcbi.1007804.g003){ref-type="fig"} shows footfall patterns for different velocities, ranging from fast to very slow walking (Supporting information [S1](#pcbi.1007804.s008){ref-type="supplementary-material"}--[S8](#pcbi.1007804.s015){ref-type="supplementary-material"} Videos show videos). Velocities are fed into the system as an external input given to the velocity neuron ([Fig 2](#pcbi.1007804.g002){ref-type="fig"}, leftmost white unit). Here, inputs of 50 mV, 40 mV, 30 mV, 25 mV, 20 mV, 15 mV 10 mV and 8 mV were used (we also tested 45 mV, 37.5 mV, 35 mV and 32.5 mV, see [Supporting information](#sec031){ref-type="sec"} [S2 Fig](#pcbi.1007804.s002){ref-type="supplementary-material"}, for corresponding videos see [Supporting information](#sec031){ref-type="sec"}). All walks are shown for 80 seconds. In the simulations shown, the robot always started from the same posture. As this was close to a tripod pattern, for higher velocities this posture already fitted the temporal pattern quite well, and accordingly a stable pattern was reached very soon for velocity signals induced by 50 mV and 40 mV. This starting configuration was however not optimally suited for most of the slower walks. Nonetheless, stable patterns emerged fast for velocity inputs down to 20 mV and after only a couple of steps for 15 mV. In the other cases (velocity neuron set to 10 mV or 8 mV) more steps were required to reach a stable state. [Fig 3](#pcbi.1007804.g003){ref-type="fig"} (velocity neuron set to 10 mV) shows a case in which a stable pattern was reached quite fast for a slow velocity due to introduction of an additional disturbance (a deliberate prolongation of the first swing of the right middle leg). [Fig 3](#pcbi.1007804.g003){ref-type="fig"}, velocity set to 8 mV, shows a stable state reached only after more than 240 s. The transition patterns found when using the generally applied starting configuration without additional disturbances are depicted in Supporting information for 240 s each ([S3 Fig](#pcbi.1007804.s003){ref-type="supplementary-material"}).

Using the traditional characterization, patterns driven by velocity input of 50 mV or 40 mV correspond to tripod gait, patterns produced between 30 mV and 15 mV are obvious tetrapod gaits, whereas patterns produced around 37.5--35 mV or between 15 mV and 10 mV (see velocity neuron set to 12.5 mV, Supporting information [S2 Fig](#pcbi.1007804.s002){ref-type="supplementary-material"}) may be termed intermediate gaits, or perhaps tetrapod, depending on the exact definition. Patterns produced by velocity neuron set to 10 mV and below correspond to pentapod gaits. These results show that stable patterns emerged from the control structure and the interaction with the environment showing adaptive behaviors that can deal with disturbances given by uncomfortable starting configurations or deliberate manipulation (see [Discussion](#sec015){ref-type="sec"}). In the simulation, this continuum results from the fact that the ipsilateral patterns essentially depend on stance duration which in turn strictly depends on velocity.

Whereas typical tripod gait patterns and wave gait patterns are symmetrical with respect to right and left legs, this is not the case for the group labeled tetrapod. Here, for a given velocity, two mirror image versions are theoretically possible. Indeed, both versions can be produced when the walker is disturbed in some way (or, correspondingly, another starting configuration had been used). This is shown for velocity neuron set to 15 ([Fig 4](#pcbi.1007804.g004){ref-type="fig"}), where [Fig 4A](#pcbi.1007804.g004){ref-type="fig"}, upper panel, shows the pattern directly following the undisturbed version as presented in [Fig 3](#pcbi.1007804.g003){ref-type="fig"}, whereas [Fig 4A](#pcbi.1007804.g004){ref-type="fig"}, lower panel, shows a walk with the same starting configuration, but a disturbance applied after about 15 s by artificially prolonging the swing duration of the right middle leg. [Fig 4B](#pcbi.1007804.g004){ref-type="fig"} illustrates which leg pairs swing together in either case. Note that these patterns show a contralateral phase different from 0.5, which agrees with experimental findings observed during tetrapod gait (*Carausius*: \[[@pcbi.1007804.ref034]\]; *Drosophila*: \[[@pcbi.1007804.ref049]\]). For higher and for lower velocities, contralateral phase approaches values of 0.5. Note that averaging mirror image patterns with contralateral phase values of 0.33 and 0.66, for example, would lead to a mean phase value of 0.5, a result that may lead to the misinterpretation that contralateral legs are always coupled by a 0.5 phase, independent of velocity.

To compare the footfall pattern received in the simulation with data obtained from stick insects (\[[@pcbi.1007804.ref034]\], his Fig 7), [Fig 5](#pcbi.1007804.g005){ref-type="fig"} shows original data of Graham (his "3L1", i.e. the time lag between beginning of swing in the (e.g., left) hind leg and the beginning of swing in the ipsilateral front leg vs. leg period). The corresponding values found in the simulation are depicted by red dots. Qualitatively, there is good agreement. Note that time scales differ by a factor of around 10 (this has been adapted as a consequence of the scaling of the robot structure).

![Duration of lag 3L1 (time lag between beginning of swing in hind leg and beginning of swing in the following front leg), vs. period (duration of swing plus stance) as proposed by Graham \[[@pcbi.1007804.ref034]\].\
Numbers attached to the red dots mark the velocity input (mV) given. Abscissa: time (s). The thin dashed line indicates slope 1. Bold dashed lines show the average data from Graham \[[@pcbi.1007804.ref034]\], his [Fig 7](#pcbi.1007804.g007){ref-type="fig"}; time \*0.1). For short periods Graham observed a slight asymmetry between left and right legs, not observed in our simulations.](pcbi.1007804.g005){#pcbi.1007804.g005}

Starting or stopping a walk is simply reached by setting the velocity unit from zero to the desired value, or back to zero (not shown). When the walker is stopped, legs that are in swing state finish swing movements, so that at the end all legs adopt ground contact as observed in insects. Controlling start and stop of a hexapod using a CPG-based controller \[[@pcbi.1007804.ref087]\] requires a considerable effort to tame the dynamic properties of the network. To this end, different CPGs required specific input values for the different leg types while the angular velocities of the beta angles had to fulfill specific conditions. This is an interesting result as it highlights one problem CPG based controllers have to deal with when realistic behavioral tasks have to be solved (related problems are found by \[[@pcbi.1007804.ref077]\], too).

Negotiating curves {#sec009}
------------------

An important aspect of forward walking is the ability to negotiate curves \[[@pcbi.1007804.ref056]--[@pcbi.1007804.ref060],[@pcbi.1007804.ref088]\]. Dürr and Ebeling \[[@pcbi.1007804.ref057]\] show an experiment where simultaneous recordings of footfall patterns, direction of turn as well as AEP and PEP of all six legs have been collected. We focus on this example as a proof of concept as it is the only case where all these data are given for a turning insect. The insect walked tethered on a holder above a sphere and curve walking was elicited visually by a horizontally moving pattern of vertical stripes (angular velocity 38.2 deg s^-1^). While outer legs showed a similar pattern to what is considered a tripod pattern, the inner legs strongly deviated from that pattern. The inner front leg moved in anti-phase to the outer front leg, as is in forward walking. However, the inner middle leg showed an about two times longer step period compared to the inner front leg or the outer legs. The period of the inner hind leg was more irregular and even longer, i.e. showed quite slow velocity during stance. Furthermore, the leg showed very short swing durations comparable to short steps \[[@pcbi.1007804.ref032],[@pcbi.1007804.ref089]\]. Front legs showed a shift of the AEP in the direction of the desired turning direction, characterized by angle theta \[[@pcbi.1007804.ref057],[@pcbi.1007804.ref059],[@pcbi.1007804.ref060],[@pcbi.1007804.ref088]\]. The other legs showed only smaller deviations from normal forward walking. Contribution of front legs was later assumed as sufficient for explaining turning behavior \[[@pcbi.1007804.ref060]\].

To test this hypothesis with neuroWalknet, we kept coordination rules as in normal forward walking, but implemented an expansion symbolized by box "local (theta)" in [Fig 2](#pcbi.1007804.g002){ref-type="fig"}, the function of which is to control (i) different set points for swing, (ii) different local walking directions, as well as (iii) different velocity signals for different legs instead of using one global velocity for all legs (for details see [Methods](#sec020){ref-type="sec"}).

Results are shown in [Fig 6A](#pcbi.1007804.g006){ref-type="fig"} (Supporting information [S10 Video](#pcbi.1007804.s017){ref-type="supplementary-material"}) in a top down view (duration 100 s). A 90 degree turn required about 30 s, the radius of the circle amounts for about 0.8 body length. The footfall patterns ([Fig 6B](#pcbi.1007804.g006){ref-type="fig"}) show qualitative similarity to those found by Dürr and Ebeling (\[[@pcbi.1007804.ref057]\] their Fig 2B). The stance trajectories (leg end point trajectories during stance in top view, [Fig 6A](#pcbi.1007804.g006){ref-type="fig"}, left) are similar, too, but there are also clear differences. The amplitude of the inner front leg is smaller compared to those of the animals (\[[@pcbi.1007804.ref057]\], their Fig 2Aii and Fig 6B). This is probably mainly due to smaller lengths of the robot legs. Further, in [Fig 6A](#pcbi.1007804.g006){ref-type="fig"}, left, the trajectories of the inner middle leg are parallel to the axis along the body, but are more inclined in the insect (for comparison, [Fig 6A](#pcbi.1007804.g006){ref-type="fig"} right, shows trajectories of straight walking, similar to results of \[[@pcbi.1007804.ref057]\]). Such deviations are even stronger when very tight turns are taken \[[@pcbi.1007804.ref058],[@pcbi.1007804.ref090]\]. This effect is not observed in the simulation because we did not introduce changes of the AEP set points of the middle leg as has been done for the front legs. However, this difference may also be due to the fact that the robot legs may slip during turning which is not the case for insects.

![Negotiation of Curves.\
A) Trajectory of leg end points during stance in curve walking (left) with respect to a body centered frame of reference, plotted over time window 50 s -- 100 s. On the right, trajectories of leg end points during straight walking is shown for comparison. Dots mark position of leg basis. Front legs up. B) Footfall pattern. Global velocity neuron set to 45 mV, theta 75 deg. Ordinate: legs as in [Fig 3](#pcbi.1007804.g003){ref-type="fig"}, abscissa: time (s). For details see [Methods](#sec020){ref-type="sec"}.](pcbi.1007804.g006){#pcbi.1007804.g006}

Tests with application of identical local velocities for all legs and changing only the AEP of front legs did not provide curve walking as observed in \[[@pcbi.1007804.ref057]\].

Furthermore, in addition to the specific cases mentioned above, systematic disturbances have been performed by prolonging swing states during forward walking. In all cases studied, the controller reached a stable walking pattern (see [Discussion](#sec015){ref-type="sec"}, and see also the first steps of backward walking [Fig 7](#pcbi.1007804.g007){ref-type="fig"}).

![A-D. Footfall patterns, backward walking for velocity neuron set to 50 mV, 40 mV, 30 mV or 20 mV (Supporting information [S11](#pcbi.1007804.s018){ref-type="supplementary-material"}--[S14](#pcbi.1007804.s021){ref-type="supplementary-material"} Videos). Abscissa: time (s). For further details see [Fig 3](#pcbi.1007804.g003){ref-type="fig"}.](pcbi.1007804.g007){#pcbi.1007804.g007}

Taken together, the simulations provide a good qualitative description of the experimental data, showing typical "gait" patterns, allowing for symmetry breaks and qualitative agreement concerning the ipsilateral delay depending on velocity. Further, contralateral phases of about 0.5 are observed for fast and for very slow movements and deviating values (around 0.7, 0.3) for intermediate velocities. Furthermore, there are stable patterns that might not be characterized as tripod or tetrapod. Thus, using this control architecture, adaptive walking emerges with different patterns only depending on a selected velocity.

Backward walking {#sec010}
----------------

Whereas forward walking and negotiation of curves form a continuum with the turning radius between zero and infinity, backward walking represents a separate state as it is controlled by a separate motivation unit ([Fig 2](#pcbi.1007804.g002){ref-type="fig"}). The simplest solution we could find to introduce backward walking is to activate only rules 1 and 2i for ipsilateral coupling and use a version of rule 2c adapted to backward walking (using a changed threshold value), but deactivating rules 3i and 3c. Results for velocity neuron set to 50, 40, 30 or 20 mV are shown in [Fig 7](#pcbi.1007804.g007){ref-type="fig"} (for videos see [Supporting information](#sec031){ref-type="sec"} [S11](#pcbi.1007804.s018){ref-type="supplementary-material"}--[S14](#pcbi.1007804.s021){ref-type="supplementary-material"} Videos). Although the starting configuration is apparently not well suited for these tests, stable patterns are reached after a few steps. As for forward walking, patterns could be observed that might be classified as tripod ([Fig 7A](#pcbi.1007804.g007){ref-type="fig"}), tetrapod ([Fig 7C](#pcbi.1007804.g007){ref-type="fig"}), or stable patterns along the continuum, i.e. patterns that are neither tripod nor tetrapod, ([Fig 7B](#pcbi.1007804.g007){ref-type="fig"}) or ([Fig 7D](#pcbi.1007804.g007){ref-type="fig"}), or even between tetrapod and pentapod (which is not shown). These patterns resemble those observed in *Carausius morosus* \[[@pcbi.1007804.ref084]\] and are characterized by the ipsilateral sequence of swing movements hind--middle--front. This is different for results obtained from *Drosophila* \[[@pcbi.1007804.ref091]\] and for *Aretaon* \[[@pcbi.1007804.ref085]\], see [Discussion](#sec015){ref-type="sec"}).

Analysis of neural activity--The possible function of Intrinsic Oscillation {#sec011}
---------------------------------------------------------------------------

To challenge the hypothesis mentioned above that CPGs are required to control walking, in the following we use our hexapod simulator to test if alternative interpretations may be possible that show the same emerging intrinsic oscillations.

### All legs deafferented {#sec012}

We will first deal with the results of a study concerning experiments with locusts \[[@pcbi.1007804.ref069]\]. In all these experiments, the three thoracic ganglia of a locust have been deafferented. With this preparation, a number of experiments have been performed by treating only selected ganglia with pilocarpine. The main results are that all six hemiganglia oscillate with a period of about 5 s and show in-phase coupling (recordings from depressor motor neurons), if all three thoracic ganglia were treated with pilocarpine. This result is supported by studies on stick insects *Carausius morosus* \[[@pcbi.1007804.ref067],[@pcbi.1007804.ref072]\]. Corresponding data are also available for rock lobster *Jasus lalandii* (\[[@pcbi.1007804.ref073]\]--recordings from retractor muscles, legs autotomized) and for crayfish *Pacifastacus leniusculus* \[[@pcbi.1007804.ref074]\]. When, however, in the study of Knebel et al. \[[@pcbi.1007804.ref069]\] only the metathoracic ganglion was treated with pilocarpine, right and left hemiganglia of all three thoracic ganglia showed anti-phase coupling. Similar results have been reported for *Carausius morosus* \[[@pcbi.1007804.ref054]\]. Knebel et al. \[[@pcbi.1007804.ref069]\] concluded that the oscillators of neighboring hemiganglia are all coupled via in-phase connections except the hemiganglia of the metathorax, which are coupled in anti-phase. Interestingly, the in-phase coupling observed corresponds quite well to coordination rule 5 \[[@pcbi.1007804.ref015],[@pcbi.1007804.ref092]\] as introduced into Walknet \[[@pcbi.1007804.ref086]\], see [Fig 2](#pcbi.1007804.g002){ref-type="fig"}, ocher units, 5i, 5c and Methods. In neuroWalknet the anti-phase coupling is realized as a connection between both metathoracic hemiganglia (rule 5ch, see [Methods](#sec020){ref-type="sec"}) coupled via inhibitory synapses ([Fig 2](#pcbi.1007804.g002){ref-type="fig"}, ocher units, upper left, lower left).

To what extent is it possible to simulate these results with our controller? To mimic deafferentation, we cut the velocity output to the motors thereby freezing all joint positions. Furthermore, the mode of each leg was set to stance and the inputs to the PMN units, marked by "pilo" in [Fig 2](#pcbi.1007804.g002){ref-type="fig"} (and Methods) were set to high values, thereby simulating the effect of deafferentation and pilocarpine.

When, following the experiment of Knebel et al. \[[@pcbi.1007804.ref069]\], in our simulation either only the prothoracic ganglion or only the mesothoracic ganglion was "treated with pilocarpine", all six hemiganglia oscillated in-phase ([Fig 8B and 8C](#pcbi.1007804.g008){ref-type="fig"}, activation of depressor motor neuron). The same result was found when all three ganglia were treated with pilocarpine ([Fig 8A](#pcbi.1007804.g008){ref-type="fig"}). When however only the metathoracic ganglion was treated, ipsilateral hemiganglia remain in-phase, but all contralateral hemiganglia oscillated in anti-phase ([Fig 8D](#pcbi.1007804.g008){ref-type="fig"}). These simulation results agree well with the findings of Knebel et al. \[[@pcbi.1007804.ref069]\].

![A-D. Simulation of experiments of deafferented locusts \[[@pcbi.1007804.ref069]\]. Black bars show activation of depressor muscle output (\> 0 mV). A) all thoracic ganglia treated with pilocarpine, B) only prothoracic ganglion treated, C) only mesothoracic ganglion treated, D) only metathoracic ganglion treated. Last five periods show stable state. Abscissa: time (s).](pcbi.1007804.g008){#pcbi.1007804.g008}

In the simulation given in [Fig 8A, 8B and 8C](#pcbi.1007804.g008){ref-type="fig"}, the antiphase influence occurring between the hind legs was apparently overridden by the stronger in-phase coupling of the other leg pairs. Note that influences from rules 1--3 were not effective in this situation as sensory input concerning leg position is fixed (and leg controllers were assumed to be in stance mode during the application of pilocarpine). Therefore, the critical effects resulted from rule 5 influences plus the extension assuming a contralateral inhibitory connection between the hind leg controllers (rule 5ch).

These simulations show that results of Knebel et al. \[[@pcbi.1007804.ref069]\] can be reproduced although the leg controller does not contain any CPG that triggers the rhythmic movement during normal walking, i.e. controls patterns characterized as pentapod, tetrapod or tripod. Rather, due to the pilocarpine driven high excitation of both premotor units of the beta joint and sufficiently high mutual inhibition via the red units (PMN) connecting both branches ([Fig 2](#pcbi.1007804.g002){ref-type="fig"}), the four-unit premotor network started to oscillate with a period of about 5 s.

As rule 5 connections are applied to the alpha joint, too, independent oscillations were also observed in the retractor-protractor system, which was however not (yet) investigated by Knebel et al. \[[@pcbi.1007804.ref069]\].

Coupling among both premotor units of the beta branches is assumed here in a way to produce levator and depressor activity with asymmetric ratio as observed in the animal (here we use a ratio of about 1: 2 duration). The connection weights could of course easily be changed to produce other, for example more symmetric relations.

### Intact walking legs and deafferented legs {#sec013}

In the following two sections, we show that neuroWalknet can even handle rather artificial situations that animals had been exposed to previously in experimental conditions. Borgmann et al. \[[@pcbi.1007804.ref068],[@pcbi.1007804.ref072]\] studied *Carausius morosus*, where one intact leg, for example the right front leg, was walking on a treadmill while the other legs were amputated, i.e. deafferented only \[[@pcbi.1007804.ref068]\], or in addition treated with pilocarpine \[[@pcbi.1007804.ref072]\]. The authors recorded movement and retractor activation of the walking leg (right front leg) and neuronal activity of the other ipsilateral legs. Recordings from the retractor motor neurons of middle legs and hind legs being deafferented and treated with pilocarpine showed that all ipsilateral hemiganglia were driven in-phase with the stance mode, i.e. retractor activation of the walking leg. Interestingly, corresponding results have been observed by Clarac and Chasserat \[[@pcbi.1007804.ref073]\] studying rock lobster *Jasus lalandii* (legs autotomized).

How would neuroWalknet behave in this situation? [Fig 9](#pcbi.1007804.g009){ref-type="fig"} shows the result when the left front leg (not the right one as used by Borgmann et al. \[[@pcbi.1007804.ref072]\]) was allowed to walk while all other legs were deafferented and "treated with pilocarpine" as used for simulation of the Knebel et al. \[[@pcbi.1007804.ref069]\] experiments. In the simulation, all remaining ipsilateral hemiganglia oscillated in-phase and with the same period as the walking leg. This means that the oscillatory elements appear to be driven by the rhythm of the walking leg. As shown in [Fig 9](#pcbi.1007804.g009){ref-type="fig"}, the simulation further predicts that contralateral legs should oscillate in-phase. To our knowledge such recordings have not been performed yet. Simulation of different walking velocities are provided in Supporting information [S4 Fig](#pcbi.1007804.s004){ref-type="supplementary-material"} indicating that the right hind leg appears to be less strongly coupled to the walking leg than all other legs. Note that this simulation may also be considered as an explanation of results of Wendler \[[@pcbi.1007804.ref093]\], who observed stumps of amputated middle legs moving in-phase with the intact ipsilateral front leg walking on a treadwheel.

![Simulation of experiments with stick insects, one leg (FL) walking on a treadmill (velocity neuron set to 30 mV), while the other legs are deafferented and treated with pilocarpine (in Borgmann et al. \[[@pcbi.1007804.ref072]\], only ipsilateral legs were recorded).\
Black bars show retractor muscle output (\> 0 mV). For further velocities see [Supporting information](#sec031){ref-type="sec"} [S4 Fig](#pcbi.1007804.s004){ref-type="supplementary-material"} Abscissa: time (s).](pcbi.1007804.g009){#pcbi.1007804.g009}

### Standing legs in walking insect {#sec014}

Finally, a set of experiments will be discussed, where animals were supported above a treadmill, but only a few legs were able to walk, i.e. able to move the wheel. Different to the case of Borgmann et al. \[[@pcbi.1007804.ref072]\], the other legs were not deafferented, but remained intact and were being placed to stand on a force transducer each being fixed aside the body. These standing legs often performed oscillating motor output \[[@pcbi.1007804.ref094]\].

A preliminary experiment of this kind has been performed with the rock lobster (*Jasus lalandii*), but with only one leg on a force transducer \[[@pcbi.1007804.ref095]\]. The leg standing on the fixed force transducer showed rhythmic, backward directed forces in-phase with stance movement of the anterior neighboring walking leg. More detailed experiments were performed with stick insects *Carausius morosus*, where different configurations of walking and standing legs have been studied \[[@pcbi.1007804.ref076]\]. It was however difficult to obtain clear results in some of these experiments, probably because in these quite unnatural situations rules 1--3 influences and rule 5 influences are superimposed leading to irregular behaviors difficult to analyze. Another problem concerns simulation of these experiments. Animals are supported above a treadwheel. However, for technical reasons a robot could not be supports above a treadwheel. Instead, the simulated robot is walking with three or four legs, while the fixed legs are not allowed to move but are therefore slipping on the ground which may lead to not well structured walking movements. We therefore focus on only those three cases where at least three neighboring legs are walking. In these cases, a separation between rule 1--3 effects and rule 5 effects appears to be possible at least to some extent. Here we show results and simulation of those cases where the experimental results showed obvious maxima concerning appearance of posterior extreme positions (PEP) of walking legs and force maxima of standing legs.

First, we consider the case, where both front legs and both middle legs that walk on the treadmill show an about normal walking coordination ([Fig 10A](#pcbi.1007804.g010){ref-type="fig"}, simulation; D, biological data). Each of the standing hind legs showed strong forces pointing rearward in-phase with the retraction of the ipsilateral middle leg. This result is recognizable in both behavior and simulation. How could this result be explained? In this situation, rule 3i-influences from middle legs to hind legs were not effective as the hind legs adopted a constant position in stance mode. Rule 5-influences from hind legs to walking middle legs had no effect when the middle leg was in swing mode. If the middle leg was in stance state, there was no specific change in leg velocity as all legs walking are mechanically coupled via the substrate. However, the standing hind legs appear to have received rule 5-influence from their neighboring middle legs elicited due to high friction in the middle legs walking on the treadmill. This effect was stabilized further by the anti-phase influence of rule 5ch active between both hind legs. Thus, there is an at least qualitative agreement between behavior and simulation.

![Simulation of experiments where stick insects walk tethered on a treadmill with selected legs standing on force transducer platforms.\
Shown are activations of retractor motor neurons (\> 7 mV) over time (s) in A) to C). Corresponding experimental results \[[@pcbi.1007804.ref076],[@pcbi.1007804.ref086]\] are given in D, E, F, respectively: Phase histograms of the beginning of the retraction in the walking legs (shown in white), force histograms of the maximum force in the standing legs (dark). Reference leg starting with the beginning of the retraction movement. In A) and D) both front legs and both middle legs are walking while both hind legs are standing. B) and E) shows left legs walking and right legs standing. C) and F) show both front legs standing, both middle legs and both hind legs walking \[[@pcbi.1007804.ref076],[@pcbi.1007804.ref086]\]. Walking velocity neurons set to 30 mV.](pcbi.1007804.g010){#pcbi.1007804.g010}

Another interesting case ([Fig 10B](#pcbi.1007804.g010){ref-type="fig"}) is given when the three left legs were walking on the wheel while each right leg was standing on its force transducer. The walking left legs showed a pattern somewhat slower than ideal tripod (behavioral data, see [Fig 10E](#pcbi.1007804.g010){ref-type="fig"}). The standing right front leg showed two force maxima, one in-phase with beginning of stance of the left, walking front leg, the second one being in-phase with force maximum of the right middle leg. The latter was in-phase with stance beginning of the left, walking middle leg (an in-phase influence to the right middle leg from the first maximum of the right, ipsilateral, front leg may exist but is not significant).

How could this behavior be explained? The right front leg received rule 5-influence from the left front leg when starting stance which lead to its first (left) maximum. The second maximum was elicited by rule 5 input from the ipsilateral, standing middle leg, which in turn resulted from the beginning of stance of the left, walking middle leg. An ipsilateral rule 5-influence from the right front leg may exist, but if so, might have been suppressed by less focused rule 5 influences from the standing (right) hind leg. The bimodal force output of front leg and middle leg is clearly visible in the simulation. The unclear force distribution in the right hind leg may result from opposing influences, first the ipsilateral rule 5 influence from the right middle leg and second the weaker anti-phase influence via rule 5ch from the left hind leg. There is a broad maximum in the standing hind leg ([Fig 10E](#pcbi.1007804.g010){ref-type="fig"}), but it is not clear if this maximum agrees with the one observed in the simulation.

The interpretation of the case shown in [Fig 10C and 10F](#pcbi.1007804.g010){ref-type="fig"}--both front legs are standing on a force transducer--seems more difficult, as there is only weak coupling between right and left walking legs. This may result from lacking of 3i-influences from front legs to middle legs which includes lacking 2c and 3c coupling via the front legs. A phase shift between contralateral neighboring walking (middle and hind) legs is also observed in the simulation. In contrast, both standing front legs showed strong in-phase coupling, being recognized in behavior and simulation ([Fig 10C and 10F](#pcbi.1007804.g010){ref-type="fig"}). Extreme in-phase coupling between front legs had been reported by Cruse and Saxler (\[[@pcbi.1007804.ref094]\], their [Fig 3](#pcbi.1007804.g003){ref-type="fig"}) suggesting a quite strong rule 5-influence, at least in a situation where both front legs try to pull the body forward. The asymmetric distribution of the force maxima in the front legs results from the fact that left middle leg was used as reference in this evaluation.

Taken together, the behavior observed in quite unnatural situations of standing legs in a walking animal appears to be, at least in principle, in accordance with the properties implemented in neuroWalknet.

Discussion {#sec015}
==========

How to control natural behavior that requires more than just controlling simple reflexes is still a question under debate. 'Natural behavior' means that the agent has to deal with a complex, unpredictable environment as well as with a motor system that is characterized by a high number of degrees of freedom (e.g., joints). These DoFs may be arranged serially or in parallel and usually include redundant DoFs, i.e. an arrangement where several solutions are possible to reach the same behavioral goal. Hexapod walking and climbing on unstructured substrate represents such a case. Here, we propose an artificial neural network, neuroWalknet, a decentralized controller which is suited to approach such problems and which represents a testable hypothesis as to how walking behavior as studied in insects may be controlled. The neuronal basis of the neuroWalknet approach complements the original Walknet approach \[[@pcbi.1007804.ref023]\] with a detailed neuronal realization based on an antagonistic structure.

This neural-based control approach was tested in different behavioral settings. neuroWalknet is able to produce footfall patterns that include "tripod" patterns, "tetrapod" patterns, "pentapod" patterns as well as various stable intermediate patterns. These patterns form a continuous multitude as has been observed in stick insects \[[@pcbi.1007804.ref034]\] and in *Drosophila* \[[@pcbi.1007804.ref049]\], which has recently been supported by a detailed study of DeAngelis et al. \[[@pcbi.1007804.ref050]\], and to some extent in cockroaches (e.g., \[[@pcbi.1007804.ref013],[@pcbi.1007804.ref048]\]). The patterns are robust with respect to disturbances provided by different starting configurations, for example. For a specific range of velocities, mirror image patterns are possible with phase coupling among contralateral legs deviating from phase values of 0.5. Patterns recently described as non-canonical by DeAngelis et al. \[[@pcbi.1007804.ref050]\] can be observed, too (e.g., [Fig 3C](#pcbi.1007804.g003){ref-type="fig"}). Although for *Drosophila* DeAngelis et al. \[[@pcbi.1007804.ref050]\] report phase values of 0.5 for contralateral legs, their individual examples show deviations from antiphase as found in our simulation. The phase value of 0.5 might therefore result from averaging possibly not recognized mirror image walks. Furthermore, neuroWalknet allows for backward walking and negotiation of curves. A leg controller of this type may be classified as a "free-gait" controller \[[@pcbi.1007804.ref023]\] because the network does not rely on motor memories representing explicitly defined specific patterns. Rather, the behavioral patterns observed reveal emergent properties of a decentralized neuronal architecture, which easily allows for starting or interrupting a walk or changing the velocity. Thus, the new controller corresponds well to established behavioral data.

In addition, the controller allows to simulate results of neurophysiological studies generally assumed to support the concept that CPGs are required to control the rhythmic movements of walking legs. We show that control of walking can be explained without relying on this concept.

In general, neuroWalknet is a dynamical systems approach from which activities emerge in interaction between different decentralized components of the control system and with the environment mediated through the body. In the following, we will compare neuroWalknet with corresponding biological data on the neuronal level, the level of the leg controller and that concerning interleg coordination.

A) Neuronal counterparts {#sec016}
------------------------

neuroWalknet may provide a functional counterpart for some neurons described in neurophysiological studies, thereby providing an idea as to how these neurons might be embedded into a complete system.

*Representation of Walking Parameters on the neuronal level*: In *Drosophila*, Bidaye et al. \[[@pcbi.1007804.ref091]\] and DeAngelis et al. \[[@pcbi.1007804.ref050]\] found and characterized two 'moonwalker descending neurons' (MDN) on either side in the protocerebrum, which may stabilize backward walking. These neurons may functionally correspond to one of the four motivation units required to decide between forward mode and backward mode and to stabilize the latter ([Fig 2](#pcbi.1007804.g002){ref-type="fig"}, rightmost dark gray units, "backward") activated by antennal stimulation. Furthermore, they found a 'moonwalker ascending neuron' (MAN). This unit may correspond to the upper central dark gray unit in [Fig 2](#pcbi.1007804.g002){ref-type="fig"}, which stabilizes backward walking by inhibiting the leftmost dark gray unit ("forward").

Kai and Okada \[[@pcbi.1007804.ref096]\] described a group of neurons observed in crickets that fire closely related to walking velocity. Functionally related neurons have been found in the central complex of cockroaches \[[@pcbi.1007804.ref009]\]. These neurons may correspond to the neuron shown in [Fig 2](#pcbi.1007804.g002){ref-type="fig"} (leftmost white unit) as it represents the current walking velocity.

*Neural representation of Searching Movements as part of an Adaptive Swing Movement*: In stick insects, searching movements of a leg are observed if the leg at the end of the swing movement is not stopped by ground contact \[[@pcbi.1007804.ref035]\]. Frequencies of searching movements are about 3 Hz (and about 10 Hz in *Drosophila*, \[[@pcbi.1007804.ref097]\]). In both cases, these values correspond to that of the uppermost leg frequency during fast walking. One may therefore ask if such searching movements represent a distinct behavior which would be addressed separately on the level of motor selection, or if searching movements just simply are part of an adaptive swing behavior. In an excellent study concerning the control of searching movements, Berg et al. \[[@pcbi.1007804.ref098]\] investigated the contribution of non-spiking inhibitory interneurons during stance and during swing as well as during performance of searching movements in a restrained middle leg and found two antagonistically active groups. One group is hyperpolarized during flexor activity, while neurons of the other group are depolarized during flexor activity. Two neurons, I1 and I4, each belonging to one of either group, have been studied in more detail. I1 belongs to the former group and is active during stance, I4 belongs to the latter one and is active during swing movement and during searching movements in *Carausius morosus*. Berg et al. \[[@pcbi.1007804.ref098]\] could show that swing and search is stopped either by foot contact or by hyperpolarization of I4. Artificial neurons of this type are found in neuroWalknet, too, whereby the lower light grey unit in [Fig 2](#pcbi.1007804.g002){ref-type="fig"} may correspond to a neuron like I4 and the upper light grey unit may correspond to a neuron like I1. If this interpretation is correct, an additional neuronal unit representing a searching movement would not be necessary, contrary to what has been postulated by Berg et al. \[[@pcbi.1007804.ref098]\] and tested in a simulation by Szczecinski and Quinn \[[@pcbi.1007804.ref099]\]. Therefore, swing and search behavior may result as an emergent property from the network already required for basic walking. Consequently, the oscillations observed during searching result from the properties of negative feedback loops controlling the joints during swing as given in neuroWalknet (see also \[[@pcbi.1007804.ref035]\]).

*Ring network and Central Complex*: A hypothetical ring net as proposed here to exist in each thoracic hemiganglion (Methods, [Fig 11](#pcbi.1007804.g011){ref-type="fig"}) shows parallels to the ring network forming the central complex, a prominent structure in the insect brain. As interpreted by Stone et al. \[[@pcbi.1007804.ref100]\] and others, this structure may serve for vector navigation. To this end, it receives input used to record the direction of current body axis in a geocentric coordinate system and information concerning the currently desired walking direction theta measured in a body-fixed coordinate system. These signals are projected to the noduli. Stone et al. \[[@pcbi.1007804.ref100]\] postulate that the noduli provide a vector representing the walking direction which is given to the motor system (for neurophysiological data see also \[[@pcbi.1007804.ref101]\]). Our proposed ring net (Methods, [Fig 11](#pcbi.1007804.g011){ref-type="fig"}) receives as input angle theta and the current leg position represented by angle alpha, and provides as output a direct influence on alpha angle and on gamma angle of the corresponding leg, as described in Methods, representing the components forming the leg trajectory. This means, when compared with the central complex, the leg ring network might represent a similar, but much simpler structure where layers 2 and 3 correspond to the input to the protocerebral bridge and layer 4 and 5 plus units O1 --O4 ([Fig 11](#pcbi.1007804.g011){ref-type="fig"}) represent the functional aspect of the noduli. Neurons providing information from the brain to the hypothetical ring net of each leg may be represented by descending neurons as for example described by Träger and Homberg \[[@pcbi.1007804.ref102]\].

![Ring net.\
A) Angle delta (leg position, angle alpha, and walking direction, theta) determines the contribution of alpha joint and gamma joint during stance. Column 1 (right) represents angle delta in spatial coding. Depending on desired velocity of the leg (vel) and angle delta the motor output for the retractor (O2), for flexor (O3) and for extensor (O4) are computed. Protraction (O1) is not yet implemented. Units marked with green dots show, as an example case, activation of the net by a delta value input of spatial code 6 (e.g., theta = 0 degrees and alpha = 25 mV). B) Organisation of ring net, schematically. Input: layers 1--3, green. Input delta = alpha--theta. The analog value delta (in mV) is transformed to the spatial coding version ([Fig 2](#pcbi.1007804.g002){ref-type="fig"}, box "spatial coding"), which is then given to the circle marked green. Output: Layer 4 (red, grey) controls the alpha joint (red: retractor, unit O2, green: protractor, unit O1, not used in the current version). Layer 5 (blue, yellow) controls the gamma joint (blue: flexor, unit O3, yellow: extensor, unit O4). Letter C (for numbers of circle units, Fig 11A) is not shown in Fig 11B.](pcbi.1007804.g011){#pcbi.1007804.g011}

One may therefore speculate that the ring net, assumed to be realized in each thoracic hemiganglion, may be an evolutionary early, simple network suited for controlling the individual legs. The central complex may have arisen later as a merged version of right and left ring networks thereby forming a centralized and more sophisticated structure required for controlling the walking direction of the animal to be used for vector navigation \[[@pcbi.1007804.ref100],[@pcbi.1007804.ref103]\]. Information concerning desired walking direction provided by the central complex may then be given to each of the six ring nets.

B) Individual leg control {#sec017}
-------------------------

neuroWalknet is based on detailed neural control networks and includes antagonistic structures. This allows to analyze and compare different hypotheses on the neuronal level.

*Control of the movement of an individual leg*: For their model, Daun-Gruhn and Büschges (\[[@pcbi.1007804.ref026]\], their Fig 3) introduced an interesting distinction between "timing" and "magnitude". Timing is controlled by a structure based on lateral inhibition, in their case a CPG that depends on internal commands (e.g., global velocity) and on sensory signals. Magnitude concerns the determination of the strength of motor output depending on sensory feedback. In principle, this concept is also applicable to the structure of neuroWalknet. The main difference to neuroWalknet is twofold. First, there is only one controller for timing, represented by the four light grey units, that concerns all three joints of a leg, whereas in the model of Daun-Gruhn and Büschges \[[@pcbi.1007804.ref026]\] and of Rubeo et al. \[[@pcbi.1007804.ref077]\] each joint has its own "timer", the CPG of the respective joint. Second, in neuroWalknet the "timer" is realized as a bistable monopole, a network that can adopt one of two possible stable states. A change from one state to the other is only possible if strong enough external signals are provided. As shown in [Fig 2](#pcbi.1007804.g002){ref-type="fig"}, the leftmost ("swing") and the rightmost ("stance") light grey units receive input from sensors (leg position, load) of the own leg and, via coordination signals, from neighboring legs, which in turn depend on the positions and on the state of units "swing" and "stance" of those legs as well as on the global velocity signal. Note that this "timer" does not operate with time explicitly, but instead exploits embodied time signals.

A bistable monopole, given by mutual inhibition between units "swing" and "stance" is indeed necessary for two reasons: When the hexapod starts with an uncomfortable leg configuration, both units might receive contradictory signals which requires a decision as to which of both units should be activated. But the inhibitory connections are also necessary during stable walking, because during walking there are time periods where none of both units receives input. In this case, the mutual inhibition system acts as a short term memory maintaining the actual state until new input is arriving. Application of a bistable monopole is in full agreement with the contributions of Bässler \[[@pcbi.1007804.ref018]\] and Pearson \[[@pcbi.1007804.ref022]\] concerning a thorough definition of CPGs. Correspondingly, the network controlling states forward and backward ([Fig 2](#pcbi.1007804.g002){ref-type="fig"}, dark grey units, upper right), another bistable monopole, does not oscillate, either.

For simulation of cockroach running, Rubeo et al. \[[@pcbi.1007804.ref077]\] use CPGs for each joint as a basis to control walking rhythms. They connect neighboring legs by direct coupling of the flexor muscles MNs (corresponding to the levator muscle of stick insects) through coordination rules 1--3. Different to Hector, the authors applied a much more sophisticated simulation of, in this case Hill-type, muscles focusing on tripod pattern with a given velocity. The most important difference is that in neuroWalknet, leg control depends on the swing--stance pair of units (marked by light grey units). As a consequence, in neuroWalknet control of joints is not strictly connected to the higher-level control represented by the light grey units. Therefore, different controller types can easily be used for either swing or stance. But also within stance state or swing state variable application of antagonistic muscles is possible (e.g., [S1A Fig](#pcbi.1007804.s001){ref-type="supplementary-material"}, e.g., alpha joint, gamma joint). This means that implementation of avoidance reflexes or short steps as well as searching behavior appears easy within neuroWalknet, because a local change of antagonistic muscles does not influence the overall state of the leg. Furthermore, as no CPGs are applied on this level, our structure strongly simplifies height control, negotiation of curves and dealing with disturbances, as no dynamical oscillatory systems have to be constrained. This is particularly obvious for starting and stopping. As shown by Tóth and Daun \[[@pcbi.1007804.ref087]\], in their system based on coupled oscillators various conditions have to be fulfilled to overcome the dynamic behavior of such a system (related problems are described by Rubeo et al. \[[@pcbi.1007804.ref077]\]). This is in strong contrast to our solution, where simple setting of global velocity from zero to a positive value or back is sufficient. This means that application of the structure representing a bistable monopole increases the adaptivity of the behavior dramatically and shows that for walking CPGs are not necessary, but instead may rather cause negative effects. Different approaches on legged robots apply simple CPG approaches for temporal coordination \[[@pcbi.1007804.ref027],[@pcbi.1007804.ref104]\]. While these excel at spatial coordination in rough terrain, recently Bellicoso et al. \[[@pcbi.1007804.ref105]\] argued that---for their case of a quadruped robot---climbing and changing environmental situations also require adaptation on the temporal level which appeared difficult when dealing with fixed gaits. Operating with CPGs the approach of Rubeo et al. \[[@pcbi.1007804.ref077]\] resembles more our simulation of running (Supporting information S2 PDF and in [S9 Video](#pcbi.1007804.s016){ref-type="supplementary-material"}).

Akay et al. \[[@pcbi.1007804.ref106]\] show that, during active walking, stimulation of specific campaniform sensilla (CS) elicit a switch from protractor activation to retractor activation, which might be interpreted as to switch from swing to stance. Interestingly, the authors show that such an influence can also be observed when the insect is deafferented (except the CS input) and treated with pilocarpine. They also show that the CS influence does not influence the motor neurons directly, i.e. does not circumvent the system that is responsible for the oscillations elicited by pilocarpine. As a next step the authors assume that the network showing artificially elicited oscillations are exactly those structures that are responsible for controlling the walking rhythm assuming a minimal structure (Ockham's razor). From our point of view, this introduces the problem that they take this as a basic assumption without considering other possibilities or explanations. Here, we want to point out the difference to our approach: We do not take this assumption as the given cause of any rhythmic locomotion. Instead, we assume that control of walking "rhythm" is located at a higher level, the network shown in light grey in [Fig 2](#pcbi.1007804.g002){ref-type="fig"}. That means we have two networks, one, the PMN net, that oscillate only when treated with pilocarpine, and another one, the light grey net, that allows for quasi-rhythmic motor output, which does, however, not operate as a central pattern oscillator. Rather, it is part of---as it has sometimes been called---, a peripheral oscillator (i.e., based on sensory input).Therefore we propose as an alternative that, for walking, no CPGs are used but only one bistable monopol per leg, which has advantages on the functional level as mentioned above.

*Levator Reflex*: The levator reflex in *Carausius morosus* is elicited if during swing movement the leg touches an obstacle. In this case, the leg shows a brief retraction accompanied by a levation, followed by protraction to continue the swing movement (e.g., \[[@pcbi.1007804.ref078],[@pcbi.1007804.ref107]\]). This reflex has been implemented as it can easily be simulated if a tactile stimulus to femur or tibia is represented by a fictive sensor and the stimulus is given via a neuron to the retractor branch and to the levator branch as has been shown by Schumm and Cruse \[[@pcbi.1007804.ref078]\].

C) Interleg coordination {#sec018}
------------------------

In the following, we will further discuss specific aspects concerning interleg coordination in more detail.

*No Central Rhythms required for slow walking*: neuroWalknet, a free gait controller, enables not only the emergence of a continuum of gaits as found in insects, but can also produce central rhythms as observed in a number of neurophysiological studies on insects \[[@pcbi.1007804.ref054],[@pcbi.1007804.ref067],[@pcbi.1007804.ref069]\] and crustaceans (*Jasus lalandii \[[@pcbi.1007804.ref073]\]*; crayfish \[[@pcbi.1007804.ref074]\]). Furthermore, several experiments can, on a qualitative level, be explained in which either neurophysiological recordings in deafferented legs are combined with legs walking on a treadmill \[[@pcbi.1007804.ref072]\] or where intact legs standing on a fixed force transducer are combined with legs walking on a treadmill \[[@pcbi.1007804.ref076]\]. In the latter case, oscillatory motor output can be observed although no pilocarpine has been applied. Interestingly, in principle corresponding results have also been observed in crustaceans \[[@pcbi.1007804.ref073],[@pcbi.1007804.ref095]\], arguing for a general relevance of a controller structure proposed challenging the generally accepted view that CPGs observed in different insects or crustaceans do represent the basis for the control of multi-legged walking.

How can footfall patterns as tripod, tetrapod, pentapod or intermediate patterns emerge depending on velocity only although neuroWalknet, for forward walking, does not contain separate subnets to be switched on or off, nor are there neuronal weights being varied? To provide a qualitative explanation, we introduce four "dummies" D1 --D4 that symbolize seemingly in-phase coordination influences between diagonally neighboring legs as indicated in [Fig 4B](#pcbi.1007804.g004){ref-type="fig"}. In neuroWalknet these four diagonally active dummies are based on coordination rules R2i and R2c. Specifically, D1 acts between HL and MR (realized by R2i from HR to MR and by R2c from HR to HL), and correspondingly D2 between ML and FR, D3 between HR and ML, and D4 between MR and FL.

In short, the effect of these four dummies can be characterized as follows. For velocity neurons set to values about equal or larger than 40 mV, all four dummies operate together supporting each other and thereby stabilize a tripod pattern. As velocity input decreases below 40 mV, such a cooperation is not any more possible. In the range from 32.5 mV until 15 mV only two of the four dummies (either D1 and D2 or D3 and D4) cooperate effectively by supporting each others swing movements. In this range, the attractor allows for tetrapod patterns with the corresponding diagonal leg pairs showing quite strict synchronies. The other two dummies are not effective because their signals appear in an early leg position where swing cannot be elicited yet. They are however able to activate the corresponding mirror image version (e.g., [Fig 4B](#pcbi.1007804.g004){ref-type="fig"}). The power of the dummies decreases with velocity due to the high pass filter properties of R2i ([Fig 2](#pcbi.1007804.g002){ref-type="fig"}). Therefore, they are not any more effective below velocity inputs of 15 mV, which leads, for velocity inputs equal or smaller than about 10 mV, to pentapod patterns and phase values of 0.5 between contralateral legs. As shown in [S2 Fig](#pcbi.1007804.s002){ref-type="supplementary-material"}, in the cases of 37.5 mV and 35 mV stable intermediate patterns can be observed. Similarly, stable patterns can be observed around velocity neurons set to 12.5 mV which however are neither tetrapod nor pentapod.

*Testing other types of coordination between legs*: Concerning coordination influences between legs, Tóth and Daun \[[@pcbi.1007804.ref087]\] postulate that various direct coupling connections between hind legs and front legs are necessary to establish coordinated locomotor pattern. There are, however, no experimental hints supporting such an assumption. Their conclusion appears to be valid only under the assumption that CPGs are indeed responsible for control of walking. neuroWalknet does neither contain direct coupling between front legs and hind legs, nor does it use CPGs to control walking rhythm, but nonetheless allows the control of different patterns plus stable intermediate patterns as observed in stick insects and *Drosophila*. Thus, neuroWalknet can explain more data with less effort.

*Interleg coupling dependent on walking velocity*: Along a similar line, Borgmann and Büschges \[[@pcbi.1007804.ref010]\] report that coupling is weaker in slow walking insects compared to fast walking. Indeed, the simulation with neuroWalknet shows that for very slow velocities (e.g., velocity neurons to 10 mV or less) and arbitrary starting configurations it may take more time until a stable pattern is reached. However, weak coupling observed on the behavioral level does not mean that neuronal parameters, i.e. synaptic weights, are changing depending on velocity. In neuroWalknet this effect is simply caused by signals that--sent via the coordination channels--occur more rarely in slow walking. Therefore, more time is required until a stable pattern is reached after a given disturbance.

DeAngelis et al. \[[@pcbi.1007804.ref050]\] propose a very simple network for interleg coordination in *Drosophila* with contralateral legs using only phase value of 0.5, ipsilateral legs using only forward directed influences and all parameters are independent of walking velocity. For stick insect (*Carausius morosus*) detailed studies show that ipsilateral coupling operates in both directions and contralateral legs show phase values that differ from 0.5 during tetrapod walking. These data and those from Graham \[[@pcbi.1007804.ref034]\] further show that both ipsilateral coupling and contralateral coupling depends on velocity. Therefore, the coordination influences in *Drosophila* may be simpler than those found in *Carausius*, or studies that reveal more detailed behavior as performed with *Carausius* (review \[[@pcbi.1007804.ref014],[@pcbi.1007804.ref023]\]) are lacking in *Drosophila*.

*Interleg coupling dependent on walking direction*: As illustrated in [Fig 7](#pcbi.1007804.g007){ref-type="fig"}, walking backward shows stable footfall patterns similar to those observed during forward walking. This seems to be in contrast to the results of Pfeffer et al. \[[@pcbi.1007804.ref108]\], who stated that coordination in backward walking ants is weaker than in forward walking. The reason for this weak coordination may be that in these experiments ants had to carry higher load when walking backwards which provides irregular sensory input that may disturb the controller or, that the ants simply adopt a lower velocity (see above). So, actual coordination observed on the behavioral level is weaker indeed, but this does not necessarily mean that neuronal parameters responsible for interleg coordination have changed.

*Backward walking*: Szczecinski et al. \[[@pcbi.1007804.ref109]\] could show that a more statically stable version of hexapod backward walking can be observed when the direction of the ipsilateral sequence "rear-middle-front" of legs swinging is reversed to "front-middle-rear". This sequence has indeed been observed in *Drosophila* \[[@pcbi.1007804.ref091]\] and in *Aretaon asperrimus* \[[@pcbi.1007804.ref085]\], but not in *Carausius morosus* \[[@pcbi.1007804.ref084]\]. Here we adopted the simple version that leads to the *Carausius* pattern. The alternative pattern, which may meet the situation of other insects, would at least require introduction of additional, inverted versions of rules 1 and 2i, that operate from any leg to its posterior neighboring leg. Qualitative behavioral observations indicate that *Carausius morosus* appears to avoid spontaneous backward walking, which suggests that this species may not be equipped with further specific rules allowing for more "comfortable" backward walking, in contrast to species like *Aretaon* or *Drosophila*.

*Curve Walking*: One well documented case of curve walking \[[@pcbi.1007804.ref057]\] allowed us to test the ability of the controller to negotiate curves ([Fig 6](#pcbi.1007804.g006){ref-type="fig"}). We have introduced a new neuronal element, "local (theta)" ([Fig 2](#pcbi.1007804.g002){ref-type="fig"}, box local (theta)), that, together with the ring network, is able to allow for negotiation of curves. However, this was only done as a proof of concept for that specific turning angle theta, because only for this case sufficient data were available. The results are similar to the data provided by Dürr and Ebeling \[[@pcbi.1007804.ref057]\], but there are also obvious differences. Specifically, there are more irregular steps of the inner hind leg observed in the animals compared to those seen in simulation. This may be due to swing movements not being recognized in the experiment because the vertical amplitude is small and the leg may not leave the ground due to the current load distribution of the specific leg configuration. Therefore, simulation results recording neuronal activity ([Fig 6](#pcbi.1007804.g006){ref-type="fig"}) could appear as more regular than the behavioral results (\[[@pcbi.1007804.ref057]\], their Fig 2Aii).

Taken together, simulation of this specific case shows sufficient agreement with the behavioral results and might therefore be considered as a proof of concept for control of curve walking. However, more biological data would be required to expand the simulation for being able to describe turning on a more general level.

*Stability of behavioral patterns*: Studying the stability of behavioral patterns, as in our case represented by the footfall patterns, is difficult as the system may be characterized by showing bifurcations where small disturbances may lead to large effects. The system might reach its attractor via a short trajectory or it might require a longer trajectory, or, if there are two attractors (see example [Fig 4](#pcbi.1007804.g004){ref-type="fig"}), it might switch to the other attractor. Apart from choosing specific starting configurations we have performed systematic tests with different legs, different velocities and different durations of disturbances. Detailed results are, however, not shown here, as only general qualitative observations are possible (but see specific examples in Figs [3](#pcbi.1007804.g003){ref-type="fig"} and [4](#pcbi.1007804.g004){ref-type="fig"}). In all cases studied the disturbance only affects a couple of steps after which a stable pattern was reached again. Further, in general, as to be expected, lower walking velocity leads to smaller deviations and small disturbances lead to comparatively small deviations from the stable pattern. Overall, these observations are in full agreement with the many observations and different analyses of patterns found in the former Walknet approach (\[[@pcbi.1007804.ref023]\] for a review).

*Running*: Cockroaches, one of the most intensively studied insect as concerns walking, are often characterized as typical tripod (or "double tripod") runners. However, as already reported by Hughes \[[@pcbi.1007804.ref048]\] and \[[@pcbi.1007804.ref038]\] they also use non-tripod gaits. This is supported by results of Bender et al. \[[@pcbi.1007804.ref013]\], Full and Tu \[[@pcbi.1007804.ref019],[@pcbi.1007804.ref110]\], Ting et al. \[[@pcbi.1007804.ref111]\] who found, in cockroaches, a continuum of walking velocities from zero to 0.5 m/s, corresponding to a frequency of nearly 15 steps/s. Therefore, as mentioned earlier for running a controller may be installed that operates without sensory feedback. The generally proposed solution to this problem is to apply CPGs, which may possibly indicate a further evolutionary development allowing for very fast walking or running.

In the Supporting information we show how a corresponding expansion can indeed be implemented in neuroWalknet (Supporting information S2 PDF). Importantly, this expansion exploits (i) already existing structures to introduce CPGs for controlling rhythmic movement, (ii) an intraleg coupling inspired by results of Büschges et al. \[[@pcbi.1007804.ref067]\], and (iii) an interleg coupling based on results of Pearson and Iles \[[@pcbi.1007804.ref112]\]. As for all open-loop control approaches this requires a form of stabilization to counter drift. In CPG-based approaches this is often realized through introducing mechanical limits (which may include nonlinear properties of muscles) on joints or some modulating sensory feedback \[[@pcbi.1007804.ref113]\]. This allows for stable walking controlled by cyclic motor output in our case as well. High-speed bipedal running observed in cockroaches \[[@pcbi.1007804.ref019]\] may represent an evolutionary later state, which is however not considered here.

To summarize, many behavioral studies and simulation models take central rhythms as a basis of hexapod walking and see CPGs playing a causal role. But this concept is based on mostly neurophysiological studies and on an only very limited number of behavioral studies under usually quite restricted conditions. For more natural behaviors that require a much higher adaptivity and are characterized by a much higher variability, such approaches seem ill-suited as they assume that the role of sensory information gathered during locomotion only plays a subordinate role. Indeed, such a secondary role of sensory signals required to overcome sensory delay appears an important feature for running in contrast to hexapod walking. Such a distinction of heterogeneous contributions of sensory information on motor control depending on behavioral state might as well be present in mammals (for example, in a recent study, Clancy et al. \[[@pcbi.1007804.ref114]\] found differing connection strength from sensory areas to motor control areas depending on behavioral state and related to locomotion. The authors argued that locomotion might shift cortical control networks more and more into a regime giving greater relevance to sensory feedback for slower velocities.). Adaptive locomotion as found in slow walking, negotiating curves and climbing through twigs seems to require a lot more sensory information for stable behavior. Therefore, neuroWalknet as proposed here agrees well with these findings. It furthermore agrees with principles for hierarchical motor control as proposed by Merel et al. \[[@pcbi.1007804.ref115]\] for mammals. These, partly overlapping, principles concern (a) *information factorization* as different sensory signals are routed to different sub-sections of the network, for example at lower-level control for swing and stance and at higher-level control for forward walking or backward walking, (b) *partial autonomy* as, for example, local reactions to disturbances (e.g., Levator reflex) for lower-level elements, (c) *modular objectives*, as the separation between swing control system ([Fig 2](#pcbi.1007804.g002){ref-type="fig"}, green and red units) and stance control system ([Fig 2](#pcbi.1007804.g002){ref-type="fig"}, blue and red units), (d) *multi-joint coordination* as represented by the swing system controlling swing trajectory, (e) *temporal abstraction* simplifying the control task as higher-level tasks (walking forward vs. walking backward) are separated from lower-level tasks as control of the individual leg, both operating on different time scales, (f) *lower-level movement centers* that generate their own spatiotemporal coordination patterns (e.g., of a leg) which may be realized by structures with or without CPGs.

Conclusion {#sec019}
----------

In this paper, we suggest a new view on the structure of the motor control system of insects. The overall behavior emerges from the interaction between various decentralized 'motor memory' elements organized on different levels and the environment mediated through the body. This view is supported as neuroWalknet can reproduce a wide variety of behaviors and allows in addition to simulate a number of experimental data concerning specific neurophysiological studies, never reached by a former approach.

This is possible because the sensory-motor memory elements are connected in a variable way in the motivation unit network, a recurrent neural network allowing for forming attractor states. Units of this net can be found on several levels, the leg level (swing, stance) or higher levels (forward, backward, run). This structure enables the implementation of even higher levels as are, for example, states like "Searching for food" or "Homing" \[[@pcbi.1007804.ref024],[@pcbi.1007804.ref116]\]. Symbolic elements may not be relevant for a neural structure of stick insects, but there are strong arguments that such elements may be required in other insects, for example honey bees or bumble bees \[[@pcbi.1007804.ref117],[@pcbi.1007804.ref118]\].

neuroWalknet adopts a view different from generally proposed assumptions because the contribution of CPGs is interpreted in a fundamentally different way. Following our interpretation the basic controller concerns slow walking, with strong impact on walking on irregular substrate including the requirement of developing higher forces in longitudinal direction. These properties are realized in both insects and crustaceans, whereas CPG-based running is assumed to having been developed only later. We believe that this view might stimulate comparative studies going beyond the traditional concentration on a small number of species only.

Methods {#sec020}
=======

The simulator consists of two parts, one for the neuronal controller and one for the body of the hexapod robot Hector, which exists as a hardware version and as a dynamic simulation (implementations are publicly available: dynamical simulation environment is realized in C++ and based on the Open Dynamics Engine library, see <https://github.com/malteschilling/hector>; the neuroWalknet controller has been implemented in python (version 3), see <https://github.com/hcruse/neuro_walknet>). Here we use the dynamic simulation. In the following, we will, first, describe the simulation environment, and second, the realization of the neural controller including the neuron model. Finally, we will give details about how specific experiments were realized using the simulation.

The simulated robot Hector {#sec021}
--------------------------

The robot Hector contains six legs with three active joints each and is designed to reflect important aspects of the geometry of stick insects with a scaling factor of 1:20 ([Fig 1](#pcbi.1007804.g001){ref-type="fig"}). The three joints are called alpha joint for the Thorax-Coxa joint, beta joint for the Coxa-Trochantero-femur joint, and gamma joint for the Femur-Tibia joint. Each joint is constructed as a hinge joint (which is a simplification, because in stick insects the basic joint has more than one degree of freedom, and in other insects additional joints can be found). The joint rotation axes are oriented as is the case in stick insect *Carausius morosus*, which means that the axes are not orthogonal, but show different inclinations for each leg \[[@pcbi.1007804.ref081]\]. Mechanoreceptors recording joint position and higher derivatives exist in each joint. In insect legs hair plates or hair rows are found in the Thorax-Coxa joint and the Coxa-Trochanter joint. The prominent sensor in the gamma joint is the femoral Chordotonal organ. However, in all joints there are various other sensors, but it is not known in detail in which way they contribute to the motor control system. Therefore, as a further simplification, we assume that, for each joint, there are antagonistically structured position sensors \[[@pcbi.1007804.ref076],[@pcbi.1007804.ref078],[@pcbi.1007804.ref079]\]. This means that each joint is assumed to contain two sensor structures each of which monitors the full range of joint position, but with increasing excitation in opposite directions, i.e. we deal with redundant structures.

For simplicity, the three leg segments (Coxa, Trochanterofemur, Tibia) are identical for all legs. This differs from the insect where in front legs and in hind legs the Tibia (and to a smaller extent the Femur) is longer than that of the middle leg. Due to the size of the motors and the fact that all legs show the same geometry, the joints have a smaller range of movement compared to that of the animals. Therefore the maximum size of an average step used here is about 33 cm compared to the 40 mm in stick insects, defined by average values of anterior extreme position (AEP) and posterior extreme position (PEP) as used during normal, undisturbed walking. Different to the animals, there is no tarsus, and therefore there are no adhesive structures at the end of the foot. Another difference concerns the position of the center of mass (COM), which in the stick insect is placed between the Coxae of both hind legs, whereas in Hector it is placed slightly in front of the Coxae of both middle legs \[[@pcbi.1007804.ref119]\].

### Measuring the position of the joint and estimating the torque {#sec022}

The simulator and the robot are equipped with joint position sensors that are used for a negative feedback position controller. Neither the robot nor the simulator does (yet) contain explicit force sensors. However, loading or unloading a leg may provide important information. As there are no explicit load sensors given in robot Hector, we recorded the desired position of each joint and the actual position reached after the elastic element of the motor. The difference is used as an approximation of the torque produced by the motor (see [S1B Fig](#pcbi.1007804.s001){ref-type="supplementary-material"}).

### Joint actuation {#sec023}

The purpose of joint actuation is to enable leg trajectories typical for a walking insect. To this end, motorneuron activities drive joint movements via muscles. For a specific muscle, the extensor tibiae muscle of stick insects, a large body of complementary research exists based on physiological studies and simulations \[[@pcbi.1007804.ref120]--[@pcbi.1007804.ref128]\]. In these experiments, legs were cut except one fixed middle leg. The extensor muscle of this leg was then stimulated with various artificial signals. Results showed that effects of inertia and momentum are small in contrast to animals with large limbs. Continuing their earlier studies, v. Twickel et al. \[[@pcbi.1007804.ref127]\] recently proposed a sophisticated Hill-type muscle model that also included a passive antagonist, i.e. flexor muscle. The authors could show that, using this model, swing movement of the gamma joint could indeed successfully be simulated.

As for the robot, different to the insect, inertia and momentum are relevant, we had to take another and more abstracted approach that allows for producing leg trajectories similar to those observed in the stick insects. Inspired by results of Mu and Ritzmann \[[@pcbi.1007804.ref129]\], Tryba and Ritzmann \[[@pcbi.1007804.ref130]\] and Watson and Ritzmann \[[@pcbi.1007804.ref131]\] who have shown for cockroaches (*Blaberus discoidalis*) that the motor neurons control joint velocity. We utilized artificial motor neurons to represent this function ([Fig 2](#pcbi.1007804.g002){ref-type="fig"}, MN). Examples are given in the Supporting information (S1A PDF). The controller of the motor receives these velocity signals as set points for a PID controller. PID control for moving velocity of leg joints is also supported by Levy and Cruse \[[@pcbi.1007804.ref132]\], who found that in a standing stick insect the torques of the leg joints may have changed significantly although position of joints is not changed at all, i.e. velocity is set to zero.

The torques developed to reach the desired velocity can approximately be represented by the deviation between the desired joint position and the real joint position which differ due to an elastic element implemented in the motor \[[@pcbi.1007804.ref081]\]. In the simulation, the spring constants for the beta joint (see below) vary following the relation 8.5:4.5:8.5 for front leg, middle leg and hind leg, respectively. Middle legs are equipped with a softer spring to minimize pitch movements (i.e., tipping to front or back) when the middle legs are in stance mode.

The robot simulator, as the physical robot, is run by an update rate of 100 Hz, i.e. an update time of 10 ms. The motor output is adjusted in such a way that the behavior (duration of swing and stance) shows a ratio of about 10:1 compared to that of stick insects.

The neural Controller {#sec024}
---------------------

We will explain the neural controller starting with the employed neuron model, which is one major change compared to Walknet. The leg level and the individual joint control will be explained second. Third, coordination between legs will be addressed.

### A) Neuron model {#sec025}

The neural controller consists of artificial neurons.:

Activation dynamics of neurons are usually approximated by using Hodgkin-Huxley differential equations \[[@pcbi.1007804.ref133]\] or related versions \[[@pcbi.1007804.ref134]\]. To simplify computation, here we use a reduced version of that equation, similar to that applied by Manoongpong et al. \[[@pcbi.1007804.ref135]\], or Schilling et al. \[[@pcbi.1007804.ref024]\]. For the discrete time domain this is realized in the python implementation as $$v_{update}\left\lbrack i \right\rbrack = v\left\lbrack i \right\rbrack + \left( {‐v\left\lbrack i \right\rbrack + I_{s}yn\left\lbrack i \right\rbrack + I_{a}pp\left\lbrack i \right\rbrack} \right)/C_{m}\left\lbrack i \right\rbrack$$ where \[i\] denotes the index of the neuron, v the voltage at time t-1, *v_update* the updated voltage at time t, *I_syn* the input from synaptic connections. *I_app* external (e.g., sensory) input. This means the dynamics show low pass filter properties with a time (membrane) constant C_m\[i\] of 4.5 ms, if not stated otherwise (for details on the implementation see code base). Update time is 1 ms (= 1000 Hz). The simplifications include a piece-wise linear characteristic, i.e. linear but with a lower threshold of 0 mV and an upper bound of 50 mV. Synaptic inputs are summed up linearly and, separately for excitatory input and inhibitory input, are clipped at 80 mV. Only selected units are in addition equipped with a phasic property to allow for adaptation to a constant input, i.e. these units show properties of bandpass filters (marked HPF for high-pass filter in [Fig 2](#pcbi.1007804.g002){ref-type="fig"}). To approximate the neural dynamics, we applied a nonlinear high-pass filter with a high time constant for decreasing voltage (e.g., 10.0s), whereas small time constants (0.01 s) are applied to recover from values below 0 mV, i.e. for increasing voltage. Following Dale's law \[[@pcbi.1007804.ref136]\], any unit is either inhibitory or excitatory, i.e. a unit is equipped with either excitatory output synapses or inhibitory output synapses.

### B) Leg control {#sec026}

Each leg is controlled by a network of about 164 units (plus ring net, [Fig 11](#pcbi.1007804.g011){ref-type="fig"}) and has an identical architecture. A leg controller consists of three subnets ([Fig 2](#pcbi.1007804.g002){ref-type="fig"}, bottom three rows, marked as alpha, gamma, beta), one for each joint, and a number of global units to allow for switching on or off walking and for switching between walking forward or backward, plus the units required for sending and receiving information to and from other legs for interleg coordination ([Fig 2](#pcbi.1007804.g002){ref-type="fig"}, brown and ocher units). Further, there is a global input to all joint controllers representing the walking velocity of the hexapod (leftmost white unit--upper part of [Fig 2](#pcbi.1007804.g002){ref-type="fig"}, below coordination units shown in brown). This unit receives input between 0 mV and 50 mV. There is sensory feedback from the joints in form of a simplified antagonistic sensor structure illustrated by the black squares containing piecewise linear functions (input: angular degrees, alpha pos., beta pos., gamma pos., output: neuronal excitation in mV). This structure projects on an artificial neuron allowing for activation between 0 and 50 mV.

Correspondingly, we simplify the motor output by considering two antagonistic muscles for each joint, the protractor-retractor group for the alpha joint, the levator-depressor group for the beta joint and the flexor-extensor group for the gamma joint. In the simulation, each muscle pair is represented by one motor as explained above.

Next, we will explain how sensory input elements and motor output elements are connected.

*Control of Beta Joint (bottom part of [Fig 2](#pcbi.1007804.g002){ref-type="fig"}):* The beta controller represents the most simple case: Each of both antagonistic branches ([Fig 2](#pcbi.1007804.g002){ref-type="fig"}, levator above, depressor below) is designed as a negative proportional position feedback (NPPF) controller: each branch receives its sensory input (joint position value, between 0 mV and 50 mV) that is subtracted from a given set point (rightmost red units for each branch). 'Proportional position controller' means that the negative feedback controller behaves like an elastic spring. The value of the set point depends on the state of the leg (swing or stance; these are channeled from light grey units in upper part of [Fig 2](#pcbi.1007804.g002){ref-type="fig"}) and is given by a small network called height net (beta controller, blue and red units, for details see below). The error signals (output of red units marked "error") are then given to the premotor units (PMN, left, units connected via inhibitory neurons) which in turn project to the motor units (leftmost red units, MN). In all joints, the motor output represents a velocity signal which is transformed, via the motor, to a torque signal. To minimize co-contraction, the premotor units of both branches are connected via recurrent lateral inhibition (for details see below).

Behavioral data \[[@pcbi.1007804.ref137]\] suggested the interpretation that, during stance movement, body height, i.e. the distance between body and ground, is controlled by NPPF controllers which operate independently in each leg. In the simulation, we apply a simple network for control of body height. Basically, the beta controller, due to its property to produce proportional error deviations, could already serve as a primitive height controller. However, if the gamma joint adopts large angle values differing too much from a vertical position of the tibia, height control based on the beta controller alone would produce inappropriate set point values. Therefore, signals from gamma angle are also exploited in height net to improve height control. This is done following Fink et al. \[[@pcbi.1007804.ref138]\] via presynaptic inhibition to implement a multiplicative dependence (called devisive normalization) via the synaptic input to the central unit of the three rightmost lower red units ([Fig 2](#pcbi.1007804.g002){ref-type="fig"}). [S1 Fig](#pcbi.1007804.s001){ref-type="supplementary-material"} in the Supporting information illustrates how the set point value of the beta controller depends on gamma angle in a range of 60 to -57 degrees. The range used during normal walking amounts between -9 and -23 degrees.

In the beta controller, when swing mode is started, a unit with bandpass properties (uppermost large green unit, marked HPF) is activated to "disturb" the position controller in such a way that the levator branch is briefly activated leading to a levation of the leg \[[@pcbi.1007804.ref078]\]. As the activation of this unit ceases, the negative position feedback controller pulls the beta joint back to its set position. This "disturbance" signal is applied to agree with the observation that the maximum amplitude of swing movement is constant independent of starting level of the leg \[[@pcbi.1007804.ref078]\]. The signal from this unit may also be given to the extensor branch of the gamma joint controller, which helps to lift the tip of the leg higher up during swing. For very slow velocities this "disturbance" is smaller, leading to a short step (see below).

The controller for the beta joint can be used for both forward walking and backward walking.

*Control of Alpha and Gamma Joint*: Alpha controller and gamma controller have to handle forward and backward walking differently. The structure of both alpha controller and gamma controller requires two symmetric branches: Control distinguishes between different behaviors, swing and stance. The mapping from swing and stance to activation of the antagonistic motor neurons is different in forward and backward walking. Similar to Ayers and Davis \[[@pcbi.1007804.ref139]\], the activation of the two motor neurons is actually reversed in the case of backward walking with respect to forward walking. Therefore, it is necessary that the input signal for swing as well as that for stance can be given to both motor output units of each joint.

The controllers for swing movements are based in principle on the same structure as the beta controller, i.e. show a NPPF controller. An error signal is calculated from the currently sensed joint position (given by the black squares addressed above) and a set point provided as a target position for the swing movement (set points may vary during negotiation of curves, see [Supporting information](#sec031){ref-type="sec"}). In the alpha controller and the gamma controller the error signals (two right large green units in the alpha branch and in the gamma branch) are given to the premotor units via an additional parallel feedforward connection (corresponding leftmost small green units). These connections guarantee a minimum constant output value until the error signal is about zero (i.e., until the joint angle has reached its set point). Note that the set point is beyond the position where end of swing is normally reached as swing is terminated when ground contact is sensed.

Stance movement depends on the global input signal for the velocity represented by a global velocity unit ([Fig 2](#pcbi.1007804.g002){ref-type="fig"}, leftmost white unit). This unit can adopt values between 0 mV and 50 mV (in the simulations we use values from 8 mV to 50 mV). For each leg, this global value is transmitted by a special network ("ring net", [Fig 11](#pcbi.1007804.g011){ref-type="fig"}) that determines the velocity parameter entering the alpha branches and the gamma branches, via the blue units, at its rightmost red units, respectively, but only during stance (see \[[@pcbi.1007804.ref140]\]). These signals depend on the alpha position of the leg under view and the angle characterizing the currently desired walking direction theta (equals zero degrees for walking straight forward). This ring network will be explained below, after briefly explaining how switching between the two behaviors takes place.

*End of swing*, *end of stance*: Before we turn towards coordination of legs, we want to briefly summarize and explain how the single leg controller controls behavior over a single cycle. In particular, the focus shall be on the transitions between the two different behaviors, stance and swing.

Swing movement is finished at the latest as soon as the swinging leg has reached a given anterior position. If, however, the "torque" signal from the beta joint is higher than a given threshold, the leg is considered under load, and this information is used to stop swing even if the leg has not yet reached the prescribed anterior position of the alpha joint. In this case, the rightmost unit of the group of four light grey units (representing state of stance) is activated by the torque signal and protractor motor neuron is inhibited. This mechanism takes however place only if the leg has reached a given position during swing movement as observed in stick insects \[[@pcbi.1007804.ref078]\].

Correspondingly, end of stance is determined either by reaching a given leg position in extreme cases or, normally, by earlier signals from any interleg coordination influences. A direct influence of load to suppress swing is not implemented. Instead, stance motivation (via the rightmost turquoise unit) is decreasing versus the end of stance which allows stronger coordination influences to finish stance earlier \[[@pcbi.1007804.ref141],[@pcbi.1007804.ref142]\]. As a specific property to simplify start of swing, the protractor output is inhibited as long as the leg is already in swing state but still under load. In this way, the leg can be lifted in vertical direction and slipping over ground elicited by possible extension of the gamma joint is minimized.

To summarize: The alpha controller and the gamma controller represent a velocity controller during stance and a proportional position controller during swing using the PID velocity controller as a lower level cascade. In the beta joint, proportional position control is applied during swing and during stance.

*Adaptation of Leg Movement depending on Walking Direction--Ring Net*: To allow for an approximately straight trajectory of the leg tip, the contribution of the three leg joints should be controlled accordingly (in the current approach contribution of angle beta is neglected). In addition, curve walking requires a change of the stance trajectory of the leg ([Fig 6](#pcbi.1007804.g006){ref-type="fig"}). To this end, each leg is equipped with a "ring" network ([Fig 11](#pcbi.1007804.g011){ref-type="fig"}) that controls the alpha joint and the gamma joint during stance to provide a leg trajectory that contributes to walking in a direction given by angle theta (e.g., theta = 0 for all legs when walking straight forward). This network consists of five layers each containing 12 units (shown from right to left in [Fig 11A](#pcbi.1007804.g011){ref-type="fig"}, [Fig 11B](#pcbi.1007804.g011){ref-type="fig"} gives an overview showing the complete ring structure schematically). Functionally, the units of layers 1--3 ([Fig 11B](#pcbi.1007804.g011){ref-type="fig"}, green ring) act as binary elements. The first layer ([Fig 11A](#pcbi.1007804.g011){ref-type="fig"}, rightmost column, delta) is activated by sensory input representing the angle delta (delta = alpha\*--theta, [Fig 2](#pcbi.1007804.g002){ref-type="fig"}, box "spatial coding") with alpha\* = (alpha + 50)/3.). Angle alpha is provided by the protractor branch, i.e. the sensor cell representing the alpha angle that increases activation from rear to front. The desired walking direction for each leg is provided by the box "local(theta)" ([Fig 2](#pcbi.1007804.g002){ref-type="fig"}, upper part, below white units). Function local(theta) might be different for different legs depending on the curve radius, i.e. global walking direction. The transformation of rate coded delta to spatial coded delta is not implemented explicitly ([Fig 2](#pcbi.1007804.g002){ref-type="fig"}, box "spatial coding"). Rather, parameters are given for a specific example of curve walking only. [Fig 2](#pcbi.1007804.g002){ref-type="fig"} illustrates the dependence graphically.

Angle delta is represented by using so-called spatial coding. As 12 units are given for an angular range of 180 degrees, one unit represents an angular range of 15 degrees ([Fig 11B](#pcbi.1007804.g011){ref-type="fig"}). This means that for alpha = 30 degrees and desired direction theta = 0, i.e. straight forward, for example, in the first layer all units from C1 to C6 are excited (see [Fig 11A](#pcbi.1007804.g011){ref-type="fig"}, green dots).

Layer 4 and layer 5 ([Fig 11A](#pcbi.1007804.g011){ref-type="fig"}) control velocity of alpha joint and gamma joint, respectively. The function of layers 2 and 3 is to produce activations in layers 4 and 5 in such a way that only one unit is activated to represent the position of angle delta: First, in layer 2 only one unit is activated, the one that specifies the current delta angle. In the example depicted in [Fig 11A](#pcbi.1007804.g011){ref-type="fig"} this would refer to unit C6 (green dots). Layer 3 represents an inverted version of layer 2 which is required as we need active inhibition of all units in layers 4 and 5 by the units not activated in layer 2 except the one being activated in layer 2. All units of the third layer are then projected to a forth and a fifth layer in parallel. These units receive input from the unit representing the desired walking velocity ([Fig 11A](#pcbi.1007804.g011){ref-type="fig"}, vel; [Fig 2](#pcbi.1007804.g002){ref-type="fig"}, box "local(theta)) via the fixed weights "0.2\* sin(alpha)"for layer 4 and "0.2\*cos(alpha)"for layer 5. All 12 units of layer 4 ([Fig 11B](#pcbi.1007804.g011){ref-type="fig"}, red) project to output unit \#O2 (currently, unit O1 is not yet connected to protractor, as the latter is required for negotiating tight curves only). Units C81 to C86 of layer 5 ([Fig 11B](#pcbi.1007804.g011){ref-type="fig"}, yellow) project to unit O4, units C87 to C92 ([Fig 10B](#pcbi.1007804.g010){ref-type="fig"}, blue) project to unit O3. Units O1 --O4 represent the contribution of the alpha joint (O2) and the gamma joint (O3, O4), respectively, to produce an appropriate leg movement. Units O1 and O2 in [Fig 11A](#pcbi.1007804.g011){ref-type="fig"} correspond to the rightmost dark blue units addressing the alpha branch ([Fig 2](#pcbi.1007804.g002){ref-type="fig"}, upper) and units O3 and O4 to the corresponding units addressing the gamma branch ([Fig 2](#pcbi.1007804.g002){ref-type="fig"}, lower). As depicted in [Fig 2](#pcbi.1007804.g002){ref-type="fig"}, the four left dark blue units of the alpha branch (upper) and the gamma branch (lower) respectively receive--via the small dark blue units--this information and are responsible to direct the signals to the appropriate motor units depending on (i) position of the leg, (ii) the current state, swing or stance, and (iii) forward (including curve walking) or backward.

Taken together, the ring net as used here represents an approximation of a vector with the motor output components of alpha joint and gamma joint pointing to the desired walking direction theta (e.g., straight forward, theta = 0). It is an approximation only because (i) the angle values used have a limited resolution (accuracy 15 degrees) and (ii) the contribution of the beta joint is neglected. Nonetheless, the behavioral results obtained in the simulation show that such an approach is sufficiently able to describe the behavior of the insect (the relation of the ring network to a neural structure found in the central complex is addressed in the Discussion). The ring net can be seen as a simplified version of the body model introduced by Schilling et al. \[[@pcbi.1007804.ref143]\], when walking direction is the same for all legs, i.e. for walking straight forward, backward or for holonomic sideways walking. If the function of the body model to allow for negotiating curves should be realized, too, ring net has to be complemented by an additional system, local(theta), that is able to provide the direction of individual legs.

As a general property, not explicitly required for straight walking, we added a limitation of stance movement not only with respect to the alpha angle, but also to the gamma angle (upper limit = 35 mV, Supporting information, [S1 Fig](#pcbi.1007804.s001){ref-type="supplementary-material"}). This is required for negotiating curves as, due to the oblique trajectory, the inner front leg would not reach the alpha thresholds before the leg had moved below the body (see [Fig 6](#pcbi.1007804.g006){ref-type="fig"}). The existence of such limits follows from data given by Dürr and Ebeling \[[@pcbi.1007804.ref057]\] and also by Gruhn et al. \[[@pcbi.1007804.ref059]\].

For a proof of concept we then tested a specific case using a turning angle theta of 75 degrees. How are directions of front leg trajectories influenced? For control of swing movement, the beta controller is used as during forward walking, but the set points of the front legs are now specified correspondingly. The set points for the AEP of alpha joint and gamma joint appear to depend on angle theta. As detailed experimental result are only available from Dürr and Ebeling \[[@pcbi.1007804.ref057]\], we chose plausible set point values that approximated their data: for the inner front leg alpha = 20 mV, gamma = 20 mV, for the outer front leg alpha = 50 mV, gamma = 45 mV. During stance, the contribution of alpha joints and gamma joints are determined by the ring network (see above) as in forward walking, i.e. by angles delta = alpha\*--theta. In the case of curve walking, theta deviates from zero. Following Rosano and Webb \[[@pcbi.1007804.ref060]\], for the inner front leg theta is set to point to the desired walking direction, e.g., the direction of a goal to be approached. For the specific case shown here, we set theta = 5 (corresponding to an angular range of 75 (± 7.5) degrees). As a first approximation to data of Dürr and Ebeling \[[@pcbi.1007804.ref057]\] and Rosano and Webb \[[@pcbi.1007804.ref060]\], we reduced theta for the outer front leg by a factor of 0.25.

How are the specific local velocities determined? To approach the specific data given by Dürr and Ebeling \[[@pcbi.1007804.ref057]\] we adapted global velocity input (in the example 45 mV) by factor of 1 for all three outer legs and factors of 0.75, 0.35 and 0.1 for the inner front leg, middle leg and hind leg, respectively.

For simulation, all these parameters (position of AEP, theta, local stance velocity) have been stored in "local(theta)" ([Fig 2](#pcbi.1007804.g002){ref-type="fig"}) and are given to the swing set points of both front legs for swing and the local velocities as well as the local delta values to the ring net of each of the six legs, correspondingly, for stance.

Two types of short steps have been observed \[[@pcbi.1007804.ref032],[@pcbi.1007804.ref089]\]. One type can be observed if, at the end of swing, the tarsus does not find efficient adhesion to the substrate. Therefore, the leg may react by lifting the leg up and down similar to that of a searching movement. As this type of short step may be caused by the same structure as used for searching, we did not simulate this behavior. Instead, we implemented another type of short step. During very slow walking, while trying to search a way to cross a gap, stick insects (*Aretaon asperrimus*) may perform swing movements showing a very small amplitude \[[@pcbi.1007804.ref032]\]. This behavior could be simulated by neuroWalknet if, for very slow walking velocities, the output of the uppermost large green unit ([Fig 2](#pcbi.1007804.g002){ref-type="fig"}, two uppermost green units marked "short step") is decreased. Thereby the levator would be lifted to a small degree only resulting in a short swing movement. This type of short step emerges in the inner hind leg when negotiation of tight turns is simulated.

### C) Interleg coordination {#sec027}

Behavioral observations in forward walking stick insects have led to five "rules" that may underlie interleg coordination \[[@pcbi.1007804.ref015]\]. In these experiments various disturbances, essentially prolongation or shortening of swing duration or stance duration, have been applied to animals walking either unrestrained, or supported by a holder on a treadwheel or on slippery surface. Here we deal with rules 1--3 first (all units marked brown, [Fig 2](#pcbi.1007804.g002){ref-type="fig"}; these have been realized in Walknet as well, Schilling et al. 2013a) and later rule 5 (all units marked "ocher", [Fig 2](#pcbi.1007804.g002){ref-type="fig"}; this has been realized in an earlier version of Walknet \[[@pcbi.1007804.ref086]\]). We will not test rule 4, which describes the faculty of one leg to use the position of its anterior neighboring leg as a "target", or set point, for the goal of its swing trajectory. One reason for that is that the size of front legs and hind legs in the robot do not fit to those of the stick insect, making simulation of targeting behavior difficult. Another reason is that it is not known to what extent targeting may be activated or not (see [Supporting information](#sec031){ref-type="sec"}). We also do not address interesting results showing that coordination between legs is also driven by mechanical coupling between legs \[[@pcbi.1007804.ref033]\] which may support--or replace--rule 1 as a neural mechanism, at least when walking on horizontal substrate.

All rules connect only directly neighboring legs and depend on state (swing, stance) of the sender leg as well as on the state of the receiver leg (see [Fig 2](#pcbi.1007804.g002){ref-type="fig"}, [Fig 12](#pcbi.1007804.g012){ref-type="fig"}). In [Fig 2](#pcbi.1007804.g002){ref-type="fig"} the connections to and from other legs are depicted by bold dark arrows.

![Single leg controllers (shown in brown) and their connection via coordination rules (from \[[@pcbi.1007804.ref015]\]).\
L1, L2, L3 left front, middle, and hind leg, respectively. R1, R2, and R3 stand for the corresponding right legs. The question mark indicates that there are ambiguous data concerning influence 3.](pcbi.1007804.g012){#pcbi.1007804.g012}

*Rule 1* is assumed to act only between ipsilateral neighboring legs in anterior direction (rear to front). It inhibits start of swing in the anterior leg and is split into two sections (1a, 1b). Influence 1a is active as long as the sender leg is in swing state (brown units, output 1a). Influence 1b represents a temporal delay driven by an integrator (characterized by a recurrent self-activation), the output of which is however inhibited when rule 2i is activated, too (see below).

*Rule 2i* (i stands for ipsilateral) depends on velocity via the rightmost of the three lower brown units inhibiting the output of the integrator. As soon as inhibition of this unit is finished, two serially connected units (marked by "HPF", together forming a second order high pass filter) activate an output signal that represents rule 2i. This effect may excite swing in the receiver leg, so that inhibition of swing via 1b is directly followed by excitation of swing. In other words, rules 1 and 2i together may trigger swing in the anterior neighbor in such a way that, after a short delay following the end of swing movement of the sender, swing of the receiver leg is started. For high velocities the delay is short, but increases for slower velocities (see \[[@pcbi.1007804.ref034]\]).

*Rule 3i*: Complementary to rule 2i there is rule 3i, as it elicits swing, too. However, rule 3i operates ipsilaterally from a sender leg to its posterior neighbor (i.e., from front leg to middle leg, and from middle leg to hind leg). This influence depends on alpha position of the sender leg and switches on (thr_on) or off (thr_off) the sender signal which depends on leg position as well as a threshold function depending linearly on velocity. As both influences, 2i and 3i, superimpose in the case of the middle leg, parameters should ideally be chosen in such a way that 2i being sent from the hind leg starts together with 3i being sent from the front leg so that both influences support each other. However, longer duration of 3i activation may act to move not yet optimally coupled legs nearer to optimal values.

*Contralateral--rule 2c and 3c*: Further, there are two influences 2c and 3c (c for contralateral) that act between contralateral neighbors and act symmetrically in both directions. Influence 2c is dependent on the position of the sender leg via the unit marked "HPF". Rule 3c depends on position of the sender leg, too, but in this case there is no high pass filter. This means that the effect of 2c decreases with decreasing velocity, in contrast to influence 3c.

*No Rule 1 contralateral*: The effect of rule 1 has first been postulated by Hughes \[[@pcbi.1007804.ref048]\]. First indirect experimental evidence pointing to this effect has been found for Neoconocephalus between hind leg and middle leg by Graham \[[@pcbi.1007804.ref144]\] and indirectly for contralateral legs in *Carausius* \[[@pcbi.1007804.ref145]\]. Direct experimental evidence has however only been revealed among ipsilateral legs (hind leg to middle leg, middle leg to front leg), but not for contralateral legs \[[@pcbi.1007804.ref146]\]. Therefore, rule 1 influences for contralateral legs have not been implemented.

*Backward Walking*: For backward walking, rules 1 and 2i are used in the same way as during forward walking. Rule 2c for backward walking corresponds to rule 2c for forward walking, with a however different position threshold. Rule 3i and 3c are not activated during backward walking as we searched for a minimal number of parameters.

*Rule 5*: In addition to rules 1--3, rule 5 (5i, 5c) is implemented, too (here we refer only to rule 5a, not to rule 5b, [Fig 12](#pcbi.1007804.g012){ref-type="fig"}). Rule 5 differs fundamentally from the other rules as it depends on the output of the retractor premotor unit of the sender leg (shown as the upper leftmost unit marked in ocher, output 5) and that it excites the retractor premotor unit of the receiver legs while at the same time inhibiting the antagonistic protractor premotor units (for other joints, see below). In other words, these influences support cooperative (in-phase) motor output of legs being coupled. In [Fig 2](#pcbi.1007804.g002){ref-type="fig"} input via rule 5i is depicted as the upper rightmost unit in ocher. The left neighboring unit receives input 5c. Rule 5 acts between all neighboring legs except both hind legs \[[@pcbi.1007804.ref092]\]. The influences are only effective if the retractor of the sender is strongly activated. In other words, during undisturbed walking rule 5 influences are not activated. For the hind leg, we further introduce rule 5ch (leftmost unit of rule 5 input), which shows the same kind of connectivity, but inhibits the retractor and excites the protractor premotor units of the receiving leg, i.e. supports anti-phase coupling, an assumption strongly inspired by results of \[[@pcbi.1007804.ref069]\].

Several studies concerning the coupling of CPGs \[[@pcbi.1007804.ref054],[@pcbi.1007804.ref067]--[@pcbi.1007804.ref069],[@pcbi.1007804.ref072]\] reported comparable results for recordings from retractor motor neurons (i.e., alpha joint) and from depressor neurons (i.e., beta joint). As a consequence, rule 5 has been introduced to both joint controllers. As Büschges et al. \[[@pcbi.1007804.ref067]\] showed that oscillations of alpha joint and beta joints are not coupled with each other, both joints are connected independently via rule 5.

A number of behavioral and neurophysiological studies support the assumption that coordination between ipsilateral legs is stronger than between contralateral legs (for walking, e.g., \[[@pcbi.1007804.ref076]\], for deafferented preparations e.g., \[[@pcbi.1007804.ref069]\]). To agree with this property, rule 5 connections between ipsilateral legs are coupled by a factor of 0.2, whereas connections between contralateral legs are connected via a factor of 0.1.

Specific experimental settings {#sec028}
------------------------------

The simulations have been applied to simulate a wide variety of different locomotion experiments. In these cases, different velocities were used and, for moderately fast velocity, curve walking was tested. Furthermore, we performed simulations that parallel specific experimental settings: on the one hand, experimental setups in which animals were put on a treadmill where in some cases only a couple of legs were walking. On the other hand, experimental interventions in which the animal was deafferented and as a consequence there was no sensory input from the animal nor movement produced. In the following, we will describe how we simulated these experiments.

### Setup of treadmill experiments {#sec029}

In some experiments \[[@pcbi.1007804.ref072],[@pcbi.1007804.ref073],[@pcbi.1007804.ref094]\] animals were fixed on a holder and walked on a treadmill, whereas other legs were deafferented or were intact but standing on a fixed substrate. We assume that rule 5 influences of legs walking on a treadmill are stronger than leg controllers of a ganglion ´treated with pilocarpine'.

Simulation of motor output required for a single leg moving a treadmill is not straight forward because the forces to be applied by the animals may vary depending on the inertia and friction of the specific treadmill applied. Even the extremely light-weight treadwheel developed by Graham \[[@pcbi.1007804.ref147]\] still had a two-fold larger inertia compared to a free walking stick insect in the horizontal direction and an eight-fold inertia in vertical direction. Applying an indirect measure, Cruse \[[@pcbi.1007804.ref148]\] could show that front legs show stronger forces on a treadwheel, but no data are available concerning contribution of alpha or gamma joint. Therefore, in order to reproduce--on a qualitative level--results observed by the experiments of Borgmann et al. \[[@pcbi.1007804.ref072]\] and by Cruse and Saxler \[[@pcbi.1007804.ref094]\], we use the following approximation. Legs walking on a treadmill are assumed to produce higher rule 5 signals at the beginning of stance, due to higher friction to be compensated (see \[[@pcbi.1007804.ref092]\]). To this end, during the first half of leg position (alpha joint position sensor \> 25mV) the factor of rule 5 is increased from 1 to 15, but, to compensate friction effects, does not increase velocity output. This is necessary because friction cannot be simulated in the robot Hector. In the figures, MN output activation is shown if above a given threshold (see legends of Figs [8](#pcbi.1007804.g008){ref-type="fig"}--[10](#pcbi.1007804.g010){ref-type="fig"}, Supporting information [S4 Fig](#pcbi.1007804.s004){ref-type="supplementary-material"}).

### CPG Experiments with a deafferented system {#sec030}

Although the general architecture of neuroWalknet does not rely on CPGs to control normal leg movement, the network contains elements that under specific conditions may operate as oscillators.

As mentioned above in this section, the antagonistic branches of each joint controller are connected via lateral inhibition to avoid co-contraction. A network consisting of two units connected via lateral inhibition could be made to oscillate, if (a) we deal with backward (recurrent) inhibition rather than forward inhibition, (b) if inhibitory connections are strong enough, (c) if recurrent inhibitory units show adaptive (i.e., high pass filter like) properties, and (d) most important, if both units receive parallel excitation. In our case the latter condition is normally not given during normal walking, as we deal with an antagonistic architecture, where in general only one of both channels is activated. However, if sensors are either deafferented or, in addition, treated with pilocarpine, both channels are activated and therefore oscillations can be elicited \[[@pcbi.1007804.ref067]\]. Details of how this neuromodular effect operates are not known. We decided to apply this effect as hypothetical excitatory input to those neurons marked "pilo" in [Fig 2](#pcbi.1007804.g002){ref-type="fig"}. This may reflect stimulation of campaniform sensilla, but any other mechanosensor may be suited to elicit this function, too. As there are no reports concerning mutual inhibition to exist between motor neurons, these connections are implemented on the premotor level. The fictive sensors are implemented for each joint but used only to activate both premotor units to allow for simulation of treatment with pilocarpine, i.e. respond to strong activations only. To simulate experiments with deafferented (e.g., autotomized) and/or pilocarpine treated animals, we fix the motor output (joint angle velocity) to zero in all joints, and set all inputs to the PMN units, marked by "pilo" in [Fig 2](#pcbi.1007804.g002){ref-type="fig"}, to high values (\> = 25 mV).

Supporting information {#sec031}
======================

###### Body height depending on angles beta and gamma.

Body height depends on angles beta and gamma (the contribution of angle alpha is neglected). The network controlling body height during stance is depicted in [Fig 2](#pcbi.1007804.g002){ref-type="fig"} (three blue units, lower right) and is actively controlling the set point of the beta angle (see [Methods](#sec020){ref-type="sec"}, Control of beta joint). Here it is shown how, during stance, the set point for the beta joint controller depends on the gamma angle (see inset visualizing how both define body height). This function is approximated by presynaptic inhibition ([Fig 2](#pcbi.1007804.g002){ref-type="fig"}, input to the central unit of the three blue units, lower right, as depicted by the blue dots). Abscissa: gamma angle (degrees) and flexion (mV), which is used as input for height control. Ordinate: set point for beta controller during stance (mV), as depicted in the inset. The red bar marks the range of gamma angles used in the simulations during normal walking.

(EPS)

###### 

Click here for additional data file.

###### Additional footfall patterns for additional walking velocities.

More footfall pattern for forward walking, velocity neuron set to 45 mV (A), 37.5 mV (B), 35 mV (C), 32.5 mV (D), 12.5 mV, (E).

(EPS)

###### 

Click here for additional data file.

###### Additional footfall patterns--emerging patterns.

Emergence of a stable footfall pattern is shown in (F), (G) as in [Fig 3](#pcbi.1007804.g003){ref-type="fig"}, but now transients are shown, when starting with the usual leg configuration. Velocity neuron set to 10 mV (F), for 240 s, and 8 mV (G), for 240 s, for stable pattern see [Fig 3H](#pcbi.1007804.g003){ref-type="fig"}. Ordinate: legs as in [Fig 3](#pcbi.1007804.g003){ref-type="fig"}, abscissa: time (s).

(EPS)

###### 

Click here for additional data file.

###### Simulation of the Borgmann et al. (2009) experiment.

Simulation of Borgmann et al. (2009) as in [Fig 9](#pcbi.1007804.g009){ref-type="fig"}, but using different velocities for the walking leg (FL). All other legs are deafferented and treated with pilocarpine. Velocity neuron set to 40 mV (A), 20 mV (B). Ordinate: legs as in [Fig 3](#pcbi.1007804.g003){ref-type="fig"}, abscissa: time (s).

(EPS)

###### 

Click here for additional data file.

###### Sections of steps for different legs.

(PDF)

###### 

Click here for additional data file.

###### Results and adaptation of model for running.

(PDF)

###### 

Click here for additional data file.

###### Differences between species concerning interleg coordination and chosen coordination influences.

(PDF)

###### 

Click here for additional data file.

###### Forward walking, velocity neuron set to 15 mV.

Simulation run of the robot, footfall patterns see [Fig 3](#pcbi.1007804.g003){ref-type="fig"}.

(MP4)

###### 

Click here for additional data file.

###### Forward walking, velocity neuron set to 20 mV.

Simulation run of the robot, footfall patterns see [Fig 3](#pcbi.1007804.g003){ref-type="fig"}.

(MP4)

###### 

Click here for additional data file.

###### Forward walking, velocity neuron set to 25 mV.

Simulation run of the robot, footfall patterns see [Fig 3](#pcbi.1007804.g003){ref-type="fig"}.

(MP4)

###### 

Click here for additional data file.

###### Forward walking, velocity neuron set to 30 mV.

Simulation run of the robot, footfall patterns see [Fig 3](#pcbi.1007804.g003){ref-type="fig"}.

(MP4)

###### 

Click here for additional data file.

###### Forward walking, velocity neuron set to 35 mV.

Simulation run of the robot, footfall patterns see [Fig 3](#pcbi.1007804.g003){ref-type="fig"}.

(MP4)

###### 

Click here for additional data file.

###### Forward walking, velocity neuron set to 40 mV.

Simulation run of the robot, footfall patterns see [Fig 3](#pcbi.1007804.g003){ref-type="fig"}.

(MP4)

###### 

Click here for additional data file.

###### Forward walking, velocity neuron set to 45 mV.

Simulation run of the robot, footfall patterns see [Fig 3](#pcbi.1007804.g003){ref-type="fig"}.

(MP4)

###### 

Click here for additional data file.

###### Forward walking, velocity neuron set to 50 mV.

Simulation run of the robot, footfall patterns see [Fig 3](#pcbi.1007804.g003){ref-type="fig"}.

(MP4)

###### 

Click here for additional data file.

###### Simulation driven at high velocity including CPG activation see S2 PDF).

(MP4)

###### 

Click here for additional data file.

###### Curve walking.

Simulation run of the robot, details on foot trajectory and footfall pattern see [Fig 6](#pcbi.1007804.g006){ref-type="fig"}.

(MP4)

###### 

Click here for additional data file.

###### Backward walking, velocity neuron set to 20 mV.

Simulation run of the robot, footfall patterns see [Fig 7](#pcbi.1007804.g007){ref-type="fig"}.

(MP4)

###### 

Click here for additional data file.

###### Backward walking, velocity neuron set to 30 mV.

Simulation run of the robot, footfall patterns see [Fig 7](#pcbi.1007804.g007){ref-type="fig"}.

(MP4)

###### 

Click here for additional data file.

###### Backward walking, velocity neuron set to 40 mV.

Simulation run of the robot, footfall patterns see [Fig 7](#pcbi.1007804.g007){ref-type="fig"}.

(MP4)

###### 

Click here for additional data file.

###### Backward walking, velocity neuron set to 50 mV.

Simulation run of the robot, footfall patterns see [Fig 7](#pcbi.1007804.g007){ref-type="fig"}.

(MP4)

###### 

Click here for additional data file.
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Reviewer\'s Responses to Questions

**Comments to the Authors:**

**Please note here if the review is uploaded as an attachment.**

Reviewer \#1: The study of Schilling and Cruse addresses a timely topic in the field of motor control, i.e. how control architectures can contribute to the generation of a highly adaptable walking behavior with respect to the generation of a broad range of stepping velocities. In the course of the study, the authors present a new control architecture, neuroWalknet, extending the well elaborated simulation Walknet. Using this simulator the authors show potentially very interesting data on the generation of interleg coordination patterns changing with walking speed of the simulator and interesting evidence for their controller architecture to generate motor activities similar to those found in deafferented and pharmacologically activated thoracic ganglia of insects. Such study might be interesting for a broad audience of scientists in the field of robotics and motor control.

However, in its present form the manuscript shows shortcomings that need to be dealt with by the authors in order to allow a reader to follow and assess the results. I have therefore only listed my most major criticisms.

1\. The manuscript is on the one hand far too extensive, even for an informed and highly interested reader. On the other hand, it still lacks important information for backing the conclusions drawn by the authors -- major points 2 - 4 potentially directly arise from this current drawback. The reason for this situation appears to be that the authors not only present data on their three research questions in focus based on new simulation studies, but also present a completely new simulation of the stick insect walking system. Furthermore, neither the introduction, nor the discussion is well focused. This is in particular obvious from the discussion, in which also issues are discussed, which have nothing directly to do with the present study (but perhaps with the new simulation), for example, the generation of searching movements (line 665 and following) and the existence of the ring networks in the simulation (line 969 and following). I strongly suggest that the authors consider dividing this manuscript at least in two, one presenting the new simulation together with the necessary detailed presentation of its composition and its testing and a second dealing with the three present questions in focus.

2\. One concern is directed towards the concept of the simulation (line 271 and following): given today's knowledge about the relevance of muscle properties for the generation of movements and the existing wealth of literature it appears puzzling that the authors generate a dynamic simulation that essentially leaves this most important output level of movement generation unrepresented. Detailed information on muscle properties is available for the simulated organism, i.e. the stick insect, making it with respect to muscle properties one of the most thoroughly studied insect species in that respect. This shortcoming is even more relevant as the authors argue that for their research concept closing the loop through the environment is crucial and as they aim with their simulation for a holistic description based "on a minimum of a priori assumptions" allowing for a more complete testing of conclusions drawn from experiments (line 286 - 298).

3\. Another concern addresses the role of network components of the simulation (Introduction and Figure2): In the introduction the authors try hard to relativize the functional significance of the ubiquitous finding that central neural circuits generating locomotor activity in many (if not all) studied rhythmic locomotor forms, i.e. swimming, flying, walking, and crawling, contain elements or networks that can generate rhythmic activity without any phasic input, so-called CPGs. One part of their study aims for providing evidence, how their decentralized neural control structure can explain neural oscillations without an explicit CPG network organization involved (at least for low cycle periods). When inspecting the topology of the simulation presented in Figure 2, it becomes immediately clear that each joint control network contains the architecture for a CPG in the circuit connecting the PMNs via mutual inhibition, a circuit scheme ubiquitously found in CPGs and assuring the generation/maintenance of phases of activity (such minimal network will assure a two-phasic activity). The network topology used here represents the ideal form of a so-called half-center CPG. Please comment and provide evidence that the simulation also works, when removing these CPGs.

4\. Except for one "experiment" (Figure 5) the authors only provide exemplary figures of results of the simulation and practically no quantitative data. This unfortunately renders their conclusions presently as claims only. This applies for all sections, i.e. "Forward walking -- emerging gaits", "Backward walking", "Analysis of neural activity -- the possible function of Intrinsic Oscillation".

Here are some selected examples out of many more instances of the study for relevant issues to be addressed with quantitative data.

Line 368 - 431: At the moment, for example, it is not clear, how the authors can come to the conclusion that their simulation is generating a continuum of gaits with increasing voltage. Also, the fact needs explanation that the maximal stepping frequency for a single leg apparently does not exceed 0.2 Hz (Figure 3A), which is even by far slower than a stick insect walks.

Line 432 - 438: How does backward walking result from activating rule 1 and 2i, what other solutions were tested and what is the experimental evidence to select these two rules?

Line 472 - 506: What values were tested for the load sensors and what was the resulting activity of the premotor neurons? How can be excluded that the results are a consequence of the built-in CPGs (see above)?

Reviewer \#2: This excellent paper presents a sensory based controller for insect walking that does not contain a central pattern generator. This controller utilizes information from sense organs to produce walking patterns and is capable of generating a wide variety of gaits, similar to those seen in insects. Furthermore, the controller effectively resists perturbations, is capable of rapid stops, changes in velocity and can walk both forward and backward.

The manuscript is remarkable for the clarity of the writing and logical expositions. This paper will be of considerable value to the readers of PLOS, including neurobiologists, engineers and roboticists. My only comments are the addition of some references and minor changes that I believe would benefit the reader.

Additional Reference

1- Walking/running requires pattern generator - The authors have very clearly and convincingly stated their arguments. However, it is important to remember that CPGs are defined experimentally as elements that produce rhythmic activities in the experimentally-induced absence of sensory feedback. What is being studied only shows the capabilities of the system that remain after injury. It is likely that the identification and characterization of those elements depend upon the experimental procedures producing the isolation. This was very clearly stated by Kier Pearson in a review article years ago and it would be beneficial to the reader to cite this paper (below).

Pearson K.G. (1987) Central pattern generation: a concept under scrutiny. In: McLennan H., Ledsome J.R., McIntosh C.H.S., Jones D.R. (eds) Advances in Physiological Research. Springer, Boston, MA

Minor Corrections

Abstract, beginning line 8 - Redundant use of the words pattern and include; also the term faculty is somewhat unclear. I suggest this would be better as: This includes the ability to produce footfall patterns such as velocity dependent "tripod", "tetrapod", and "pentapod" patterns, as well as various stable intermediate gaits as observed in stick insects and in Drosophila.

line 40 - Counterproductive - I believe the authors mean \'counterproductive in robotic controllers\'. Evolution does not necessarily exclude neuronal elements based on their efficiency or apparent productivity.

line 76 - Better as \'In contrast to\' rather than \'Different\' to.

line 145 - It is also possible that, during rapid walking, sensory inputs in one phase could influence the output in the next phase. This question has not been investigated in insects but the authors might consider and mention this possibility. It might also benefit the reader to cite the study of Holtje and Hustert (below) showing that the conduction delays from sensory receptors indicating leg contact/force located on proximal leg segments are very short and could function at higher stepping frequencies.

Höltje M, Hustert R. Rapid mechano-sensory pathways code leg impact and

elicit very rapid reflexes in insects. J Exp Biol 206: 2713--2724, 2003

Reviewer \#3: This manuscript discusses a long-standing issue in the control of legged locomotion: are there central neuronal circuits that produce and drive rhythmic leg movements or are there simpler solutions? In their studies, Schilling and Kruse provide a network of neurons that is based on behavioral data from insect locomotion and controls a simulated six-legged robot at varies walking speeds. This network does not feature any rhythmic central components, but instead relies mostly on sensory input and coordinating influences between the different legs. By testing this network in a variety of conditions that have been explored both behaviorally and neurophysiologically they demonstrate that solutions to all challenges emerge from their network architecture, and that these solutions correspond well to previously published locomotion findings. In addition, emerging from the network responses, similarities to known neuronal structures in insects and other legged animals become obvious.

This manuscript thus provides a compelling alternative to current views on how rhythmic leg movements are produced. It is very well written, albeit somewhat long and redundant. I have no major comments on the scientific conclusions, but several that pertain to the order and logic of the arguments presented. In addition, I have quite a few suggestions that may help to improve the reader\'s understanding of the text (since this is a very long manuscript).

Redundancies and logic/order:

1\. Lines 134 and 157: the continuum of stepping patterns / the continuous transitions into other patters. I think this needs to be elaborated more since this is a concept that is later tested explicitly in the model, but it is not introduced well. How are these transitions continuous? Do patterns flip forth and back between different gaits, for example?

2\. Lines 176 - 179: switch the order and number them (1 = how to couple, 2 = how to control individual legs). This then fits the order of the next paragraphs, which also should be numbered.

3\. Lines 225 - 233: This paragraph seems partly unclear. Is there a way of improving the description of the difference in phasing?

4\. Line 250. Delete this reason, it is not necessary and diminishes your arguments. Similarly, the mentioning of the reasons not to address the Manoonpong study sidetracks and distracts. Also, this helps shortening the introduction.

5\. One thing missing though is the coordinating influences that are later mentioned in the methods section. Since the 5 influences are a substantial and necessary part to understanding the approach, they should be defined in the introduction, and not be hidden in the methods. This is particularly important for readers outside of the stick insect world that are not familiar with walknet or the original Cruse publications.

6\. Fig. 5: There are several dashed lines. Mention which ones are which.

7\. Curve walking, line 422: This paragraph needs to be extended. The purpose of the curve walking test is not clear. Most of the pertaining explanations are found in the supplement. However, the purpose of a supplement is not to provide an additional results part, but instead to supplement a fully understandable and complete dataset that is supplied in the results section of the manuscript. The supplement should provide additional information, not the actual main data for the results.

8\. Backwards walking: the results are essentially absent for backwards walking (except for pointing at the figure). The results need to be elaborated in the text.

9\. Redundancy: Lines 445ff: most of this has been stated before and can be cut. The next page (lines 452 - 475 could be shortened substantially. Is it really necessary to provide details of the previous publications?

10\. Lines 544: it is unclear whether this refers to your study or previous experiments. Later in this paragraph: why was the slipping legs chosen as approach?

11\. Line 631. No this is not the conclusion from these arguments. Would the conclusion not be that the new controller corresponds well to established behavioral data?

12\. Line 640, first part: I do not understand what that means. Next sentence: which levels? Next sentence: can be deleted (shortened). Next para: line 643: delete (repetitive).

13\. Lines 653 - 660, then 661 - 664: I suggest to reverse the order in these paragraphs (experimental findings first, then model) to match with the subsequent paragraph and to make logic clear.

14\. Somewhere in the discussion I think the old Baessler paper Bässler, U. (1986). On the definition of central pattern generator and its sensory control. Biological Cybernetics, 54(1), 65-69 should be mentioned. It provides a nice discussion about CPG vs sensory control.

15\. Lines 689: the purpose of this paragraph is unclear.

16\. Line 804: please add what the conclusion is \"suggesting that\....\"

17\. Line 857. This paragraph is largely redundant to other parts of the manuscript. It can be shortened substantially while still providing the conclusion.

18\. Line 896, conclusions. Again, too much redundancies and repetitions. I understand you want to make sure the main points are understood but at this point of the manuscript it is unnecessary to repeat the arguments for your conclusions. Just providing conclusions is fine.

19\. Line 999 ff: \"piece-wise linear with a threshold of 0\". It is unclear what that means and why this was done given that these are HH models. Similarly, how can a HH model work with no leak? Later: time constants do not rely on leak settings and leak does not have a time constant. This section needs to be improved.

Other comments:

1\. Line 52: replace \"a\" with \"some\"

2\. Line 69: there are quite a few rhythmic biological movements that are driven by well characterized CPGs (with spontaneously active endogenous bursters) that are slow. Those may not be involved in locomotion, but nevertheless drive slow rhythmic movements and should thus be considered in the text here. Invertebrate heartbeat or digestion would be examples.

3\. Line 74: Water and air can be quite turbulent and \'unexpected\'. It is not clear how that contrasts to walking. Please elaborate in the text.

4\. Line 77: did you mean \"any joints in a single appendage\"?

5\. Line 107: \"tarsi during climbing\"?

6\. Line 121: \"leads to\" or \"requires\" (or both)?

7\. Line 124: replace \"and\" with \"with\"

8\. Line 147: In the end you are discussing faster speeds as well so this limitation can be deleted from the text.

9\. Line 169: replace \"any\" with \"every\"

10\. Line 184: \"which is based on \... \... controllers and coordination influences that mainly regulate\...\"

11\. Line 210: delete \"not considered in walknet\"

12\. Line 247: No, this paragraph lays out questions for the coordination of appendages, not for the functional properties of the CPGs.

13\. Line 266: \", the simulation requires a body..\".

14\. Line 270. Reference Fig 1B here.

15\. Line 289: \"concern\" no \"s\"

16\. Line 348: the name \'neurowalknet\' needs to be introduced earlier (NOT in the methods section).

17\. Line 369: replace \"and with\" with \"but at\"

18\. Line 382: add \"only\" after \"reached\"

19\. Line 402: Explain in the text why it is important to note the average.

20\. Line 418: explain in the text which \"effort\" is meant.

21\. Line 434: in line with your other arguments - why is backwards walking now a different state (and not one that a single controller could achieve)?

22\. Line 437: Github: May benefit from a better description of the individual movies on the website itself.

23\. Line 452: jargon. I believe you meant \"deal with THE RESULTS of a study\" (not the study itself).

24\. Line 472: did you mean \"to mimic deafferentation, we cut\...\"?

25\. Line 507: \"interesting\" or \"excellent\" studies. While I agree that this is true, I think IF you say they are interesting or excellent, you need to mention WHY this is the case, not just that they are. An alternative would be to just delete these words. For line 507: maybe instead just say that your neurowalknet even handles rather artificial situations that animals had been exposed to previously in experimental conditions.

26\. Line 535: upon? Later: \"i.e. only some legs were able ..\"

27\. Line 556: why is it important to note that? Similarly: line 583.

28\. LIne 615. Provide reference for walknet

29\. Line 617. Shorten: Delete \"as has been shown\"

30\. Lines 622 - 625: check the sentences there. Why eventually?

31\. Line 634: delete \"highly influential\"

32\. Line 651: did you mean \"thereby predicting (or providing) ideas as to how\...\"?

33\. Lines 669: check for redundancies.

34\. Line 682: no information is given\... What does that mean?

35\. Line 685: Replace \"in this\" with \'consequently, the \...\". Delete the \"(not simulated) and\... \" part of the sentence - it does not any important information.

36\. Line 721: WTA definition must be here. There is much room in this paragraph to shorten the text.

37\. Line 745: CTr??

38\. Line 747 ff: shorten. jargon: \"deal with\"

39\. Line 765: \"for slow walking CPGs are not necessary, but instead may cause rather nega\...\"

40\. Line 776: no results shown. So what then? Why do you mention it?

41\. Line 779: In this paragraph and the next: Check for redundancies.

42\. Line 816: \"INdependent\"

43\. Line 821: I very much appreciate this argument.

44\. Line 846: Can you predict the outcome of these experiments then?

45\. Line 849: does this refer to chaotic systems? If so, mention it and provide reference.

46\. Line 877: \"later\" what did you mean with that?

47\. Line 952: which \"technical\' reasons?

Reviewer \#4: The manuscript titled "Decentralized control of insect walking -- a simple neural network explains a wide range of behavioral and neurophysiological results" by Schilling and Cruse describes a sensor-driven controller, called neuroWalknet, that is composed of artificial neurons, some of which are meant to simulate the hypothesized functional roles of identified cells in insect nervous systems (mainly Drosophia and cricket) that appear to participate in various forms of hexapod locomotion. The authors make clear more than once that these sensor-based control mechanisms are presumed to play a dominant role mainly in slow walking and exploratory behaviors, while central pattern generators are required for faster and more tightly coordinated forms of locomotion. The manuscript is generally very well written, and the results contribute significantly to the understanding of locomotor control in arthropods. I have only a very few minor comments.

Minor comments:

\[Introduction, pg. 3, lines 74-76\] Change to: Swimming and flying are operating in fairly homogenous, fluid media. Walking, in contrast, has to deal with a more difficult substrate, providing unpredictable... In contrast to swimming and flying, walking is characterized..."

\[Introduction, pg. 4, line 87\] "...will begin with a behavioral level of analysis, highlighting the fact that walking comprises..."

\[Introduction, pg. 4, lines 92-94\] Shouldn't this section be subtitled "A continuum of locomotor behavior?" Among arthropods, are all forms of locomotion on solid surfaces called "walking", regardless of varying speed and differing gaits? Is "running" really classified as a very fast form of "walking?" I suggest that lines 93-94 should read something like... "Insect locomotion on solid surfaces spans a whole behavioral continuum (refs) -- from slow walking to running, exploratory stepping, gap crossing, climbing, and turning." I don't agree with using the word "walking" twice in the first sentence here with two different meanings -- walking as a slow stepping gait, vs. walking as a general term covering all terrestrial locomotion.

Reviewer \#5: General comments

The authors describe an artificial neural network controlling different walking patterns of a hexapod with 18 DoF. The structure of the neural control system includes local rules coupling different legs through sensory feedback loops; no central oscillatory network setting a common locomotor rhythm and pattern is included in the network. Computer simulations demonstrated a wide range of possible locomotor patterns generated by the robot. The author concluded that such a decentralized control based on the local inter-leg connections via sensory feedback rules without a CPG are sufficient to generate walking for almost the entire range of walking speeds, except very fast ones.

The manuscript nicely fits the scope of the journal and is of interest to a wide range of researchers in the field of locomotor control of biological and robotic systems. The manuscript is well written with detailed rationale for the study, description of the relevant methods, results and discussion. Although the authors' conclusion that the proposed neural network is capable of producing hexapod various walking patterns appears well justified, their claim that the same general neural network architecture might underlay locomotor control in legged animals is less convincing. The novelty of the proposed idea of decentralized locomotor control seems to be questionable. The literature review in the manuscript seem missing important relevant publications that might challenge authors' interpretation and conclusions. These and other weaknesses detailed below need to be addressed.

Major comments

1\. The claim that the proposed neural network structure can underlay locomotor control of legged animals (i.e., no CPG involvement for most of walking speeds or sensory feedback plays a subordinate role in studies proposing the main contribution of CPG) must be better justified or modified (lines 879-893). Such characterizations of studies supporting the CPG-based architecture and the role of sensory feedback in modulating CPG activity do not seem accurate. It has been well established since the 1920s-1930s by T. Graham Brown (see his unpublished videos of decerebrate walking cats: <https://www.youtube.com/watch?v=wPiLLplofYw>) and by Grillner with colleagues in 1970s-1980s (e.g. Forssberg et al. Acta Physiol Scand 108: 283-295, 1980) that the decerebrate and spinal cats can initiate and stop locomotion, change gaits from very slow stepping to galloping, or change locomotor rhythms differentially for the left and right hindlimbs based on sensory feedback exclusively. Similar changes in rhythmic activity patterns occur at different intensities of the locomotor region in midbrain of cat fictive locomotion preparations (no motion-dependent feedback). There are detailed CPG-based modes that predict gait changes from very slow walking to fast running based on a simple supraspinal velocity-related signal; the locomotor patterns and gait changes predicted by these models match well experimental recordings in genetically modified and wild type mice (e.g. Danner et al. Elife 6: 2017; Ausborn et al. Elife 8: 2019). In addition, fictive locomotion patterns (no motion-dependent sensory feedback) demonstrate a wide range of swing and stance durations covering a wide range of the corresponding walking speeds from very slow walking to fast running (e.g., Yakovenko et al. J Neurophysiol 94: 1057-1065, 2005).

2\. The described neural network does not seem to have postural reflexes that would resist sudden perturbation of a leg or joint position. In biological legged animals, such muscle length reflexes change the feedback sign from resistive during postural tasks (exploration behaviors mentioned by the authors) to assistive reflexes during locomotion (e.g. Edward, Prilutsky, In: Neurobiology of Motor Control: Fundamental Concepts and New Directions, New York: Wiley, 2017). The proposed network always inhibits the antagonist activity by mutual antagonistic inhibition to avoid the resistive reflexes. This seems to be an important issue for a discussion in the manuscript. By the way, a CPG appears to offer an elegant solution to the reflex sign change between resting and locomotor conditions -- the same central rhythmic command excites synergists and inhibit antagonists (e.g., Geertsenet et al. J Physiol 589: 119-134, 2011).

3\. The authors compare their computer simulations with recordings obtained in real hexapods. It is however not clear how differences in inertial leg properties between their simulated robot and real hexapods could affect the comparison. Inertia of real legs can be ignored (e.g. Hooper et al. J Neurosci 29: 4109-4119, 2009) but that of the robot, which is 20 times larger, probably not. Another difference on the design between the real hexapod and the robot is the presence of multi-joint muscles and passive tissues that couple leg joints; there are no similar structures in the robot.

4\. The authors suggest that their distributed neural network model without CPG is novel. This claim may be inaccurate as somewhat similar models have been described in the literature and should be discussed in the manuscript (e.g. Geyer, Herr (2010) IEEE Trans.NeuralSyst.Rehabil.Eng. 18, 263--273; Dzeladini et al. Front Hum Neurosci 8: 371, 2014).

Specific comments

Line 22, "for starting or 22 interrupting a walk or changing velocity, all being difficult for CPG controlled solutions": This statement does not seem accurate \-- recent CPG models accurately predicts changing gaits with increasing locomotion speed (see Major comment 1 for references).

Lines 68-69, "But most of the cases studied concern swimming or flying or fast running": Can the authors provide references for this statement, which does not seem accurate. For example, Yakovenko et al (J Neurophysiol 94: 1057-1065, 2005) have demonstrated a wide range of flexor and extensor burst activities in the cat fictive locomotion preparation corresponding to very slow walking to fast running in the cat.

Lines 139-141, "the fastest reflex response requires between 16 and 20 ms": I understand that these numbers are taken from a published work, but the authors should keep in mind that this reflex response time is actually much longer than the fastest reflex in a much larger animal, the cat; the stretch reflex in cats has a delay of 8-10 ms.

Line 272, "velocity signals": velocity-dependent signals?

Lines 278-279, "The joints of a leg are often not moved in phase, but, depending on the current environmental situation, may show varying phase values.": Inter-joint coordination can be affected by multi-joint muscles and their passive properties and sensory feedback. This aspect of coordination is not discussed but appears to be important at least in mammalian locomotion (cheetahs, horses, humans).

Lines 336-338, "As an insect, the model has three pairs of legs, front legs, middle legs and hind legs...": There is a critical difference in the inertial properties and thus dynamic behavior of robotic and insect legs \-- the inertia of insect legs can be neglected (Hooper et al. 2009) but not in robot. It is important to discuss this difference and its effects on locomotor dynamics and control (see also Major comment 3).

Lines 384-390, "Using the traditional characterization...": Which elements of the control structure prevents 2-, 1- and no limb support phases?

Line 613, "a decentralized controller": This term is somewhat misleading as the network has \"central rules\" of control that are applied to all DOF.

Lines 615-616, "a detailed neuronal realization based on an antagonistic structure": This organization appears to resemble the CPG organization based on the unit burst generators proposed by Grillner, 1981. It would be appropriate to reference this work and discuss the differences in organization between the neuroWalknet and unit burst generators.

Lines 758-760, "Furthermore, as no CPGs are applied on this level...": Mutually inhibitory connections between the antagonist neurons may be considered CPG components as in the unit burst generators (Grillner, 1981). So the statement that \'no CPGs are applied to this level\' may be somewhat misleading.

Line 771, "Levator Reflex": It is not clear from the model description and Discussion how this and other motor reflexes are regulated by the network to ensure that postural reflexes do not interfere with the ongoing locomotion (e.g. Edwards, Prilutsky In Neurobiology of Motor Control (eds. Hooper, Buschges), 2017.

Lines 795-797, "These results provide an alternative explanation...": As mentioned in the previous comments, a CPG does not have to consist of a central network setting a single rhythm and pattern (e.g., Grillner, 1981). On the other hand, the idea of locomotor control without CPG is not completely novel either \-- see for example Geyer, Herr (2010) IEEE Trans.NeuralSyst.Rehabil.Eng. 18, 263--273; Dzeladini et al. Front Hum Neurosci 8: 371, 2014). That should be acknowledged in Discussion.

Line 808, "velocities of 10mV or less": Sounds awkward' consider changing e.g. to "Velocities corresponding to 10mV or less".

Lines 865-868, "This suggests...": In these situations the system also relies on the intrinsic stiffness properties of the legs to resist perturbations (e.g. Spagna et al. Bioinspir Biomim 2: 9-18, 2007).

Lines 881-884, "For more natural behaviors...": This characterization of the role of sensory feedback in CPG-based models does not seem accurate (Major comment 1).
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3 Jan 2020

Dear Dr. Schilling,

Thank you very much for submitting your manuscript \"Decentralized control of insect walking - a simple neural network explains a wide range of behavioral and neurophysiological results\" (PCOMPBIOL-D-19-01265R1) for consideration at PLOS Computational Biology. As with all papers peer reviewed by the journal, your manuscript was reviewed by members of the editorial board and by several independent peer reviewers. Based on the reports, I regret to inform you that we will not be pursuing this manuscript for publication at PLOS Computational Biology.

This editor and reviewer 1 have identified serious issues with the manuscript that were not adequately addressed in the revised manuscript. The review of the revision by reviewers 2-5 was, at best, perfunctory. The primary issue has to do with omitting the dynamics of the muscles, the body, gravity and other environmental perturbations. As the sensory feedback must result from muscle action this is an overriding issue. Moreover, this editor is especially concerned with the network presented in Fig. 2. As most of the elements are not even labeled it is not clear how their existence was established. Where is their occurrence and properties documented in the literature?

Moreover, how were the detailed patterns of synaptic connectivity established experimentally and especially their relative strengths and reversal potentials. The lack of description as promised in the text and supplement (Line 332) leads to the conclusion that they represent conjecture. The ring network in Fig. 11 is at best even more fanciful conjecture.

Furthermore, the nature of the integrative neuronal modeling (lines 1043-1063) is highly questionable. The equation for Vupdate (line 1050) is a fanciful simplification. Where are the Ca++, NaP, K+, TRP currents and other forms of neuromodulation, etc. that are known to be inherent in rhythmic neurons? Instead of neuromodulation the authors provide the presence and absence of pilocarpine (a non-specific cholinergic agonist) as the means of turning the network on and off and its locus of action in the network is not specified. The time-based waveform for Vupdate and its transformation to the bar diagrams in the figures is not provided. The legs also participate in non-locomotory behavioral acts. How are functions like grooming and righting mediated? The bar diagrams are adequate to assess inter-appendage coordination but not individual limb kinematics.

The arguments provided by the authors are simply inadequate to dismiss the central pattern generator as an underlying mechanism for the control of rhythmic locomotory behavior.

The reviews are attached below this email, and we hope you will find them helpful if you decide to revise the manuscript for submission elsewhere. I am sorry that we cannot be more positive on this occasion. We very much appreciate your wish to present your work in one of PLOS\'s Open Access publications.

Thank you for your support, and I hope that you will consider PLOS Computational Biology for other submissions in the future.

Sincerely,

Joseph Ayers, PhD

Associate Editor

PLOS Computational Biology

Samuel Gershman

Deputy Editor

PLOS Computational Biology

\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

Reviewer\'s Responses to Questions

**Comments to the Authors:**

**Please note here if the review is uploaded as an attachment.**

Reviewer \#1: In revising the manuscript the authors have altered their text thoroughly according to specific suggestions of the other four reviewers. In responding to the five major criticisms formulated in my initial review, they invested a lot of text to justify their approach, unfortunately their action not leading to any changes related to my feedback to the revised text.

Specifically, the authors formulate the challenge to introduce any changes related to my feedback, because the other reviewers did not state similar criticisms. I share this feeling to some basic extent as an author of scientific publications myself.

However, given the way, how I formulated my initial criticisms, i.e. scientifically based on the state of current knowledge in the field of motor control, I have some trouble to follow the arguments of the authors towards my initial concerns in the light of serving some majority vote. I have severe trouble to capture this notion in light of the task of scientists to move a specific field forward in understanding by means of scientific sound publications.

Given this situation I see it as task of the receiving editor to judge on the relevance of the reviewers comments to be relevant for a decision.

In the following, the review will give the relevant parts of the authors response marked by "\>" with my comments stated below with "Rev:" preceding.

Response to my initial point 1:

� Point 1: "We are aware that the manuscript is quite long in its current form. We tried to shorten (following explicit suggestions from reviewer 3) where possible. But, from our point of ........."

Rev: Still I am not comfortable with the concept of the authors in presenting their study, but in case the journal format of PLOS Computational Biology includes studies of that kind, I agree.

Response to my initial point 2:

� Point 2: "Reviewer 1 criticizes that our dynamic simulation leaves the "most important

property unrepresented", namely the relevance of muscle properties. Reviewer 1 is pointing out that there is a large number of nice simulation studies that focus on this aspect and can account well for these properties. We didn't intend to downplay these important contributions and are fully aware of the relevance of muscles and their properties (we have therefore quoted the modeling approaches relevant for us in our Methods section, now lines 1477 -- 1504). But we are simply focusing on a different level of description in our approach.........."

Rev: I agree fully with the notion of the authors to restrict their modelling work to a specific level of processing in motor control for locomotion, here the presumed neural level. However, given the fact that the authors aim to place their study within the state-of-the-art knowledge on one thoroughly studied model system, i.e. the stick insect, serving for most of the used results for modelling, it is of upmost scientific importance that they place their study in the hallmark of the currently available knowledge available on this animal. In doing so, they need to include reference to knowledge that was not included. Reference has therefore to be given to relevant publications on recent neuro-mechanical properties of the stick insect motor system, e.g. published by Blümel et al. 2012 (three publications), Hooper et al. 2006, 2007, 2009, and von Twickel et al. 2019.

Response to my initial point 3:

� Point 3:" Another concern addresses the role of network components of the simulation (Introduction Responses to Reviewers -- Decentralized control of insect walking 5 and Figure2): In the introduction the authors try hard to relativize the functional significance of the ubiquitous finding that central neural circuits generating locomotor activity in many (if not all) studied rhythmic locomotor forms, i.e. swimming, flying, walking, and crawling, contain elements or networks that can generate rhythmic activity without any phasic input, socalled CPGs.

In short, Reviewer 1 states that CPGs necessarily contribute to walking. This is exactly the statement that we are challenging (see below). We tried to clarify this in the introduction.................."

Rev: This statement is wrong. My initial review did not state, what the authors are quoting. CPGs are neural networks in the central nervous system, which can generate a rhythmic activity without any phasic external input, shown in some systems by pharmacological activation.

The authors incorrectly cite the locust flight system as an example for a motor system driven by CPG activity: in contrast to the authors' statement, the locust flight system was the first, for which Pearson and colleagues have shown that it is sensory feedback (e.g. Pearson & Wolf, 1988; Pearson & Ramirez, 1990 and further articles), which affects and sculpts the activity of a centrally generated motor activity by impinging on the network in a way that the CPG only serves in providing the network topology for the externally induced information to act on.

The same holds for results from previous studies on walking in insects, in which sensory feedback from the legs was shown to use central neural network topology in contributing to the stepping motor output (e.g Akay et al. 2007; Bucher et al. 2003; Hess & Büschges, 1999).

Response to my initial point 4:

� Point 4: "Reviewer 1 states that we do not present quantitative data except for Fig 5. We disagree with this view. From our point of view, the figures show quantitative data, as does figure 5 (in particular, figure 5 represents an abstracted version of figure 3 and a summary of the results of that figure)............."

Rev: The reviewer still emphasizes that figures 3, 4, 6, 7, 8 and 9 in the revised version of the manuscript give examples of th

Reviewer \#2: The authors have addressed all my comments and suggestions. I strongly recommend that this important paper be published.

Reviewer \#3: The authors have responded to all my comments and edited the manuscript appropriately. I have only a few minor suggestions left, none of which should delay the publication of the paper. I use the line numbers from the annotated pdf.

490 -- 530: Maybe a bit too wordy. The sentences could be more concise.

529 \"Tests with varying parameters showed that application of different local velocities was indeed necessary to elicit this kind of curve walking. Changing only the AEP of front legs was not sufficient\". I am unclear about how necessity and sufficiency were tested here.

822\. What is meant by \'there are no experimental results concerning I1\'? This statement is either too broad or the context is not clear.

890 Change to \"does not oscillate EITHER.\'

962 and other places. Like one of the other reviewers mentioned, \"mv\" for velocity appears unusual.

1001: \'as addressed in Results\' makes no sense since this is now in the results section

1371: The writing of the new section starting in line 1368 seems a bit clunky and could be shortened. For example \"As detailed data are available for one specific case only, we could not aim for a general solution, but, in order to approximate data of Dürr and Ebeling (2005), chose plausible set point values for\". Did you mean \"As detailed experimental data are only available from Dürr and Ebeling (2005), we chose plausible set point values that approximated\..... ?

Similarly, in line 1380 \"As there is no detailed information given concerning the outer leg\" It would be better to make clear that Dürr and Ebeling do not give this information (vs you not having that information) and reformulate the sentence to make it simpler.

1385 \"Again, as only this data set is available, we did not attempt to find a general solution for all possible turning radii, but focused on this special case. \" Sounds very repetitive (maybe because you were trying to satisfy another reviewer).

Reviewer \#4: I am satisfied with the changes the authors made to the manuscript and recommend acceptance.

Reviewer \#5: The authors addressed all my comments satisfactorily and revised the manuscript accordingly. I have no further comments.

\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\-\--

**Have all data underlying the figures and results presented in the manuscript been provided?**

Large-scale datasets should be made available via a public repository as described in the *PLOS Computational Biology* [data availability policy](http://journals.plos.org/ploscompbiol/s/data-availability), and numerical data that underlies graphs or summary statistics should be provided in spreadsheet form as supporting information.
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19 Mar 2020

Dear Dr. Schilling,

We are pleased to inform you that your manuscript \'Decentralized control of insect walking - a simple neural network explains a wide range of behavioral and neurophysiological results\' has been provisionally accepted for publication in PLOS Computational Biology.

Before your manuscript can be formally accepted you will need to complete some formatting changes, which you will receive in a follow up email. A member of our team will be in touch with a set of requests.

Please note that your manuscript will not be scheduled for publication until you have made the required changes, so a swift response is appreciated.

IMPORTANT: The editorial review process is now complete. PLOS will only permit corrections to spelling, formatting or significant scientific errors from this point onwards. Requests for major changes, or any which affect the scientific understanding of your work, will cause delays to the publication date of your manuscript.

Should you, your institution\'s press office or the journal office choose to press release your paper, you will automatically be opted out of early publication. We ask that you notify us now if you or your institution is planning to press release the article. All press must be co-ordinated with PLOS.

Thank you again for supporting Open Access publishing; we are looking forward to publishing your work in PLOS Computational Biology. 

Best regards,

Samuel J. Gershman

Deputy Editor

PLOS Computational Biology

\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

Reviewer\'s Responses to Questions

**Comments to the Authors:**

**Please note here if the review is uploaded as an attachment.**

Reviewer \#1: The authors have submitted a revised version of their manuscript. Differing from previous revision the authors have added and/or changed specific parts of their text to address the aspects of my criticisms. Unfortunately, the line numbers quoted in the rebuttle letter do not match the line numbers of the uploaded manuscript. Even though, I have generated this review as thoroughly as possible asking for long lasting searches for the alterations referred to in the authors' rebuttle letter.

The revision now satisfactorily includes modifications that I stimulated with my previous comments, e.g. additional data and description on forward walking, backward walking and the specifics of activation of load sensors. As well and at least the authors included their view on the role of muscular and biomechanical properties for simulations from their perspective to the text.

\*\*\*\*\*\*\*\*\*\*

**Have all data underlying the figures and results presented in the manuscript been provided?**

Large-scale datasets should be made available via a public repository as described in the *PLOS Computational Biology* [data availability policy](http://journals.plos.org/ploscompbiol/s/data-availability), and numerical data that underlies graphs or summary statistics should be provided in spreadsheet form as supporting information.
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If you choose "no", your identity will remain anonymous but your review may still be made public.

**Do you want your identity to be public for this peer review?** For information about this choice, including consent withdrawal, please see our [Privacy Policy](https://www.plos.org/privacy-policy).
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Decentralized control of insect walking - a simple neural network explains a wide range of behavioral and neurophysiological results

Dear Dr Schilling,

I am pleased to inform you that your manuscript has been formally accepted for publication in PLOS Computational Biology. Your manuscript is now with our production department and you will be notified of the publication date in due course.

The corresponding author will soon be receiving a typeset proof for review, to ensure errors have not been introduced during production. Please review the PDF proof of your manuscript carefully, as this is the last chance to correct any errors. Please note that major changes, or those which affect the scientific understanding of the work, will likely cause delays to the publication date of your manuscript.

Soon after your final files are uploaded, unless you have opted out, the early version of your manuscript will be published online. The date of the early version will be your article\'s publication date. The final article will be published to the same URL, and all versions of the paper will be accessible to readers.

Thank you again for supporting PLOS Computational Biology and open-access publishing. We are looking forward to publishing your work!

With kind regards,

Laura Mallard

PLOS Computational Biology \| Carlyle House, Carlyle Road, Cambridge CB4 3DN \| United Kingdom <ploscompbiol@plos.org> \| Phone +44 (0) 1223-442824 \| [ploscompbiol.org](http://ploscompbiol.org) \| \@PLOSCompBiol
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