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Abstract
A set X is said to properly intersect a setY if none of the sets X∩Y , X\Y and Y\X is empty. In this paper, we consider collections
of subsets such that each member of the collection properly intersects at most one other member. Such collections are hereafter
called paired hierarchical collections. The two following combinatorial properties are investigated. First, any paired hierarchical
collection is a set of intervals of at least one linear order deﬁned on the ground set. Next, the maximum size of a paired hierarchical
collection deﬁned on an n-element set is  52 (n−1). The properties of these collections are also investigated from the cluster analysis
point of view. In the framework of the general bijection deﬁned by Batbedat [Les isomorphismes HTS et HTE (après la bijection
de Benzécri–Johnson), Metron 46 (1988) 47–59] and Bertrand [Set systems and dissimilarities, European J. Combin. 21 (2000)
727–743], we characterize the dissimilarities that are induced by weakly indexed paired hierarchical collections. Finally, we propose
a proof of the so-called agglomerative paired hierarchical clustering (APHC) algorithm that extends the well-knownAHC algorithm
in order to allow that some clusters can be merged twice. An implementation and some illustrations of this algorithm and of a variant
of it were presented by Chelcea et al. [A new agglomerative 2–3 hierarchical clustering algorithm, in: D. Baier, K.-D. Wernecke
(Eds.), Innovations in Classiﬁcation, Data Science, and Information Systems (GfKL 2003), Springer, Berlin, 2004, pp. 3–10 and
Un Nouvel Algorithme de Classiﬁcation Ascendante 2–3 Hiérarchique, in: Reconnaissance des Formes et Intelligence Artiﬁcielle
(RFIA 2004), vol. 3, Toulouse, France, 2004, pp. 1471–1480. Available at 〈http://www.laas.fr/rﬁa2004/actes/ARTICLES/388.pdf〉].
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
Given some measure of the degree of similarity between any two elements of a ground set S, the purpose of cluster
analysis is to determine groups of elements of S—these groups being called clusters—in such away that themembers of
any cluster A are more similar to each other than they are to members of any cluster B that is disjoint from A. Moreover,
when two clusters are ordered by inclusion, it is also required that the smaller the cluster, and the more similar the
elements in the cluster are to each other. The recent accumulation of data sets that have distinctive features, for example
microarray data and WEB data, has led to renewed interest in clustering theory. The most popular clustering structures
are partitions and hierarchies. The hierarchical structure is characterized by the fact that no two clusters properly intersect
 An early, preliminary version of this text was proposed in Cahier du Ceremade, University Paris-Dauphine, research report 2002-2 (04-03-2002),
available at http://www.ceremade.dauphine.fr/preprints/CMD/2002-2.ps.
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or, in other words, two clusters are either disjoint or such that one of the two is included in the other. One solution to some
issues of clustering theory is to propose a clustering model that extends the hierarchical structure. Such an extension
necessarily includes pairs of clusters that properly intersect. First, the pyramidal clustering model was proposed by
Diday [13,14] and by Fichet [16] in order to extend the hierarchical structure (see also [5,15,17]). A pyramidal clustering
on S is a type of collection of intervals of some linear order deﬁned on S. The weak hierarchical clustering model,
which was proposed by Bandelt and Dress [1], and by Diatta and Fichet [11,12], is also an extension of the hierarchical
clustering model and, furthermore, includes pyramidal clusterings as a particular case. When considering only those
clusters that are not reduced to singletons of S, it is worth noticing that 12n(n − 1) is the largest size of any pyramid
and any weak hierarchy deﬁned on an n-element set S. Since clustering algorithms do not generally tend to limit the
number of clusters they generate, an over-large number of clusters is frequently observed if such clustering structures
are determined on real data sets.
The purpose of this text, of which an early, preliminary version was presented in [7], is to propose an extension of
the hierarchical structure that provides a parsimonious set of clusters. With this aim, we will consider the collections
C of subsets of S such that for any X ∈ C, there is at most one member Y of C that satisﬁes X ∩ Y /∈ {X, Y,∅}. This
property is equivalent to asserting that there is a partitionP of C such that eachP-class has at most two elements, and
any two elements in distinct P-classes are either disjoint or comparable with respect to the inclusion order. We will
then say that these collections are paired hierarchical.
The paper is organized as follows. The next section presents some combinatorial properties of paired hierarchical
collections. In particular, each paired hierarchical collection of subsets of S is proved to be a collection of intervals
of some linear ordering of S. Moreover, the maximum size of a paired hierarchical collection on a given ground set
S, is determined. In the next sections, paired hierarchical collections are viewed as parsimonious clustering models
that allows the overlap of clusters. We characterize the Robinsonian dissimilarities that are in one-one correspondence
with the weakly indexed paired hierarchical collections of subsets of S that are closed under nonempty intersections.
Finally, we present the agglomerative paired hierarchical clustering (APHC) algorithm. A direct and self contained
proof of the validity of APHC algorithm is given. This algorithm and a variant of it, were implemented and illustrated
in [9,10].
2. Combinatorial properties of paired hierarchical collections
We begin with notations and elementary deﬁnitions of set theory. Denoting as X and Y two sets, we let the set
difference X\Y be as usual the set of objects in X that are not inY. We will say that X intersects Y if X∩Y 	= ∅. If none
of the sets X\Y, Y\X and X ∩ Y is empty, or equivalently if X ∩ Y /∈ {∅, X, Y }, then it will be said that X properly
intersects Y. A set Y will be called a proper subset of X when ∅ ⊂ Y ⊂ X, where ⊂ denotes strict set inclusion. A
subset Y of X will be called a trivial subset of X if Y is either a non proper subset of X or a singleton of X.
In what follows, S is a ﬁnite ground set, 2S denotes the set of all subsets of S and C is an arbitrary collection of
subsets of S, in other words, C ⊆ 2S .
We denote by Ĉ the set of all nonempty intersections of elements of C, or in other words Ĉ = {∩F : F ⊆
C and ∩ F 	= ∅}. The collection C is said to be closed if C = Ĉ. If G is any collection of subsets of S, we let
C[G] := {C ∈ C : C ⊆ X for some X ∈ G}. If X is any subset of S, we will simply denote C[X] instead of C[{X}].
Given anyX ∈ C, a child of X will designate any maximal element of the collectionC[X]\{X} ordered by set inclusion.
Therefore, a child Y of X is any member of C[X] such that there is no member Z of C satisfying Y ⊂ Z ⊂ X. If Y is a
child of X, then X is called a parent of Y. The set of all children (resp. parents) of X ∈ C will be denoted by child(X)
(resp. parent(X)). IfF is a nonempty sub-collection of C, we will denote child(F) := ∪{child(X) : X ∈F}.
A collection C ⊆ 2S is called a set system on S if S ∈ C and ∅ /∈C. A collection C ⊆ 2S is said to be hierarchical
if A ∩ B ∈ {∅, A, B}, for all A,B ∈ C. This is equivalent to assert that no two members of C properly intersect each
other.
Deﬁnition 2.1. A collection C ⊆ 2S is said to be paired hierarchical if each element of C properly intersects no more
than one element of C, or equivalently if for all X ∈ C, we have | {Y ∈ C : X ∩ Y /∈ {X, Y,∅}} | 1.
Notation 2.2. Assume that C is paired hierarchical and let A,B ∈ C. Then we will write A ∼ B whenever either
A = B or A ∩ B /∈ {∅, A, B}.
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Fig. 1. Hasse diagrams (i.e., graphs of the relation “Y ∈ child(X)”) of theSi ’s.
As a direct consequence of these deﬁnitions, we obtain the next lemma. Property (iii) of Lemma 2.3 means that there
exists a partitionP of C such that the size of eachP-class is at most 2, and such that if a member is arbitrary selected
in eachP-class, then the collection of these members is a hierarchy. As was mentioned in the introduction, this is why
we name such a collection C paired hierarchical.
Lemma 2.3. Let C ⊆ 2S . The following conditions are equivalent.
(i) C is paired hierarchical.
(ii) For any 3-element subset of C, there exist at least two hierarchical pairs made up of these three elements.
(iii) The relation ∼ is an equivalence relation whose classes are either singletons or pairs.
Example 2.4. Let S = {a, b, c, d},T = {S, {a}, {b}, {c}, {d}} and consider the closed set systems on S that contain
T. Up to a permutation on the labels of the elements of S, here is the list of those set systems that are paired
hierarchical without being hierarchical:S0 =T∪ {{a, b}, {b, c}},S1 =T∪ {{c, d}, {a, b, c}},S2 =S1 ∪ {{a, b}},
S3 =S0 ∪ {{a, b, c}},S4 =T ∪ {{a, b, c}, {b, c}, {b, c, d}}. The set systemS5 =T ∪ {{a, b, c}, {b, c}, {c, d}} is
an example of a closed set system on S which is not paired hierarchical (Fig. 1).
Notation 2.5. Let S′ be a nonempty subset of S. The trace of C on S′, denoted hereafter as tS′(C), is deﬁned by
tS′(C) = {C ∩ S′ : C ∈ C and C ∩ S′ 	= ∅}.
The next lemma is a direct consequence of Deﬁnition 2.1 and Lemma 2.3.
Lemma 2.6. If C is paired hierarchical, then each sub-collection of C is paired hierarchical, and the trace of C on
any subset of S is also paired hierarchical.
Deﬁnition 2.7. LetA,B be two collections of subsets of S. We will say thatA and B are mutually hierarchical if
A∩B ∈ {∅, A, B} for all A ∈A and B ∈ B. WhenA reduces to a singleton {A}, it will be said that A is hierarchical
in B.
Lemma 2.8. Assume that C is paired hierarchical, and let A,B ∈ C. If A and B properly intersect each other, then:
(i) Let X ∈ C\{A,B}. Then either X ∩ (A ∪ B) = ∅ or X includes A ∪ B, or X is included in one of the subsets
A\B,A ∩ B,B\A;
(ii) A ∩ B and A ∪ B are hierarchical in C.
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Proof. Since (ii) is a direct consequence of (i), we will prove only (i). Consider a member X ofC\{A,B} that intersects
A∪B. Since C is paired hierarchical, {A,X} and {B,X} are hierarchical. First suppose that A ⊂ X. Then B ∩X 	= ∅
since A ∩ B 	= ∅, and XB since X contains A that properly intersects B. Therefore B ⊂ X and so (A ∪ B) ⊆ X.
We prove similarly that B ⊂ X implies (A ∪ B) ⊆ X. Assume now that none of the subsets A or B is included in X.
One of the following three assertions must then hold: (X ⊂ A and X ⊂ B), (X ⊂ A and X ∩ B = ∅) or (X ⊂ B and
X ∩ A = ∅). In these cases, X is included in one of the subsets A\B,A ∩ B,B\A. 
Proposition 2.9. If C is paired hierarchical, then Ĉ is paired hierarchical.
Proof. We assume that (Ĉ\C) 	= ∅, otherwise the proposition clearly holds. Let us consider an arbitrary element X of
(Ĉ\C). Therefore X = ∩F for someF obeying ∅ ⊂ F ⊆ C. Clearly, the members ofF are pairwise non disjoint.
Without loss of generality, we may assert furthermore that the members ofF are noncomparable for the inclusion. It
results that any twomembers ofF properly intersect each other, and so, by Lemma 2.3 (iii), that |F|2. Consequently,
X = A1 ∩ A2 for some A1, A2 ∈ C that properly intersect each other.
Now, the proposition will be proved by showing that {X,X′} is hierarchical for all X′ ∈ Ĉ, since this will show
that no proper intersection is added when considering Ĉ in place of C. First, if X′ ∈ C then {X,X′} is hierarchical
by Lemma 2.8 (ii). Next suppose that X′ ∈ (Ĉ\C). We know that X′ = A′1 ∩ A′2 for some A′1, A′2 ∈ C that properly
intersect each other. Lemma 2.8 (ii) shows that X is hierarchical in C. Therefore, X is hierarchical in {A′1, A′2}, and
thus {X,A′1, A′2} is paired hierarchical. Using again Lemma 2.8 (ii), it follows that X′ = A′1 ∩ A′2 is hierarchical in{X,A′1, A′2}, so that {X′, X} is hierarchical, as required. 
Lemma 2.10. Assume that C is paired hierarchical and that A,B ∈ C properly intersect each other. If A ∩ B ∈ C,
then A ∩ B is the unique common child of A and B.
Proof. First suppose that A ∩ B ∈ C is not a child of A. Then there exists a child X of A that contains strictly A ∩ B.
ThusA∩B ⊆ X∩B ⊆ A∩B, so thatA∩B=X∩B /∈ {∅, X,B}. This implies that {A,B,X} is not paired hierarchical,
which is contradicting. Thus A∩B is a child of A and, by symmetry, also a child of B. Furthermore A∩B is the unique
common child of A and B, since any other possible common child of A and B would be included in A ∩ B. 
Theorem 2.11. Each paired hierarchical collection deﬁned on S is a collection of intervals of some linear ordering
of S.
Proof. We proceed by induction on the size |S|. The property clearly holds when |S| ∈ {1, 2}. Assuming that it holds
for 2 |S|(n− 1), we now aim to prove that it also holds for |S|=n. Then, assume that |S|=n and thatC is a paired
hierarchical collection on S. DenotingT={S} ∪ {{x} : x ∈ S}, we observe that it is equivalent to assert that C or Ĉ or
C ∪T is a collection of intervals of some linear ordering of S. Therefore we assume, without loss of generality, that
C is closed and contains both S and its singletons.
Let us denote by P1, . . . , Pr the equivalence classes of the relation–restricted to the collection child(S). Let us also
denote Si = ∪Pi for each i = 1, . . . , r . By deﬁnition of both child(S) and the relation ∼, the subsets Si are pairwise
disjoint and, in addition, S =⋃ri=1Si because C contains the singletons of S.
First suppose that r2. Since each collectionC[Si] is paired hierarchical, then by induction hypothesis, for each i ∈
{1, . . . , r}, the setC[Si] is a collection of intervals of some linear order, sayi , deﬁned on Si . NowC=⋃ri=1C[Si]∪{S}
and the Si’s are pairwise disjoint, so that by concatenating the orders i (in an arbitrary way) we obtain a linear order
on S such that each member of C is an interval of this linear order.
Next suppose that r = 1. Now assume that P1 is a singleton, say P1 = {A}. Since C contains all the singletons
of S, the unique child of S would contain each singleton, so that A = S, which is contradicting with A ∈ child(S).
Thus P1 must be a pair, say {A,B}, with A ∼ B. By Lemma 2.10, A ∩ B is the unique common child of A and B.
Since A ∩ B is hierarchical in C by Lemma 2.8, we deduce that child(A)\{A ∩ B} (respectively, child(B)\{A ∩ B})
contains the maximal members of C that are included in the subset A\B (respectively, B\A). Therefore, we get
child(A) = child(A\B) ∪ {A ∩ B} and child(B) = child(B\A) ∪ {A ∩ B}.
Otherwise, we have C= {S,A,B} ∪ C[child(A)] ∪ C[child(B)], so that:
C= {S,A,B} ∪ C[child(A\B)] ∪ C[A ∩ B] ∪ C[child(B\A)]. (1)
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Fig. 2. Two maximum sized paired hierarchical collections.
Now, let us denote S1 =A\B, S2 =A∩B and S3 =B\A. Applying the induction hypothesis for each Si , we conclude
that for each i = 1, 2, 3, the set C[Si] is a collection of intervals of some linear order, say i , deﬁned on Si . Since the
Si’s build up a partition of S, it results that the concatenation of 1, 2 and 3 (in this ranking) deﬁnes a linear order,
say , on S. Observe that
⋃r
i=1C[Si] is a collection of intervals of , and that A = S1 ∪ S2 and B = S2 ∪ S3 are also
intervals of . By (1), it results that C is a collection of intervals of the linear order , which proves the property for
|S| = n. Thus the theorem holds by induction. 
Theorem 2.12. If C is a paired hierarchical collection deﬁned on an n-element set, then the maximum number of
elements of C that are not reduced to a singleton, is  32 (n − 1).
Proof. Assume that C is a maximum sized paired hierarchical collection deﬁned on S with |S| = n. We ﬁrst prove that
C has no more than  32 (n − 1) elements that are not reduced to a singleton. First, observe that C must contain S and
its singletons. Next, consider a subset of the form A∪B where A,B ∈ C properly intersect each other. By Lemma 2.8
(ii), A∪B is hierarchical in C, and so C∪ {A∪B} is still paired hierarchical. Therefore C must contain any subset of
the form A ∪ B such that A,B ∈ C properly intersect each other, otherwise C would not be a maximum sized paired
hierarchical collection.
Let us now denote as C∗ the sub-collection of members of C that are not reduced to singletons, and consider the
equivalence classes, sayP1, . . . , Pq , of the restriction of relation∼ toC∗. If we pick one subset in eachPi (i=1, . . . , q),
then the obtained collection of subsets is hierarchical by deﬁnition of relation ∼. Therefore qn−1. Now observe that
if an equivalence class Pi is a pair, say Pi ={Ai, Bi}, then {Ai ∪Bi} is an equivalence class. This proves that among the
q classes there is no more than q/2 classes that are pairs. Therefore |C∗|q + (q/2), which implies |C∗| 32 (n − 1).
Now |C∗| is an integer, so that |C∗| 32 (n − 1).
In order to end the proof, the following shows that the bound is tied. We proceed by induction on n=|S|. Clearly, the
bound is tied for n=2. Assume that the bound is tied for any ground set of size n′ such that 2n′ <n, and consider a set
S of size n. LetC′ be a maximum-sized paired hierarchical collection on S′ =S\{a, b} where a, b are arbitrary elements
of S. Denote A := S′ ∪ {a} and B := S′ ∪ {b}. The set system C=C′ ∪ {{a}, {b}, A, B, S} is paired hierarchical on S,
since C′ and {{a}, {b}, A, B, S} are paired hierarchical collections that are mutually hierarchical. Using the induction
hypothesis, we obtain |C∗| =  32 (n′ − 1) + 3, with n′ = n− 2. Thus |C∗| =  32 ((n− 2)− 1) + 3 =  32 (n− 1). This
proves, by the induction argument, the existence of some paired hierarchical collection C such that |C∗| =  32 (n− 1)
for any ground set of size n. Thus the theorem holds. 
Example 2.13. Fig. 2 presents theHasse diagrams of two paired hierarchical collections that are deﬁned on a 9-element
set and maximum sized. As illustrated by this example, it appears by using arguments similar to those of the proof
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of Theorem 2.12, that there are several paired hierarchical collections on an n-element set that are maximum sized, if
n> 3.
3. Weakly indexed paired hierarchical set systems and dissimilarities
Theorems 2.12 and 2.11 show that each paired hierarchical set system on S is a parsimonious collection of intervals
of some linear order deﬁned on S. In the rest of this paper, we investigate the paired hierarchical set systems from
the clustering point of view. We therefore begin this section by recalling some notions that come within the theory of
cluster analysis.
Intuitively, a cluster is a nonempty subset, say A, of a set S of objects to be clustered, such that A groups together
elements of S that are similar according to data values indicating the degree of dissimilarity (or similarity) between any
two elements of S. In most clustering procedures, the assessment of subset A as a cluster is based on some positive real,
say f (A), that measures the heterogeneousness of A: the greater the similarity between the elements of A, the lower the
value of f (A). When a clustering procedure provides clusters that are included in other clusters, it is natural to expect
that the mapping f will be isotone on the collection of all the clusters ordered by set inclusion. Formally, let C be a set
system of S, and call clusters the elements of C. If a map f : C→ [0,∞) is isotone, then the (ordered) pair (C, f ) is
called a pre-indexed set system. If f is strictly isotone, i.e., f (A)<f (B) when A ⊂ B, then the pair (C, f ) is called
an indexed set system. It is also said that a pre-indexed set system (C, f ) is a weakly indexed (w.i.) set system, if
A ⊂ B and f (A) = f (B) ⇒ A = ∩{C ∈ S : A ⊂ C}. (2)
In practice, the data are often summarized by a set of positive values, each of them being a measure of the degree of
dissimilarity in each pair of elements of S. Formally, a dissimilarity on S is a mapping  from S × S into [0,∞), such
that (a, b)= (b, a)(a, a)= 0, for all a, b ∈ S. If (a, b)= 0 implies that (a, c)= (b, c) for all c ∈ S, then the
dissimilarity  is said to be semiproper. If (a, b) = 0 implies that a = b, then  is said to be proper. In the following,
we denote by D the set of all the dissimilarities deﬁned on S. Note that each pre-indexed set system (C, f ) such that
∪f−1(0) = S, induces a dissimilarity  on S deﬁned by:
(x, y) = min{f (X) : X ∈ C and x, y ∈ X} for all x, y ∈ S. (3)
If C is a closed set system on S and A any subset of S, then we will denote A = ∩{X ∈ C : A ⊆ X}. With these
notations, if (C, f ) is pre-indexed, then (x, y) = f ({x, y}).
Given any  ∈ D, the diameter of a nonempty subset A of S is denoted as diamA, or simply as diam A if there is
no ambiguity on the choice of , and it is deﬁned by diam A = max{(a, b) : a, b ∈ A}. A subset M of S is called a
maximal linked subset if for all subsets N such that M ⊂ N , we have diam M < diam N . A maximal linked set is also
called an ML-set (see [19]) and the set of all ML-sets of  is denoted by ML(T ). Several authors have pointed out the
central role of the maximal linked subsets in the theory of cluster analysis (see in particular [19]). We are here interested
in the general bijection  that maps each dissimilarity  ∈ D to the w.i. set system deﬁned as (M̂L(T ), diam) (see
[3,6]).
Let us now denote as Cd the class of w.i. closed set systems C such that
f (A) = 0 for all minimal element A of C, (R0)










for all elements C1, C2, C3 of C that are not pairwise disjoint. Note that (R0) is equivalent to ∪f−1(0) = S since C
is closed. Note also that the converse of bijection , denoted by , maps each member (C, f ) of the class Cd to its
induced dissimilarity = ((C, f )) as deﬁned by (3) (see Batbedat [3] and in a different approach Bertrand [6]).
For the purpose of simplifying our terminology, we will require in this text that each w.i. closed set system satisﬁes
(R0). Moreover, we will call clustering system (C.S.) on S, any closed set system on S such that ∪minC= S, where
minC denotes the set of minimal members of C according to the inclusion. However in [2], it is required that each
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C.S. contains all the singletons of S: this stronger requirement amounts to restricting the map  to the set of proper
dissimilarities. The popular clustering structure of hierarchy can then be deﬁned as follows: a hierarchy C is any
C.S. such that A1 ∩ A2 ∈ {∅, A1, A2} for all A1, A2 ∈ C. Recall that a dissimilarity  is said to be an ultrametric
if (a, b) max{(a, c), (c, b)} for all a, b, c ∈ S. It is well known that there exists a one-one correspondence
between indexed hierarchies on S and ultrametrics on S (see Johnson [20] and Benzécri [4]). This bijection is indeed
the restriction of  to the indexed hierarchies on S.
Several extensions of the hierarchical structure have been proposed. One of main interest for our purpose is the
collection of pyramids, also called pseudo-hierarchies. First, let us recall that a linear order on S, say , is said to be
compatible with a collection C of subsets if each member of C is an interval of . Then, a C.S. is called a pyramid
(cf. [13,14]) or equivalently a pseudo-hierarchy (cf. [15,16]), if it admits at least one compatible order. We mention
that the above deﬁnition of a pyramid abuses slightly of the terminology proposed by [13,14] since in these papers,
the deﬁnition of a pyramid requires that all the singletons of S belong to each pyramid on S, which is stronger than
requiring ∪min(C) = S. We deduce, from Theorem 2.11, that each paired hierarchical C.S. is a pyramid. Moreover,
we recall that the restriction of the bijection  induces a one-one correspondence between the w.i. pyramids and the
so-called Robinsonian dissimilarities (see [5,13–16]). A dissimilarity  on S is called Robinsonian if there exists a
linear order  deﬁned on S such that (a, c) max{(a, b), (b, c)} whenever a, b, c are elements of S satisfying
abc (cf. Robinson [22]). In this case, it is said that the linear order  is compatible with the dissimilarity .
Within the aim of investigating the restriction of  to the set of w.i. paired hierarchical clustering systems, we
introduce the next deﬁnition.
Deﬁnition 3.1. A paired hierarchy is any C.S. that is paired hierarchical. We denote byHp the collection of the w.i.
paired hierarchies.
Remark 3.2. Let (C, f ) be any pre-indexed closet set system and let = (C, f ), then:
(1) diam(X) = f (X), for each X in C (see [6, Proposition 3.5]).
(2) Each linear order that is compatible with C is also compatible with = (S, f ) (e.g., see [5, Proposition 2.5, p.
43] for the very similar case of pyramids).
We will see later (Theorem 3.14) that the dissimilarities induced by the w.i. paired hierarchies are the so-called
paired ultrametrics that are deﬁned hereafter.
Deﬁnition 3.3. A dissimilarity  on S is called a paired ultrametric if for each four-element subset A of S, there exists
some non trivial subset B of A such that
for all a ∈ A\B and all b, b′ ∈ B, (b, b′)(a, b) = (a, b′). (4)
Any subset B satisfying (4) will be called a p-base of A.
Remark 3.4. Clearly, the size of any p-base is either two or three. Thus, a dissimilarity is a paired ultrametric if and
only if each four-element subset of S contains:
(a) either two isosceles triangles having in common their base, with the length of this base less than the length of the
two other sides in each triangle;
(b) or, three isosceles triangles having a common top, and such that the length of the base of each triangle is less than
the common length of the three sides that are adjacent to the common top.
Lemma 3.5. Any pre-indexed paired hierarchy induces a dissimilarity  such that
(i) x ≺ l ≺ u with x ∈ {l, u} ⇒ (l, u) = (x, u)(x, l);
l ≺ u ≺ x with x ∈ {l, u} ⇒ (l, u) = (x, l)(x, u).
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(ii) If A ∈ C properly intersects B ∈ C, then
(a) ((A\B) × (B\A)) = {diam(A ∪ B)},
(b) ((A\B) × (A ∩ B)) = {diam(A)}.
Proof. By reason of symmetry, we need only to prove the ﬁrst implication in (i). Assume that x ≺ l ≺ uwith x ∈ {l, u}.
From Remark 3.2, the order  is compatible with , so that (x, l)(x, u) and (l, u)(x, u). As x ∈ {l, u}, we
deduce {x, u} ⊆ {l, u} and so (x, u)(l, u), which proves the ﬁrst implication in (i).
Let u ∈ A\B and v ∈ B\A. By Lemma 2.8(i), we have {u, v}=A ∪ B, so that (u, v)=f (A ∪ B)=diam(A ∪ B)
(from Remark 3.21). Thus (ii)-(a) holds.
Assume now that u ∈ A\B and v ∈ A∩B. By Lemma 2.8(i), we have {u, v}=A, and so (u, v)=f (A)=diam(A),
which gives (ii)-(b). 
Lemma 3.6. Let (C, f ) be a pre-indexed closed set system on S and  its induced dissimilarity on S. For any nonempty
subset A of S and for all B ∈ tA(C), let fA(B) = f (B). Denoting by A the dissimilarity induced by (tA(C), fA), we
have (a, b) = A(a, b) for all a, b in A.
Proof. It is straightforward to check that tA(C) is a closed set system on A, since C is a closed set system on S. Let
a, b be two elements of A that are not necessarily distinct. Denote B = {a} ∪ {b} and D =⋂B⊆X∈CA ∩ X. We obtain




It results that B = D. Now D = A ∩⋂B⊆X∈CX = A ∩ B, which proves that D ∈ tA(C). It results that (a, b) =








which proves that fA(D) = A(a, b) and thus (a, b) = A(a, b). 
Proposition 3.7. Each pre-indexed paired hierarchy on S induces a paired ultrametric deﬁned on S.
Proof. Let (C, f ) be a pre-indexed paired hierarchy on S and denote by  its induced dissimilarity on S. In order to
prove that  is paired ultrametrical, we have to prove that each four-element subset A of S admits at least one p-base
with respect to the dissimilarity . By Lemma 3.6, this is equivalent to prove that A admits at least one p-base with
respect to the dissimilarity A that is induced by (tA(C), fA) on A. From Lemma 2.6, tA(C) is a paired hierarchy on A,
since C is a paired hierarchy on S.
Now by Theorem 2.11, we know that there exists a linear order on A, say, that is compatible with tA(C), and thus
also compatible with A by Remark 3.2.
Without any loss of generality, we label the elements of A by their ranks according to the linear order , i.e.,
A = {1, 2, 3, 4} with 1 ≺ 2 ≺ 3 ≺ 4. Moreover for all i, j, k distinct in {1, 2, 3, 4}, we denote ij = {i, j} and
ijk = {i, j, k}.
Let us examine all the conﬁgurations of the subsets 12 and 34.
Case 1. 12 and 34 properly intersect each other. Since 12 and 34 are intervals of the linear order 1 ≺ 2 ≺ 3 ≺ 4, we
have 12 ∩ 34 ∈ {{2}, {3}, {2, 3}}.
First assume that 12 ∩ 34 = {2}. Then 12 = {1, 2} and 34 = {2, 3, 4}. By Lemma 3.5 (ii)-(a), we have A(1, 3) =
A(1, 4)A(3, 4). In addition Lemma 3.5 (ii)-(b) implies A(2, 3) = A(2, 4)A(3, 4). Thus {3, 4} is a p-base of
A.
The sub-case 12 ∩ 34 = {3} is deduced from sub-case 12 ∩ 34 = {2} by considering the reverse order of .
Finally assume that 12 ∩ 34={2, 3}. ApplyingLemma3.5 (i)with 2 ∈ 34 and 3 ∈ 12,we obtainA(2, 3)A(2, 4)=
A(3, 4) and A(3, 2)A(1, 2) = A(1, 3). Therefore {2, 3} is a p-base of A.
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Case 2. 12 and 34 are disjoint. Since 12 and 34 are intervals of the order , we deduce that 12 = {1, 2} and
34 = {3, 4}. Observe that 23 	= {2, 3}, otherwise 23 would properly intersect both 12 and 34. Therefore 23 ∈
{{2, 3, 4}, {1, 2, 3}, {1, 2, 3, 4}}.
First assume that 23 = {2, 3, 4}. Since 4 ∈ 23, it results from Lemma 3.5(i) that A(3, 4)A(2, 3) = A(2, 4).
Moreover, we have A(3, 4)A(1, 3)= A(1, 4) by applying Lemma 3.5(ii)-(a) to {A,B} = {12, 23}. Thus {3, 4} is
a p-base of A.
Since the order 4 ≺ 3 ≺ 2 ≺ 1 is compatible with tA(C), the sub-case 23 = {1, 2, 3} turns out to be identical to the
sub-case 23 = {2, 3, 4}.
If 23 = {1, 2, 3, 4}, then 4 ∈ 23. Thus A(3, 4)A(2, 3) = A(2, 4) by Lemma 3.5 (i). Note also that 13 = 123 =
23 = {1, 2, 3, 4}, so that 4 ∈ 13. Therefore A(3, 4)A(1, 3) = A(1, 4). Consequently, {3, 4} is a p-base of A.
Case 3. 12 ⊆ 34. Since 1, 2 ∈ 34, we have A(1, 3)A(3, 4) = A(1, 4) and A(2, 3)A(3, 4) = A(2, 4)
by Lemma 3.5(i). The order  being compatible with A, we have max{A(1, 2), A(1, 3), A(2, 3)}A(3, 4) =
A(2, 4) = A(1, 4), which proves that {1, 2, 3} is a p-base of A.
Case 4. 34 ⊆ 12. This case is derived from Case 3 by symmetry. 
Proposition 3.7 shows that maps the setHp into the set of the paired ultrametics. In the rest of the section we will
prove that this map is indeed surjective.
Lemma 3.8. Let  be a paired ultrametric. If M is a maximal linked subset of  and x /∈M , then |(M × {x})|2.
Proof. Assume that  and M satisfy the hypotheses of the lemma. Suppose that |(M × {x})|3. Then there exist
a, b, c in M such that |({a, b, c} × {x})| = 3. Without any loss of generality, we may assume that (x, a)> diam(M),
since x /∈M . Now consider an arbitrary p-base, say B, of A={a, b, c, x}. First observe that B is not a subset of {a, b, c}
since (a, x), (b, x) and (c, x) are pairwise distinct. Moreover from (a, x)>max{(a, b), (a, c)}, it follows that
B cannot be any other subset of A, thereby a contradiction. Thus |(M × {x})|2, as required. 
The following technical lemma will be helpful in the rest of the section:
Lemma 3.9. Let  be a paired ultrametric on S. If (a1, a2, a3, x) is a 4-tuple of distinct elements of S such that:
• (a1, a3)>max{(a1, a2), (a2, a3)},
• For each i = 1, 2, (ai, x)> (ai, ai+1) or (ai+1, x)> (ai, ai+1).
Then (x, a1) = (x, a2) = (x, a3)(a1, a3).
Proof. Let B be any p-base of {x, a1, a2, a3}. Then B /∈ {{a1, a2}, {a1, a3}, {a2, a3}} since (a1, a3)> (a1, a2) and
(a1, a3)> (a2, a3). Since (ai, x)> (ai, ai+1) or (ai+1, x)> (ai, ai+1), we get B 	= {x, ai} for i = 1, 2. Using
the same argument, we can easily check that B 	= {x, ai, aj }, for all i, j ∈ {1, 2, 3} such that i < j . Therefore
B = {a1, a2, a3}, which implies (x, a1) = (x, a2) = (x, a3)(a1, a3), as required. 
Proposition 3.10. Let M1 and M2 be two maximal linked subsets of a paired ultrametrical dissimilarity . If M1 and
M2 properly intersect each other, then
(i) ((M1\M2) × (M2\M1)) = {diam(M1 ∪ M2)},
(ii) ((Mi\Mj) × (M2 ∩ M1)) = {diam(Mi)}, for all i, j such that {i, j} = {1, 2}.
Proof. Assume that , M1 and M2 satisfy the hypotheses of the lemma, and let a, b ∈ M1 ∪ M2 such that (a, b) =
diam(M1∪M2). First observe that for all i=1, 2,a andb cannot belong both toMi , otherwise diam(M1∪M2)=diam(Mi)
and Mi would not be maximally linked. Thus, without loss of generality, we assume that a ∈ M1\M2 and b ∈ M2\M1.
Now consider any u ∈ M1\M2 such that u 	= a. Since u /∈M2, there exists u′ ∈ M2 such that (u′, u)>h2 with
h2 = diam(M2).
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If u′ = b then (b, u)>h2. As (b, a)>h2(b, x) for any x ∈ M1 ∩ M2, we conclude that (u, b) = (a, b) by
Lemma 3.8.
If u′ 	= b, then a, b, u and u′ are pairwise distinct. Then consider a p-base, say B, of {a, b, u, u′}. From (a, b)>max
{(a, u), (b, u′)}, we can check that |B|< 3.By the same argument,B /∈ {{a, b}, {u, b}, {a, u′}}.Moreover,B 	= {u, u′}
since (b, u′)h2 < (u, u′). ConsequentlyB={a, u} orB={b, u′}. IfB={a, u}, then (u, b)=(a, b). IfB={b, u′},
then (u, b) = (u, u′). As (a, b)>h2(b, x) for any x ∈ M1 ∩ M2 and that (u, b) = (u, u′)>h2,we conclude
that (b, u) = (a, b) by Lemma 3.8.
Therefore (b, u) = (a, b) for all u ∈ M1\M2. By symmetry, we have also (a, v) = (a, b) for all v ∈ M2\M1.
Then, choose arbitrarily u in M1\M2 and v in M2\M1. If (u, v)< (a, b), then max{(a, u), (u, v)}< (a, v). Thus
applying Lemma 3.9 with a1 = a, a2 = u, a3 = v and x = b, we obtain (b, v) = (a, b), a contradiction. Therefore
(u, v) = (a, b), and this proves (i).
By symmetry, it is sufﬁcient to establish (ii) for i = 1 and j = 2. We begin by proving that
|((M1\M2) × (M1 ∩ M2))| = 1, (5)
which is clearly equivalent to prove the next conditions (a) and (b):
(a) |({u} × (M1 ∩ M2))| = 1 for all u ∈ M1\M2;
(b) |((M1\M2) × {x})| = 1 for all x ∈ M1 ∩ M2.
In what follows, v designates some given element of M2\M1. Observe ﬁrst that (a) holds trivially whenever M1 ∩ M2
reduces to a singleton. Thus, we will suppose that M1 ∩M2 does not reduce to a singleton. Now, let u be any element of
M1\M2, and x and x′ be any two distinct elements ofM1∩M2 . By (i), we have (u, v)> (u, x) and (u, v)> (u, x′)
since (u, v) = diam(M1 ∪ M2). Therefore (u, x) = (u, x′) by Lemma 3.8, and so (a) is proved.
Next, since (b) holds trivially whenever M1\M2 reduces to a singleton, we will assume that M1\M2 contains at least
two distinct elements, say u and u′. As (u, v)=(u′, v)=diam(M1 ∪M2), a routine check shows that the only p-base
of A = {u, u′, x, v} is {u, u′}, where x denotes any element of M1 ∩ M2. This implies that (u, x) = (u′, x), so that
(b) holds. Thus (a) and (b) hold.
Suppose that(u,w)< diam(M1) for someu ∈ M1\M2 andw ∈ M1∩M2.Now, let y and zbe two elements satisfying
(y, z) = diam(M1). By (5), either y, z ∈ M1\M2 or y, z ∈ M1 ∩ M2. First assume that y, z ∈ M1\M2. From (5), it
results (y, z)> (y,w)= (z, w)= (u,w). Moreover, (y, v)= (z, v)= diam(M1 ∪M2), so that applying Lemma
3.9 to the 4-tuple (y,w, z, v), we conclude that (w, v)=diam(M1 ∪M2), contradicting with v,w ∈ M2. Assume now
that y, z ∈ M1 ∩M2. From (5), it results (y, z)> (y, u)=(z, u)=(w, u). Moreover, (u, v)=diam(M1 ∪M2) by
(i), so that using Lemma 3.9 for the 4-tuple (y, u, z, v), we deduce that (y, v)=(z, v)=diam(M1∪M2), contradicting
with y, z, v ∈ M2. We conclude that (u,w) = diam(M1) for all u ∈ M1\M2 and all w ∈ M1 ∩ M2, and so (ii) is
proved. 
The notion of a 2-ball is helpful for characterizing various types of dissimilarities that occur in the theory of clustering
(see e.g. [12,15]).
Deﬁnition 3.11. The 2-ball generated by a, b ∈ S is denotedBab and deﬁned byBab=B(a, (a, b))∩B(b, (a, b)),
where B(x, h) designates the ball of center x ∈ S and radius h0. Note that Bab = {x ∈ S : max{(a, x), (b, x)}
(a, b)}. When there is no risk of confusion, the notation Bab is preferred to Bab.
Proposition 3.12. Let M1 and M2 be two maximal linked subsets of a paired ultrametric . If M1 and M2 properly
intersect each other, then M1 = Bx,y and M2 = By,z for all x ∈ M1\M2, all y ∈ M1 ∩ M2 and all z ∈ M2\M1.
Proof. By deﬁnition of a linked subset and Proposition 3.10, we have max{(w, x), (w, y)}(x, y) = diam(M1)
for all w ∈ M1. Therefore M1 ⊆ Bx,y . Suppose that Bx,y\M1 	= ∅ and pick an element t in Bx,y\M1. First, observe
that t /∈M2, otherwise (t, x)=diam(M1 ∪M2) by Proposition 3.10(i), which contradicts t ∈ Bx,y . Thus t /∈M1 ∪M2,
and so there exists u ∈ M1 and v ∈ M2 such that (t, u)> diam(M1) and (t, v)> diam(M2).
If u ∈ M1\M2 and v ∈ M2\M1, then applying Lemma 3.9 to the 4-tuple (u, y, v, t), we obtain that (t, y) =
(t, u)(u, v) = diam(M1 ∪ M2), contradicting t ∈ Bx,y .
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If u ∈ M1\M2 and v ∈ M2 ∩M1, then denote by w an arbitrary element of M2\M1. Apply Lemma 3.9 to the 4-tuple
(u, v,w, t), it results that (t, v) = (t, w)(u,w) = diam(M1 ∪ M2). Now, applying Lemma 3.9 to the 4-tuple
(x, v,w, t), we deduce that (t, x) = (t, v)(u,w) = diam(M1 ∪ M2), contradicting again with t ∈ Bx,y .
If u ∈ M1 ∩M2 and v ∈ M2\M1, then apply Lemma 3.9 to the 4-tuple (x, u, v, t). It results that (t, x)diam(M1 ∪
M2), contradicting once more t ∈ Bx,y .
Ifu, v ∈ M1∩M2, then denoteu any element of {u, v} such that (t, u)=max{(t, u), (t, v)} and byw an arbitrary
element of M2\M1. By deﬁnition of u and v and by Proposition 3.10(ii), we have (t, u)> diam(M1)= (u, x) and
(t, u)> diam(M2) = (u, w). Applying Lemma 3.9 to the 4-tuple (x, u, w, t), we get (t, x)diam(M1 ∪ M2),
contradicting once more t ∈ Bx,y .
Since in all cases, the existence of an element in Bx,y\M1 implies a contradiction, we conclude that Bx,y\M1 is
empty, and thus Bx,y = M1. From the symmetry between M1 and M2, clearly By,z = M2 holds also. 
Proposition 3.13. The set of the maximal linked subsets of any paired ultrametric is paired hierarchical.
Proof. Let M1,M2 and M3 be three distinct maximal linked subsets of a paired ultrametric . Assume that M1 and
M2 properly intersect. The proposition will be proved if we set that neither M1 nor M2 properly intersects M3. Within
this aim, we then assume that M3 ∩ (M1 ∪ M2) 	= ∅.
Note that by Proposition 3.12, we have M1 ∪ M2 = Bu1u2 ∪ Bu2u3 for all (u1, u2, u3) in A1 × A2 × A3, where
A1 = M1\M2, A2 = M1 ∩ M2 and A3 = M2\M1. Observe that there exists i ∈ {1, 2, 3} such that M3 ∩ Ai 	= ∅, since
M3 ∩ (M1 ∪ M2) 	= ∅, and denote by ai an arbitrary element of M3 ∩ Ai .
First suppose that M3M1 ∪ M2, and consider t ∈ M3\(M1 ∪ M2). Denoting {j, k} = {1, 2, 3}\{i}, let aj and ak
be any two elements of Aj and Ak , respectively. We then have t /∈Ba1a2 ∪ Ba2a3 , so that when applying Lemma 3.9 to
(a1, a2, a3, t), we obtain (t, aj ) = (t, ak)diam(M1 ∪ M2). Now denote by (a′1, a′2, a′3) an arbitrary triple in A1 ×
A2×A3.We can then apply Lemma 3.9 to (a′1, a′2, a′3, t) since we have shown that (t, a′j )=(t, a′k)diam(M1∪M2).
We deduce that ({t} × (M1 ∪ M2)) = {h} with hdiam(M1 ∪ M2). Suppose that M3 properly intersects either M1
or M2, and without loss of generality say M1. Then by Proposition 3.12, M3 = Bst for any s ∈ M1 ∩ M3. However
(s, t)= h (with hdiam(M1 ∪M2)) and (x, t)= h for all x ∈ M1 ∪M2. Therefore (M1 ∪M2) ⊆ Bst =M3, which
contradicts that M3 properly intersects M1.
Next suppose that M3 ⊆ (M1 ∪ M2) and suppose that M3 properly intersects Mi with i ∈ {1, 2}. Without loss of
generality, we assume that i = 1. Therefore M3 contains at least one element, say a3, of M2\M1. First assume that
M3 ⊆ M2. Since M3 properly intersects M1, there must exists an element, say a2, in M1 ∩ M2 ∩ M3. It results that
M3 = Ba2a3 by Proposition 3.12. Now observe that a2 ∈ M1 ∩ M2 and that a3 ∈ M2\M1, and so M3 = Ba2a3 = M2, a
contradiction with the hypothesis M3 	= M2.
Finally suppose that M3M2. Then M3 ∩ (M1\M2) is not empty, and denote by a1 some element in M3 ∩ (M1\M2).
Since a3 ∈ (M3 ∩ (M2\M1)), it results that M3 =Ba1a3 by Proposition 3.12. As (a1, a3)= diam(M1 ∪M2), we have
(M1 ∪ M2) ⊆ Ba1a3 = M3, and thus M3 = M1 ∪ M2.
Therefore M3 does not properly intersect either M1 or M2, as required. 
Theorem 3.14. By restriction, the mapping  is a one-one correspondence from the set of w.i. paired hierarchies onto
the set of paired ultrametrics.
Proof. By Proposition 3.7,mapsHp into the set of paired ultrametrics. By Theorem 4.1 in Bertrand [6], it remains to
prove that for any paired ultrametric , thew.i. set system (M̂L(T ), diam) is inHp. Furthermore, using Proposition 4.4
in Bertrand [6], it is sufﬁcient to prove that the collection M̂L(T ) is paired hierarchical. Given any paired ultrametric ,
we know by Proposition 3.13 that ML(T ) is paired hierarchical. It therefore results that M̂L(T ) is paired hierarchical
by Proposition 2.9, as required. 
As an immediate consequence of Theorem 3.14 and Proposition 4.9 in Bertrand [6], we obtain the next result.
Corollary 3.15. By restriction,  is a bijection fromHp,0 onto the set of proper paired ultrametrics, whereHp,0 is the
sub-collection of Hp whose members (C, f ) are such that f−1(0) coincides with the set of singletons
of S.
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4. Agglomerative paired hierarchical clustering (APHC)
This section is devoted to the so-called agglomerative paired hierarchical clustering algorithm, also called APHC
algorithm in what follows. APHC algorithm was introduced in [7], and then reformulated and illustrated in [9,10]
under the name of 2–3 AHC since this terminology was ﬁrst used in [7]. The aim of this section is to provide a self
contained proof of the validity of APHC algorithm. In addition, the proof will justify the reformulation given in [9,10]
of 2–3 AHC algorithm, this reformulation being based on the validity of the algorithm presented in [7], which is the
preliminary version of the present paper.
The principle of APHC is to extend the well known AHC algorithm by allowing that some clusters can be merged
at most twice. Recall that the principle of AHC is to repeatedly merge a pair of two nearest clusters among the clusters
not yet having been merged, with the aim of providing a hierarchical collection of clusters. At the beginning of the
algorithm, the set of clusters is the set of all the singletons of S. The process of merging is repeated until the whole
cluster S is obtained. AHC uses a link of aggregation for measuring the proximity of any two clusters. Formally, a link
of aggregation, also called brieﬂy a link, is a symmetric mapping  that is deﬁned from P(S) ×P(S) into [0,+∞].
It is moreover stipulated that ({x}, {y}) = (x, y) for all x, y ∈ S, where  denotes a given dissimilarity on the set
S. The value (X, Y ) aims to measure the heterogeneousness of the union of any two clusters X and Y that candidate
for merging. For example, the complete, single and average links are classical links that are deﬁned as the maximum,
minimum and average value of the set of values {(x, y) : x ∈ X, y ∈ Y }, respectively. It should be noticed that
each cluster is merged with only one cluster, which implies that the set of clusters generated after each merging is
hierarchical.
We need to also recall how the values of f , , child and parent are updated at the end of each merging step.
The value of f for the cluster created by the ith merging, is deﬁned as f (Xi ∪ Yi) = (Xi, Yi), and so measures
the degree of heterogeneousness of the new cluster Xi ∪ Yi in the sense of . AHC algorithm can run with non
classical links, but it may then occur that (Xi, Yi) is less than either f (Xi) or f (Yi) for a few pairs {Xi, Yi}, which
contradicts the condition that f must be a pre-index on the set of clusters. In such cases, it is conceivable to update f by
f (Xi ∪Yi)=max{f (Xi), f (Yi), (Xi, Yi)} in order to meet the requirement that f is a pre-index, but the interpretation
of f (Xi ∪ Yi) is then not straightforward.
The mapping  is updated by the Lance and Williams formula that expresses (Xi ∪ Yi, Z) as a linear function of
(Xi, Z), (Yi, Z), f (Xi), f (Yi) and f (Z), where Z is any cluster that was previously created by the algorithm (see
[21]). The lists child and parent are updated by child(Xi ∪ Yi) = {Xi, Yi} and parent(Xi) = parent(Yi) = Xi ∪ Yi ,
respectively. We refer the reader to [18] for a detailed presentation of the AHC algorithm that includes illustrations and
methodological issues.
Given a dissimilarity  on S and a link  onP(S)×P(S), let us now consider APHC algorithm which is described
below. Except for details of presentation, APHC differs from 2–3 AHC [9] only in reﬁnement stage (removal of useless
clusters) that is here delayed or not delayed after the algorithm. As in pyramidal ascending clustering (see [13,14,8]),
and particularly for classical links, (X, Y ) is deﬁned in order to encompass the case where two subsets X and Y
properly intersect each other. For example, if  is the single link, then  is deﬁned by (X, Y ) = min{(x, y) : x ∈
X\Y, y ∈ Y\X}. When the two merged clusters Xi and Yi properly intersect each other, it may then occur that
(Xi ∪Yi)<max{f (Xi), f (Yi)}. Thus we set f (Xi ∪Yi)=max{f (Xi), f (Yi), (Xi, Yi)} in order to update f in such
a way that f be a pre-index. In what follows, Ci denotes the set of clusters that exist before the ith iteration of the
algorithm (ith merging), andMi is the set of clusters that can be merged at the ith iteration.
begin
i ← 0
C0,M0 ← {{x} : x ∈ S}
f (C0) ← {0} ;  ←  ; child, parent ← {∅}
whileMi does not contain S do
i ← i + 1
denoteA the set of all couples (X, Y ) ∈Mi−1 ×Mi−1 such that XY
and Y is maximal in Ci−1.
select a couple (Xi−1, Yi−1) inA that minimizes (X, Y ) for all (X, Y ) ∈A.
P ← Xi−1 ∪ Yi−1.
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update: child(P ) ← {Xi−1, Yi−1}; parent(Xi−1) ← parent(Xi−1) ∪ {P };
parent(Yi−1) ← {P };
C+i−1 ← {P } ;M−i−1 ← child({Xi−1, Yi−1}).
if Xi−1 has a parent, say Zi−1, in Ci−1, then
Q ← Zi−1 ∪ Yi−1.
update: child(Q) ← {Zi−1, P }; parent(Zi−1), parent(P ) ← Q.
C+i−1 ← {P,Q} ;M−i−1 ←M−i−1 ∪ child({P,Q,Zi−1}).
endif
Ci ← Ci−1 ∪ C+i−1





APHC algorithm clearly extends classical AHC algorithm. In the next two lemmas, C denotes any collection of
subsets of S. The proof of Lemma 4.1 is immediate.
Lemma 4.1. Let X and Y be two distinct maximal elements of C. If X and Y are hierarchical in C then X ∪ Y is also
hierarchical in C.
Lemma 4.2. Let A andY be disjoint elements ofC. If A andY are hierarchical inC, and if X ∈ C satisﬁes both X ⊆ A
and (X ∪ Y ) ∈ C, then child(X ∪ Y ) = {X, Y }.
Proof. Let Z be an element of C such that Z ⊆ X ∪ Y . Since X ⊆ A, and the clusters A and Y are disjoint and
hierarchical in C, either Z ⊆ A or Z ⊆ Y .
If Z ⊆ A, then Z ⊆ A ∩ (X ∪ Y ) = A ∩ X = X, since A ∩ Y = ∅. Thus, if Z ⊆ X ∪ Y , then either Z ⊆ Y or
Z ⊆ X. Now, X and Y are uncomparable because X ∩ Y ⊆ A ∩ Y = ∅, so that X and Y are the only greatest elements
of {Z ∈ C : Z ⊆ X ∪ Y }, which proves that child(X ∪ Y ) = {X, Y }, as required. 
The next result is a direct consequence of Lemmas 4.1 and 4.2.
Corollary 4.3. If X andY are distinct elements ofC that are maximal and hierarchical inC then child(X∪Y )={X, Y }
and X ∩ Y = ∅.
Lemma 4.4. For any iteration i0, each maximal cluster of Ci belongs toMi .
Proof. We proceed by induction on i. The property holds for i = 0. Assume that it holds for all i′(i − 1) with i1,
and let N be any maximal element ofCi . First,N /∈M−i−1 since by deﬁnitionM−i−1 contains only children of clusters of
Ci . Now, if N /∈C+i−1, then N ∈ Ci−1 and so by induction N ∈Mi−1. Consequently, in all cases, N ∈Mi−1 ∪ C+i−1
with N /∈M−i−1. Thus N ∈Mi = (Mi−1 ∪ C+i−1)\M−i−1. 
We will make a frequent use of property (1) of the next proposition.
Proposition 4.5. For any iteration i0, the following properties hold:
(1) Each maximal cluster of Ci is hierarchical in Ci .
(2) If A ∈Mi admits a parent then this parent is unique and is maximal in Ci .
Proof. By using induction on i, we will prove that (1) and (2) both hold. The two properties hold clearly for i = 0.
Assume that they each hold for any iteration i′(i − 1) with i1, and let us prove that (1) and (2) both hold for
iteration i.
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(1) Recall thatCi =Ci−1 ∪C+i−1, whereC+i−1 ={Xi−1 ∪Yi−1} when Xi−1 is maximal inCi−1, and otherwise, where
C+i−1 = {Xi−1 ∪ Yi−1, Zi−1 ∪ Yi−1} for some Zi−1 in parent(Xi−1). In this last case, Zi−1 ∪ Yi−1 is the union of two
maximal elements inCi−1, by induction hypothesis for (2). Therefore, in any case,C+i−1 admits a greatest element, say
T, that is the union of two maximal elements in Ci−1. Note that T is maximal in Ci , since Ci = Ci−1 ∪ C+i−1.
Observe also that (1) amounts to asserting that any two maximal clusters of Ci are disjoint. Now, two maximal
clusters of Ci that belong to Ci−1, are necessarily disjoint by the induction hypothesis. Thus, we are left to prove that
the greatest element T ofC+i−1, which is maximal inCi , is disjoint from any other maximal element, say N, ofCi . Since
Ci = Ci−1 ∪ C+i−1, we must have N ∈ Ci−1. However T is the union of two maximal elements in Ci−1, so that T is
disjoint from N by applying the induction hypothesis for property (1). This proves that (1) holds.
(2) Recall thatMi = (Mi−1 ∪ C+i−1)\M−i−1 and let A be any element ofMi that has a parent, say A′, in Ci . First,
observe that A ∈Mi−1. Otherwise we would have A ∈ C+i−1, together with C+i−1 = {Xi−1 ∪ Yi−1, Zi−1 ∪ Yi−1} and
A = Xi−1 ∪ Yi−1 in order that a parent of A exists in Ci . But then A /∈Mi , which is a contradiction.
First suppose thatA′ ∈ C+i−1.We begin by proving thatXi−1 is maximal inCi−1. IfXi−1 is notmaximal inCi−1, then
A′ ∈ C+i−1 = {Xi−1 ∪ Yi−1, Zi−1 ∪ Yi−1}. This implies that A ∈ child(A′) ⊆ child(C+i−1), and thus A ∈M−i−1, which
is contradicting with A ∈Mi . Therefore Xi−1 is maximal inCi−1, and so A′ =Xi−1 ∪Yi−1, since A′ ∈ C+i−1. It results
that Xi−1 and Yi−1 are both maximal and so hierarchical in Ci−1 by the induction hypothesis of (1). Consequently,
Xi−1 ∩ Yi−1 = ∅ and child(Xi−1 ∪ Yi−1)= {Xi−1, Yi−1} holds in Ci =Ci−1 ∪ {Xi−1 ∪ Yi−1}, by Corollary 4.3. Thus
A ∈ {Xi−1, Yi−1}. Since Xi−1 andYi−1 are maximal in Ci−1, it results that Xi−1 ∪ Yi−1 is maximal in Ci , and ﬁnally
it is also the unique parent of A in Ci , because Xi−1 ∪ Yi−1 is hierarchical in Ci−1 by Lemma 4.1.
Next suppose thatA′ ∈ Ci−1. Note thatA′ /∈ {Xi−1, Yi−1} and that, whenXi−1 is not maximal,A′ 	= Zi−1, otherwise
A ∈ child(A′) would not belong toMi . Now, by the induction hypothesis of (2) (recall also that A ∈ Mi−1), A′ is
maximal in Ci−1, and thus is also hierarchical in Ci−1 by the induction hypothesis for (1).
If Xi−1 is maximal in Ci−1 then A′, which is distinct from both Xi−1 and Yi−1, must be disjoint from these two
maximal clusters of Ci−1 since we have seen that A′ is both maximal and hierarchical in Ci−1. Thus in this case, A′ is
maximal in Ci−1, and is disjoint from the element of C+i−1.
If Xi−1 is not maximal in Ci−1, then Zi−1 is maximal in Ci−1 and the unique parent of Xi−1 in Ci−1 by using
induction for (2) and by taking into account that Xi−1 ∈Mi−1. From the same argument used when Xi−1 is maximal,
it results that A′ is disjoint both from Zi−1 and Yi−1, and so from any element in C+i−1.
We deduce that in all cases, A′ is both maximal in Ci−1, hierarchical in Ci−1 and disjoint from any element in C+i−1.
Therefore A′ is both maximal in Ci and hierarchical in Ci . Consequently, A′ is also the unique parent of A in Ci .
We conclude that if (1) and (2) both hold at iteration i − 1, then they also both hold at iteration i. This completes the
proof. 
Proposition 4.6. For each iteration i0 of APHC Algorithm, the set Ci is closed and paired hierarchical. Moreover,
the setA is nonempty whenever S /∈Ci .
Proof. We will prove that Ci is both closed and paired hierarchical, by induction on i0. The property clearly holds
for i = 0. Now assume that Ci−1 (i1) is closed and paired hierarchical.
First, suppose that Xi−1 is maximal. Then Xi−1 and Yi−1 are both maximal, and so are hierarchical in Ci−1 by
Proposition 4.5 (1). Thus Xi−1 ∪ Yi−1 is hierarchical in Ci−1 by Lemma 4.1, and thus Ci = Ci−1 ∪ {Xi−1 ∪ Yi−1} is
closed and paired hierarchical, by the hypothesis of induction.
Next, suppose that Xi−1 is not maximal. Then Zi−1 and is maximal by Proposition 4.5 (2), and thus Zi−1 is
hierarchical in Ci−1.
We begin with two observations. First, at any iteration, say i′, any of the two merged clusters Xi′−1 and Yi′−1 is in
Mi′ if and only if both Xi′−1 and Yi′−1 are maximal in Ci′−1, and thus hierarchical and disjoint. Next, observe that if
Xi′−1 ∈Mi′ , then child(Xi′−1 ∪ Yi′−1) = {Xi′−1, Yi′−1} in Ci′ : this results from Corollary 4.3. Now this relation still
holds at any iteration i i′ since the last created clusterXi−1∪Yi−1 cannot be included in any previously created cluster
(for Yi−1 is maximal and Xi−1Yi−1). Therefore at any iteration i i′, if Xi′−1 ∈ Mi then child(Xi′−1 ∪ Yi′−1) =
{Xi′−1, Yi′−1} withXi′−1 ∩ Yi′−1 = ∅. We deduce that Xi−1, which is inMi and which is a child of Zi−1, is disjoint
from the other child of Zi−1. Recall that Zi−1 is maximal and hierarchical in Ci−1. Therefore, Xi−1 is hierarchical
in Ci−1\{Zi−1}. Note that Yi−1 is maximal in Ci−1\{Zi−1}, so that Xi−1 ∪ Yi−1 is hierarchical in Ci−1\{Zi−1}.
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Furthermore, Zi−1 ∩ (Xi−1 ∪ Yi−1) = Xi−1 since Zi−1 ∩ Yi−1 = ∅, because Zi−1 and Yi−1 are distinct maximal
elements of Ci−1. Thus Zi−1 is the only cluster of Ci−1 that properly intersects Xi−1 ∪ Yi−1. Moreover Zi−1 ∪ Yi−1 is
hierarchical in Ci−1. We then conclude that Ci =Ci−1 ∪ {Zi−1 ∪Yi−1, Xi−1 ∪Yi−1} is closed and paired hierarchical,
by applying the induction hypothesis to Ci−1.
Let us prove the second part of the proposition. Remark that Ci contains all the singletons of S. Therefore, if S /∈Ci ,
then Ci admits at least two maximal elements, which belong toMi by Lemma 4.4. ThusA 	= ∅, as required. 
In classical AHC, each cluster X whose parent Y satisﬁes f (X) = f (Y ), is removed because such a removing does
not change the dissimilarity induced by the hierarchy. In the case of APHC, this removing is not so easily performed
because among clusters that do not provide any information on the values of the induced dissimilarity, some of them
cannot be removed as intersection of clusters. We then introduce the Reﬁne procedure (see its deﬁnition below) that
removes those clusters that provide no information and are not the proper intersection of any pair of clusters. The
principle of Reﬁne can be described according to two steps:
• Step 1: Cleaning step where all useless children of a given cluster are removed.
• Step 2: Recursive call to Reﬁne for all non-removed and non-cleaned children.
In the following procedure deﬁnition, (C, f ) denotes any pre-indexed closed paired hierarchy deﬁned on S.
Initialisation
P ← S ; For all X ∈ C, check(X) ← 0
Recursive procedure Reﬁne(C, f, P, check):
//
// Cleaning step: useless children of P are removed //
//
While it exists W ∈ child(P ) with f (W) = f (P ) and parent(W) = {P }, do
child(P ) ← child(P )\{W }
C← C\{W }
For all X ∈ child(W) do
If |parent(X)| = 1 then parent(X) ← {P } ; child(P ) ← child(P ) ∪ {X}




// Recursive call. //
//
check(P ) ← 1
For all W ∈ child(P ) such that check(W) = 0, call Reﬁne(C, f,W, check)
End procedure Reﬁne
Proposition 4.7. LetC′ be the set of clusters obtained by applying Reﬁne procedure to the pair (C, f ) that is generated
by APHC Algorithm. The pair (C′, f ) is a w.i. paired hierarchy on S such that C′ ⊆ C. Moreover, (C, f ) and (C′, f )
induce the same dissimilarity.
Proof. By deﬁnition of the Reﬁne procedure, it is clear that C′ ⊆ C and that (C, f ) and (C′, f ) induce the same
dissimilarity. It is then sufﬁcient to prove that (C′, f ) is a w. i. paired hierarchy on S. First, S has no parent in C, thus
it cannot be removed by the Reﬁne procedure. Consequently S ∈ C′. Moreover, each paired hierarchy from which
clusters have been removed, is still paired hierarchical. ThusC′ is paired hierarchical, by Proposition 4.6. Now, assume
that A,B ∈ C′ properly intersect each other. Then A,B ∈ C and so A ∩ B ∈ C since C is closed by Proposition
4.6. From Lemma 2.10, A ∩ B admits two parents that are A and B, and this holds at each recursive call of Reﬁne
because A,B ∈ C′, and so A ∩ B cannot be removed by Reﬁne. We deduce that A ∩ B ∈ C′. Thus C′ is closed, and
consequently is a paired hierarchy.
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If any singleton {x} is removed fromC by Reﬁne, then B ∈ C′ must exist such that {x} ⊆ B and f (B)=f ({x})=0.
Thus ∪f−1(0) = S, and so (R0) holds.
Let us now prove that (C′, f ) is weakly indexed. First, using the deﬁnition of f (Xi ∪ Yi) (see the introduction
of Section 4), it is easy to prove by induction on the iteration number i of APHC algorithm, that (Ci ∪ {S}, f ) is
pre-indexed for all i. Therefore (C, f ) is pre-indexed, and so (C′, f ) is pre-indexed, because C′ ⊆ C.
Finally, it remains to show that (C′, f ) satisﬁes (2). Since C′ is closed, (2) means that the following implication
holds [{P } ⊆ parent(W) and f (W) = f (P )] ⇒ |parent(W)|> 1. Thus (2) holds iff for each cluster P there is no
cluster W ∈ C′ satisfying:
parent(W) = {P } and f (W) = f (P ). (6)
Let us denote as Pm the cluster that is “cleaned” at the mth cleaning step, i.e., Pm is the mth cluster whose children
are checked in order to determine if they satisfy (6). We also denote by C′m the set of clusters that were examined (as
children of Pm) and not removed during the mth cleaning step. It is sufﬁcient to prove that for all m1, each X ∈ C′m
still does not satisfy (6) during the next cleaning steps, which will prove thatC′ =⋃mC′m contains only clusters that do
not satisfy (6). We will proceed by induction on the rank m1 of each cleaning step. The property holds trivially for
m = 1: in this case, the procedure performs the ﬁrst cleaning step, which thus concerns S, so that each examined and
non-removed child X ∈ C′1 has only one parent, namely S, and since S cannot be removed, it is not possible that X will
satisfy later on condition (6). Let us now assume that the property holds for the m− 1 (with m2) ﬁrst cleaning steps
performed by Reﬁne. We consider a child X ∈ C′m. First, assume that Pm is the unique parent of X. In this case, we
must have f (X)<f (Pm). Since Pm has necessarily been examined in some previous cleaning step of the procedure
(by deﬁnition of Reﬁne), it cannot be removed later on, by the induction argument. Therefore, X cannot be removed
later during the process of Reﬁne.
Next assume that Pm is not the unique parent of X, and denote by P ′m the second parent of X. Then Pm ∩P ′m =X and
parent(Pm) = parent(P ′m) = {Q} for some Q ∈ C, otherwise P or P ′ would intersect properly two clusters. Since Pm
must have been cleaned, its unique parent Q must have been cleaned too. This implies that the two clusters Pm and P ′m
that are children of some cleaned cluster, cannot be removed during the progress of Reﬁne, by the induction argument.
Therefore, X = Pm ∩ P ′m cannot be removed later on during Reﬁne procedure. This proves that the property holds for
any cleaning step, as required. 
We mention that an extended version of the Lance and Williams formula was proposed for pyramidal ascending
clustering (PAC), in order to reduce the complexity of the computation of the values of , from O(|S|2) to O(1) [8].
Since any paired hierarchical collection is a closed set of intervals by Theorem 2.11, this extended formula is suitable,
and helpful on the basis of next proposition, for APHC.
Proposition 4.8. If each value of  in APHC algorithm can be computed in O(1), then the complexity of APHC is
bounded by O(n3), with n = |S|. Moreover, the complexity of Reﬁne procedure is bounded by O(n2).
Proof. At each iteration i of APHC algorithm, one or two new clusters are added to the collection Ci of clusters that
already exist. SinceCi is paired hierarchical, we deduce from Theorem 2.12 that the total number of iterations in APHC
Algorithm cannot exceed  32 (n − 1). Now, the complexity of each iteration i is bounded by |Mi ×Mi |, because the
computation of any value taken by  can be achieved with a complexity O(1). As |Mi | |Ci | 32n, the complexity of
each iteration is bounded by O(n2), and so the complexity of APHC algorithm is bounded by O(n3). Now, there are
clearly at most |C| cleaning steps in Reﬁne procedure. Moreover, any cleaning step does not require more than O(|C|)
examinations since each cluster W is examined only once: either W is removed and replaced by those of its children
that admit only one parent, orW is not removed and does not need to be examined again. Thus the complexity of Reﬁne
is bounded by O(|C|2), and so by O(n2). 
Remark 4.9. The implementation of the 2–3AHC that is proposed by [9,10], is inO(n2 log n). This reduced complexity
was obtained by using an ordered tree structure that handles both ordered values of  and the pairs of candidate clusters.
We refer the reader to [10, p. 7] for an illustration of APHC on Ruspini data, using the complete link. In the
same paper, simulated elongated 2-dimensional data sets were also clustered by applying independently AHC and
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APHC algorithms. In comparison with the classical hierarchy, the paired hierarchy provides an average gain of at least
20%. This gain is estimated on the basis of the stress measure between on one hand, the initial euclidian distance
deﬁned on data points, and on the other hand, the dissimilarity induced by either the hierarchy or the paired hierarchy
(see [10, p. 6]).
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