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CONTINUED FRACTIONS, THE CHEN-STEIN METHOD
AND EXTREME VALUE THEORY
ANISH GHOSH, MAXIM SØLUND KIRSEBOM, AND PARTHANIL ROY
Abstract. In this work, we deal with extreme value theory in the con-
text of continued fractions using techniques from probability theory, er-
godic theory and real analysis. We give an upper bound for the rate of
convergence in the Doeblin-Iosifescu asymptotics for the exceedances of
digits obtained from the regular continued fraction expansion of a num-
ber chosen randomly from (0, 1) according to the Gauss measure. As a
consequence, we significantly improve the best known upper bound on
the rate of convergence of the maxima in this case. We observe that the
asymptotics of order statistics and the extremal point process can also be
investigated using our methods.
1. introduction
This short paper establishes an upper bound for the Doeblin-Iosifescu
asymptotics for exceedances (defined below) arising from the Gauss dynam-
ical system. We briefly recall the basic facts about continued fraction ex-
pansions and the Gauss map. The reader is referred to the classic text
Khintchine (1964) for more details. Let X = (0, 1) and for all x ∈ X, let
[A1(x), A2(x), . . .] denote the regular continued fraction expansion. Define a
transformation T : X → X by
(1.1) T (x) = {1/x},
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where {·} denotes the fractional part. With the notations above, for all
x ∈ X\Q,
A1(x) = 1/x− T (x),
Aj+1(x) = Aj(T (x)) = A1(T
j(x)) for all j ∈ N.
It is easy to check that T defines a nonsingular transformation on (X, λ),
where λ denotes the Lebesgue measure. This means that for all measurable
B ⊆ X , we have λ ◦ T−1(B) = 0 if and only if λ(B) = 0.
Let T̂ : L1(X, λ)→ L1(X, λ) denote the dual operator (see, for example,
Page 33 of Aaronson (1997)) corresponding to T that satisfies∫
X
T̂ (f)gdλ =
∫
X
f(g ◦ T )dλ
for all f ∈ L1(X, λ) and for all g ∈ L∞(X, λ). It is easy to extend the
domain of definition of T̂ to all nonnegative measurable functions. Solving
the functional equation T̂ (h) = h, we get h(x) = (1 + x)−1 ∈ L∞(X, λ).
Hence by Proposition 1.4.1 of Aaronson (1997), the probability measure
P (dx) = ((1 + x) log 2)−1dx
on X is T -invariant making T a positive transformation (see, for example,
Aaronson (1997)). The measure P is known as the Gauss measure.
From now on, we shall think of {An}n≥1 as a sequence of random variables
An : X → N defined on the probability space (X,P ). The T -invariance of P
makes this a stationary sequence, i.e., for all k, l ∈ N, for allm1, m2, . . . , mk ∈
N and for all Borel subset B ⊆ Xk,
P
(
(Am1 , Am2 , . . . , Amk) ∈ B
)
= P
(
(Am1+l, Am2+l, . . . , Amk+l) ∈ B
)
.
We are interested in the extreme value theory for this stationary stochas-
tic process. To the best of our knowledge, the first work in this direction
was carried out by Doeblin (1940), who, among many other results, rightly
observed that exceedances have Poissonian asymptotics: for all u > 0,
(1.2) Eun := #{1 ≤ i ≤ n : Ai log 2 > nu}
d
−→ Eu∗ ∼ Poi(u
−1)
under P . Here
d
−→ denotes convergence in distribution and the notation
Eu∗ ∼ Poi(u
−1) means that
P
(
Eu∗ = k
)
=
u−ke−u
−1
k!
, k = 0, 1, 2, . . . .
CONTINUED FRACTIONS AND EXTREME VALUE THEORY 3
However, Doeblin’s proof of (1.2) had a subtle error, which was corrected
much later in Theorem 2 of Iosifescu (1977). Therefore, we shall refer to
(1.2) as the Doeblin-Iosifescu asymptotics; they form the background of this
paper.
Seemingly unaware of the work of Doeblin (1940), three decades later
Galambos (1972) showed that for all u > 0,
(1.3) P
(
log 2 maxni=1Ai
n
≤ u
)
→ e−u
−1
,
which is a restatement of P (Eun = 0)→ P (E
u
∗ = 0) and hence an easy conse-
quence of (1.2). However, because of the subtle mistake of Doeblin (1940),
the above result of Galambos (1972) stands as the first correctly proven result
on extreme value theory of continued fractions. This has remained a topic of
current interest; see, for example, the generalizations of (1.3) to fibred sys-
tems by Nakada and Natsui (2003) and to Oppenheim continued fractions
by Chang and Ma (2017).
In view of the above, the following question arises naturally:
What is the rate of convergence in the of the asymptotics in (1.2)?
In this paper, we give an upper bound on the rate of convergence using the
Chen-Stein method of Arratia et al. (1989) (more specifically, Theorem 2.1
below). As far as we are aware, our work is the first to specifically employ
the Chen-Stein method in the context of Gauss map and continued fractions.
The Chen-Stein method is a very useful technique which yields an upper
bound that is uniform in u bounded away from zero; see, Theorem 1.1 below.
As a consequence, we also get a locally uniform (in (0,∞]) upper bound for
the convergence of distribution functions in (1.3) and this bound is much bet-
ter than the best known bound given in Philipp (1976) (we improve a slowly
varying rate of convergence to a polynomial one; see Remark 1.4 below). In
fact, we give a bound on the rate of convergence of the kth maxima, not just
the maxima, and the Chen-Stein method is powerful enough to ensure that
this locally uniform upper bound turns out to be uniform over k ∈ N as well
(see Corollary 1.2).
Note that (1.3) implies that the Ai’s are in the Fre´chet(1) maximal do-
main of attraction. It is not difficult to observe that (1.3) holds because the
Ai’s enjoy a very strong exponential mixing property (see (1.7) below), and
each Ai (which are anyway identically distributed because of stationarity) is
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regularly varying with index −1, i.e.,
(1.4) nP
(
A1 log 2
n
∈ ·
)
v
−→ ν
as measures on (0,∞]. Here “
v
−→” denotes vague convergence and ν is the
unique measure on (0,∞] satisfying ν
(
(u,∞]
)
= u−1 for all u ∈ (0,∞). This
was essentially the proof given in Galambos (1972) except that he did not
use the language of vague convergence, and presented a direct proof instead.
The above vague convergence will play a very important role in this paper.
Since A1 is an integer-valued random variable, it follows that for each u > 0,
P
(
A1 log 2
n
> u
)
= P
(
A1 ≥
⌈
nu
log 2
⌉)
,
from which, using Lemma 1 of Galambos (1972), we get
nP
(
A1 log 2
n
> u
)
=
n log
(
1 + 1
⌈nu/ log 2⌉
)
log 2
→ u−1(1.5)
as n → ∞. From the above convergence, (1.4) follows by invoking The-
orem 3.6 of Resnick (2007). Further, using the inequality log (1 + x) ≤ x
whenever x > 0, we get the following upper bound, which will also be very
useful in this paper: for all u > 0,
(1.6) P
(
A1 log 2
n
> u
)
=
log
(
1 + 1
⌈nu/ log 2⌉
)
log 2
≤
log
(
1 + log 2
nu
)
log 2
≤
1
nu
.
In some sense, the Ai’s behave very much like an i.i.d. sequence because
of the following exponential mixing property. For all m,n ∈ N, for all F ∈
σ(A1, A2, . . . , Am), and for all H ∈ σ(Am+n, Am+n+1, . . .),
(1.7) |P (F ∩H)− P (F )P (H)| ≤ ψ(n)P (F )P (H) = Cθ−nP (F )P (H),
where ψ(n) = Cθ−n for some C > 0 and θ > 1; see, for example, Lemma 2
of Galambos (1972).
In order to state our main result and its corollary, we need to intro-
duce some notation as described below. For each n ∈ N and for each k ∈
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{1, 2, . . . , n}, denote by M
(k)
n , the kth largest in the set {Ai log 2 : 1 ≤ i ≤ n}.
Then it follows from (1.2) that for all u > 0,
P
(
M
(k)
n
n
≤ u
)
= P (Eun ≤ k − 1)→ P (E
u
∗ ≤ k − 1) = e
−u−1
k−1∑
i=0
u−i
i!
.
Obviously, the k = 1 case has already been taken care of in (1.3) above. Also,
let {ln} be a sequence of positive real numbers such that
(1.8) lnθ
ln = n
for all n ∈ N (here θ is as in (1.7) above). Clearly, such a sequence exists by
the intermediate value theorem and it increases to infinity at a rate strictly
slower than log n.
We are now ready to state our main result.
Theorem 1.1. With the notation as above, we have the following upper
bound on the rate of convergence in (1.2): there exists κ > 0 such that for
all δ > 0 and for all n ∈ N,
sup
u∈[δ,∞)
dTV (E
u
n , E
u
∗ ) ≤
κ
min {δ, δ2}
ln
n
,
where dTV denotes the total variation distance.
We would like to mention that we blend probability theory (namely, the
Chen-Stein method; see Theorem 2.1), ergodic theory (specifically, the ex-
ponential mixing property (1.7)) and real analysis (more precisely, a second
order regular variation estimate; the second inequality in (2.11)) to prove the
result above.
Theorem 1.1 has the following very strong consequence on the rate of
weak convergence of scaled kth maxima. The upper bound here is uniform
over u bounded away from zero and uniform over k ∈ N at the same time.
Corollary 1.2. With κ as in Theorem 1.1, we get that for all δ > 0 and for
all n ∈ N,
sup
k∈N
sup
u∈[δ,∞)
∣∣∣∣∣P
(
M
(k)
n
n
≤ u
)
− e−u
−1
k−1∑
i=0
u−i
i!
∣∣∣∣∣ ≤ κmin {δ, δ2} lnn .
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The above corollary follows from Theorem 1.1 by restricting the supremum
in the definition of total variation distance to sets of the form {0, 1, . . . , k−1}
with k running over the set of all positive integers.
Remark 1.3. Note that if Ai’s were i.i.d. with same marginal distribution,
then by Resnick and de Haan (1989), we would have obtained an upper
bound of O
(
1
n
)
on the rate of convergence of the maxima sequence. The
Chen-Stein method gives the same rate in the i.i.d. case. In the Gauss dy-
namical system, we get an extra factor of ln because of the dependence of
the Ai’s. However, since ln = o(logn), it follows that our bound on the rate
of convergence is o
(
logn
n
)
. Therefore, we almost attain the rate obtained in
the i.i.d. case.
Remark 1.4. The best known rate of convergence for the maxima in our
setup was obtained by Philipp (1976), who gave an upper bound ofO
(
e−(logn)
δ
)
with δ ∈ (0, 1) (the constant in O depends on δ). Note that e−(logn)
δ
is a
slowly varying function of n. Therefore, by the Potter bound (see, for ex-
ample, Page 32 of Resnick (2007)), it follows that n−η = o
(
e−(log n)
δ
)
for all
η > 0 and for all δ ∈ (0, 1). Hence, by Remark 1.3, it follows that
ln
n
= o
(
e−(logn)
δ
)
for all δ ∈ (0, 1). Therefore, our bound on the rate of convergence is signif-
icantly better than the one obtained by Philipp (1976). More precisely, we
improve a slowly varying rate of convergence to a polynomial one, bettering
an error term that was used by Philipp in his proof of a conjecture of Paul
Erdo¨s.
Note that the D and D′ conditions of Davis (1983) follow from (1.7).
Therefore, by Example 5.1 in Davis and Hsing (1995), the following extremal
point process weak convergence holds in the space Mp((0,∞]) of all Radon
point measures (on (0,∞]) equipped with the vague metric:
(1.9) Qn :=
n∑
i=1
δAi log 2
n
d
−→ Q∗ ∼ PRM((0,∞], ν).
Here the limit Q∗ is a Poisson random measure on (0,∞] with mean measure
ν; see Section 4.1 of Tyran-Kamin´ska (2010) for a direct proof of (1.9). In
this paper, we observe that a tiny detour of our proof of Theorem 1.1 yields
(1.9); see Section 2.3 below.
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2. Proofs
As mentioned earlier, the proof of Theorem 1.1 relies on the Chen-Stein
method of Arratia et al. (1989). We first state their result and then present
our proof. Finally, we observe how a tiny detour of the proof also establishes
the weak convergence of the extremal point process of the digits arising in
the continued fraction expansion.
2.1. The Chen-Stein Method of Arratia et al. (1989). Let I be an
index set and {Xα ∼ Ber(pα)}α∈I be a collection of possibly dependent
Bernoulli random variables. Suppose, for each α ∈ I, there exists a subset
Bα ⊆ I such that roughly speaking, Xα is nearly independent of {Xβ : β ∈
I \ Bα}. Arratia et al. (1989) called Bα the “neighborhood of dependence”
of Xα. Following their notation, we define
b1 =
∑
α∈I
∑
β∈Bα
pαpβ,(2.1)
b2 =
∑
α∈I
∑
β∈Bα\{α}
E(XαXβ),(2.2)
b3 =
∑
α∈I
E
[
|E(Xα − pα|Hα)|
]
,(2.3)
where Hα is the σ-field generated by {Xβ : β ∈ I \Bα}.
Theorem 2.1 (Theorem 2 of Arratia et al. (1989)). Partition I into disjoint
nonempty subsets I1, I2, . . . , Ik. Let {Yα ∼ Poi(pα)}α∈I be a collection of
independent Poisson random variables. Set
Wj =
∑
α∈Ij
Xα, Zj =
∑
α∈Ij
Yα and λj =
∑
α∈Ij
pα.
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Then
dTV
(
L(W1,W2, . . . ,Wk),L(Z1, Z2, . . . , Zk)
)
≤ min
{
2, 2.8 max
1≤j≤k
λ
−1/2
j
}
(2b1 + 2b2 + b3),(2.4)
where L denotes the joint law.
We would like to elaborate a bit on the phrase “nearly independent” used
above in the context of neighborhood of dependence Bα. In many examples
(e.g., m-dependent time-series models, certain random graph asymptotics,
etc.) where Theorem 2.1 is used, Xα is totally independent of {Xβ : β 6∈ Bα}
making b3 = 0. In our case, however, we need to bound b3 tightly using the
“near independence” property (1.7).
2.2. Proof of Theorem 1.1. Define a new Poisson random variable E˜un with
mean nP (n−1A1 log 2 > u). The basic strategy of the proof is to use that
(2.5) dTV (E
u
n , E
u
∗ ) ≤ dTV (E
u
n , E˜
u
n) + dTV (E˜
u
n , E
u
∗ )
and to estimate each term separately. The bound on dTV (E
u
n , E˜
u
n) will need
Chen-Stein method and the exponential mixing property (1.7) while the sec-
ond term dTV (E˜
u
n , E
u
∗ ) will be estimated using a hard analytic bound on the
second order term of the convergence in (1.5). Thus, our proof combines
tools from probability theory, ergodic theory and real analysis in a system-
atic manner.
We will first show that there exists κ1 > 0 such that for all u > 0 and for
all n ≥ 1,
(2.6) dTV (E
u
n , E˜
u
n) ≤ κ1max
{
1
u
,
1
u2
}
ln
n
,
where ln is as in (1.8). To this end, set
(2.7) D = (u,∞].
We shall use Theorem 2.1 with I = {1, 2, . . . , n}, k = 1, Xα = I(n−1Aα log 2∈D)
(and hence pα = E(Xα) = E(X1) = P (n
−1A1 log 2 ∈ D)) and Bα = (α −
ln, α+ ln)∩I for each α ∈ I. Note that with these choices we have W1 = E
u
n
and Z1 may be thought of, intuitively, as “W1 if the Xα’s were independent”.
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Because of stationarity, we get∑
α∈I
pα = nP (n
−1A1 log 2 ∈ D) = nP (n
−1A1 log 2 > u).
In order to establish (2.6), we have to estimate the quantities defined by
(2.1), (2.2) and (2.3). For the first one, observe that
b1 =
∑
α∈I
∑
β∈Bα
pαpβ
=
n∑
α=1
∑
β∈Bα
(
P (n−1A1 log 2 ∈ D)
)2
,
from which, using (1.6), we get
b1 ≤ 2nln
(
1
nu
)2
=
2
u2
ln
n
.(2.8)
In order to bound the second term in (2.4), note that for any α, β ∈ N
such that α 6= β,
E(XαXβ) = P
(
n−1Aα log 2 ∈ D, n
−1Aβ log 2 ∈ D
)
≤ (1 + ψ(|α− β|))P
(
n−1Aα log 2 ∈ D)P (n
−1Aβ log 2 ∈ D
)
,
where the last step follows from (1.7). Applying stationarity, (1.6) and the
inequality ψ(n) ≤ C, we get from the above bound that
E(XαXβ) ≤ (1 + C)
(
P
(
n−1A1 log 2 ∈ D)
)2
≤ (1 + C)
(
1
nu
)2
for all α 6= β. Hence
(2.9) b2 =
∑
α∈I
∑
β∈Bα\{α}
E(XαXβ) ≤ 2nln(1 + C)
1
u2n2
=
2(1 + C)
u2
ln
n
.
Finally, we need to estimate (2.3). Fixing α ∈ I and taking F =
(n−1Aα log 2 ∈ D) with D as in (2.7), we see that (1.7) yields
pαP (H)(1− ψ(ln)) ≤ P
(
(n−1Aα log 2 ∈ D) ∩H
)
≤ pαP (H)(1 + ψ(ln))
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for all H ∈ Hα = σ{Xβ : β ∈ I \Bα}. The above pair of inequalities can be
rewritten as
pαP (H)(1− ψ(ln)) ≤
∫
H
XαdP =
∫
H
E(Xα|Hα)dP ≤ pαP (H)(1 + ψ(ln))
yielding
−
∫
H
pα ψ(ln) dP ≤
∫
H
E(Xα − pα|Hα) dP ≤
∫
H
pα ψ(ln) dP,
which holds for all H ∈ Hα and hence∣∣E(Xα − pα|Hα)∣∣ ≤ pα ψ(ln) = P (n−1A1 log 2 ∈ D)ψ(ln)
almost surely. Therefore, we get
b3 =
∑
α∈I
E
[
|E(Xα − pα|Hα)|
]
≤ nP (n−1A1 log 2 ∈ D)ψ(ln)
≤ n
1
nu
Cθ−ln
=
C
u
ln
n
,
where we used (1.6) and the last step follows from the choice of ln as given
in (1.8). The above upper bound, along with (2.8) and (2.9), yields (2.6)
thanks to Theorem 2.1.
We now move on to estimating the second term in (2.5). We first use
Taylor’s theorem to obtain the inequality | log(1 + x) − x| ≤ x
2
2
, which can
be rewritten as
(2.10)
∣∣∣∣ log (1 + x)x − 1
∣∣∣∣ ≤ x2
for all x > 0. Using this inequality, we shall now bound the second order
term of the convergence in (1.5).
To this end, note that
|nP (n−1A1 log 2 ∈ D)− u
−1| =
∣∣∣∣n log (1 + ⌈nu/ log 2⌉−1)log 2 − 1u
∣∣∣∣
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≤
n
log 2
∣∣∣∣log(1 + 1⌈nu/ log 2⌉
)
− log
(
1 +
1
nu/ log 2
)∣∣∣∣
+
1
u
∣∣∣∣ log (1 + n−1u−1 log 2)n−1u−1 log 2 − 1
∣∣∣∣ .
By virtue of (2.10), the second term above is bounded by log 2
2u2n
. On the other
hand, using the mean value theorem, we can estimate the first term as follows:
n
log 2
∣∣∣∣log(1 + 1⌈nu/ log 2⌉
)
− log
(
1 +
1
nu/ log 2
)∣∣∣∣ ≤ nlog 2 (log 2)2n2u2 = log 2u2n
Therefore, by Lemma (8) of Freedman (1974), it follows that
(2.11) dTV (E˜
u
n , E
u
∗ ) ≤ |nP (n
−1A1 log 2 ∈ D)− u
−1| ≤
3 log 2
2u2
1
n
.
The above inequality, (2.6) and (2.5) imply that there exists a constant κ ∈
(0,∞) such that for all u > 0 and for all n ≥ 1,
dTV (E
u
n , E
u
∗ ) ≤ κmax
{
1
u
,
1
u2
}
ln
n
,
from which Theorem 1.1 follows.
Remark 2.2. We would like to mention here an alternative approach pointed
out to us by an anonymous referee. Namely, Theorem 1 of Smith (1988)
gives a similar Chen-Stein type upper bound in the more general setup of
non-stationary processes. It is possible to use this result to give a bound
on dTV (E
u
n , E˜
u
n) in our work leaving the estimation of dTV (E˜
u
n , E
u
∗ ) (based on
hard analysis) as it is. This will involve (in the notation of Smith (1988))
coming up with the function g(n, r), the subsets Inrk and I
∗
nrk (⊆ Inrk), the
latter being very similar to a neighborhood of dependence, and verifying the
Condition D′ of Smith (1988). We think that this will be more involved
than the estimation of the terms b1 and b2 of our paper. On the other hand,
Condition D of Smith (1988) will follow directly from the exponential mixing
property (1.7) of our paper and this verification will be shorter than bounding
the term b3 in our work. Overall, we feel that an application of Theorem 1
of Smith (1988), instead of Theorem 2 of Arratia et al. (1989), will perhaps
result in an argument of similar length. However, we have not compared the
rates obtained by these two results in our setup.
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2.3. New Proof of (1.9). By Theorem 4.7 of Kallenberg (1983), in order
to establish (1.9), it is enough to show the following:
(i) For all u, v ∈ (0,∞] with u < v,
(2.12) E
(
Qn((u, v])
)
−→ E
(
Q∗((u, v])
)
= ν((u, v]) = u−1 − v−1
as n→∞. Of course, we follow the convention ∞−1 = 0.
(ii) Whenever 0 < u1 < v1 < u2 < v2 < · · · < uk < vk ≤ ∞,
P
(
Qn((u1, v1]) = 0, Qn((u2, v2]) = 0, . . . , Qn((uk, vk]) = 0
)
→ P
(
Q∗((u1, v1]) = 0, Q∗((u2, v2]) = 0, . . . , Q∗((uk, vk]) = 0
)
(2.13)
=
k∏
i=1
e−ν((ui,vi]) = exp
{
−ν
(
k⋃
i=1
(ui, vi]
)}
as n→∞.
By linearity of expectation, in order to establish (2.12), it is enough to do
so with u ∈ (0,∞) and v = ∞. This special case follows using stationarity
of Ai’s and (1.5) as shown below:
E
(
Qn((u,∞])
)
= E
[
n∑
i=1
δn−1Ai log 2((u,∞])
]
= nP
(
n−1A1 log 2 > u
)
→ ν((u,∞]),
as n→∞). This proves (2.12).
On the other hand, verification of (2.13) will need a tiny detour of the
proof of Theorem 1.1 (as carried out in Chiarini et al. (2015) in the context
of Gaussian free fields) and Theorem 2.1 will again play a significant role in
the proof. To this end, fix 0 < u1 < v1 < u2 < v2 < · · · < uk < vk ≤ ∞ and
set
(2.14) D =
k⋃
i=1
(ui, vi].
Note that by (1.4) and Proposition 3.12 of Resnick (1987), it follows that
(2.15) nP
(
n−1A1 log 2 ∈ D
)
→ ν(D)
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as n → ∞ for D as in (2.14). Therefore by changing the definition of D
from (2.7) to (2.14) in the proof of Theorem 1.1 and using (2.15), it is easy
to show that
dTV (Qn(D), Q∗(D))→ 0
as n → ∞. In particular, P (Qn(D) = 0) → P (Q∗(D) = 0) = e
−ν(D), which
is a restatement of (2.13). This completes the proof of (1.9) based on the
Chen-Stein method of Arratia et al. (1989).
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