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Traditionally, practitioners start a statistical analysis of a given sample x1, . . . , xn by com-
puting the sample mean E and the sample variance V . The sample values xi usually come
frommeasurements. Measurements are never absolutely accurate and often, the only infor-
mation that we have about the corresponding measurement errors are the upper bounds
i on these errors. In such situations, after obtaining the measurement result x˜i , the only
information that we have about the actual (unknown) value xi of the i-th quantity is that xi
belongs to the interval xi = [˜xi − i, x˜i + i]. Different values xi from the corresponding
intervals lead, in general, to different values of the sample mean and sample variance. It is
therefore desirable to find the range of possible values of these characteristics when xi ∈ xi .
Often, we know that the values xi cannot differ too much from each other, i.e., we know
the upper bound V0 on the sample variance V : V ≤ V0. It is therefore desirable to find the
range of E under this constraint. This is the main problem that we solve in this paper.
© 2011 Elsevier Inc. All rights reserved.
1. Formulation of the problem
Traditional statistical data processing: computing sample mean and sample variance. In the traditional science and
engineering practice (see, e.g., [11,12]), when we have a sample of values x1, . . . , xn, we usually start by computing the
sample mean
E = 1
n
·
n∑
i=1
xi (1)
and the sample variance
V = 1
n
·
n∑
i=1
(xi − E)2. (2)
Ubiquity of interval uncertainty. The above values E and V are easy to computewhenwe know the exact values of the char-
acteristics x1, . . . , xn. In practice, these values usually come from measurements, and measurements are never absolutely
exact (see, e.g., [9,11]): the measurement results x˜i are, in general, different from the actual (unknown) values xi: x˜i = xi.
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Traditionally, it is assumed that we know the probability distribution of themeasurement errorsxi
def= x˜i−xi. However,
often, the only information we have is the upper bound i on the (absolute value of the) measurement error: |xi| ≤
i.
In this case, based on the measurement result x˜i, the only information that we have about the actual (unknown) value xi
is that xi belongs to the interval xi = [xi, xi], where xi = x˜i − i and xi = x˜i + i.
Estimating samplemean under interval uncertainty: usual case of no additional constraints. In general, different values
xi from the corresponding intervals xi lead to different values of the sample mean E. It is therefore desirable to describe the
range of possible values of sample mean when xi belong to the corresponding intervals:
E = [E, E] def= {E(x1, . . . , xn) | x1 ∈ x1, . . . , xn ∈ xn}. (3)
Comment. The problem of computing the corresponding ranges is a particular case of a general problem of computing the
range
y = [y, y] def= {f (x1, . . . , xn) | x1 ∈ x1, . . . , xn ∈ xn} (4)
of a given function f (x1, . . . , xn) when xi are in known intervals. Computing such a range is called interval computations;
see, e.g., [5,8].
Computing the range of the samplemean: resulting formula.Whenwe pick any of the variables xi and increase it to some
value x′i > xi (while leaving others intact, i.e., x′j = xj for all j = i), the value E would increase as well. Thus, the smallest
value E is attained when each of the variables xi attains its smallest possible value xi = xi, and its largest value E is attained
when each of the variables xi attains its largest possible value xi = xi:
E = 1
n
·
n∑
i=1
xi; E =
1
n
·
n∑
i=1
xi. (5)
Possibility of outliers. In some practical situations, the sample contains values which are drastically different from the
others. Let us give an example. To estimate the average temperature in El Paso, a reasonable idea is to take the average E
of the temperatures x1, . . . , xn measured at different locations within the city. Suppose that we have values x1 = 30.1,
x2 = 30.0, x3 = 29.8, and x4 = 27.0. We know that the temperature within the city usually does not change much, the
differences, on average, do not exceed 1 degree, so the value x4 = 27.0 is an outlier.
In general, theremaybe several reasonswhyweget a different value. A usual reason is that the sample x1, . . . , xn contains
all the measurement results, including both results with higher accuracy and results with lower accuracy. This is the main
case that we consider in this paper.
In the above meteorological example, the sample contains both results made by high-accuracy thermometers placed
at official meteorological sites and values measured by volunteers who simply place the reading of their low-accuracy
thermometers on theweb. For example, the values x1 = 30.1, x2 = 30.0, and x3 = 29.8 come from themeasurements with
high accuracy1 = 2 = 3 = 0.5, while the value x4 = 27.0 comes from a thermometer with accuracy4 = 3.0. Here,
the corresponding intervals xi = [˜xi − i, x˜i + i] have the form x1 = [29.6, 30.6], x2 = [29.5, 30.5], x3 = [29.3, 30.3],
and x4 = [24.0, 30.0].
It is also possible that some of the measuring instruments simply malfunctioned, so the resulting value has nothing
to do with the actual value of the observed quantity. In this case, we usually know the upper bound q on the number of
malfunctioning sensors. This case will be analyzed in other sections.
Apriori bounds onvariability.Aswehavementioned, one of the a priori constraints is that the “average difference” between
different values of the sample is bounded. In the traditional statistical approach, the degree towhich values vary ismeasured
by the sample variance (2). Thus, a reasonable way to describe this constraint is to require that the sample variance cannot
exceed a certain given value V0: V ≤ V0.
This value V0 may describe the upper bound on the variation of temperatures within a city, the variation of the values of
biological characteristics (like height and weight) within a given species, etc.
Estimating sample mean under interval uncertainty and constraint on sample variance: a problem. In the presence of
a constraint on sample variance, the problem of finding possible values of the sample mean E takes the following form:
• given: n intervals xi = [xi, xi] and a number V0 ≥ 0;• compute: the range
[e, e] = {E(x1, . . . , xn) | xi ∈ xi & V(x1, . . . , xn) ≤ V0}. (6)
This is the main problem that we will solve in this paper.
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What is known: computing the range of the sample variance. Since we must take variance into account, it is reasonable
to recall what is known about computing the range of the sample variance under interval uncertainty. The sample variance
(2) is, in general, not monotonic; so, for the sample variance V , the problem of computing the range [V, V] under interval
uncertainty is more complex.
Specifically, it turns out that while the lower endpoint V can be computed in linear time [14], the problem of computing
V is, in general, NP-hard [2,3].
A case when our problem is (relatively) easy to solve. Let us first consider the case when V0 is larger than (or equal to) the
largest possible value V of the sample variance corresponding to the given sample.
In this case, the constraint V ≤ V0 is always satisfied. Thus, in this case, the desired range simply coincides with the
range of all possible values of E, i.e., with the arithmetic average (5) of the corresponding intervals.
Another case when our problem is (relatively) easy to solve. Another such case is when V0 = 0.
In this case, the constraint V ≤ V0 means that the sample variance V should be equal to 0. In this case, all non-negative
values (xi − E)2 should also be equal to 0 – otherwise, the average V of these values (xi − E)2 would be positive. So, we have
xi = E for all i and thus, all the actual (unknown) values should coincide: x1 = · · · = xn. In this case, we know that this
common value xi belongs to each of n intervals xi, so it belongs to their intersection
x1 ∩ · · · ∩ xn. (7)
A value E belongs to the interval [xi, xi] if it is larger than or equal to its lower endpoint xi and smaller than or equal to its
upper endpoint xi. Thus, for a value E to belong to all n intervals, it has to be larger than or equal to all n lower endpoints
x1, . . . , xn, and it has to be smaller than or equal to all n upper endpoints x1, . . . , xn.
A number E is larger than or equal to n given numbers x1, . . . , xn if and only if it is larger than or equal to the largest of
these n numbers, i.e., if max(x1, . . . , xn) ≤ E. Similarly, a number E is smaller than or equal to n given numbers x1, . . . , xn
if and only if it is smaller than or equal to the smallest of these n numbers, i.e., if E ≤ min(x1, . . . , xn). So, the intersection
consists of all the numbers which are located between these two bounds, i.e., the intersection coincides with the interval
[e, e] = [max(x1, . . . , xn),min(x1, . . . , xn)]. (8)
Comment. In the above meteorological example, if we assume that V0 = 0, then the intersection of the above intervals takes
the form [29.6, 20.0]. It is easy to observe that this interval does not change if we slightly change the values x1, x2, x2, x3, x3,
and x4. Informally, we can say that we ignore the numerical values of these quantities xi and xj – as long as they satisfy the
corresponding inequalities xi < max(x1, . . . , xn) and xj > min(x1, . . . , xn). This “ignoring” is typical in robust statistics,
whenwe find estimates in the presence of outliers; see, e.g., [4]. For example, one of the known robust estimates is a sample
median. Themedian does not change if we slightly change the numerical values of all the xi which are smaller or larger than
the median value; so, in our informal terms, the median “ignores” all these values.
Similarly, in statistical clustering, it is often beneficial to “ignore” some of the input values; see, e.g., [6,13].
General case: analysis of the problem. Sample variance is a convex function of the variables x1, . . . , xn, so the set{x1, . . . , xn : V(x1, . . . , xn) ≤ V0} is a convex set – specifically, an (infinite) ellipsoid. Thus, our main problem is the
problem of minimizing and maximizing a linear function over a convex set – the intersection between the rectangular box
x1 × · · · × xn and the ellipsoid.
Each linear function is both convex and concave, so to find the desired range, we can use known efficient algorithms for
estimating the minimum of a convex function over a convex set and the maximum of a concave function over a convex set;
see, e.g., [1] and references therein. 1
General case: computational complexity of a known algorithm. A simplest way to optimize a linear objective function∑n
i=1 wi · xi over an ellipsoid
∑n
i=1
∑n
j=1 aij · (xi − ci) · (xj − cj) ≤ w0 is to use the Lagrange multiplier technique, after
which this constraint optimization problem reduces to an unconstrained optimization problem, with a quadratic objective
function
J =
n∑
i=1
wi · xi + λ ·
⎛
⎝ n∑
i=1
n∑
j=1
aij · (xi − ci) · (xj − cj) − w0
⎞
⎠ .
This problem, in its turn, can be solved by equating allnpartial derivatives
∂ J
∂xi
to 0. A partial derivative of a quadratic function
is a linear function, so, to find the optimizing values x1, …, xn, we get a system of n linear equations with n unknowns. Such
a system can be solved in time O(n2.5) [1].
Our problem is slightly more complex, since we want to optimize over the intersection between an ellipsoid and a box.
So, the computation time may be slightly larger.
1 The authors are thankful to the anonymous referee for this important observation.
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Our new results. Our main new result is that the above problem can be solved much faster – in time O(n · log(n)).
We also analyze what happens if we want to estimate other characteristics (such as sample variance itself) under in-
terval uncertainty and constraints on sample variance, and what happens if we also take into account the possibility of
malfunctioning sensors.
2. Main result
Main problem (reminder):
• given: n intervals xi = [xi, xi] and a number V0 ≥ 0;• compute: the range
[e, e] = {E(x1, . . . , xn) | xi ∈ xi & V(x1, . . . , xn) ≤ V0}.
Main result. There exists an algorithm that solves the main problem in time O(n · log(n)).
Algorithm. This algorithm is as follows:
• First, we compute the values
E
def= 1
n
·
n∑
i=1
xi and V
− def= 1
n
·
n∑
i=1
(xi − E)2;
E
def= 1
n
·
n∑
i=1
xi and V
+ def= 1
n
·
n∑
i=1
(xi − E)2.
• If V− ≤ V0, then we return e = E.• If V+ ≤ V0, then we return e = E.• If at least one these inequalities does not hold, i.e., if V0 < V− or V0 < V+, then we sort the all 2n endpoints xi and xi
into a non-decreasing sequence
z1 ≤ z2 ≤ · · · ≤ z2n
and consider 2n − 1 zones [zk, zk+1].• For each zone:
– for every i for which xi ≤ zk , we take xi = xi;
– for every i for which zk+1 ≤ xi, we take xi = xi;
– for every other i, wemark the corresponding values indicating that for all of them,wewill select the same value xi = α,
this common value α is determined later in this step; let us denote the number of such marked i’s by nk .
The common value α is determined from the condition that for the resulting selected vector x, we have V(x) = V0, i.e.,
from solving the following quadratic equation:
1
n
·
⎛
⎝ ∑
i:xi≤zk
(xi)
2 + ∑
i:zk+1≤xi
x2i + nk · α2
⎞
⎠− 1
n2
·
⎛
⎝ ∑
i:xi≤zk
xi +
∑
i:zk+1≤xi
xi + nk · α
⎞
⎠2 = V0. (9)
Then:
– if neither of the two roots of the above quadratic equation belongs to the zone, this zone is dismissed;
– if one or more roots belong to the zone, then for each of these roots, based on this α, we compute the value
Ek = 1
n
·
⎛
⎝ ∑
i:xi≤zk
xi +
∑
i:zk+1≤xi
xi + nk · α
⎞
⎠ . (10)
• After that:
– if V0 < V
−, we return the smallest of the values Ek as e;
– if V0 < V
+, we return the largest of the values Ek as e.
Comments.
• For readers’ convenience, all the proofs, including the proof of correctness of this algorithm, are placed in the special
Proofs section; the main ideas behind these proofs are similar to the ideas behind the proofs from [7].
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• Which values are “ignored” by this algorithm? In this algorithm,we use all the variables forwhich the optimal Ek contains
all the values xi = xj or xj – in the sense that if we change these values, the resulting estimates e or ewill change.
On the other hand, for the intervals for which we take xi = α, the values are, in effect, ignored – because when we
slightly change the corresponding interval, the resulting estimates e or ewill not change.
Toy example. Let us illustrate the above algorithm on a simple example in which we have two intervals x1 = [−1, 0] and
x2 = [0, 1], and the bound V0 ≥ 0.
In this case, according to the above algorithm, we compute the values
E = 1
2
· (−1 + 0) = −0.5; V− = 1
2
· (((−1) − (−0.5))2 + (0 − (−0.5))2) = 0.25;
E = 1
2
· (0 + 1) = 0.5; V+ = 1
2
· ((0 − 0.5)2 + (1 − 0.5)2) = 0.25.
Both conditions V0 ≥ V− and V0 ≥ V+ are equivalent to V0 ≥ 0.25. Thus, when V0 ≥ 0.25, we take into account both
endpoints of both intervals, and get
e = 1
2
· ((−1) + 0) = −0.5; e = 1
2
· (0 + 1) = 0.5.
When V0 < 0.25, then, for computing both bounds e and e, we need to consider different zones.
By sorting the 4 endpoints −1, 0, 0, and 1, we get z1 = −1 ≤ z2 = 0 ≤ z3 = 0 ≤ z4 = 1. Thus, here, we have three
zones [z1, z2] = [−1, 0], [z2, z3] = [0, 0], and [z3, z4] = [0, 1].
(1) For the first zone [z1, z2] = [−1, 0], according to the above algorithm, we select x2 = 0 and x1 = α. To determine the
value α, we form the quadratic equation (9):
1
2
· (02 + α2) − 1
4
· (0 + α)2 = V0.
This equation is equivalent to
1
2
· α2 − 1
4
· α2 = 1
4
· α2 = V0,
hence α2 = 4 · V0 and α = ±2 · √V0. Of the two roots α = −2 · √V0 and α = 2 · √V0, only the first root belongs to the
zone [−1, 0]. For this root, we compute the value (10):
E1 = 1
2
· (0 + α) = 1
2
·
(
0 +
(
−2 · √V0
))
= −√V0.
(2) For the second zone [z2, z3] = [0, 0], according to the above algorithm, we select x1 = x2 = 0. In this case, there is no
need to compute α, so we directly compute
E2 = 1
2
· (0 + 0) = 0.
(3) For the third zone [z3, z4] = [0, 1], according to the above algorithm, we select x1 = 0 and x2 = α. To determine the
value α, we form the quadratic equation (9):
1
2
· (02 + α2) − 1
4
· (0 + α)2 = V0.
This equation is equivalent to
1
2
· α2 − 1
4
· α2 = 1
4
· α2 = V0,
hence α2 = 4 · V0 and α = ±2 · √V0. Of the two roots α = −2 · √V0 and α = 2 · √V0, only the second root belongs to
the zone [0, 1]. For this root, we compute the value (10):
E3 = 1
2
· (0 + α) = 1
2
·
(
0 + 2 · √V0
)
= √V0.
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Here, we have a value Ek for all three zones, so we return
e = min(E1, E2, E3) = −
√
V0; e = max(E1, E2, E3) =
√
V0.
Toy example: discussion.When V0 ≥ 0.25, in our (provably optimal) computations, we use all four endpoints xi and xi of
the original intervals [xi, xi] to estimate the values e and e.
When V0 < 0.25, we use only the value x1 (to compute e) and the value x2 (to compute e). The endpoints x1 and x2 are
ignored in the optimal algorithm – in the sense that to find the bounds e and e, we use the values xi = α which do not
change if we slightly change these endpoints.
In particular, when V0 = 0, the resulting interval [e, e] simply coincides with [0, 0] – i.e., with the intersection [−1, 0]∩[0, 1] of the two given intervals. This is exactly one of the two above cases in which the problem has an easy solution.
3. Additional results
What if we consider other statistical characteristics? What if, in addition to the sample mean, we also consider other
statistical characteristics such as sample variance? It turns out that already for sample variance, the corresponding problem
is NP-hard.
First auxiliary problem:
• given: n intervals xi = [xi, xi] and a number V0 ≥ 0;• compute: the range
[v, v] def= {V(x1, . . . , xn) | xi ∈ xi & V(x1, . . . , xn) ≤ V0}.
First auxiliary result. The first auxiliary problem is NP-hard.
Second auxiliary problem: discussion. What if some sensors malfunction? We will show that in this case, the problem
becomes NP-hard already for the sample mean – and even without interval uncertainty.
Second auxiliary problem: precise formulation.
• given: n values x1, . . . , xn, a number q ≤ n, and a number E;• check:whether there exists a subset xi1 , . . . , xik , i1 < i2 < · · · < ik , k ≥ n − q, of the original sample for which
E = xi1 + · · · + xik
k
.
Second auxiliary result. The second auxiliary problem is NP-hard.
Comment. It is worth mentioning that if instead of checking which elements are possible we simply want to know the range
of possible values, then the problem becomes feasible for interval uncertainty – for the sample mean and, more generally,
for any increasing function. Let us describe this problem in precise terms. 2
Third auxiliary problem: precise formulation.
• given: n intervals x1 = [x1, x1], . . . , xn = [xn, xn], a number q ≤ n, and a family of feasible functions fk(s1, . . . , sk)
which is a (non-strictly) increasing function of each of its variables;
• compute: the smallest y and the largest y of the values f (xi1 , . . . , xik) for all k ≥ n − q and for all xi ∈ xi.
Comment. The case of the sample mean corresponds to the functions fk(s1, . . . , sk) = s1 + · · · + sk
k
.
Third auxiliary result. There exists a feasible (polynomial-time) algorithm for solving the third auxiliary problem.
Algorithm for solving the third auxiliary problem is as follows:
• to compute y, we sort the lower endpoints xi into an increasing sequence x(1) ≤ x(2) ≤ · · · ≤ x(n), and then compute
y = min(fn−q(x(1), . . . , x(n−q)), fn−q+1(x(1), . . . , x(n−q+1)), . . . , fn(x(1), . . . , x(n)));
2 The authors are thankful to the anonymous referee for this formulation.
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• to compute y, we sort the upper endpoints xi into a decreasing sequence x(1) ≥ x(2) ≥ · · · ≥ x(n), and then compute
y = max(fn−q(x(1), . . . , x(n−q)), fn−q+1(x(1), . . . , x(n−q+1)), . . . , fn(x(1), . . . , x(n))).
4. Proofs
4.1. Proof that the main algorithm is correct
1◦. Let us first show that it is sufficient to prove correctness for the case of the upper endpoint e.
Indeed, one can easily see that if we replace the original values xi with the new values x
′
i = −xi, then the sample mean
changes sign E′ = −E while the sample variance remains the same V ′ = V .
When each xi is known with interval uncertainty xi ∈ xi = [xi, xi], the corresponding interval for x′i = −xi is equal to
x′i = [−xi,−xi]. The resulting interval e′ = [e′, e′] for E′ is similarly equal to [−e,−e], so e′ = −e and thus, e = −e′.
Thus, if we know how to compute the upper endpoint e for an arbitrary set of intervals x1, . . . , xn, we can compute e for
a given set of intervals x1 = [x1, x1], . . . , xn = [xn, xn] as follows:
• we compute n auxiliary intervals x′i = [−xi,−xi], i = 1, . . . , n;• weuse the known algorithm to find the upper endpoint e′ for the range of the samplemeanwhen x′i ∈ x′i andV(x′) ≤ V0;• we take e = −e′.
2◦. Let us prove that the largest possible value e is attained for some values xi ∈ [xi, xi] for which V(x) ≤ V0.
Indeed, the sample variance function V(x1, . . . , xn) is continuous; thus, the set of all the values x = (x1, . . . , xn) for which
V(x1, . . . , xn) ≤ V0 is closed.
The box x1 × · · · × xn is closed and bounded and thus, compact. The set S of all the values x ∈ x1 × · · · × xn for which
V(x) ≤ V0 is a closed subset of a compact set and therefore, compact itself. A continuous function attains its maximum on
a compact set at some point. In particular, this means that the function E(x) attains its maximum e at some point x, i.e., that
there exist values x = (x1, . . . , xn) for which E(x1, . . . , xn) = e.
In the following text, we will consider these optimizing values.
3◦. Let us prove that for the optimizing vector x, for all i for which we have xi < E, we have xi = xi.
Indeed, since V = M − E2, whereM def= 1
n
·
n∑
i=1
x2i , we conclude that
∂V
∂xi
= ∂M
∂xi
− ∂E
2
∂xi
= ∂M
∂xi
− 2 · E · ∂E
∂xi
.
Here,
∂E
∂xi
= 1
n
,
∂M
∂xi
= 2xi
n
, and therefore,
∂V
∂xi
= 2 · (xi − E)
n
. (11)
If we change only one value xi, by replacing it with xi + xi, with a small xi, the value of V changes by
V = ∂V
∂xi
· xi + o(xi) = 2
n
· (xi − E) · xi + o(xi). (12)
When xi < E, i.e., when xi − E < 0, then for small xi > 0, we have a negative V , i.e., the sample variance decreases,
while the sample mean E increases by
1
n
· xi > 0. Thus, if we had xi < E and xi = xi for some i, then we could, by slightly
increasing xi, further increase E while decreasing V (and thus, keeping the constraint V ≤ V0). So, in this case, the vector x
cannot be the one that maximizes E under the constraint V ≤ V0.
This conclusion proves that for the optimizing vector, when xi < E, we have xi = xi.
4◦. Let us assume that an optimizing vector has a component xi which is strictly inside the corresponding interval [xi, xi],
i.e., for which xi < xi < xi. Due to Part 3 of this proof, we cannot have xi < E, so we must have xi ≥ E. Let us prove that in
this case,
• for every j for which E ≤ xj < xi, we have xj = xj , and• for every k for which xk > xi, we have xk = xk .
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4.1◦. Let us first prove that if xi ∈ (xi, xi), and E ≤ xj < xi, then xj = xj .
We will prove this by contradiction. Indeed, let us assume that we have E ≤ xj < xi and xj < xj . In this case, we can, in
principle, slightly increase xj , to xj + xj and slightly decrease xi, to xi − xi, and still stay within the corresponding inter-
vals xi and xj . We select xj and xi in such a way that the resulting change V in the sample variance V is non-negative.
Here,
V = ∂V
∂xj
· xj − ∂V
∂xi
· xi + o(xi) + o(xj). (13)
Substituting the formula (11) for the derivative
∂V
∂xj
into this formula, we conclude that
V = 2
n
· ((xj − E)xj − (xi − E) · xi) + o(xi) + o(xj). (14)
Thus, for every xj , to get V = 0, we select
xi = xj − E
xi − E · xj + o(xj). (15)
For this selection, the sample variance does not change, but the sample mean E is changed by
E = 1
n
· (xj − xi) =
(
1 − xj − E
xi − E
)
· xj + o(xj) = xi − xj
xi − E · xj + o(xj). (16)
Since xj < xi, for smallxj , we haveE > 0. Thus,we can further increase the samplemeanwithout violating the constraint
V ≤ V0. This contradicts to our assumption that x is the optimizing vector. Thus, when E < xj < xi, we cannot have xj < xj –
so we must have xj = xj .
4.2◦. Let us first prove that if xi ∈ (xi, xi), E ≤ xi, and xk > xi, then xk = xk .
Let us assume that we have xk > xi and xk > xk . In this case, we can, in principle, slightly increase xi, to xi +xi and slightly
decrease xk , to xk − xk , and still stay within the corresponding intervals xi and xk . We select xi and xk in such a way
that the resulting change V in the sample variance V is non-negative. Here,
V = ∂V
∂xi
· xi − ∂V
∂xk
· xk + o(xi) + o(xk) = 2
n
· ((xi − E)xi − (xk − E) · xk) + o(xi) + o(xk). (17)
Thus, for every xi, to get V = 0, we select
xk = xi − E
xk − E · xi + o(xi). (18)
For this selection, the sample variance does not change, but the sample mean E is changed by
E = 1
n
· (xi − xk) =
(
1 − xi − E
xk − E
)
· xi + o(xi) = xk − xi
xk − E · xi + o(xi). (19)
Since xk > xi, for smallxi, wehaveE > 0. Thus,we can further increase the samplemeanwithout violating the constraint
V ≤ V0. This contradicts our assumption that x is the optimizing vector. Thus, when xi < xk , we cannot have xk > xk – so
we must have xk = xk .
5◦. Let us now consider the case when for all the components xi ≥ E of the optimizing vector x, we have either xi = xi or
xi = xi. Let us show that in this case, all the values xi for which xi = xi are smaller than or equal to all the values xj for which
xj = xj .
We will prove this statement by contradiction. Let us assume that there exist i and j for which E ≤ xj < xi, xj = xj and
xi = xi. In this case, we can slightly increase the value xj , to xj + xj , and slightly decrease the value xi, to xi − xi, and still
stay within the corresponding intervals. Similarly to Part 4 of this proof, for every xj > 0, to get V = 0, we must select
xi = xj − E
xi − E · xj + o(xj). (20)
For this selection, the sample variance does not change, but the sample mean E is changed by
E = 1
n
· (xj − xi) =
(
1 − xj − E
xi − E
)
· xj + o(xj) = xi − xj
xi − E · xj + o(xj). (21)
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Since xj < xi, for smallxj , we haveE > 0. Thus,we can further increase the samplemeanwithout violating the constraint
V ≤ V0. This contradicts our assumption that x is the optimizing vector. So, when E ≤ xj < xi, we cannot have xj = xj and
xi = xi.
This contradiction proves that all the values xi for which xi = xi are indeed smaller than or equal to all the values xj for
which xj = xj .
6◦. Due to Parts 3, 4, and 5 of this proof, there exists a threshold value α such that
• for all j for which xj < α, we have xj = xj , and• for all k for which xk > α, we have xk = xk .
Indeed, in the case described in Part 4, at such α, we can take the value xi that is strictly inside the corresponding interval xi.
In the case described in Part 5, since all the upper endpoints from the optimizing vector are smaller than or equal to all the
lower endpoints, we can take any value α between the largest of the optimal values xj and smallest of the optimal values xk .
7◦. Let us show that because of the property proven in Part 6, once we know to which zone α belongs, we can uniquely
determine all the components xj of the corresponding vector x – a candidate for the optimal vector.
7.1◦. Indeed, if xj < α, then, since we have xj < xj , we get xj < α. Thus, due to Part 6, we have xj = xj .
7.2◦. If α < xj , then, since we have xj < xj , we get α < xj . Thus, due to Part 6, we have xj = xj .
7.3◦. Let us now consider the remaining case when neither of the above two conditions is satisfied and thus, we have
xj ≤ α ≤ xj .
In this case, we cannot have xj < α, because then, due to Part 6, we would have xj = xj and thus, xj < α, which
contradicts to the inequality α ≤ xj .
Similarly, we cannot have α < xj , because then, due to Part 6, we would have xj = xj and thus, α < xj , which contradicts
to the inequality xj ≤ α.
Thus, the only possible value here is xj = α.
7.3◦. Overall, we conclude that for each α, we get exactly the arrangement formulated in our algorithm.
8◦. Let us prove that when V0 < V+, then the maximum is attained when V = V0.
Let us prove this by contradiction. Let us assume that V0 < V
+ and that the maximum of E is attained for some vector
x = (x1, . . . , xn), with xi ∈ [xi, xi], for which V(x) < V0.
Since V < V0 < V
+, we have V(x) < V+ = V(x1, . . . , xn). Thus, x = (x1, . . . , xn) = x def= (x1, . . . , xn) – otherwise,
we would get V(x) = V(x) = V+. So, there exists an index i for which xi = xi. Since xi ∈ [xi, xi], this means that xi < xi.
Thus, we can increase xi by a small positive value ε > 0, to a new value x
′
i = xi + ε > xi, and still remain inside the interval[xi, xi].
The function V(x1, . . . , xn) describing sample variance continually depends on xi. Since V(x) < V0, for sufficiently small
ε, we will have
V(x1, . . . , xi−1, x′i, xi+1, . . . , xn) < V0.
Thus, the new vector still satisfies the constraint – but for this new vector, the sample mean is larger (by ε/n > 0) than for
the original vector x.
This contradicts our assumption that the samplemean E(x)of thevector x is the largest possibleunder thegiven constraint
V ≤ V0.
The above contradiction shows thatwhenV0 < V
+, then for the optimizing vector x, we haveV(x) = V0. This fact enables
us to determine α – as do in the algorithm – by solving the equation V(x(α)) = V0, where x(α) is a vector corresponding
to the given α.
Correctness is proven.
4.2. Proof that the main algorithm takes time O(n · log(n))
Sorting 2n numbers takes time O(n · log(n)); see, e.g., [1].
Once thevalues are sorted,wecan thengozone-by-zone, andperformthe corresponding computations. A straightforward
implementation of the above algorithm would require time O(n2) – for each of 2n zones, we need linear time to compute
several sums of n numbers.
However, in reality, only the sum for the first zone requires linear time. Once we have the sums for each zone, computing
the sum for the next zone requires changing a few terms – values xj which changed status. Each value xj changes once, so
overall, to compute all these sums, we still need linear time.
M. Koshelev et al. / International Journal of Approximate Reasoning 52 (2011) 1136–1146 1145
Thus, after sorting, the algorithm requires only linear computations time O(n). So, if the endpoints are already given to
us as sorted, we only take linear time.
If we still need to sort, then we need time
O(n · log(n)) + O(n) = O(n · log(n)).
4.3. Proof that the first auxiliary problem is NP-hard
By definition, a problem P is NP-hard if every problem from a certain class NP can be reduced to P; see, e.g., [1,10]. A
usual way to prove NP-hardness of a problem P is to show that some known NP-hard problem P0 can be reduced to P .
Indeed, in this case, by definition of NP-hardness, every problem from the class NP can be reduced to P0, and since P0 can
be reduced to the problem P , every problem from the class NP can be reduced to P as well. By definition, this means that P
is NP-hard.
In our proof, as a known NP-hard problem, we take the above-mentioned problem of computing the upper endpoint V
of the sample variance under interval uncertainty. Let us show that this problem can be reduced to the new problem of
computing the range [v(V0), v(V0)]. Indeed, one can easily check that:
• if V0 ≤ V , then v(V0) = V0; and• if V0 > V , then v(V0) = V < V0.
Thus, v(V0) < V0 if and only if V < V0. So, if we could compute v(V0) for a given value V0, we could then compare this value
with V0 and check whether, for a given number V0, we have V < V0. Thus, by using bisection, we could locate V with a given
accuracy quickly. In other words, if we can solve our problem, then we can solve the problem of computing V with a given
accuracy as well. Reduction is proven, so our problem is indeed NP-hard.
4.4. Proof that the second auxiliary problem is NP-hard
This proof is similar to the proof of the previous result, except that as the known NP-hard problem P0, we take the
following subset sum problem [1,10]:
• given: m + 1 positive integers s1, . . . , sm, S;• check:whether it is possible to find a subset si1 , . . . , sik , i1 < i2 < · · · < ik for which si1 + · · · + sik = S.
We reduce each instance of the subset sum problem to our problem as follows: we take n = m + 1, xi = si for i ≤ m,
xm+1 = −S, E = 0, and q = n−1. In this case, if there is a subset forwhich si1 +· · ·+sik = S, then xi1 +· · ·+xik +xm+1 = 0
and thus, E = 0.
Vice versa, E = 0 means that the sum of the selected values xi is 0. Since all the values xi except for the last one are
positive, the only way for the sum to be 0 is to have the only negative term xm+1 = −S < 0 in this sum. In this case, the
fact that xi1 + · · · + xik + xm+1 = 0 means that si1 + · · · + sik = S.
The reduction is proven, so the second auxiliary problem is indeed NP-hard.
4.5. Proof of correctness of the algorithm for solving the third auxiliary problem
For each set of indices i1, . . . , ik , since the function fk(s1, . . . , sk) is monotonic, the smallest possible value of
fk(xi1 , . . . , xik) when xi ∈ xi = [xi, xi] is attained when each of the values xij attains its smallest possible value xij . In
this case, the value of the desired quantity y = fk(xi1 , . . . , xik) is equal to y = fk(xi1 , . . . , xik).
Similarly, for a given k, the smallest possible value of fk(xi1 , . . . , xik) is attained when xi1 , . . . , xik take the k smallest
values, i.e., when xi1 = x(1), . . . , xik = x(k). In this case, the value of the desired quantity y = fk(xi1 , . . . , xik) is equal to
fk(x(1), . . . , x(k)).
The overall minimum is attained for some k, so the absolute minimum y can be computed as the minimum of the above
expressions over all possible values k ≥ n − q. This leads us exactly to the formula given in the above algorithm.
Similarly, we can justify the formula for y. The correctness is proven.
5. Conclusions
Main problems: reminder. In many practical situations, for a sample consisting of n observations, we do not know the
exact values x1, . . . , xn of the corresponding characteristic. Instead, from measurements, we know the lower and upper
bounds xi and xi on these values (xi ≤ xi ≤ xi), and also, we know that the values xi cannot differ too much from each other,
i.e., we know the upper bound V0 on the sample variance V : V ≤ V0. Under these assumptions, we need to find the find the
ranges of possible values of different statistical characteristics such as the sample mean E and the sample variance V . These
are the main problems analyzed in our paper.
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Main problems: results. The problem of computing the range [E, E] for the mean E can be, in principle, solved by using
known feasible algorithms for convex optimization; however, these general-purpose convex optimization algorithms require
computation timeO(n2.5)which ismuch longer than the usual linear-time (O(n)) algorithm for computing the samplemean
E. In this paper, we show that the desired range can be computed much faster than in the general convex case – namely, in
time O(n · log(n)), almost as fast as in the absence of interval uncertainty.
We also prove that the problem of computing the range of the sample variance is, in general, NP-hard.
Additional problems. In the formulation of the main problems, we implicitly assumed that the measuring instruments
function correctly – or at least thatweknowwhen these instrumentsmalfunction. In reality, sometimes, sensorsmalfunction
without any indication of the malfunctioning. In such situations, some of the resulting ranges [xi, xi] come from these
malfunctioning cases and thus, do not contain the actual values xi. Usually, we know the probability of malfunctioning, so
we know the percentage of measurements which can be erroneous. In this case, we want to find estimates the bounds on
the mean (and variance) of the actual values xi – estimates that would not be affected by the erroneous sensor readings.
In this paper, we show that for the sample mean E, the problem of computing its range [E, E] is still feasible, even when
some of the ranges [xi, xi]may be caused bymalfunctioning sensors. However, if we are interested in knowing which values
E from the range [E, E] are possible values of the sample mean and which are not, the problem becomes NP-hard – even in
the absence of interval uncertainty, when all correct (=not malfunction-caused) measurement results are exact.
Remaining open problems. Our results about estimating the mean in situations when some sensors malfunction can be
extended to arbitrary monotonic statistical characteristics. It is desirable to provide a similar analysis for other statistical
characteristics which are not necessarily monotonic, such as higher moments, covariance, correlation, etc.
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