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The quasistationary and transient (nanosecond) regimes of nonlinear vortex dynamics in a soft magnetic dot 
driven by an oscillating external field are studied. We derive a nonlinear dynamical system of equations for the 
vortex core position and phase, assuming that the main source of nonlinearity comes from the magnetostatic 
energy. In the stationary regime, we demónstrate the occurrence of a fold-over bifurcation and calcúlate 
analytically the resonant nonlinear vortex frequencies as a function of the amplitude and frequency of the 
applied driving field. In the transient regime, we show that the vortex core dynamics are described by an 
oscillating trajectory radius. The resulting dynamics contain múltiple frequencies with amplitude decaying in 
time. Finally, we evalúate the ranges of the system parameters leading to a vortex core instability (core 
polarization re versal). 
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I. INTRODUCTION 
Fast magnetization dynamics in geometrically confined 
magnetic elements on submicron length scales is currently 
attracting fundamental interest and it is crucially important 
for the future advancements of nanomagnetism and spintron-
ics. Studying the spin-excitation eigenmodes in such systems 
provides valuable information to relate the nanoelement dy-
namical response to its geometrical and magnetic parameters 
relevant for spintronic circuits operating in the gigahertz fre-
quency range. The closely related problem of the dynamics 
of magnetization reversal in patterned nanostructures is also 
of great relevance for applications. The understanding of 
magnetization dynamics in restricted geometries can be 
achieved by combining theoretical calculations, micromag-
netic simulations, and experimental approaches. Broadband 
ferromagnetic resonance measurements on single magnetic 
submicron particles of nanoscale thickness using the strip 
line technique provide unique information on the dynamics 
in the frequency domain.1-3 Alternatively, time-resolved 
Kerr4-6 and x-ray magnetic circular dichroism (XMCD) 
(Refs. 7-10) techniques supply nanosecond and subnanosec-
ond dynamical information along with spatial images of 
moving magnetization. 
In mesoscopic and nanoscale fíat patterned elements 
(dots) made from soft magnetic materials, strongly nonuni-
form "vortex" magnetization configurations are typically ob-
served at equilibrium. A magnetic vortex consists of an in-
plane flux-closure magnetization distribution with a very 
small central core that is magnetized perpendicularly to the 
dot plañe.n~13 The vortex state can be characterized by a 
core polarization p=±\ that describes whether the core is 
oriented up or down. It was demonstrated by spin-polarized 
scanning tunneling microscopy that the core radius is 
~ 10 nm, Le., about the material exchange length.14 Because 
the moving magnetic vortex core (VC) experiences a topo-
logical forcé (gyroforce) perpendicular to its velocity,15'16 the 
magnetic vórtices in restricted geometry exhibit unique dy-
namic excitations. One of them corresponds to gyrotropic 
spiral-like motion of the vortex core around an equilibrium 
position with an eigenfrequency of the order of several hun-
dred megahertz 4'17 The vortex core polarization via gyrovec-
tor determines the direction of the core spiral motion, as 
demonstrated in time-resolved magneto-optical Kerr4,6 and 
XMCD experiments.7'9,10 The moving vortex profile is dis-
torted in comparison to the static vortex1'18 due to interaction 
of the gyrotropic mode with azimuthal spin waves.19'20 This 
distortion increases when the core velocity increases, even-
tually leading to core polarization reversal.10,21 It has been 
shown that the vortex core polarization can be reversed by 
the application of a small ac magnetic field with a vortex 
resonance frequency and an amplitude considerably smaller 
than the switching field of the vortex core static reversal.22 
This effect was experimentally observed10 and confirmed by 
micromagnetic simulations.23'24 A universal criterion for vor-
tex core switching has been formulated in terms of the vortex 
core critical velocity.25 
Magnetic systems are essentially nonlinear due to a spe-
cific form of the Landau-Lisfitz-Gilbert equation of motion 
governing their dynamics. The magnetization dynamics ex-
hibit phenomena, such as bifurcations and chaos, proper of 
nonlinear dynamical systems.26,27 The nonlinear effects 
manifest themselves when the excitation strength (external 
field or spin-polarized current valué) is increased. In magne-
tism they were first observed in high-power ferromagnetic 
resonance experiments in the 1950s (Refs. 28-30) and were 
explained by Suhl.31 These initial studies of nonlinear dy-
namics were focused on a saturated (almost uniform) mag-
netization state. More recently, nonuniform magnetic sys-
tems have been shown to exhibit a wealth of other interesting 
phenomena, such as spin-wave self-focusing,32 spin-wave 
localization,33 symmetry-breaking dynamic Bose-Einstein 
condensation of spin waves,34 magnetization reversal, driven 
by spin-wave instabilities,35'36 fold-over and bistability 
effects.26,37 An attempt to study the vortex nonlinear dynam-
ics has been presented in Ref. 38, where the splitting of 
microwave absorption peaks corresponding to the vortex gy-
rotropic mode has been observed increasing the external field 
amplitude. This was explained by the occurrence of a fold-
over bifurcation, Le., the appearance of an additional stable 
vortex orbit. 
In this paper, we present calculations of the low-
frequency (subgigahertz range) nonlinear vortex dynamic ex-
citations in submicron-size circular soft magnetic dots. For 
simplicity, we use a circularly polarized driving magnetic 
field so that the füpping between the states p = + \ and p = 
-1 is suppressed. We briefly discuss the difference with a 
linearly polarized field, where múltiple vortex core switching 
is possible. The observed low-frequency oscillations of the 
VC position are described as a gyrotropic motion of the VC 
around its equilibrium induced by a gyroforce and dynamic 
magnetostatic restoring forces in Sec. II. We derive analyti-
cal equations of the VC field-driven motion in the nonlinear 
regime in Sec. III. We describe nonlinear vortex dynamics in 
two regimes: the stationary regime (Sec. IV), showing the 
fold-over bifurcation and the nanosecond (transient) regime 
(Sec. V), showing the transient oscillations of the VC radius. 
Depending on the parameter valúes, the occurrence of the 
fold-over bifurcation and the nonlinear resonance may be 
suppressed by the vortex core reversal described in Sec. VI. 
Our results summarized in Sec. VII unambiguously demón-
strate the importance of nonlinear effects in the magnetic 
vortex dynamics with a rich behavior still awaiting clear ex-
perimental demonstration. 
II. MODEL 
The approach is based on the Landau-Lifshitz-Gilbert 
equation of motion for the classical magnetization field 
M(r,í), 
m= ymX Sw/Sm+amXm, (1) 
where m=M/M s is the reduced magnetization in units of the 
saturation magnetization Ms, y is the gyromagnetic ratio, and 
a is the Gilbert damping parameter. We use the magnetic 
energy density w[m(r,í)] and the substitution m(r,í) 
= m[r,X(í)], where X = (X,Y) defines the VC position. Upon 
integration over the current coordinates r, the energy density 
w[m(r,í)] becomes a function of the vortex core position 
W(X). The motion of a vortex has traditionally been consid-
ered analytically in the limit of small excitations using the 
Thiele's equation of motion15'17 for X, in combination with 
an energy function W(X) for a given dot geometry. Including 
a damping forcé,39,40 this equation can be written as 
• - • 3W(X) 
-GXX-DX + — = 0, (2 
where a dot over a symbol denotes a derivative with respect 
to time and D is a damping tensor,15,39 which is diagonal for 
a circular dot. The first term, the gyroforce, is proportional to 
the gyrovector G=-Gqpz, where G=2TTLMJ y, L is the dot 
thickness and z is the unit vector perpendicular to the dot 
plañe. In the linear limit assuming the decomposition W(X) 
= W(0) + (K/2)\X\2, Eq. (2) can be easily solved analytically, 
yielding the vortex eigenfrequency O>Q = G~1K, calculated by 
Guslienko et al.11 
Topological charges such as vorticity (q) and polarization 
(p) determine the vortex gyrovector, essential for the vortex 
dynamics.18 The dimensionless damping is d=-D/\G\>0. 
We assume that the damping coefficient d< 1 is small and 
neglect the nonlinearity of the damping term. Considering 
only the motion of the vortex core coordínate X, we neglect 
also the vortex-spin waves interaction, which would lead to 
the appearance of a finite but relatively small vortex mass.20 
The pole-free model17 of moving vortex uses a represen-
tation of magnetization m(x,y) via a complex function 
w(z,z) = (mx+imy)/(l+mz), w(z,z)=f(z) if [f(z)|^l and 
w(z,z)=f(z)/\f(z)\ if | /(z) |>l.1 8 The analytical function 
f(z) = i(C/Rc)[z-(Z+Zz2)/(l + \Z\2)] describes the shifted 
vortex magnetization distribution in the dot as superposition 
a vortex centered in the point Z\=Z and "image" vortex cen-
tered in the point z2=l/Z. Here z=x+iy, x,y are in units of 
R, Z=(X+iY)/R describes the vortex core position X, and Rc 
is the vortex core radius. 
The vortex restoring forcé -dW{X)l dX, responsible for 
the finite gyrotropic frequeney, is mainly defined by the mag-
netostatic energy term, with the exchange energy providing a 
smaller contribution.17,18 In the case of field-driven dynam-
ics, the Zeeman energy must also be included. In Refs. 17 
and 38, the dipolar energy contribution was shown to be 
quadratic for small perturbations but a fourth-order term is 
required for larger core displacements, leading to the quartic 
form 
Wdem(X) = (K/2)|X|2+(/?/4)|X|4 (3) 
for a circular dot (an elliptical dot would require an aniso-
tropy in X and Y components and corresponding stiffness 
coefficients). The Zeeman energy is also nonlinear 
W-Ji«.E.-fllx».ll{.m W 
where C is the vortex chirality, £, and S are constants which 
can be calculated from the volume average of the in-plane 
magnetization components mx,my and h = HMsV. We assume 
that the in-plane driving ac field of frequeney w is circularly 
polarized and the parameter h{t) represents the field in com-
plex number notation if H(t)=H0e'"", then h(t)=H(t)MsV. 
The nonlinear coefficients can also be calculated within 
the pole-free model,9,17 and their signs are /?>0, <5>0. The 
linear response coefficient is £=2/(3/?) (R is the dot radius) 
within the same model.17 It can be shown that the nonlinear-
ity of the Zeeman energy (<5) is small in comparison with the 
nonlinearity of the magnetostatic energy (/?). This corre-
sponds to approximation H0<Han (Han is the vortex annihi-
lation field) and only the nonlinearity of the system due to 
nonzero /? will be accounted for in the next sections. The 
positive sign of /? was confirmed by micromagnetic 
simulations.41'42 According to Ref. 42, the nonlinearity of 
Wdem(X) is essential at |X|>0.13/?. We will use the field 
amplitude h0 in units of the linear eigenfrequency w0, 
h0/(o0= yH0/3w0. In what follows, where not explicitly indi-
cated, we use the following typical valúes of the parameters: 
the damping d=0.03, w0/(27r) = (100-500) MHz, and /3 
=4&)0- For simplicity we consider in the next sections the 
vortex core up case with p=\. 
III. DYNAMICAL SYSTEM FOR VORTEX-CORE 
TRAJECTORIES 
Let us consider analytically the problem of nonlinear vor-
tex motion in a circular dot. It is convenient to write the 
nonlinear equations of motion [Eq. (2)] in terms of the am-
plitude u and phase <í> of the complex variable Z(í) repre-
senting the vortex core position. In a coordínate frame rotat-
ing with the field frequency &>, 
Z(t) = u(t)ei^(t)+""\ (5) 
Note that the vortex orbit radius |Z(f)| = w(f) and the phase 
difference </>(?) between the external field h(t) = h(}e"út and the 
vortex response depend, in general, on í. 
The corresponding dynamical system takes the form 
¿ = 
1 
£0 + 
l+d2 
h0(d e o s <f> - s in <fi)— + (3u2 + &>0 
u 
l+d 
[ /z 0 (cos <f> + d s in <f>) - d(f3u2 + (o0)u\. (6 ) 
We get in the linear limit (/?=0) the solution as a sum of 
"free" motion and field-driven parts, 
Z(í): Z(0)- ihfí On 
,¡a>0t -da>0t _ 
ih 
On 
O ¿a* 
where íl0 = w0+idw, Z(0)=Z(í=0) is the initial vortex core 
position. System (6) has an integral of motion, 
h0 = \_ú + + (o)u]2 + [(-</>- w+ (o0 + (3u2)u + du]2. 
(7) 
Stationary solutions satisfy </>=« = O, and correspond to cir-
cular vortex core motions with fixed orbit amplitude u = u0, 
usually detectable experimentally, and fixed phase difference 
4>= 4>o- Then we say that the dynamical system (6) has a 
stationary or critical point (w0, 4>o) m phase space. For them 
Eq. (7) becomes 
1.2 (/3u - (o + (o0) u + d w u = h, (8) 
a polynomial equation on u2. Its roots give the stationary 
amplitudes w0, and </>0 can be retrieved from Eq. (6). 
The stability of a stationary solution (w0, </>o) is deter-
mined by linearizing the dynamical system (6) around it, Le., 
taking u = u0+Su, </>=</>0+<5</> obtaining 
8j> 
Sú 
• M 
8cj> 
Su 
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FIG. 1. (Color online) Amplitude of the vortex core stationary 
orbits vs amplitude of the external field [to0/(2ir) = 250 MHz], 
M : 
- d{fiu{) + &>o) 
u0(a)d — f¡ÜQ + o) — &>o) 
3 pul- id2 + l)(ü+ co0 
u0 
• di3pu0 + ÍÜ0) 
Standard dynamical system theory establishes that the char-
acter of the stationary solution is given by the invariants of 
the matrix M, 
üM = -2di2pu20+(o0), 
d e t M = id2 + l ) [ ( 2 / ? « o - w + w 0 ) 2 + d2a>2 - p2u40], 
discr M = 4[(l + d2)p2u{) - i2pU20 -a>d2-a>+ w0)2], 
where discr M=(tr M ) 2 - 4 det M and the eigenvalues are 
, ti M Vdiscr M ,
 s 
\ ± = ± . 9 
2 2 
Equation (8) has only one root for every valué of h0 if 
|(i>-<i>ol < \3du>. If (o-(o0> i3d(a it can have three roots but 
only for the following range of valúes of h0, 
2 
27/3 
[i? + 9d2(o2v - 2V[V -3d3 (o2]3] < h\ 
< [T? + 9d2oy2v+2^[v2 - 3d3(o2]3]. (10) 
where 
Figure l depiets, for two fixed valúes of &)><w0, the val-
úes «o of u satisfying Eq. (8), depending on h0. With w 
= l.04<t>o condition (10) does not hold and there is only one, 
stable, stationary circular orbit of the vortex core for any h0. 
With &>=l.2&>o, Eq. (10) holds for some valúes of h0, for 
which there are three stationary VC orbits, two stable and 
one unstable; outside this range of h0 there is again only one, 
stable, stationary VC orbit. The folding of the curve in Fig. 
I (b) is known as fold-over bifurcation. The same effect hap-
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FIG. 2. (Color online) Amplitudes of the stationary orbits vs the 
external field frequency for (O0/(2TT) = 250 MHZ. The hyperbolas 
indicate the critical valúes of the vortex velocity above which core 
reversal occurs for Le=L (solid line) and Le=L/2 (dashed line), see 
Sec. V. 
pens when we only change, instead of the external field am-
plitude h0, the external frequency &>, see Fig. 2. 
In Fig. 3 we present in the 4>-u plañe the phase portraits of 
the dynamical system (6) in two cases: one or three station-
ary solutions. The accessibility of one or another stable sta-
tionary VC orbit depends on the initial conditions. Note the 
following hysteresis process related to the transition between 
the two orbits, illustrated in Fig. 2(b). In the broadband fer-
romagnetic resonance experiments on vortex dynamics,1-3,6 
the external frequency w is swept through a given range. 
Starting with the vortex in the dot center, the vortex orbit 
increases in amplitude with &>, becoming unstable at fre-
quency (o=(o2, where it abruptly decreases its amplitude. Af-
ter that the amplitude further decreases with w. If then the 
frequency is decreased back, the amplitude of the vortex or-
bit slowly increases. At &>=&>! <w2, the orbit becomes un-
stable again and the vortex abruptly passes to a new orbit 
with larger amplitude. A similar hysteresis happens when 
sweeping in the external field amplitude h0. 
IV. QUASISTATIONARY REGIME AND RESONANCE 
CONDITIONS 
We consider in this section the quasistationary regime, 
reached after some hundreds of nanosecond in the experi-
ments. The system settles in one of the stable stationary 
points («o, 4>o) = (u¡, 4>¡), i= 1,2, corresponding to the roots of 
Eq. (8) and the motion of the vortex core is a circular oscil-
lation Z(t) = ufiu"t+^. The absorbed power in resonance ex-
periments is proportional to the squared vortex core ampli-
tude. This power will be máximum when the amplitude of 
the trajectory is máximum (see Fig. 2). 
FIG. 3. (Color online) Phase space of Eq. (6) when <U0/(2TT) 
= 250 MHz and A0=0.012a)0. The lines indicate the critical valúes 
of the vortex velocity above which the core reversal occurs for 
Le/L=l (solid line) and Le/L=0.5 (dashed line), see Sec. V. The 
shaded región is composed of trajectories that are beyond the rever-
sal curve but also go to vortex core reversal. 
The frequency w2 of the máximum of the first root can be 
calculated with a differentiation argument considering u¡ as a 
function of &>, and differentiating Eq. (8) with respect to w. 
Then the máximum of u is reached when u'(w) = 0. The re-
sult is 
( ^ 2 ^ ,2 3 hoP 
^
 2
 °'
 2 2
 {\+d2)d2 
The frequency wj of the máximum of the second root can 
be calculated solving the bifurcation condition, 
27/32h40 - 4/?(Wl - (o0)[(9d2 + 1)(a\ - 2w0wi + (o20]h20 
+ 4d2(o2[(d2 + \)a\ - 2w0wi + w20]2 = 0. 
This equation can be easily solved numerically and analyti-
cally at d=0 yielding the frequency &)1 = &)0 + 3(2yS/z0)1/3/2. 
We present a plot of the resonant &>'s versus h0 in Fig. 4 
(solid lines). 
As it can be seen, the main consequence of the nonlinear 
vortex dynamics is the appearance of the splitting of the 
main resonant line into two resonant peaks, corresponding to 
the fold-over bifurcation. However, one should note that the 
experimental detection of the second resonance line, sweep-
ing the frequency, may be difficult due to the small ampli-
tude (u1 — 0.1) of the smaller vortex orbit. 
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FIG. 4. (Color online) Resonance diagram for <U0/(2TT) 
= 250 MHz. The solid line depicts the resonance conditions while 
the dashed line shows when the critical orbits reach VC reversal 
(estimated for Le=L/2). The área between the dashed lines indi-
cates the región of the vortex core reversal, see Sec. V. 
The second resonance appears at h0 > h™, 
cal valúes are 
where the criti-
co 
1 
2V2 
i cr _ v 
—
 ' " 0 ~~ Al 
3d A/27 
du>Q 
1- 3d 
3/2 
W 
The finite valué of /? results in a finite valué of the threshold 
field hf}, which is typically about of 1 Oe. Thus it should be 
possible to determine experimentally the vortex damping d 
and nonlinearity /? by measuring these two critical valúes. 
But we need also to account for the vortex core reversal 
which occurs increasing h0 for a given &>, see details in Sec. 
VI. The minimal field for reversal is hr=3dvc/ yR ~ 10 Oe.25 
Both frequencies a>\,a>2 exist within the field range h"<h0 
<hr((o), where the dependence hr(w) is plotted by the 
dashed line in Fig. 4 for some particular valué of the dot 
thickness. The frequency w2 has no sense at h0>hr(a>2) (the 
shadowed área in Fig. 4) because the vortex core is reversed 
and the circular driving field is not effective anymore to ex-
cite the vortex motion. 
V. NANOSECOND TIME SCALE (TRANSIENT) 
NONLINEAR VORTEX DYNAMICS 
Before the onset of the stationary regime after the ac field 
is switched on, there is an interval between tens and hun-
dreds of nanoseconds (a time tr of about of l/dw0) where a 
transient regime of vortex motion takes place. The position 
of the vortex core obeys the dynamical system (6), and start-
ing from any initial position, it spirals down into one of the 
stable stationary orbits described in previous sections, Le., 
with the amplitude u¡ and phase 4>¡ that depend on the pa-
rameters h0 and &>, see Fig. 3. This kind of dynamics is 
nowadays accessible by several experimental techniques, 
such as XMCD measurements7'8'10 and time-resolved Kerr 
effect.4-6 Due to the limitations of the total integration time, 
this are also the dynamics studied in numerical experiments, 
by integrating the Landau-Lifshitz-Gilbert24'25'41-43 or the 
Thiele's equations of motion.41 
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FIG. 5. (Color online) Transient spectrum of the vortex motion 
with <U0/(2TT) = 100 MHZ, <U=1.2<U0, fc0=0.012<u0, and ¿=0.003. 
To ¿Ilústrate the transient vortex dynamics, we display in 
Fig. 5 the square of the amplitude of the Fourier transform 
Z(<i>) of the transient motion of the vortex Z(í) near an sta-
tionary focus with larger orbit radius u = u2. Besides the prin-
cipal peak at &>, additional peaks appear. 
The analytical description for the nonlinear vortex dy-
namics in this regime is possible in two limiting cases. In the 
first case, we neglect vortex damping. Then, we get from Eq. 
(6) with d=0 the following nonlinear system of autonomous 
equations of motion: 
{-<£>- v+ (3u2)u = h0 sin cf>, 
ú = h0 eos <¡> (11) 
where v=a>-a>0. These equations can be integrated explicitly 
introducing the total dynamic vortex energy integral of mo-
tion [Eq. (7)]. It can be shown that the solution of the system 
(11) can be written in closed form as 
y(t) =Vi + 
1 ;'(vi) 
p(2t\g2,g3) - —g"(Vi) 
(12) 
where rj(t) = u2(t), 171 = 17(0), g(r¡) = hlr¡-(H+vr¡l2-f3rf/4), 
and p{z\g2,g3) is the Weierstrass special function (see Ref. 
44). The vortex orbit u{t) is a periodic function of time with 
period T and eigenfrequeney WU=2TT/T. The period T and 
the Weierstrass invariants g2, g3 can be explicitly calculated 
as functions of the parameters h0, v, /?, and H. The phase 
(¡>(t) is also a periodic function of time with period T. Then, 
the vortex core positions X and Y as functions of time oscil-
late with two frequencies (&>,&>„) and are determined by 
equations, 
X(t)/R = w(í)cos[(oí + 4>(t)~\, 
Y(t)IR = u(t)sm[a)t + cf>(t)], 
Le., the vortex core oscillates within the ring Vi7i^|w(f) 
< V% with the eigenfrequeney (OU=2TT/T, which is different 
from the field driving frequency w and the vortex linear 
eigenfrequeney &>0. The valué of wu may be smaller than &>0 
(for v=0), or bigger than &>0 depending on the parameters h0, 
v, and /?. Consequently, the vortex motion is basically a su-
perposition of two motions with frequencies wu and &>, and 
the vortex trajectory may be very complicated in the nonlin-
ear regime (/?#0). 
The second case is, retaining the magnetization damping, 
to consider a motion cióse to the stationary orbits. The dy-
namics at the nanosecond scale depend on the character of 
the stationary point that the system will ultimately reach 
given its initial state. This character is determined by the 
linearized system around the critical point or, more con-
cretely, by the eigenvalues [Eq. (9)] of the matrix M. The 
trace is always negative, and the decisive quantity is the sign 
of the discriminant. If discr M > 0 we have a stable node, 
and the vortex core goes exponentially fast to the stable cir-
cular motion. The situation is more interesting if discr M 
<0: we have a stable focus, and there is an additional oscil-
lation of certain frequency &>3 with amplitude exponentially 
decaying around the final stationary motion of the core. The 
eigenvalues are -\±i&>3 with X = - t rM/2 and w3 
= V-discrM/2 and the moving vortex core trajectory is 
Z ( í ) = (u¡ + Uie-kt COS W3Í)eK<»í+0¡+(»i<»3/Ao)«-X'sin ^ 
where u¡ is the small core oscillation amplitude (cf. Fig. 3 
where all the stable points are focuses). Let us suppose, for 
simplicity, that we always start the trajectory at a point where 
4>{Q) = 4>Q and w(0) = 0. Using the Fourier series \Jn{¿) are 
Bessel functions], 
e¡($+Z sin <p) _ X " j íz\e¡(0+n<f>) 
and developing Z(í) in series, we derive the existence of 
additional frequency peaks at w ± &>3, w ± 2&>3, etc. Thus, the 
transient oscillation adds additional components or fre-
quency "peaks" to the measured spectrum of the vortex, in 
the nanosecond scale. In fact, due to frequency locking be-
tween the radius and the phase oscillations, there are two 
prominent peaks in the spectrum, one at w and another one at 
o)+<w3. This effect is more accentuated in the case d=0. The 
frequency &>3 at d=0 is simply the small amplitude approxi-
mation of the nonlinear frequency &>„, &>3(¡i=0) = &>u near the 
stable points. Note that in the laboratory frame, the stable 
focus (w = 0, </>=()) is a limiting eyele of the vortex core tra-
jectory |Z(í)| = const and therefore, its radius is oscillating in 
time. The amplitude of the additional harmonics decay expo-
nentially in time with the relaxation time tr~ l/dw0. 
VI. NONLINEAR EFFECTS AND VORTEX-CORE 
REVERSAL 
The approach given above uses the pole-free model of the 
dynamic vortex and consequently is valid only before large 
distortions in vortex shape oceur. According to recent 
studies,45 these distortions oceur for vortex core shifts of X 
(or Y) —0.2R. Definitely, our approach loses its validity 
when reversal of the vortex core oceurs and the gyrovector 
Gz component changes its sign. According to the universal 
criterion,25 this oceurs when the vortex core reaches a critical 
velocity vc~ 1.66y\¡A, where A is the exchange stiffness or 
in terms of our notations (in units of w0R), 
vc = 0.530(Le/L), (13) 
and Le=\¡2A/Ms is the exchange length (18 nm for permal-
loy), L is the dot thickness, and the expression w0 
= {20l9)yMsLIR was used.9 The existence of such critical 
velocity (uc=250 m/s for permalloy dots) was recently con-
firmed by time-resolved magnetic scanning transmission 
x-ray microscopy46 for vortex core reversal in FeNi dots. We 
used in Figs. 2 and 3 the valúes LeIL= 1/2 and 1 to consider 
typical dot thicknesses. We assume that the dot radius is big 
enough (R > 100 nm) to avoid the mechanism of vortex core 
reversal via its escape from the dot and return with opposite 
core polarization.47 
The vortex velocity v = \Z(t) | is well defined in every point 
of the phase space (</>,«) because 
|Z(í)|2 = ú(tf + [w + <¡){t)fu{t)2 (14) 
or, using Eq. (6), \Z(t)\2 = ^l2{[h0-(¡3u2 + co0)uf + 2h0(¡3u2 
+ &>o)w(l-sin </>)}. The phase space is then divided into two 
regions: (1) the región where v<vc, let us cali it allowed 
región; (2) the región where v>vc, where the core reversal 
oceurs and our model ceases to be applicable. 
We cali the curve v = vc separating both regions the rever-
sal curve. We suppose that the initial state of the vortex 
(í=0) is in the allowed región. In terms of the dynamical 
system, we have to search for phase trajectories that touch 
the reversal curve, Le., vórtices that reach the reversal veloc-
ity under influence of the driving ac field. In fact, it is 
possible to determine this región numerically, as depicted in 
Fig. 3(a). 
In Fig. 3, we present an illustration of several possible 
situations. It can happen that no vortex that starts in the 
allowed región goes to reversal. In this case, all the trajecto-
ries that start in the reversal curve continué into the allowed 
región, without returning to the reversal curve. For some 
critical valúes of the external field and frequency, reversal 
trajectories appear. For example, in Fig. 3, when the reversal 
curve is the solid one (Le/L= 1) all trajectories in the allowed 
región lead to the stable stationary point when í increases. If 
the reversal curve is the dashed one (Le/L= 1/2) then, if w 
= 1.04<M0 [Fig- 3(a)], albeit the stable stationary point is in the 
allowed región, there are some trajectories just under the 
reversal curve, around 4>=-l, that would lead to vortex re-
versal. If &>=1.2&>o [Fig- 3(b)] the system has two stable 
points, the lower being in the allowed región and the higher 
in the reversal región. Basically, trajectories belonging to the 
basin of attraction of the higher stable point (those trajecto-
ries that end up in the higher stable point) will produce the 
vortex core reversal. Conversely trajectories in the basin of 
attraction of the lower stable point will not produce reversal. 
The regions of the parameters where the core reversal 
takes place can be derived analytically in the quasistationary 
regime. We assume that the external parameters change very 
slowly with respect to the fast dynamics that make the vortex 
core go to the stable point. Consequently the VC always 
stays at the stationary orbit, which slowly moves on the 
phase space with the change in parameters. At the beginning 
of the process, we suppose that the stable point is in the 
allowed región v<vc, and then some parameter is increased, 
making the VC orbit (stable point) approach the reversal 
curve. Reversal takes place when the stable point reaches the 
reversal curve. Evidently [cf. Eq. (14)] the squared velocity 
of the VC at the stationary point is |Z(f)|2=&>2w;, therefore, 
the condition of reversal in the quasistationary regime is 
v2c = a ? u l (15) 
Le., in this case the condition for vortex core reversal can be 
reformulated in terms of the máximum radius of the core 
trajectory, as in Ref. 25. Condition (15) can be easily plotted 
in a (o-u diagram, as in Fig. 2(b), where we have drawn two 
curves, the solid one corresponding to LeIL=\ and the 
dashed one to LeIL= 1/2. One can see that in an adiabatic 
process, the vortex follows a stable orbit while w is small. 
When w reaches a critical valué wr=vc/u¡ such that the ve-
locity of the vortex is the reversal velocity, reversal takes 
place. Reversal is accompanied by strong spin-wave emis-
sion and the system experiences resonance phenomena of a 
different nature than that discussed in Sec. IV Since our field 
is circularly polarized, reversal of the vortex core stops the 
dynamics. In the resonance diagram of Fig. 4, we have de-
picted with a dashed line the condition of vortex core rever-
sal in quasistationary regime, Le., Eq. (15). In the shaded 
región, the vortex core polarization is reversed and the dy-
namics is suppressed under a circularly polarized field. 
If the in-plane magnetic field is linearly polarized, a vor-
tex with the opposite core polarization would couple to the 
field with opposite rotation sense and reveal similar dynam-
ics. In this case after entering the core reversal región, in-
creasing w up to wj may lead to the creation of another 
possible stable orbit for the vortex with opposite polarization 
in the allowed región. However, it is not clear when the 
system acquires a stable vortex state again because, cióse to 
o)=<w1, many possible trajectories of the vortex go to rever-
sal. This corresponds to múltiple reversáis of the vortex core 
polarity in this región for most of the initial conditions. At 
the same time, some other trajectories go to the stable orbit 
that appeared in the nonreversing región. Increasing further 
a) would lead to a stable circular vortex motion in the non-
reversing región, with a small radius. 
VIL DISCUSSION AND CONCLUSIONS 
We have studied the vortex dynamics in circular ferro-
magnetic dots in terms of the general theory of nonlinear 
dynamical systems, showing the occurrence of stationary or-
bits undergoing a fold-over bifurcation. The stationary orbits 
appear as a result of the compensation of the damping by the 
energy supplied by the external ac field, a similar behavior as 
in spin-torque oscillators. In our study, we have distinguished 
between the quasistationary and nanosecond (transient) dy-
namics. The first type of dynamics is proper to experiments 
based on broadband ferromagnetic resonance, which senses 
the emitted power due to the vortex oscillation on stationary 
orbits. The second (transient) dynamics is proper to fast Kerr 
and XMCD measurements. Múltiple frequency peaks (with 
intensity decaying in time) should be observed on this time 
scale. Numerical micromagnetics is also applicable to the 
transient región and additional frequency peaks and oscillat-
ing trajectory core radius have been reported.41 However, as 
was already noticed in this paper, most of the trajectories are 
transients and micromagnetic simulations experience serious 
difficulties in predicting long-time behavior. 
We have calculated analytically the threshold valúes of 
the parameters for the fold-over bifurcation, showing how 
the splitting of resonant frequencies appears. This should 
also be manifested in hysteresis processes in experiments 
sweeping frequency or field. Originally in Ref. 38, the ex-
perimentally observed splitting of the resonant frequencies 
was attributed to the occurrence of this bifurcation. However, 
the observed splitting frequency is not in agreement with the 
valué estimated by us, and both frequencies increase with 
external field, contrarily to the experimentally observed be-
havior. Second, the radius of the second orbit is rather small. 
Next, to demónstrate the occurrence of two stable solutions, 
in micromagnetic simulations one should start with initial 
conditions in the basin of attraction of different minima (fre-
quently far from the dot center), which is not the experimen-
tal case. Finally, and most importantly, increasing the fre-
quency, the largest orbit falls into the región of vortex core 
reversal. Consequently, we believe that the most plausible 
explanation of the resonant frequency splitting observed in 
Ref. 38 is the vortex core flipping. Indeed, strong emission of 
spin waves is known to occur during this process. The ex-
perimental validation of the fold-over bifurcation is still 
awaiting. Its definite proves should contain the observation 
of the hysteresis process while sweeping the field or the ex-
ternal frequency. 
The consideration of nonlinear terms in the magnetic vor-
tex dynamics reveáis rich behavior, strongly dependent on 
initial conditions. The basin of attraction for the VC reversal, 
introduced above, shows the important role of the initial con-
ditions, as is always the case in the theory of nonlinear dy-
namical systems. In micromagnetic simulations of the vortex 
core reversal,24'25'41'43 most frequently the initial condition 
with zero velocity (amplitude) and stationary phase 
[</>(f=0) = </>o,w(f=0) = 0] are used. These conditions may 
produce core reversal while starting from the stationary so-
lution [«(?=[)) = «,] may not. The latter is more typical in the 
experimental situation. 
We would like to mention here that experimentally the 
effect of the nonlinear vortex dynamics on its spectrum is 
possible to measure using the microwave reflection 
technique38 or the Hall effect48 and the direct observation of 
the vortex trajectories—by XMCD imaging. Whether it will 
be possible to directly measure the vortex phase aiming the 
reconstruction of the phase portraits of Fig. 3 is an open 
question. Additional common difficulties arise from the local 
defects and imperfect dot shape which may also influence the 
vortex dynamics via changing the local potential W(\). We 
consider that influence of such defects can be essential for 
low-amplitude vortex dynamics (the trajectory radius 
<10 nm). But increasing the core orbit radius to the valúes 
of 50-100 nm, much bigger than the defect size, the influ-
ence of the local defects is averaged and can be ruled out. 
The importance of nonlinear effects in the vortex core 
dynamics goes beyond its concrete realization with circularly 
polarized ac field. For example, nonuniform magnetization 
(vortex) dynamics under the influence of a spin-polarized 
current is now being actively explored in different spintronic 
devices (nanocontacts, nanopillars, and magnetic tunnel 
junctions). A question still under debate49 is the proper ac-
count of the spin-torque term in the Thiele equation of mo-
tion [Eq. (2)] for the vortex center X. The spin-torque-
induced magnetization dynamics in nanopillars and tunnel 
junctions is essentially nonlinear and the approach developed 
here can be applied to plan and interpret such experiments. 
For instance, an alternative explanation of the magnetization 
dynamics induced by the spin-momentum transfer, in the 
FeNi/Cu/FeNi nanopillars50 is the existence of two stable 
solutions (two fold-over resonance frequencies) for the dy-
namics of a single vortex in the free layer, on a certain range 
of applied spin-polarized electrical current. The small fre-
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