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We investigate the computational complexity of the following restricted variant of
Subgraph Isomorphism: given a pair of connected graphs G = (VG, EG) and H = (VH , EH),
determine if H is isomorphic to a spanning subgraph of G. The problem is NP-complete in
general, and thus we consider cases where G and H belong to the same graph class such as
the class of proper interval graphs, of trivially perfect graphs, and of bipartite permutation
graphs. For these graph classes, several restricted versions of Subgraph Isomorphism
such as Hamiltonian Path, Clique, Bandwidth, and Graph Isomorphism can be solved
in polynomial time, while these problems are hard in general.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
A graphH = (VH , EH) is subgraph-isomorphic to a graph G = (VG, EG) if there exists an injectivemap η from VH to VG such
that {η(u), η(v)} ∈ EG holds for each {u, v} ∈ EH . The problem Subgraph Isomorphism is a fundamental problem in graph
theory: given a pair of graphs G and H , determine if H is subgraph-isomorphic to G. We call G a base graph and H a pattern
graph. The problem generalizes many other combinatorial problems such as Hamiltonian Path, Clique, and Bandwidth.
Hence Subgraph Isomorphism is NP-complete in general [10]. For instance, the problem is NP-complete even in the case
where the base graph is a tree and the pattern graph is a set of paths [10].
By a slight modification of Damaschke’s proof in [7], Subgraph Isomorphism is hard when G and H are disjoint unions of
paths. Since the classes of proper interval graphs and of bipartite permutation graphs contain the disjoint unions of paths,
Subgraph Isomorphism is hard on proper interval graphs and bipartite permutation graphs. The construction strongly relies
on the disconnectedness.We askwhether the hardness of the problem also relies on the disconnectedness. Thuswe consider
the following problem in which both G and H are connected.
Problem 1 (Spanning Subgraph Isomorphism).
Instance: A pair of connected graphs G = (VG, EG) and H = (VH , EH), where |VG| = |VH |.
Question: Is H subgraph-isomorphic to G?
Spanning Subgraph Isomorphism is NP-complete even for bipartite graphs and for chordal graphs, since Hamiltonian
Path on these classes is NP-complete [10,1]. Subgraph Isomorphism on cographs is also NP-complete (see [6]). Meanwhile,
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Fig. 1. Complexity of Spanning Subgraph Isomorphism. ‘‘Class A → Class B’’ means that the pattern graphs are in Class A and the base graphs are in
Class B.
the computational complexity of Subgraph Isomorphism on interval graphs seems still not to be known since Johnson posed
the question [16].
Our contributions. We study Spanning Subgraph Isomorphism for the classes of proper interval graphs, of bipartite
permutation graphs, and of trivially perfect graphs. For these classes,Hamiltonian Path, Clique, and Bandwidth are known
to be solvable in polynomial time [17,3,11,19,14,30]. It is also known that the graph isomorphism for them can be solved in
polynomial time [5,21].
We first show that Spanning Subgraph Isomorphism is NP-complete even for proper interval graphs, bipartite
permutation graphs, and trivially perfect graphs. Thus our results answer the question by Johnson [16]. Next we study
Spanning Subgraph Isomorphism for subclasses of the classes above such as the classes of chain graphs, of cochain graphs,
and of threshold graphs. We show that Spanning Subgraph Isomorphism is NP-complete even if the base graphs are in
these subclasses. We finally show that Subgraph Isomorphism, a generalization of Spanning Subgraph Isomorphism, can
be solved in linear time if both the base and pattern graphs are in these subclasses. The algorithms are simple and consider
only the degree sequences of graphs.
Fig. 1 presents a summary of our results. See standard textbooks [4,27] for graph classes and relationships among them.
Related topics. Subgraph Isomorphism for connected outerplanar graphs is NP-complete [28], while it can be solved in
polynomial time for two-connected outerplanar graphs [28,20]. More generally, it is known that Subgraph Isomorphism for
k-connected partial k-trees can be solved in polynomial time [23,12]. Eppstein [9] gave a kO(k)n-time algorithm for Subgraph
Isomorphism on planar graphs, where k is the number of vertices in the pattern graph. Recently, Dorn [8] has improved the
running time to 2O(k)n.
Another related topicmay be the induced subgraph isomorphism problem. Damaschke [7] showed that Induced Subgraph
Isomorphism on cographs is NP-complete. He also showed that Induced Subgraph Isomorphism is NP-complete for graph
classes that include the disjoint unions of paths, and thus for proper interval graphs. Marx and Schlotter [22] showed
that Induced Subgraph Isomorphism on interval graphs is W [1]-hard when parameterized by the number of vertices in
the pattern graph, but fixed-parameter tractable when parameterized by the numbers of vertices to be removed from the
base graph. Heggernes et al. [15] showed that Induced Subgraph Isomorphism on proper interval graphs is NP-complete
even if the base graph is connected, while the problem can be solved in polynomial time if the pattern graph is connected.
Furthermore, they showed that Induced Subgraph Isomorphism is fixed-parameter tractable when parameterized by the
number of the connected components in the pattern graph, if the base graph is an interval graph and the pattern graph is a
proper interval graph.
Kilpelainen and Mannila [18] showed the NP-completeness of the unordered tree inclusion problem. In the problem, we
are given two rooted unordered trees T1, T2 with labels for each vertex, and asked that ‘‘By contracting some edges, can T2
be obtained from T1?’’. (After a contraction, the vertex that corresponds to the contracted edge {u, v}, where u is the parent
of v, has the label of u.) This fact is interesting since Subgraph Isomorphism for trees can be solved in polynomial time [10].
For proper interval graphs and bipartite permutation graphs, there are enumeration and random generation algorithms
that involve their characterizations by balanced parentheses [26,25]. These characterizations can be used to efficiently solve
the graph isomorphism problem for them. One might think that these characterizations can be used also for Spanning
Subgraph Isomorphism. By our results in this paper, this is not the case unless P = NP.
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Fig. 2. Proper interval graphs H and G. Large circles are cliques. Each thick line segment in G indicates that the connected two sets form a clique.
Terminologies and notations. All graphs in this paper are undirected and simple. Recall that we say a graph H = (VH , EH)
is subgraph-isomorphic to G = (VG, EG) if there exists an injective map η from VH to VG such that {η(u), η(v)} ∈ EG holds
for each {u, v} ∈ EH . We call such a map η a subgraph-isomorphism from H to G. For a map η: V → V ′ and S ⊆ V , let η(S)
denote the set {η(s) | s ∈ S}. Let G[U] denote the subgraph of G = (V , E) induced by U ⊆ V . The disjoint union of two
graphs G = (VG, EG) and H = (VH , EH) is the graph (VG ∪ VH , EG ∪ EH), where VG ∩ VH = ∅. The neighborhood of a vertex v
is the set N(v) = {u ∈ V | {u, v} ∈ E}, and the degree of v is |N(v)| denoted by d(v). The closed neighborhood of v is the set
N(v) ∪ {v}, and denoted by N[v]. A set I ⊆ V in G = (V , E) is an independent set if any two vertices in S are not adjacent in
G. A set S ⊆ V in G = (V , E) is a clique if any two vertices in S are adjacent in G. A pair (X, Y ) of sets of vertices of a bipartite
graph H is a biclique if any two vertices x ∈ X and y ∈ Y are adjacent in H . A biclique (X, Y ) is balanced if |X | = |Y |. The
complement of a graph G = (V , E) is the graph G¯ = (V , E¯) such that {u, v} ∈ E¯ if and only if {u, v} ∉ E. Let Z+ denote the
set of positive integers.
2. NP-completeness
We show that Spanning Subgraph Isomorphism (Problem 1) is NP-complete for proper interval graphs, bipartite
permutation graphs, and trivially perfect graphs. Since the problem is in NP for arbitrary graphs, we need to show that
the problem is NP-hard for these three graph classes. We show this by reducing from 3-Partition defined as follows.
Problem 2 (3-Partition (cf. [10])).
Instance: Positive integers a1, . . . , a3m and a bound B ∈ Z+ such thatj∈{1,...,3m} aj = mB and B/4 < aj < B/2 for each
j ∈ {1, . . . , 3m}. An instance is represented as (a1, . . . , a3m; B).
Question: Can {1, . . . , 3m} be partitioned intom disjoint sets A(1), A(2), . . . , A(m) such that, for 1 ≤ i ≤ m,j∈A(i) aj = B?
Note: By the assumption B/4 < aj < B/2, each A(i) must contain exactly three elements.
It is well known that 3-Partition is strongly NP-hard, meaning that it is NP-hard even when every aj (j ∈ {1, . . . , 3m}) is
bounded by a polynomial inm; namely, aj ≤ 216m4 + 10 for each j [10].
2.1. Proper interval graphs
A proper interval graph is the intersection graph of a family of closed intervals of the real linewhere no interval is properly
contained in another [24]. The class of proper interval graphs is known to be equivalent to the class of unit interval graphs [24,
2], where a graph is unit interval if it is the intersection graph of a family of closed unit intervals of the real line.
Theorem 1. Spanning Subgraph Isomorphism is NP-complete for proper interval graphs.
Proof. Let (a1, . . . , a3m; B) be an instance of 3-Partition. We construct proper interval graphs G and H in polynomial time.
Construction of G and H . LetM = 7m2. Roughly speaking, graph H = (VH , EH) consists of 3m disjoint cliques, each of which
hasMai vertices, and these cliques are sequentially connected by paths onm− 1 vertices (see Fig. 2). More precisely, let
VH =
3m
i=1
X (i) ∪
3m−1
i=1
Y (i,i+1) ∪ Z,
where |X (i)| = Mai for i ∈ {1, . . . , 3m}, |Y (i,i+1)| = m−1 for i ∈ {1, . . . , 3m−1}, and |Z | = 3m2(m−1)− (3m−1)(m−1).
Hence
|VH | =
3m
i=1
|X (i)| +
3m−1
i=1
|Y (i,i+1)| + |Z | = MmB+ 3m2(m− 1).
The edge set EH is described as follows. Every X (i) (i ∈ {1, . . . , 3m}) is a clique. Every Y (i,i+1) (i ∈ {1, . . . , 3m− 1}) induces
a path y(i,i+1)1 , y
(i,i+1)
2 , . . . , y
(i,i+1)
m−1 , where the end y
(i,i+1)
1 is linked to x
(i)
s ∈ X (i) and the other end y(i,i+1)m−1 is linked to
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Fig. 3. Proper interval representations of proper interval graphs H and G.
x(i+1)t ∈ X (i+1) such that x(i)s ≠ x(i)t for i ∈ {2, . . . , 3m−1}. Also, Z induces a path z1, z2, . . . , z|Z |, where z1 is linked to x(3m)s ∈
X (3m) and x(3m)s ≠ x(3m)t . There is no other edge inH . It is not difficult to see thatH is a proper interval graph (see Figs. 2 and 3).
Next we define graph G = (VG, EG) with |VG| = |VH | and |EG| > |EH |. Roughly speaking, G consists of m disjoint cliques,
each ofwhich hasMB vertices, and these cliques are sequentially connected by cliques of size 3m2 (see Fig. 2).More precisely,
let
VG =
m
i=1
U (i) ∪
m−1
i=1
T (i),
where |U (i)| = MB for i ∈ {1, . . . ,m}, and |T (i)| = 3m2 for i ∈ {1, . . . ,m− 1}. Thus
|VG| =
m
i=1
|U (i)| +
m−1
i=1
|T (i)| = mMB+ 3m2(m− 1) = |VH |.
Every T (i−1) ∪ U (i) ∪ T (i) is a clique for i ∈ {1, . . . ,m}, where we define T (0) = T (m) = ∅ for convenience. Those edges are
all of EG. It is not difficult to see that G is a proper interval graph and |EG| > |EH | (see Figs. 2 and 3).
If 3-Partition has a solution then H is subgraph-isomorphic to G. Suppose A(1), . . . , A(m) is a solution of 3-Partition; that is,m
i=1 A(i) = {1, . . . , 3m} and

j∈A(i) aj = B for i ∈ {1, . . . ,m}. Nowwe construct a bijective map η from VH to VG as follows.
For each A(i), let η(

j∈A(i) X (j)) = U (i). It is easy to see that H[

j∈A(i) X (j)] is subgraph-isomorphic to G[U (i)] since U (i) is a
clique and |j∈A(i) X (j)| = |U (i)| = MB.
Now letW =m−1i=1 T (i). We embed H[3m−1j=1 Y (j,j+1)] into G[W ]. Assume that j ∈ A(k) and j+ 1 ∈ A(k′). By symmetry, it
suffices to consider the case k ≤ k′. The map η embeds H[Y (j,j+1)], a path onm− 1 vertices, into G[W ] so that the following
conditions are satisfied:
• η(y(j,j+1)1 ) ∈ T (k−1) ∪ T (k) and η(y(j,j+1)m−1 ) ∈ T (k′−1) ∪ T (k′),
• if η(y(j,j+1)i ) ∈ T (a) and η(y(j,j+1)i+1 ) ∈ T (b), then |a− b| ≤ 1.
Clearly, η(e) ∈ EG for each edge e in H[Y (j,j+1)]. For example, if k = k′, then η embeds H[Y (j,j+1)] into G[T (k−1)] or G[T (k)].
Otherwise, η embeds y(j,j+1)i into T (k+i−1) for 1 ≤ i ≤ k′ − k, embeds y(j,j+1)i into T (k′−1) for k′ − k + 1 ≤ i ≤ m − 1. Such
η that simultaneously embeds Y (j,j+1) into G[W ] for all j ∈ {1, . . . , 3m − 1} exists, since |Y (j,j+1)| = m− 1 ≥ k′ − k for all
j ∈ {1, . . . , 3m− 1}, and3m−1
j=1
Y (j,j+1)
 = (3m− 1)(m− 1) ≤ 3m2 − 2 = |T (i)| − 2 (1)
for all i ∈ {1, . . . ,m− 1}.
Finally, let W ′ = W \ η(3m−1j=1 Y (j,j+1)), and we embed H[Z] into G[W ′] so that η({z1, x(3m)s }) ∈ EG. The inequality (1)
implies that |W ′ ∩ T (i)| ≥ 2 for every i ∈ {1, . . . ,m − 1}. Thus G[W ′] contains a Hamiltonian cycle, which implies that a
desirable embedding exists. Therefore, H is subgraph-isomorphic to G.
If H is subgraph-isomorphic to G then 3-Partition has a solution. Suppose that η is a subgraph-isomorphism from H to G. Let
A(i) = {j | η(X (j)) ∩ U (i) ≠ ∅}.
We first show that A(1), . . . , A(m) is a partition of {1, . . . , 3m}. Observe that A(i) ∩ A(i′) = ∅ for i ≠ i′, since X (j) is a clique
and there is no edge between U (i) and U (i
′). Also, it can be observed that for each j ∈ {1, . . . , 3m} there is an index i such
that η(X (j)) ∩ U (i) ≠ ∅. Otherwise, we have to embed H[X (j)] into G[T (i′) ∪ T (i′+1)] for some i′. This is impossible because
|X (j)| > |T (i′) ∪ T (i′+1)|.
Now we show that

j∈A(i) aj = B for each i. If there exists i′ ∈ {1, . . . ,m} satisfying that

j∈A(i′) aj ≠ B, then there
exists i ∈ {1, . . . ,m} such thatj∈A(i) aj > B. Now we have |j∈A(i) X (j)| = Mj∈A(i) aj ≥ M(B + 1) > MB + 6m2 =
|U (i) ∪ T (i−1) ∪ T (i)|, a contradiction. 
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Fig. 4. Bipartite permutation graphs H and G. Large circles are independent sets. Each thick line segment indicates that the connected two sets form a
biclique.
Fig. 5. Permutation diagrams of bipartite permutation graphs H and G.
2.2. Bipartite permutation graphs
A graph G = (V , E)with V = {1, 2, . . . , n} is a permutation graph if there is a permutation π over V such that {i, j} ∈ E if
and only if (i− j)(π(i)−π(j)) < 0 [4]. Equivalently, each vertex i in a permutation graph corresponds to a segment si joining
two points on two parallel lines L1 and L2. Then two vertices i and j are adjacent if and only if the corresponding segments
si and sj intersect. We call the intersection model a permutation diagram of the permutation graph. A bipartite permutation
graph is a permutation graph that is bipartite.
Theorem 2. Spanning Subgraph Isomorphism is NP-complete for bipartite permutation graphs.
Proof (Sketch). Since the proof is just a bipartite analogue of the one of Theorem 1, we only sketch the difference of the
construction and themain steps of the proof of correctness. Let (a1, . . . , a3m; B) be an instance of 3-Partition. We construct
bipartite permutation graphs G and H in polynomial time.
Construction of G and H . Recall thatM = 7m2. We only describe the differences from the case of proper interval graphs. See
Figs. 4 and 5 for the illustration of the graphs.
In H , each clique X (i) of Mai vertices is replaced by a balanced biclique (X (i), Y (i)) of 2Mai vertices, each path H[Y (i,i+1)]
of m − 1 vertices connected to x(i)s and x(i+1)t is replaced by a path H[P (i,i+1)] of 2m vertices connected to x(i)p ∈ X (i) and
y(i+1)p ∈ Y (i+1), and the path H[Z] of 3m2(m− 1)− (3m− 1)(m− 1) vertices connected to x(3m)s is replaced by a path H[Q ]
of 6m3 − 12m2 + 2m vertices connected to x(3m)q .
In G, each clique U (i) ofMB vertices is replaced by a balanced biclique (U (i)X ,U
(i)
Y ) of 2MB vertices, each clique T
(i) of 3m2
vertices is replaced by a balanced biclique (T (i)X , T
(i)
Y ) of 6m
2 vertices, and (T (i−1)X ∪U (i)X ∪ T (i)X , T (i−1)Y ∪U (i)Y ∪ T (i)Y ) is a biclique
for i ∈ {1, . . . ,m}, where T (0)X = T (0)Y = T (m)X = T (m)Y = ∅.
If 3-Partition has a solution then H is subgraph-isomorphic to G. Let A(1), . . . , A(m) be a solution of 3-Partition. Similar to
the case of proper interval graphs, we construct a bijective map η from VH to VG as follows: η maps

j∈A(i) X (j) to U
(i)
X and
j∈A(i) Y (j) toU
(i)
Y ; ηmaps each P
(j,j+1)with j ∈ A(k) and j+1 ∈ A(k′) to a subset ofk′i=k(T (i)X ∪T (i)Y ). ηmapsQ to the remaining
vertices
m−1
i=1 (T
(i)
X ∪ T (i)Y ) \ η(
3m−1
j=1 P (j,j+1)). Like the inequality (1), the following is the key inequality for showing the
existence of such a map:
1
2
3m−1
j=1
P (j,j+1)
 = (3m− 1)m ≤ 3m2 − 2 = |T (i)X | − 2 = |T (i)Y | − 2.
If H is subgraph-isomorphic to G then 3-Partition has a solution. Similar to the case of proper interval graphs, let η be a
subgraph-isomorphism from H to G, and let A(i) = {j | η(X (j) ∪ Y (j)) ∩ (U (i)X ∪ U (i)Y ) ≠ ∅}. The remaining steps are almost
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Fig. 6. Nested interval representations of trivially perfect graphs H and G.
the same with the facts (X (j), Y (j)) is a biclique for each j, there is no edge between U (i)X ∪ U (i)Y and U (i
′)
X ∪ U (i
′)
Y if i ≠ i′,
|X (j)∪Y (j)| > |(T (i)X ∪T (i+1)X )∪(T (i)Y ∪T (i+1)Y )| for any i and j, and |

j∈A(i) X (j)∪Y j| ≤ |(T (i−1)X ∪U (i)X ∪T (i)X )∪(T (i−1)Y ∪U (i)Y ∪T (i)Y )|
for any i. 
2.3. Trivially perfect graphs
A graph is trivially perfect if the size of the maximum independent set is equal to the number of maximal cliques for
every induced subgraph [11]. Trivially perfect graphs can be characterized as the intersection graphs of families of nested,
i.e., non-overlapping, closed intervals of the real line [4].
Theorem 3. Spanning Subgraph Isomorphism is NP-complete for trivially perfect graphs.
Proof. Let (a1, . . . , a3m; B) be an instance of 3-Partition. We construct trivially perfect graphs G and H in polynomial time
as follows.
A vertex of a graph is universal if it is adjacent to every other vertex in the graph. The graph H = (VH , EH) consists of a
universal vertex u and 3m disjoint cliques X (i), 1 ≤ i ≤ 3m, each of which has ai vertices. The graph G = (VG, EG) consists
of a universal vertex v andm disjoint cliques U (i), 1 ≤ i ≤ m, of the same size B. Fig. 6 shows representations of H and G by
nested intervals, and hence H and G are trivially perfect. It is not difficult to see that |VG| = |VH | = mB+ 1 and |EG| > |EH |.
This reduction can be done in polynomial time. A subgraph-isomorphism η fromH toG, if any,must satisfy η(u) = v because
d(u) > d(w) for anyw ∈ VG \ {v}. Now, it is not difficult to see that an embedding H[X (j)] into G[U (i)] corresponds to j ∈ A(i)
in 3-Partition. We omit the detail. 
3. More on the hardness of Spanning Subgraph Isomorphism
In this section, we consider the cases where the base graph has a very simple structure. More precisely, we study the
problems for deciding whether a connected graph H is subgraph-isomorphic to a connected graph G, where G is a chain
graph, a cochain graph, or a threshold graph. As we will show, the problems are NP-hard even if H has some restrictions.
3.1. Definitions of subclasses
Let G = (V , E) be a (not necessarily bipartite) graph with a partition (X, Y ) of V . An ordering (x1, x2, . . . , xp) on X is an
inclusion ordering if
NG(x1) ∩ Y ⊇ · · · ⊇ NG(xp) ∩ Y .
It is easy to see that if there exists such an ordering on X , then there exists an ordering (y1, y2, . . . , yq), also called an inclusion
ordering, on Y such that
NG(y1) ∩ X ⊇ · · · ⊇ NG(yq) ∩ X .
Threshold graphs, chain graphs, and cochain graphs are defined with inclusion orderings as follows. A graph is a threshold
graph if its vertex set can be partitioned into X and Y so that X is a clique, Y is an independent set, and X has an inclusion
ordering [11]. A bipartite graph G = (X, Y ; E) is a chain graph if there is an inclusion ordering on X [4]. A graph is a cochain
graph if its complement is a chain graph; in other words, a graph is a cochain graph if its vertex set can be partitioned into
X and Y so that X and Y are cliques and X has an inclusion ordering. We write G = (X, Y ; E) if its complement is a chain
graph G¯ = (X, Y ; E¯).
3.2. Hardness results
Throughout this subsection, let I be an instance (a1, . . . , a3m; B) of 3-Partition. Two bipartite graphs GI = (XG, YG; EG)
and HI = (XH , YH; EH) are defined as follows (see Fig. 7). Both sets XG and YG of G consist of m disjoint parts X (1)G , . . . , X (m)G
and Y (1)G , . . . , Y
(m)
G such that each part is of size B, and two vertices are adjacent if and only if one is in X
(i)
G and the other
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Fig. 7. Graphs GI (left) and HI (right). Each circle is an independent set of size B (in GI ) or ai (in HI ). Each segment between two independent sets implies
that these independent sets form a biclique.
is in Y (j)G for some i and j with i ≥ j. Similarly, both sets XH and YH of H consist of 3m disjoint parts X (1)H , . . . , X (3m)H and
Y (1)H , . . . , Y
(3m)
H such that |X (i)H | = |Y (i)H | = ai for each i, and two vertices are adjacent if and only if one is in X (j)G and the other
is in Y (j)G for some j.
Lemma 4. I is a yes-instance of 3-Partition if and only if there exists a subgraph-isomorphism η from HI to GI such that
η(XH) = XG (and thus η(YH) = YG).
Proof. To prove the only-if part, let A(1), . . . , A(m) be a partition with required properties. Let η : V (HI) → V (GI) be any
mapping satisfying η

j∈A(i) X
(j)
H

= X (i)G and η

j∈A(i) Y
(j)
H

= Y (i)G for each i. Such a mapping exists since
j∈A(i) X (j)H  =j∈A(i) Y (j)H  =j∈A(i) aj = B for each i. It is easy to see that η is a subgraph-isomorphism with η(XH) = XG.
Next we prove the if part. Assume that η is a subgraph-isomorphism from HI to GI such that η(XH) = XG. Let S denote
the set {j | η(X (j)H )∩ X (1)G ≠ ∅}. Hence η

j∈S X
(j)
H

⊇ X (1)G , and thus

j∈S aj ≥ B. On the other hand, if η(v) ∈ X (1)G for some
vertex v ∈ X (j)H , then η(NH(v)) = η(Y (j)H ) ⊆ Y (1)G from the definition of GI . Thus η

j∈S Y
(j)
H

⊆ Y (1)G and

j∈S aj ≤ B. Now
we have

j∈S aj = B. These discussions imply that η

j∈S X
(j)
H

= X (1)G and η

j∈S Y
(j)
H

= Y (1)G . We set A(1) = S. Next we
apply the same argument to X (2)G and Y
(2)
G , and obtain the set A
(2). Repeating this processm times, we can obtain the desired
partition A(1), . . . , A(m). 
A bipartite graph H = (X, Y ; E) is a convex graph if one of X and Y can be ordered such that the neighborhood of each
vertex in another side is consecutive in the ordering [29]. It is easy to see that every bipartite permutation graph is a convex
graph.
Theorem 5. Spanning Subgraph Isomorphism is NP-complete if the base graphs are chain graphs and the pattern graphs are
convex graphs.
Proof. We add two vertices xG and yG to GI , and make yG adjacent to all vertices in XG and xG. Similarly, we add two vertices
xH and yH to HI , and make yH adjacent to all vertices in XH and xH . We call the resultant graphs G′I and H
′
I , respectively. This
reduction can be done in polynomial time. It is easy to see that G′I is a chain graph and H
′
I is a convex graph.
We now show that H ′I is subgraph-isomorphic to G
′
I if and only if there is a subgraph-isomorphism η from HI to GI such
that η(XH) = XG. The if part is obvious. To prove the only-if part, we assume η′ is a subgraph-isomorphism from H ′I to G′I .
Since yG and yH are the unique maximum degree vertices of degreemB+ 1 in G′I and H ′I , it holds that η′(yH) = yG. Also, it is
easy to see that η′(xH) = xG. Thus η′(XH) = XG. Therefore, by restricting η′ to V (HI), we have a subgraph-isomorphism from
HI to GI with η(XH) = XG. Now, by Lemma 4, I is a yes-instance if and only if H ′I is subgraph-isomorphic to G′I . This proves
the NP-hardness. 
A split graph is a graph whose vertex set can be partitioned into a clique and an independent set. Clearly, every threshold
graph is a split graph, and every split graph is a chordal graph.
Theorem 6. Spanning Subgraph Isomorphism is NP-complete if the base graphs are threshold graphs and the pattern graphs
are split graphs.
Proof. We add a set X (0)G of 2B vertices to GI , and make X
(0)
G ∪ XG to be a clique. Similarly, we add a set X (0)H of 2B vertices
to HI , and make X
(0)
H ∪ XH to be a clique. We call the resultant graphs G′′I and H ′′I , respectively. From the construction, G′′I is
a threshold graph and H ′′I is a split graph. By a simple argument similar to one in the proof of Theorem 5, we can show that
H ′′I is subgraph-isomorphic to G
′′
I if and only if there is a subgraph-isomorphism η from HI to GI such that η(XH) = XG. To
see this, observe that every subgraph-isomorphismmaps X (0)G ∪XG to X (0)H ∪XH , since they are the unique maximum cliques
of size (m+ 1)B in G′′I and H ′′I . The remaining steps are almost the same. 
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A graph is cobipartite if its complement is bipartite. From the definition, every cochain graph is cobipartite.
Theorem 7. Spanning Subgraph Isomorphism is NP-complete if the base graphs are cochain graphs and the pattern graphs are
cobipartite graphs.
Proof. We construct G′′I and H
′′
I as described above, and then make YG and YH to be cliques. The new graphs are G
′′′
I and H
′′′
I .
Clearly, G′′′I is a cochain graph and H
′′′
I is cobipartite. It is easy to see that H
′′′
I is subgraph-isomorphic to G
′′′
I if and only if H
′′
I
is subgraph-isomorphic to G′′I . This implies the hardness. 
4. Linear-time algorithms
In this section, we show that Subgraph Isomorphism can be solved in linear time for chain graphs, cochain graphs, and
threshold graphs. Note that here we study the original problem Subgraph Isomorphism, and thus two input graphs may
have different numbers of vertices and could be disconnected. Since Subgraph Isomorphism is a generalization of Spanning
Subgraph Isomorphism, we can conclude that Spanning Subgraph Isomorphism for these graph classes can be solved in
linear time as well.
For the classes of threshold graphs, of chain graphs, and of cochain graphs, linear-time certifying recognition algorithms
are presented by Heggernes and Kratsch [13].
4.1. Threshold graphs
Recall that a graph is a threshold graph if its vertex set can be partitioned into X and Y so that X is a clique, Y is an
independent set, and X has an inclusion ordering [11]. The degree sequence (d(v1), . . . , d(vn)) of G is the nonincreasing
sequence of the degree of the vertices of G. Given a degree sequence, we define N∗(vi) as follows:
N∗G(vi) =

NG[vi] ∃j > i, {vi, vj} ∈ EG,
NG(vi) otherwise.
This notation gives the following nice property.
Lemma 8 ([11]). Let G be a threshold graph with the vertex set {v1, . . . , vn}. If (d(v1), . . . , d(vn)) is a degree sequence of G,
then N∗(v1) ⊇ · · · ⊇ N∗(vn).
Lemma 9. Let G and H be threshold graphs with degree sequences (d(v1), . . . , d(vn)) and (d(u1), . . . , d(un′)), respectively, and
n ≥ n′. Then H is subgraph-isomorphic to G if and only if d(ui) ≤ d(vi) for i ∈ {1, . . . , n′}.
Proof. The only-if-part is trivial. For the if-part, assume d(ui) ≤ d(vi) for i ∈ {1, . . . , n′}. Let η: VH → VG be the mapping
such that η(ui) = vi. Suppose η is not a subgraph-isomorphism. Thus there exists a pair (i, j) of indices with i < j such that
{ui, uj} ∈ EH and {vi, vj} ∉ EG. By Lemma 8, N∗H(ui) ⊆ N∗H(ui′) for any i′ ∈ {1, . . . , i}. Since uj ∈ NH(ui), we have uj ∈ NH(ui′)
for any i′ ∈ {1, . . . , i}. Thus {u1, . . . , ui} ⊆ NH(uj). On the other hand, since {vi, vj} ∉ EG, there exists an index i′ such that
i′ < i and {v1, . . . , vi′} = NG(vj). This fact contradicts d(ui) ≤ d(vi). 
By Lemma 9, given two threshold graphs G and H , it suffices to compare their degree sequences for solving Subgraph
Isomorphism. Since the degree sequence of a graph can be obtained in linear time, we have the following theorem.
Theorem 10. Subgraph Isomorphism for threshold graphs can be solved in linear time.
4.2. Chain graphs
Recall that a bipartite graph G = (X, Y ; E) is a chain graph if there is an inclusion ordering on X [4]. By the definition, a
chain graph consists of a connected chain graph and a (possibly empty) set of isolated vertices.
Lemma 11. Let G = (XG, YG; EG) and H = (XH , YH; EH) be chain graphs, where |XH | ≤ |XG| and |YH | ≤ |YG|. If (x1, . . . , xp)
and (x′1, . . . , x
′
p′) are inclusion orderings on XG and XH , respectively, then there is a subgraph-isomorphism η from H to G such
that η(XH) ⊆ XG and η(YH) ⊆ YG if and only if d(x′i) ≤ d(xi) for i ∈ {1, . . . , p′}.
Proof. For the only-if-part, suppose that d(x′i) > d(xi) for some i ∈ {1, . . . , p′}. Since d(x′j) ≥ d(x′i) for j ∈ {1, . . . , i}, it
follows that XH contains at least i vertices of degree at least d(x′i). On the other hand, since d(xj) ≤ d(xi) < d(x′i) for j ≥ i,
there are at most i−1 vertices of degree at least d(x′i) in XG. Thus there is no subgraph-isomorphism η from H to G such that
η(XH) ⊆ XG.
For the if-part, assume that |XH | ≤ |XG|, |YH | ≤ |YG|, and d(x′i) ≤ d(xi) for i ∈ {1, . . . , p′}. Let (y1, . . . , y|YG|) and
(y′1, . . . , y
′
|YH |) be inclusion orderings on YG and YH , respectively. Let η: VH → VG be the mapping such that η(x′i) = xi and
η(y′j) = yj. If η is not a subgraph-isomorphism, then there exists a pair (i, j) of indices such that {x′i, y′j} ∈ EH and {xi, yj} ∉ EG.
By the definition, N(y′j) ⊆ N(y′h) if h < j. Hence {x′i, y′j} ∈ EH implies {y′1, . . . , y′j} ⊆ N(x′i). However, {xi, yj} ∉ EG implies
N(xi) ⊆ {y1, . . . , yj−1}. Thus we have d(x′i) > d(xi), which contradicts the assumption. 
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Theorem 12. Subgraph Isomorphism for chain graphs can be solved in linear time.
Proof. Let G = (XG, YG; EG) and H = (XH , YH; EH) be chain graphs. We first compute the degrees of vertices and inclusion
orderings in linear time. Let G′ and H ′ be the graphs obtained from G and H , respectively, by removing all isolated vertices.
Obviously, H is subgraph-isomorphic to G if and only if |V (H)| ≤ |V (G)| and H ′ is subgraph-isomorphic to G′. Checking the
condition |V (H)| ≤ |V (G)| and removing isolated vertices can be done in O(n) time, where n = |V (G)|. Also, computing
the degrees of vertices and inclusion orderings for new graphs can be done in O(n) time, by using these information of the
original graphs. Hence we assume G and H are connected in what follows.
Suppose that there is a subgraph-isomorphism η from H to G. Since G and H are connected, it follows that either
η(XH) ⊆ XG and η(YH) ⊆ YG, or η(XH) ⊆ YG and η(YH) ⊆ XG. Otherwise, the parity of the distance between some vertices
becomes invalid. The existence of such a map can be determined in O(n) time by Lemma 11. 
4.3. Cochain graphs
Recall that a graph is a cochain graph if its complement is a chain graph. The following fact connects the concepts of
subgraph-isomorphism and of complement graphs.
Lemma 13. If |VH | = |VG|, then H is subgraph-isomorphic to G if and only if G¯ is subgraph-isomorphic to H¯.
Proof. Let η be a subgraph-isomorphism from H to G. Now {η(u), η(v)} ∈ EG for any edge {u, v} of H . In other words,
{η−1(u), η−1(v)} ∉ EH for any nonedge {u, v} of G. Hence η−1 is a subgraph-isomorphism from G¯ to H¯ . The other direction
can be shown in the same way. 
Theorem 14. Subgraph Isomorphism for cochain graphs can be solved in linear time.
Proof. Let G = (XG, YG; EG) andH = (XH , YH; EH) be cochain graphs.Wewant to find a subgraph-isomorphism fromH to G,
or decide that there is no such mapping. We first compute the degrees of the vertices and inclusion orderings in linear time.
Let (x1, . . . , xp) and (y1, . . . , yq) be inclusion orderings on XG and YG, respectively. Observe that ifH is subgraph-isomorphic
to G, then there exists a subgraph-isomorphism η from H to G such that η(XH ∪ YH) = {x1, . . . , xs} ∪ {y1, . . . , yt} for some
s and t , where s+ t = |XH ∪ YH |. This is because of the inclusion property of neighborhoods.
We now guess s. Let G′ = (XG′ , YG′; EG′) be the subgraph of G induced by XG′ ∪ YG′ , where XG′ = {x1, . . . , xs} and
YG′ = {y1, . . . , yt}. Sincewe know the inclusion orderings and the degrees of vertices of the original graphs, we can compute
this same information for the new graphs in O(n) time. By Lemma 13, H is subgraph-isomorphic to G′ if and only if G¯′ is
subgraph-isomorphic to H¯ . Now we use the algorithm for chain graphs presented above, since G¯′ and H¯ are chain graphs.
Observe that in the algorithm for chain graphs, all the steps except for the computation of the degrees and inclusion orderings
can be done in O(n) time. Since we already know this information, we can check whether G¯′ is subgraph-isomorphic to H¯
in O(n) time. We have O(n) possible guesses for s. For each guess, we take O(n) time. Thus this phase can be done in O(n2)
time. Since the cochain graph hasΩ(n2) edges, this is still linear time. 
5. Future work
We showed several hardness and tractability results. For example, we showed that Spanning Subgraph Isomorphism
is NP-complete for proper interval graphs, and that Subgraph Isomorphism is linear-time solvable for cochain graphs. An
interesting open problem is the complexity of Subgraph Isomorphism where the base graph G is a proper interval graph
and the pattern graph H is a cochain graph. Also it is interesting to study the case where G is a bipartite permutation graph
and H is a chain graph, and the case where G is a trivially perfect graph and H is a threshold graph. The answers for these
questions would provide more sharp contrasts of the complexity of Subgraph Isomorphism in graph classes.
Acknowledgments
The authorswould like to thank the anonymous referees for their helpful comments and suggestions. Part of this research
is supported by the Funding Program for World-Leading Innovative R & D on Science and Technology, Japan, and Grants-in-
Aid for Scientific Research from Ministry of Education, Science and Culture, Japan, and Japan Society for the Promotion of
Science.
References
[1] A.A. Bertossi, M.A. Bonuccelli, Finding Hamiltonian circuits in interval graph generalizations, Inform. Process. Lett. 23 (1986) 195–200.
[2] K.P. Bogart, D.B. West, A short proof that ‘proper = unit’, Discrete Math. 201 (1999) 21–23.
[3] A. Brandstädt, D. Kratsch, On the restriction of some NP-complete graph problems to permutation graphs, in: FCT’85, in: Lecture Notes in Comput.
Sci., vol. 199, 1985, pp. 53–62.
[4] A. Brandstädt, V.B. Le, J.P. Spinrad, Graph Classes: A Survey, SIAM, 1999.
[5] C.J. Colbourn, On testing isomorphism of permutation graphs, Networks 11 (1980) 13–21.
S. Kijima et al. / Discrete Mathematics 312 (2012) 3164–3173 3173
[6] D.G. Corneil, H. Lerchs, L. Stewart Burlingham, Complement reducible graphs, Discrete Appl. Math. 3 (1981) 163–174.
[7] P. Damaschke, Induced subgraph isomorphism for cographs is NP-complete, in: WG’90, in: Lecture Notes in Comput. Sci., vol. 487, 1991, pp. 72–78.
[8] F. Dorn, Planar subgraph isomorphism revisited, in: STACS 2010, in: LIPIcs, vol. 5, 2010, pp. 263–274.
[9] D. Eppstein, Subgraph isomorphism in planar graphs and related problems, J. Graph Algorithms Appl. 3 (1999) 1–27.
[10] M.R. Garey, D.S. Johnson, Computers and Intractability: A Guide to the Theory of NP-Completeness, W.H. Freeman and Company, 1979.
[11] M.C. Golumbic, Algorithmic Graph Theory and Perfect Graphs, Academic Press, 1980.
[12] A. Gupta, N. Nishimura, The complexity of subgraph isomorphism for classes of partial k-trees, Theoret. Comput. Sci. 164 (1996) 287–298.
[13] P. Heggernes, D. Kratsch, Linear-time certifying recognition algorithms and forbidden induced subgraphs, Nordic J. Comput. 14 (2007) 87–108.
[14] P. Heggernes, D. Kratsch, D. Meister, Bandwidth of bipartite permutation graphs in polynomial time, J. Discrete Algorithms 7 (2009) 533–544.
[15] P. Heggernes, D. Meister, Y. Villanger, Induced subgraph isomorphism on interval and proper interval graphs, in: ISAAC 2010, in: Lecture Notes in
Comput. Sci., vol. 6507, 2010, pp. 399–409.
[16] D.S. Johnson, The NP-completeness column: an ongoing guide, J. Algorithms 6 (1985) 434–451.
[17] J.M. Keil, Finding Hamiltonian circuits in interval graphs, Inform. Process. Lett. 20 (1985) 201–206.
[18] P. Kilpelainen, H. Mannila, Ordered and unordered tree inclusion, SIAM J. Comput. 24 (1995) 340–356.
[19] D.J. Kleitman, R.V. Vohra, Computing the bandwidth of interval graphs, SIAM J. Discrete Math. 3 (1990) 373–375.
[20] A. Lingas, Subgraph isomorphism for biconnected outerplanar graphs in cubic time, in: STACS’86, in: Lecture Notes in Comput. Sci., vol. 210, 1986,
pp. 98–103.
[21] G.S. Lueker, K.S. Booth, A linear time algorithm for deciding interval graph isomorphism, J. ACM 26 (1979) 183–195.
[22] D. Marx, I. Schlotter, Cleaning interval graphs, Algorithmica (in press), Available online at http://rd.springer.com/article/10.1007/s00453-011-9588-
0?state=cookieless.
[23] J. Matousěk, R. Thomas, On the complexity of finding iso- and other morphisms for partial k-trees, Discrete Math. 108 (1992) 343–364.
[24] F.S. Roberts, Indifference graphs, in: F. Harary (Ed.), Proof Techniques in Graph Theory, Academic Press, 1969, pp. 139–146.
[25] T. Saitoh, Y. Otachi, K. Yamanaka, R. Uehara, Random generation and enumeration of bipartite permutation graphs, J. Discrete Algorithms 10 (2012)
84–97.
[26] T. Saitoh, K. Yamanaka, M. Kiyomi, R. Uehara, Random generation and enumeration of proper interval graphs, IEICE Trans. E93-D (2010) 1816–1823.
[27] J.P. Spinrad, Efficient Graph Representations, AMS, 2003.
[28] M.M. Sysło, The subgraph isomorphism problem for outerplanar graphs, Theoret. Comput. Sci. 17 (1982) 91–97.
[29] A. Tucker, A structure theorem for the consecutive 1’s property, J. Combin. Theory Ser. B 12 (1972) 153–162.
[30] R. Uehara, Bandwidth of bipartite permutation graphs, in: ISAAC 2008, in: Lecture Notes in Comput. Sci., vol. 5369, 2008, pp. 824–835.
