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The Hardy–Littlewood majorant problem was raised in the 30’s and it can be formulated
as the question whether
∫ | f |p  ∫ |g|p whenever fˆ  |gˆ|. It has a positive answer only
for exponents p which are even integers. Montgomery conjectured that even among the
idempotent polynomials there must exist some counterexamples, i.e. there exists some
ﬁnite set of exponentials and some ± signs with which the signed exponential sum
has larger pth norm than the idempotent obtained with all the signs chosen + in
the exponential sum. That conjecture was proved recently by Mockenhaupt and Schlag.
However, a natural question is if even the classical 1 + e2π ix ± e2π i(k+2)x three-term
exponential sums, used for p = 3 and k = 1 already by Hardy and Littlewood, should work
in this respect. That remained unproved, as the construction of Mockenhaupt and Schlag
works with four-term idempotents. We investigate the sharpened question and show that
at least in certain cases there indeed exist three-term idempotent counterexamples in the
Hardy–Littlewood majorant problem; that is we have for 0< p < 6, p /∈ 2N, ∫ 120 |1+ e2π ix −
e2π i([
p
2 ]+2)x|p > ∫ 120 |1 + e2π ix + e2π i([ p2 ]+2)x|p . The proof combines delicate calculus with
numerical integration and precise error estimates.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
We denote, as usual, T := R/2πZ the one-dimensional torus or circle group. Following Hardy and Littlewood [14], f is
said to be a majorant to g if |gˆ| fˆ . Obviously, then f is necessarily a positive deﬁnite function. The (upper) majorization
property (with constant 1) is the statement that whenever f ∈ Lp(T) is a majorant of g ∈ Lp(T), then ‖g‖p  ‖ f ‖p . Hardy
and Littlewood proved this for all p ∈ 2N – this being an easy consequence of the Parseval identity. On the other hand
Hardy and Littlewood observed that this fails for p = 3. Indeed, they took f = 1+ e1 + e3 and g = 1− e1 + e3 (where here
and in the sequel we denote ek(x) := e(kx) and e(t) := e2π it , as usual) and calculated that ‖ f ‖3 < ‖g‖3.
The failure of the majorization property for p /∈ 2N was shown by Boas [6]. Boas’ construction exploits Taylor series
expansion around zero: for 2k < p < 2k + 2 the counterexample is provided by the polynomials f , g := 1+ re1 ± rk+2ek+2,
with r suﬃciently small to make the effect of the ﬁrst terms dominant over later, larger powers of r.
Utilizing an idea of Y. Katznelson, Bachelis proved [5] the failure of the majorization property for any p /∈ 2N even with
arbitrarily large constants. That is, not even ‖g‖p < Cp‖ f ‖p holds with some ﬁxed constant C = Cp .
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Montgomery conjectured that the majorant property for p /∈ 2N fails also if we restrict to idempotent majorants, see
[19, p. 144]. (A measure on an integrable function is idempotent if its convolution square is itself: that is, if its Fourier
coeﬃcients are either 0 or 1.) This has been recently proved by Mockenhaupt and Schlag in [18].
Theorem 1 (Mockenhaupt and Schlag). Let p > 2 and p /∈ 2N, and let k > p/2 be arbitrary. Then for the trigonometric polynomials
g := (1+ ek)(1− ek+1) and f := (1+ ek)(1+ ek+1) we have ‖g‖p > ‖ f ‖p .
The quite nice, constructive example is given with a four-term idempotent polynomial, although trinomials may seem
simpler objects to study. Indeed, there is a considerable knowledge, even if usually for the maximum norm, on the space of
trinomials, see e.g. [9,21,20]. Note that striving for three-term examples is the absolute simplest we can ask for, as two-term
polynomials can never exhibit failure of the majorization property.
In the construction of Mockenhaupt and Schlag, however, a key role is played by the fact that the given four-term idem-
potent decomposes as the product of two two-term idempotents, which then can be expressed by the usual trigonometric
and hyperbolic functions. So even if four-term idempotents in general are more complicated, than three-term idempotents,
but the particular product form simpliﬁes the analysis a great deal and gives way to a manageable calculation.
Nevertheless, one may feel that Boas’ idea, i.e. the idea of cancellation in the (k+1)st Fourier coeﬃcients works even if r
is not that small – perhaps even if r = 1. The diﬃculty here is that the binomial series expansion diverges, and we have no
explicit way to control the interplay of the various terms occurring with the ± signed versions of our polynomials. But at
least there is one instance, the case of p = 3, when all this is explicitly known: already Hardy and Littlewood [14] observed
that failure of the majorant property for p = 3 is exhibited already by the pair of idempotents 1 + e1 ± e3. In fact, this
idempotent example led Montgomery to express (in a vague form, however, see [19, p. 144]) his conjecture on existence of
idempotent counterexamples.
There has been a number of attempts on the Montgomery problem. In particular, Mockenhaupt has already addressed
it ﬁfteen years ago, see [17, p. 2, line 15]. Moreover, that time Mockenhaupt worked in the range 2 < p < 4 and exactly
with the polynomials 1 + e1 ± e3, see also his footnote on p. 32. This attempt is based on an inequality (a discrete and
uniform version of the inequality obtained by Hardy and Littlewood only for the continuous case and p = 3), which appears
in Example 3.4 on p. 33 of [17], with a comment that “This lower bound is established by numerical calculations”.
However, there is no convincing argument which would show that this hypothetical inequality would hold for all p,
and so this preliminary attempt does not lead to a proof. In any case, we may say that Mockenhaupt expressed his view
that 1 + e1 ± ek+2, where 2k < p < 2k + 2, should provide a counterexample in the Hardy–Littlewood majorant problem
(at least for k = 1,2). Our ﬁrst aim is to analyze this question and execute proper numerical analysis to support this
conjecture. In particular, we prove the assertion for k = 0,1,2, justifying at least the cases which were concretely addressed
by Mockenhaupt.
One motivation for us was the recent paper of Bonami and Révész [7]. In this breakthrough paper the authors settle
a number of questions regarding concentration of pth integrals of idempotents. In particular, they disprove a conjecture
of Anderson, Ash, Jones, Rider and Saffari [1,2] who disbelieved concentration of idempotents for p = 1. Also they prove
maximal concentration for all p > 0 not an even integer (for arbitrarily small open symmetric sets). Key to the construction
of Bonami and Révész was the idea of constructing bivariate idempotents having special properties, related closely to the
Hardy–Littlewood majorant problem. For details we refer to [7]. It is also possible that their construction can be made
simpler (work with less terms) by use of our methods here. To this question we hope to return in a later work.
The problem of idempotent polynomial concentration has its roots in the analysis of weak (2,2)-type operators. For an
account of the topic from the origins to the present state of knowledge see [3,4]; see also [10] for operator related matters
and [11,12,1,2] for development of the theme. Further questions of Wiener and Zygmund, which could be settled by the
current strong results and methods of idempotent concentration, are discussed in [8].
Relevance of idempotents can be well understood by the fact that whenever a convolution operator represents a projec-
tion to a ﬁnite-dimensional translation-invariant subspace H of say L1(T), then H is spanned by the exponentials in it, and
forming the idempotent PH :=∑ek∈H ek gives the convolution kernel for the projection operator: Π : L1(T) → H is given by
Π f = f  PH . In particular, the Fourier partial sums operator Sn is deﬁned by the Dirichlet kernel Dn as convolution kernel.
For more on this and the related famous Littlewood problem see e.g. [15] and [16].
As already hinted by Mockenhaupt’s thesis [17], proving that 1 + e(x) ± (e(k + 2)x) would be a counterexample in the
Hardy–Littlewood majorant problem may require some numerical analysis as well. However, we do not – as we cannot –
pursue the numerical calculations outlined in [17]. Instead, we do function calculus and support our analysis by numerical
integration and error estimates where necessary. We are to discuss the following reasonably documented conjecture.
Conjecture 2. For all p not an even integer, there are three-term idempotent counterexamples in the Hardy–Littlewood majorant
problem.
In fact, we address the more concrete form, going back to the examples of Hardy–Littlewood and Boas and discussed
also by Mockenhaupt [17].
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smaller p-norm than Qk := 1+ e1 − ek+2 .
2. Case k= 0 of Conjecture 3
Proposition 4. Let F (x, y) := e(4y)+e(x+2y)+e(2x+ y). Then, for p > 2, taking the marginal integral function f (y) := f p(y) :=∫ 1
0 |F (x, y)|p dx, we have that (mod 1) f has a unique, strict maximum at 0. Conversely, for 0 < p < 2 it has strict global maximum
at 12 .
Remark 5. Note that f p(0) < f p(1/2) for 0< p < 2 is exactly Conjecture 3 for k = 0.
Proof of Proposition 4. (Based on the work [7] of A. Bonami and Sz.Gy. Révész.) It is easy to see that f is even: this comes
from the identity |F (−x,−y)| = |F (x, y)|. Let us prove that it is monotonous on [0, 12 ]. Observe that∣∣∣∣F
(
x+ 3y
2
, y
)∣∣∣∣=
∣∣∣∣e(4y) + e
(
x+ 7y
2
)
+ e(2x+ 4y)
∣∣∣∣=
∣∣∣∣2e
(
y
2
)
cos(2πx) + 1
∣∣∣∣.
Now a translation of x by 1/2 leads to a sign change of cos(2πx), therefore it suﬃces to integrate |2e( y2 ) cos(2πx)+ 1|p on
an interval of length 1/2, and to add on the very same interval the integral of | − 2e( y2 ) cos(2πx) + 1|p . Thus
f p(y) =
1
4∫
− 14
(∣∣∣∣2e
(
y
2
)
cos(2πx) + 1
∣∣∣∣
p
+
∣∣∣∣2e
(
y
2
)
cos(2πx) − 1
∣∣∣∣
p)
dx.
Any interval of length 1/2 would suﬃce, but we prefer to keep cos(2πx) positive, otherwise there is a series of sign
considerations which would make everything overcomplicated: that suggests to choose (−1/4,1/4). So it is suﬃcient to
show that the quantity
Φ(x, y) :=
∣∣∣∣2e
(
y
2
)
cos(2πx) + 1
∣∣∣∣
p
+
∣∣∣∣2e
(
y
2
)
cos(2πx) − 1
∣∣∣∣
p
is monotonous for 0< y < 12 and for ﬁxed x ∈ (− 14 , 14 ).
We take the derivative
∂Φ
∂ y
(x, y) = −2pπ sin(π y) cos(2πx)
{∣∣∣∣2e
(
y
2
)
cos(2πx) + 1
∣∣∣∣
p−2
−
∣∣∣∣2e
(
y
2
)
cos(2πx) − 1
∣∣∣∣
p−2}
,
2e( y2 ) cos(2πx) lies in the ﬁrst quadrant, since e(
y
2 ) = eπ iy lies there when y ∈ (0,1/2), and x ∈ (−1/4,1/4), so
cos(2πx) > 0. Hence |2e( y2 ) cos(2πx) + 1| > |2e( y2 ) cos(2πx) − 1|. We ﬁnd that the derivative’s sign is the opposite of the
sign of the difference in the second line. It follows that f p has its maximum at zero when p > 2 and at 1/2 when p < 2. 
3. Case k= 1 of Conjecture 3
To show the k = 1 case of Conjecture 3 it suﬃces to prove Proposition 6 below.
Proposition 6. Let F±(x) := 1 + e(x) ± e(3x) and consider the pth marginal integrals f±(p) :=
∫ 1
0 |F±(x)|p dx as well as their
difference (p) := f−(p) − f+(p) =
∫ 1
0 |F−(x)|p − |F+(x)|p dx. Then for all p ∈ (2,4), (p) > 0.
Proof. Let us introduce a few further notations. We will write t := p/2 ∈ [1,2] and put
G±(x) :=
∣∣F±(x)∣∣2, g±(t) := 1
2
f±(2t) =
1/2∫
0
Gt±(x)dx, (1)
d(t) := 1
2
(2t) = g−(t) − g+(t) =
1/2∫
0
[
Gt−(x) − Gt+(x)
]
dx. (2)
Observe that G being a nonnegative trigonometric polynomial, d is an entire function of exponential type. So we are to prove
that d(t) > 0 for 1 < t < 2. Note that by Parseval’s formula d(1) = d(2) = 0, since 2 ∫ 1/20 G1±(x)dx = ∫ 10 F 2±(x)dx = 1 + 1 + 1,
and 2
∫ 1/2 G2±(x)dx = ∫ 1 F 4±(x)dx = 1+ 4+ 1+ 4+ 4+ 1 = 15.0 0
S. Krenedits / J. Math. Anal. Appl. 388 (2012) 136–150 139Our strategy in proving d(t) > 0 will consist of two steps: ﬁrst we prove that d′(1) > 0, and then that d′ is concave
in [1,2], i.e. that d′′′ < 0. Since d(1) = d(2) = 0, in view of Rolle’s theorem d′ takes 0: but it can not have two different
roots, as then by concavity at the endpoints of the interval [1,2] it would have to assume negative values (while we will
have d′(1) > 0). Thus we ﬁnd that d′ changes from positive to negative values at a unique zero point, say τ ∈ (1,2). It
follows that d increases between 1 and τ and decreases in [τ ,2]: so min[1,2] d = min{d(1),d(2)} = 0, and d is positive
on (1,2).
Lemma 7.We have d′(1) > 0.
Remark 8. By numerical calculation, d′(1) ≈ 0.0948 . . . , but we don’t need the precise value. The only thing we need is that
it is not too small, so allowing a feasible error bound for the approximate calculations, after deduction of a worst case error
estimate the rest will still remain positive. Of course, to make our life as easy as possible, we set the error bound for the
total error just below the already calculated numerical value. Therefore, preliminary numerical calculation of the value of
d′(1) only guides us in setting the parameters of the numerical proof, which in turn will prove positivity, but not the value
of d′(1).
Proof of Lemma 7. We will give a detailed calculation, for it will serve as a model for the later, more general calculation
with higher derivatives of d.
First of all observe that we have to consider the difference of two integrals, one for G = G+ and another one for G− , so
writing
g′(1) := g′±(1) := g(1)± (1) :=
1/2∫
0
G(x) logG(x)dx,
we are to compute d′(1) = g′−(1) − g′+(1).
Preliminary numerical calculation shows that ﬁnally we should ﬁnd d′(1) > 0.09, so for the two occurring numerical
integration we may allow total errors, say up to 0.045.
We wish to use the standard approximation formulae2∣∣∣∣∣
1/2∫
0
Φ(α)dα − 1
2N
N∑
n=1
Φ
(
n − 1/2
2N
)∣∣∣∣∣min
(‖Φ ′′‖∞
192N2
,
‖Φ ′‖∞
16N
)
, (3)
when numerically integrating Φ := H := G logG along the x values. As a ﬁrst step, we compute the x-derivatives of G(x) as
G±(x) = 3+ 2
{
cos(2πx) ± cos(4πx) ± cos(6πx)}, (4)
G ′±(x) = −4π sin(2πx) ∓ 8π sin(4πx) ∓ 12π sin(6πx), (5)
G ′′±(x) = −8π2 cos(2πx) ∓ 32π2 cos(4πx) ∓ 72π2 cos(6πx). (6)
Also we ﬁnd
‖G±‖∞  9,
∥∥G ′±∥∥∞  24π, ∥∥G ′′±∥∥∞  112π2. (7)
We also compare G ′ and
√
G = |F |, more precisely G ′2 and G . (Note that G ′ = 2|F | · |F |′ = 2√G · (√G)′ .) To this end we
write u = cos v with v = 2πx and calculate
G±(x) = 3+ 2cos v ± 2cos2v ± 2cos3v = 3+ 2cos v ± 2
(
2cos2 v − 1+ 4cos3 v − 3cos v)
= 3+ 2u ± 2(4u3 + 2u2 − 3u − 1)= {8u3 + 4u2 − 4u + 1 (G = G+),−8u3 − 4u2 + 8u + 5 (G = G−).
Using these polynomial expressions in the range |u| = | cos(2πx)| 1, numerical calculation immediately gives
min
T
G+ ≈ 0.3691 . . . > 1/e and min
T
G− ≈ 0.1249 . . . > 1/9. (8)
On the other hand
G ′2± (x) = (4π)2(sin v ± 2 sin2v ± 3 sin3v)2 = (4π sin v)2
[
1± 4cos v ± 3(4cos2 v − 1)]2
= 16π2(1− u2)[(1∓ 3± 4u ± 12u2)]2 = {64π2(1− u2)(6u2 + 2u − 1)2 (G = G+),
256π2(1− u2)(3u2 + u − 1)2 (G = G−).
2 We essentially could have ‖Φ ′′‖1 etc. here.
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G ′2±
G±
(x) =
⎧⎨
⎩
64π2 (1−u
2)(6u2+2u−1)2
8u3+4u2−4u+1 (G = G+),
256π2 (1−u
2)(3u2+u−1)2
−8u3−4u2+8u+5 (G = G−).
(9)
These rational functions can be maximized numerically on the range u ∈ [−1,1] of u = cos(2πx). We thus obtain
G ′2+ (x) < 1300G+(x) and G ′2− (x) < 1100G−(x). (10)
Similarly, we compare G ′′ and G , too. First, similarly as before
G ′′±(x) = −8π2(cos v ± 4cos2v ± 9cos3v) = −8π2
[
cos v ± 4(cos2 v − 1)± 9(4cos3 v − 3cos v)]
= −8π2[(u ± 36u3 ± 8u2 ∓ 27u ∓ 4)]= {−8π2(36u3 + 8u2 − 26u − 4) (G = G+),
8π2(36u3 + 8u2 − 28u − 4) (G = G−).
Second, for the quotient we thus obtain
G ′′±
G±
(x) =
⎧⎨
⎩
−8π2 36u3+8u2−26u−4
8u3+4u2−4u+1 (G = G+),
8π2 36u
3+8u2−28u−4
−8u3−4u2+8u+5 (G = G−).
(11)
So ﬁnally numerical computation yields∣∣G ′′+(x)∣∣< 2200G+(x) and ∣∣G ′′−(x)∣∣< 4000G−(x). (12)
Let us consider now the computation of Φ ′′(x) = H ′′(x), where H := G logG with G = G± . More generally, we can differen-
tiate with respect to x ∈ [0,1/2] the function H(x) := Ht, j,±(x) := Gt(x) log j G(x), which we will need later. We get
H ′(x) = H ′t, j,±(x) =
{
tGt−1(x) log j G(x) + Gt(x) j log j−1 G(x) 1
G(x)
}
G ′(x)
= Gt−1(x)G ′(x) log j−1 G(x){t logG(x) + j}, (13)
so in particular for t = 1 and k = 1 we conclude H ′(x) = H ′1,1,±(x) = G ′(x){logG(x) + 1} and thus also
H ′′(x) := H ′′1,1,±(x) = G ′′(x)
{
logG(x) + 1}+ G ′2(x)
G(x)
. (14)
Therefore, we obtain from (7), (8) and (10)∥∥H ′′∥∥∞ := ∥∥H ′′1,1,±∥∥∞ < 112π2 log(9e) + 1300< 4900. (15)
It follows that in the numerical integration formula (3) the step number could be chosen to satisfy 4900/(192N2) < 0.045,
that is N >
√
4900/8.64 ≈ 23.81 . . . , i.e. N  24.
We thus see that the Riemann sums of the form (3) with N  24 nodes will provide errors less than 0.045 in each
of the two integrals g′±(1), whence the total error in the Riemann sum approximation of d′(1) = g−(1) − g+(1) must lie
below 0.09. On the other hand a standard numerical calculation of the Riemann sums g′±(1) yields the approximate value≈ 0.0948 . . . , which is well over 0.09, hence the lemma is proved. (As for negligibility of the computational error occurring
in the computer calculation of function values, see the more detailed analysis around formula (22).) 
Note that from (13) we can as well calculate the formula for H ′′ in the general case as
H ′′(x) := H ′′t, j,±(x) = G ′′(x)Gt−1(x) log j−1 G(x)
{
t logG(x) + j}
+ G ′2(x)Gt−2(x) log j−2 G(x){t(t − 1) log2 G(x) + j(2t − 1) logG(x) + j( j − 1)}. (16)
Our approach will be a computation of some approximating polynomial, which is, apart from a possible slight and well
controlled error, a Taylor polynomial of d′′′ .
Numerical tabulation of values give that d′′′ is decreasing from d′′′(1) ≈ −0.2327 . . . to even more negative values as t
increases from 1 to 2. Thus our goal is to set n ∈ N and δ j > 0 ( j = 0, . . . ,n + 1) suitably so that in the Taylor expansion
d′′′(t) =
n∑
j=0
d( j+3)( 32 )
j!
(
t − 3
2
) j
+ Rn
(
d′′′, t
)
, Rn
(
d′′′, t
) := d(n+4)(ξ)
(n + 1)!
(
ξ − 3
2
)n+1
(17)
the standard error estimate
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(n + 1)! · 2
−(n+1)

1
2‖Hξ,n+4,+‖∞ + 12‖Hξ,n+4,−‖∞
(n + 1)!2n+1
 max1ξ2 ‖Hξ,n+4,+‖∞ +max1ξ2 ‖Hξ,n+4,−‖∞
(n + 1)!2n+2 (18)
provides the appropriately small error ‖Rn(d′′′, ·)‖∞ < δn+1. Furthermore we want to compute appropriate approximation d j
of d j+3(3/2), such that∥∥∥∥d( j+3)(
3
2 ) − d j
j!
(
t − 3
2
) j∥∥∥∥∞ =
|d( j+3)( 32 ) − d j|
2 j j! < δ j ( j = 0,1, . . . ,n). (19)
Naturally, we wish to choose n and the partial errors δ j such that
∑n+1
j=0 δ j = δ := 0.231, say, so that d′′′(t) < Pn(t) + δ with
Pn(t) :=
n∑
j=0
d j
j!
(
t − 3
2
) j
. (20)
Here the approximate values d j will be obtained by numerical integration, i.e. Riemann sums to approximate the integrals
deﬁning d( j+3)(3/2). Recall that
d( j)(t) = d
j
dt j
( 1/2∫
0
[
Gt−(x) − Gt+(x)
]
dx
)
=
1/2∫
0
[
log j G−(x) · Gt−(x)
]
dx−
1/2∫
0
[
log j G+(x) · Gt+(x)
]
dx =: g( j)− (t) − g( j)+ (t). (21)
To be precise, we apply the ﬁrst error formula of (3) with N j ∈ N steps, where N j are set in function of a prescribed
error of approximation η j , which in turn will be set in function of the choice of δ j .
In fact, there is another source of error, that of the computational error of the actual computer calculation of the involved
function values, used in computing the Riemann sums (to approximate the integrals g( j)± (t) in the formula (21) for d( j)).
Let us agree that it is more than satisfactory to ensure a relative error bound of 10−4 for the total computational error as
compared to the respective theoretical errors.
Let’s denote the calculated value of a function f by f ∗ . Then we have to estimate
c :=
∣∣(Gt log j G)∗ − Gt log j G∣∣= ∣∣((Gt)∗ − Gt)(log j G)∗ + Gt((log j G)∗ − log j G)∣∣. (22)
We estimate this in parts. For the actual computation we applied the MS Excel program, which computes the mathematical
functions with 15 signiﬁcant digits of precision.3 G both here in (4) for k = 1 and later in (25) for the case k = 2 consists
of a sum of cosine functions with coeﬃcients ±2, so altogether with weights  6. As | cos x| 1, the error bound becomes
6× 0.5× 10−15, that is |G∗ − G| 3× 10−15.
Considering the cases k = 1 and k = 2, the values of G always lie between 1/16 and 9 in view of (7) and (8) for
k = 1 and (28) and (30) for k = 2, respectively. That means that the ﬁrst signiﬁcant digit of logG is at most at the place
of 100, and the calculation error of the logarithm of it lies below 0.5 × 10−14. Thus we can estimate | log(G∗) − log(G)|
|G∗ − G| · ‖ log′(G)‖∞ < 3 · 10−15 · 16, and |(log(G∗))∗ − log(G)| < 4.8× 10−14 + 0.5× 10−14 < 5.3× 10−14.
To estimate the error in computing Gt we write Gt = et·logG , hence |(Gt)∗ −Gt | Gt ×|exp(t{(logG∗)∗ − logG})−1|. The
elementary estimate |eu − 1| < 1.8|u| when |u| < 0.5 yields |exp(t{(logG∗)∗ − logG}) − 1|  1.8 × |t{(logG∗)∗ − logG}| <
1.8× t × 5.3× 10−14 < 10−13t for all the possibly occurring values of t between 1 and 3. (Note that t × 5.3× 10−14 < 0.5.)
In all, |(Gt)∗ − Gt | < 10−13 × Gt .
Since | logG|  log16 < 2.8 we have both for |(logG∗)∗| and | logG| the upper estimate of 3. So for any j ∈ N we can
write |((logG∗)∗) j − log j G| |(logG∗)∗ − logG| ·∑ j−1=0 |((logG∗)∗) j− log G| 5.3 · 10−14 × j × 3 j−1 and also | log j G| 3 j ,
|((logG∗)∗) j | < 3 j .
Turning to the estimation of (22) we thus get
c  10−13 × Gt · 3 j + Gt · 2 · 10−14 × j × 3 j = (2 j + 10) × 10−143 jGt < 32× 10−1436+ j
using that 1 t  3, G  9, j  11.
3 According to the user’s manual, the MS Oﬃce Excel 2003 program, what we have used throughout, calculates the function val-
ues of the occurring mathematical functions with 15 signiﬁcant digits of precision, see e.g. http://oﬃce.microsoft.com/en-us/excel-help/
change-formula-recalculation-iteration-or-precision-HP010054149.aspx.
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Estimated values of ‖H ′′3/2, j,±‖∞ for j = 3, . . . ,10.
j Estimate for ‖H ′′3/2, j,±‖∞
3 195,745
4 560,366
5 1,577,686
6 4,228,176
7 11,254,403
8 29,470,592
9 76,110,084
10 194,242,755
Note that actually we need c to be negligible compared to η j (in Tables 2 and 4) or the prescribed error δ (in Lemmas 7,
13 and 15), the prescribed approximation error of the Riemann sums approximation of the occurring d( j)(t). (Observe that
due to the Riemann sums approximation of various order derivatives, there is a shift of indices between the j in the order
of differentiation and the j occurring in the formula η j = 2 j j!δ j/2 preceding (23).) To meet the set relative error bound
of 10−4, we want c < 10−4η j or c < 10−4δ, respectively.
When j is large, more precisely when 7  j  11, we just make a rough estimate of c using j  11 only. This leads
to c < 5 × 10−5. As j  7 occurs only in Tables 2 and 4, and the minimal value of such η j ’s in the two tables is 1.2, we
obtain η j × 4.2× 10−5 > c .
In the case j < 7 the smallest value is 0.025. Now we use value j = 6, so c < 1.8× 10−7, and η j × 0.72× 10−5 > c .
For j  6, our choice of η j has a minimum of 0.025, while in the endpoint approximation lemmas (i.e. Lemmas 7, 13
and 15) the minimal occurring δ is 0.017. In all we may use j  6 and want c < 10−4 × 0.017 = 1.7 × 10−6. However,
substituting j = 6 into the above error estimate yields c < 1.8× 10−7, which is well within the given error bound.
So now we carry out this programme. First, as G±(x) ∈ [1/9,9], | logm G±(x)|  2m logm 3, and thus |Hξ,n+4,±(x)| 
9ξ2n+4 logn+4 3 81×2n+4 × (1.09861 . . .)n+4, so setting δn+1 = 0.05 with n = 7 we ﬁnd ‖R7‖∞  81×8× (1.09861 . . .)11/
8! = 9× (1.09861 . . .)11/560 ≈ 9× 2.8137 . . . /560 ≈ 0.04522 . . . < δ8 = 0.046.
Now we must set δ0, . . . , δ7. The goal is that the termwise error (19) would not exceed δ j , which will be guaranteed by
N j step Riemann sum approximation of the two integrals deﬁning d( j+3)(3/2) with prescribed error η j each. Therefore, we
set η j := δ j j!2 j/2, and note that
N j > N

j :=
√
‖H ′′3/2, j+3,±‖∞
192η j
=
√
‖H ′′3/2, j+3,±‖∞
192 j!2 j−1δ j (23)
suﬃces. That is, we must estimate ‖H ′′3/2, j,±‖∞ for j = 3, . . . ,10 and thus ﬁnd appropriate values of Nj .
Lemma 9. For j = 3, . . . ,10 we have the numerical estimates for the values of ‖H ′′3/2, j,±‖∞ as shown in Table 1.
Proof. Whether we consider H+ or H− , the range of G± stays in [1/9,9], so∥∥H ′′±∥∥∞ max{maxA
∣∣H ′′3/2, j,±∣∣, maxB
∣∣H ′′3/2, j,±∣∣}
with A := {x ∈ [0,1/2]: G±(x) 1} and B := {x ∈ [0,1/2]: G±(x) > 1}. Recall that from (16) we ﬁnd for arbitrary j  3 and
with G = G±
H ′′3/2, j,± = G ′′
√
G log j−1 G
(
3
2
logG + j
)
+ G
′2
√
G
log j−2 G
(
3
4
log2 G + 2 j logG + j( j − 1)
)
.
Since we have no control over the sign of G ′′ , we now estimate trivially – using (7) – as
∣∣H ′′±(x)∣∣ ∥∥G ′′∥∥√G(x)∣∣log j−1 G(x)∣∣
∣∣∣∣32 logG(x) + j
∣∣∣∣+ Q (x)(
with Q (x) := G
′2(x)√
G(x)
∣∣log j−2 G(x)∣∣∣∣∣∣34 log2 G(x) + 2 j logG(x) + j( j − 1)
∣∣∣∣
)
 112π23 log j−1 9( j + log27) + Q (x). (24)
Now by the two estimates of |G ′(x)| from (7) 24π and from (10) √1300G(x) it follows that
Q (x)
{
1300G(x)1/2| log j−2 G(x)|| 34 log2 G(x) + 2 j logG(x) + j( j − 1)|, x ∈ A,
576π2G(x)−1/2 log j−2 G(x)( 3 log2 G(x) + 2 j logG(x) + j( j − 1)), x ∈ B.4
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The chosen values of δ j , η j , the appropriate N j and approximate Taylor coeﬃcients.
j δ j η j N j d j
0 0.05 0.025 202 −2.1079
1 0.0604 0.0604 220 −7.4098
2 0.044 0.176 215 −21.8002
3 0.02 0.48 215 −57.3657
4 0.008 1.536 196 −143.9192
5 0.002 3.84 200 −345.8081
6 0.0004 9.216 208 −815.0515
7 0.0002 64.512 126 −1879.3248
Now observe that here Q is estimated by functions of G(x), so we can look for maximization or good estimates on the range
of G . For x ∈ A denote u := − logG(x): then the condition x ∈ A means that 0 u < log9, while for x ∈ B the substitution
u := logG(x) leads to 0< u  log9. In all we ﬁnd ‖Q ‖∞ max0ulog9{ψ(u),ϕ(u)} with
ψ(u) := 1300e−u/2u j−2
∣∣∣∣34u2 − 2 ju + j( j − 1)
∣∣∣∣
and
ϕ(u) := 576π2e−u/2u j−2
(
3
4
u2 + 2 ju + j( j − 1)
)
.
Now it is easy to observe that for any real u  0 we have | 34u2 − 2 ju + j( j − 1)| 34u2 + 2 ju + j( j − 1) whence in view of
1300< 576π2, necessarily ψ(u) ϕ(u).
In all, ‖Q ‖∞ max0ulog9 ϕ(u). With a slight change of variable v := u/2, we look for 576π22 j−2 max[0,log3] e−v(3v j +
4 jv j−1 + j( j−1)v j−2). The derivative of the function to be maximized is e−v v j−3p(v), where p(v) := −3v3 − jv2 +3 j( j−
1)v + j( j − 1)( j − 2). The ﬁrst part is positive, and p(v) is concave, since p′′(v) = −18v − 2 j < 0. Note that the con-
cave function p(v) starts with positive values as p(0) = j( j − 1)( j − 2) > 0, and at +∞ it becomes negative, so p(v)
has at most 1 root, where p changes from positive values to negative ones. Consequently, for any j = 3,4, . . . ,10 the
function e−v(3v j + 4 jv j−1 + j( j − 1)v j−2) vanishes and increases at 0, then it stays positive and tends to 0 at inﬁn-
ity, with one strict maximum point in (0,∞) (at the single critical point where its derivative vanishes); moreover, it is
easy to see that it is increasing for all j  3 in the whole interval [0, log3], as there p(v) stays positive. Therefore, the
maximum is attained at the right endpoint v = log3 of the interval, with maximum values 94,948.95 . . . , 303,717.77 . . . ,
916,480.8 . . . , 2,649,475.04 . . . , 7,412,491.18 . . . , 20,209,150.39 . . . , 53,959,116.72 . . . , 141,613,801.4 for j = 3, . . . ,10, re-
spectively. Adding 112π2 × 3 log j−1 9( j + log27) we get from (24) the numerical estimates of Table 1. 
Lemma 10. Set δ j s as listed in Table 2. Then the approximate Riemann sums of order N j yield the approximate values d j as listed in
Table 2, admitting the error estimates (19) for j = 0, . . . ,7. Furthermore, ‖R7(d′′′, t)‖∞ < 0.046 =: δ8 and thus with the approximate
Taylor polynomial P7(t) deﬁned in (20) the approximation |d′′′(t) − P7(t)| < δ holds uniformly for 1 t  2.
Proof. Applying the estimation of Q (x) in (24) we obtain the values as shown in the table. As
∑7
j=0 δ j = 0.185, adding
δ8 = 0.046 we get δ = 0.231. The found values of the N js do not exceed 220. 
Our aim is to prove
Lemma 11.We have d′′′(t) < 0 for all 1 t  2.
Proof. We approximate d′′′(t) by the polynomial P7(t) constructed in (20) as the approximate value of the order 7 Taylor
polynomial of d′′′ around t0 := 3/2. As the error is at most δ, it suﬃces to show that p(t) := P7(t) + δ < 0 in [1,2]. Now
P7(1) = −0.23233 . . . so P7(1) + δ < 0. Moreover, p′(t) = P ′7(t) =
∑7
j=1
d j
( j−1)! (t − 3/2) j−1 and p′(1) = −1.411144746 < 0.
From the explicit formula of p(t) we consecutively compute also p′′(1) = −5.536080671 < 0, p′′′(1) = −16.54595998 < 0
and p(4)(1) = −33.74395576< 0.
Finally, we arrive at p(5)(t) = d5 + d6(t − 3/2) + (d7/2)(t − 3/2)2. We have already checked that p( j)(1) < 0 for j =
0,1,2,3,4, so in order to conclude p(t) < 0 for 1 t  2 it suﬃces to show p(5)(t) < 0 in the given interval. However, the
leading coeﬃcient of p(5) is negative, while it is easy to see that the discriminant  := d26 − 2d5d7 of p(5) is negative, too:
 = −1,935,234.161. Therefore, the whole parabola of the graph of p(5) lies below the x-axis, and so p(5)(t) < 0 for all
t ∈ R. It follows that also p(t) < 0 for all t  1. 
And this ﬁnally proves the k = 1 case of Conjecture 3 as explained at the beginning of the section. 
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To show the k = 2 case of Conjecture 3 it suﬃces to prove Proposition 12 below.
Proposition 12. Let F±(x) := 1 + e(x) ± e(4x) and consider the pth marginal integrals f±(p) :=
∫ 1
0 |F±(x)|p dx as well as their
difference (p) := f−(p) − f+(p) =
∫ 1
0 |F−(x)|p − |F+(x)|p dx. Then for all p ∈ (4,6), (p) > 0.
Proof. As before, we put t := p/2 ∈ [2,3] and use the notations of (1) and (2). So we are to prove that d(t) > 0 for 2< t < 3.
By Parseval’s formula d(2) = d(3) = 0, now ∫ 1/20 G2±(x)dx = ∫ 10 F 4±(x)dx = 1 + 4 + 1 + 4 + 4 + 1 = 15, and ∫ 1/20 G3±(x)dx =∫ 1
0 F
6±(x)dx = 1+ 9+ 9+ 1+ 9+ 36+ 9+ 9+ 9+ 1 = 93.
Our strategy in proving d(t) > 0 now consists of three steps: ﬁrst we prove that d′(2) > 0, then that d′′(2) > 0, and ﬁnally
that d′′ is concave in [2,3], i.e. that d(4) < 0. Since d(2) = d(3) = 0, in view of Rolle’s theorem d′ takes 0 at say τ ∈ (2,3).
Since d′(2) > 0, and d′(τ ) = 0, in view of Lagrange’s theorem d′′ must assume some negative value. But as d′′ is concave
and d′′(2) > 0, it changes from positive to negative at a point say ξ . It follows that d′ monotonically increases between
[2, ξ ] – where it takes only positive values – and then from the maximum d′(ξ) it decreases between [ξ,3]. As the total
integral
∫ 3
2 d
′ = 0, d′ eventually takes negative values, too. So d′ has an unique root θ in [ξ,3] and d′ is positive in [ξ, θ)
and negative in (θ,3]. So d increases in [2, θ] and decreases in [θ,3] thus proving that d(2) = d(3) = 0 are the minima of d
and d > 0 in (2,3).
Lemma 13.We have d′(2) > 0.
Remark 14. By numerical calculation now d′(2) ≈ 0.03411 . . . .
Now x-derivatives of G(x) are
G±(x) = 3+ 2
{
cos(2πx) ± cos(6πx) ± cos(8πx)}, (25)
G ′±(x) = −4π sin(2πx) ∓ 12π sin(6πx) ∓ 16π sin(8πx), (26)
G ′′±(x) = −8π2 cos(2πx) ∓ 72π2 cos(6πx) ∓ 128π2 cos(8πx). (27)
Also we ﬁnd the trivial termwise estimates
‖G±‖∞  9,
∥∥G ′±∥∥∞  32π, ∥∥G ′′±∥∥∞  208π2. (28)
The bound on ‖G ′±‖∞ can slightly be improved taking into account the occurring cancellation. Namely, G ′±(x) =
−4π sin(2πx)[1 ± (9 − 12sin2(2πx)) ± 16
√
1− sin2(2πx)(1 − 2sin2(2πx))], so putting v := sin(2πx) yields ‖G ′±‖∞ 
max−1v1 4π |v[1 ± (9 − 12v2) ± 16
√
1− v2(1 − 2v2)]|. Separating the cases of G+ and G− and writing w := v2 we
ﬁnd
∥∥G ′+∥∥∞  8π max0w1
√
w
∣∣|5− 6w| ± 8√1− w|1− 2w|∣∣
= 8π max
0w1
√
w
[|5− 6w| + 8√1− w|1− 2w|]= 8π3.6301 . . .
and
∥∥G ′+∥∥∞  16π max0w1
√
w
∣∣|2− 3w| ± 4√1− w|1− 2w|∣∣
= 8π max
0w1
√
w
[|2− 3w| + 4√1− w|1− 2w|]= 16π1.6405 . . .
so in all∥∥G ′±∥∥∞  29.12π. (29)
On the other hand numerical calculation immediately gives
min
T
G+ ≈ 0.27 . . . > 1/4 and min
T
G− ≈ 0.063 . . . > 1/16. (30)
Using the notation v := 2πx and u := cos v as in case k = 1
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= (4π sin v)2[1± 6cos2 v ± (16cos v + 3)(2cos2 v − 1)]2
= 16π2(1− u2)[(1∓ 3∓ 16u ± 12u2 ± 32u3)]2
=
{
64π2(1− u2)(16u3 + 6u2 − 8u − 1)2 (G = G+),
256π2(1− u2)(−8u3 − 3u2 + 4u + 1)2 (G = G−).
On the other hand
G±(x) = 3+ 2cos v ± 2cos3v ± 2cos4v
= 3+ 2cos v ± 2(4cos3 v − 3cos v + 8cos4 v − 8cos2 v + 1)
= 3+ 2u ± 2(8u4 + 4u3 − 8u2 − 3u + 1)
=
{
16u4 + 8u3 − 16u2 − 4u + 5 (G = G+),
−16u4 − 8u3 + 16u2 + 8u + 1 (G = G−).
Therefore,
G ′2±
G±
(x) =
⎧⎨
⎩
64π2 (1−u
2)(16u3+6u2−8u−1)2
16u4+8u3−16u2−4u+5 (G = G+),
256π2 (1−u
2)(−8u3−3u2+4u+1)2
−16u4−8u3+16u2+8u+1 (G = G−).
(31)
Numerically maximizing the modulus of these rational functions in the range u ∈ [−1,1] we obtain
G ′2+ (x) < 2300G+(x) and G ′2− (x) < 2600G−(x). (32)
Furthermore, we analyze the function G ′′G .
G ′′±(x) = −8π2(cos v ± 9cos3v ± 16cos4v)
= −8π2(cos v ± 9(4cos3 v − 3cos v)± 16(8cos4 v − 8cos2 v + 1))
= −8π2(u ± 128u4 ± 36u3 ∓ 128u2 ∓ 27u ± 16)
=
{
128u4 + 36u3 − 128u2 − 26u + 16 (G = G+),
−128u4 − 36u3 + 128u2 + 28u − 16 (G = G−).
Therefore,
G ′′±G±(x) = −16π2
{
(64u4 + 18u3 − 64u2 − 13u + 8)(16u4 + 8u3 − 16u2 − 4u + 5) (G = G+),
(−64u4 − 18u3 + 64u2 + 14u − 8)(−16u4 − 8u3 + 16u2 + 8u + 1) (G = G−).
(33)
Numerically maximizing and minimizing the modulus of these functions in the range u ∈ [−1,1] we obtain
max
−1u1
G ′′+G+(x) < 2820, min−1u1G
′′+G+(x) > −18,500 and
max
−1u1
G ′′−G−(x) < 2710, min−1u1G
′′−G−(x) > −14,800, so
max
−1u1
G ′′±G±(x) < 2820, min−1u1G
′′±G±(x) > −18,500. (34)
From (16) with t = 2, j = 1 and estimating the norm using (28), (29), (30) and (32) gives∥∥H(x)∥∥∞ := ∥∥H ′′2,1,±∥∥∞
= ∥∥G ′′(x)G(x){2 logG(x) + 1}+ G ′2(x){2 logG(x) + 3}∥∥∞
<
⎧⎪⎪⎨
⎪⎪⎩
2820(2 log9+ 1) + 848π2(2 log9+ 3) ≈ 77,100 . . . , 1 G(x),G ′′(x) > 0,
max{18,500(2 log9+ 1),848π2(2 log9+ 3)}
<max{99,800,61,900} = 99,800, 1 G(x),G ′′(x) 0,
208π2(2 log16− 1) + 2600 · (2 log16− 3) ≈ 16,000 . . . , G(x) < 1
< 99,800. (35)
It follows that in the numerical integration formula (3) the step number should be chosen to satisfy 99,800/(192N2) <
0.017, that is N >≈ 174.86 . . . , i.e. N  175. Thus the Riemann sums with N  175 nodes will provide errors less than
0.017 in each of the two integrals g′±(2), whence the total error of d′(2) = g′−(2)− g′+(2) must lie below 0.034 in modulus.
Now the standard numerical calculation of the Rieman sums g′±(2) yields the approximate value d′(2) ≈ 0.03411 . . . , which
exceeds 0.034, hence the lemma is proved. 
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Remark 16. By numerical calculation now d′′(2) ≈ 0.13757 . . . .
Proof of Lemma 15. Now the formula (16) with t = 2, j = 2 takes the form∥∥H ′′(x)∥∥∞ := ∥∥H ′′2,2,±∥∥∞
= ∥∥G ′′(x)G(x) logG(x){2 logG(x) + 2}+ G ′2(x){2 log2 G(x) + 6 logG(x) + 2}∥∥∞
<
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
2820 log9(2 log9+ 2)
+ 848π2(2 log2 9+ 6 log9+ 2) ≈ 248,000 . . . , 1 G(x),G ′′(x) > 0,
max{18,500 log9(2 log9+ 2),848π2(2 log2 9+ 6 log9+ 2)}
<max{260,000,208,000} = 260,000, 1 G(x),G ′′(x) 0,
208π2 log16(2 log16− 2)
+ 2600 · (2 log2 16− 6 log16+ 2) ≈ 27,800 . . . , G(x) < 1
< 260,000. (36)
In the numerical integration formula (3) the step number could be chosen to satisfy 260,000
192N2
< 0.065, that is N ≈ 144.34 . . . ,
i.e. N  145.
The Riemann sums of the form (3) with N  145 nodes will provide errors less than 0.065 in each of the two integrals
g′±(2), whence the total error of d′′(2) = g′′−(2) − g′′+(2) must lie below 0.13. Now the standard numerical calculation of
the Rieman sums g′′±(2) yields the approximate value d′′(2) ≈ 0.13757 . . . , which is well over 0.13, hence the lemma is
proved. 
Now we start the computation of an approximate Taylor polynomial of d(4) .
Numerical tabulation of values gives that d(4) is decreasing from d(4)(2) ≈ −0.79041 . . . to even more negative values as
t increases from 2 to 3. Thus our goal is to set n ∈ N and δ j > 0 ( j = 0, . . . ,n + 1) suitably so that in the Taylor expansion
d(4)(t) =
n∑
j=0
d( j+4)( 52 )
j!
(
t − 5
2
) j
+ Rn
(
d(4), t
)
, Rn
(
d(4), t
) := d(n+5)(ξ)
(n + 1)!
(
ξ − 5
2
)n+1
(37)
the standard error estimate∣∣Rn(d(4), t)∣∣ max2ξ3 ‖Hξ,n+5,+‖∞ +max2ξ3 ‖Hξ,n+5,−‖∞
(n + 1)!2n+2 , (38)
calculated as in (18), provides the appropriately small error ‖Rn(d(4), ·)‖∞ < δn+1, while with appropriate approximation d j
of d( j+4)(5/2),∥∥∥∥d( j+4)(
5
2 ) − d j
j!
(
t − 5
2
) j∥∥∥∥∞ =
|d( j+4)( 52 ) − d j|
2 j j! < δ j ( j = 0,1, . . . ,n). (39)
Naturally, we wish to choose n and the partial errors δ j so that
∑n+1
j=0 δ j < δ := 0.79, say, so that d(4)(t) < Pn(t) + δ with
Pn(t) :=
n∑
j=0
d j
j!
(
t − 5
2
) j
. (40)
Here again we get the approximate values d j by Riemann sums numerical integration of the integrals deﬁning d(4)(5/2).
As before, for an estimation of the error we use the ﬁrst formula of (3) with N j ∈ N steps, where N j are chosen in
function of a prescribed approximation error η j , which in turn will be set in function of the choice of δ j .
So now we carry out the calculations. First, as G±(x) ∈ [1/16,9], |Gξ±(x) logm G±(x)| max[1/16,9] |uξ logm u|. For m  9
the derivative of this function vanishes only at u = 1, where the function itself vanishes, so the absolute maximum is
max
{(
1
16
)ξ
4m logm 2,9ξ2m logm 3
}
= 9ξ2m logm 3 for allm 40.
In all, ‖Hξ,n+5,±(x)‖∞  9ξ2n+5 logn+5 3  273 · 2n+5 logn+5 3 for all 2  ξ  3 and 4  n  35. In view of (38) this yields
|Rn(d(4), t)| 4368 logn+5 3 < 0.34 for n = 7.(n+1)!
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Estimated values of ‖H ′′5/2, j,±‖∞ for j = 4, . . . ,11.
j Estimate for ‖H ′′5/2, j,±‖∞
4 16,000,000
5 40,000,000
6 104,000,000
7 267,000,000
8 680,000,000
9 1,705,000,000
10 4,255,000,000
11 10,600,000,000
Now we must set δ0, . . . , δ7. The goal is that the termwise error (39) would not exceed δ j , which will be guaranteed
by N j step Riemann sum approximation of the two integrals deﬁning d( j+4)(5/2) in (21), with prescribed error η j each.
Therefore, we set η j := δ j j!2 j/2 and note that
N j > N

j :=
√
‖H ′′5/2, j+4,±‖∞
192η j
=
√
‖H ′′5/2, j+4,±‖∞
192 j!2 j−1δ j (41)
suﬃces. That is, we must estimate ‖H ′′5/2, j,±‖∞ for j = 4, . . . ,11 and thus ﬁnd appropriate Nj values.
Lemma 17. For j = 4, . . . ,11 we have the numerical estimates for the values of ‖H ′′5/2, j,±‖∞ as shown in Table 3.
Proof. Whether we consider H+ or H− , the range of G± stays in [1/16,9], so∥∥H ′′±∥∥∞ max{maxA
∣∣H ′′5/2, j,±∣∣,maxB
∣∣H ′′5/2, j,±∣∣}
with A := {x ∈ [0,1/2]: G±(x) 1} and B := {x ∈ [0,1/2]: G±(x) > 1}. Recall that from (16) we ﬁnd for arbitrary j  4 and
with G = G±
H ′′5/2, j,± = G ′′G3/2 log j−1 G
(
5
2
logG + j
)
+ G ′2√G log j−2 G
(
15
4
log2 G + 4 j logG + j( j − 1)
)
.
Since we have no control over the sign of G ′′ , we now estimate trivially – using (28) – as
∣∣H ′′±(x)∣∣ ∥∥G ′′∥∥G3/2(x)∣∣log j−1 G(x)∣∣
∣∣∣∣52 logG(x) + j
∣∣∣∣+ Q (x)(
with Q (x) := G ′2(x)√G(x) ∣∣log j−2 G(x)∣∣∣∣∣∣154 log2 G(x) + 4 j logG(x) + j( j − 1)
∣∣∣∣
)
 208π227 log j−1 9( j + log243) + Q (x). (42)
Now by the two estimates of |G ′(x)| from (28) 32π and from (32) √2600G(x) it follows that
Q (x)
{
2600G(x)3/2| log j−2 G(x)|| 154 log2 G(x) + 4 j logG(x) + j( j − 1)|, x ∈ A,
1024π2G(x)1/2 log j−2 G(x)( 154 log
2 G(x) + 4 j logG(x) + j( j − 1)), x ∈ B.
Now observe that here Q is estimated by functions of G(x), so we can look for maximization or good estimates on the range
of G . For x ∈ A denote u := − logG(x): then the condition x ∈ A means that 0 u < log16, while for x ∈ B the substitution
u := logG(x) leads to 0< u  log9.
In all we ﬁnd with
ψ(u) := 2600e− 32 uu j−2
∣∣∣∣154 u2 − 4 ju + j( j − 1)
∣∣∣∣
and
ϕ(u) := 1024π2eu/2u j−2
(
15
4
u2 + 4 ju + j( j − 1)
)
that
‖Q ‖∞ max
{
max
0ulog16
ψ(u), max
0ulog9
ϕ(u)
}
= max
{
max ψ(u), max max
{
ψ(u),ϕ(u)
}}
.log9ulog16 0ulog9
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The chosen values of δ j , η j , the appropriate N j and approximate Taylor coeﬃcients.
j δ j η j N j d j
0 0.13 0.065 1102 −8.4790
1 0.15 0.150 1178 −31.5452
2 0.1 0.4 1164 −99.8194
3 0.05 1.2 1077 −287.2717
4 0.015 2.88 1107 −776.5678
5 0.004 7.68 1076 −2010.9552
6 0.0008 18.432 1097 −5043.6133
7 0.0002 64.512 923 −12,356.378
Now it is clear that for any real u  0 we have | 154 u2 − 4 ju + j( j − 1)| 154 u2 + 4 ju + j( j − 1) and eu/2 > e−
3
2 u , whence in
view of 2600< 1024π2, necessarily ψ(u) ϕ(u). Therefore, in the [0, log9] interval max{ψ(u),ϕ(u)} = ϕ(u). Observe that
ϕ is increasing in [0,∞), whence
max
0ulog9
ϕ(u) = ϕ(log9) = 1024π2 · 3
{
15
4
log j 9+ 4 j log j−1 9+ j( j − 1) log j−2 9
}
.
Turning to the expression with ψ , trivially estimating it gives
ψ(u) S := 2600 · 1
27
·
{
15
4
log j 16+ 4 j log j−1 16+ j( j − 1) log j−2 16
}
.
Comparing termwise, we easily see that 1024π2 × 3 × logm 9  (2600/27) × logm 16 for m = j − 2, m = j − 1 and m = j
and j = 4, . . . ,11, that is, for m = 2, . . . ,11. Indeed, this is equivalent to 1024π2 × 27/2600  (log16/ log9)m , that is
m log( log4log3 ) log{1024π2 × 27/2600}, which holds true even up to m = 20. Therefore, for j = 4, . . . ,11, S <ϕ(log3).
In all, ‖Q ‖∞  ϕ(log3) = 1024π2 · 3{ 154 log j 9+ 4 j log j−1 9+ j( j − 1) log j−2 9}.
So for j = 4,5,6,7,8,9,10,11 we get the values 9,552,472 . . . , 26,388,587.4 . . . , 71,259,267.7 . . . , 188,851,956.3 . . . ,
492,698,473.2 . . . , 1,268,392,131.6 . . . , 3,228,178,830 . . . , 8,134,909,871.3 . . . respectively for ‖Q ‖∞ . Adding 208π2 ×
27 log j−1 9( j + log243), (42) yields the listed values of Table 3. 
Lemma 18. Set δ j s as listed in Table 4. Then the approximate Riemann sums of order N j yield the approximate values d j as listed in
Table 4, admitting the error estimates (39) for j = 0, . . . ,7. Furthermore, ‖R7(d(4), t)‖∞ < 0.34 =: δ8 and thus with the approximate
Taylor polynomial P7(t) deﬁned in (40) the approximation |d(4)(t) − P7(t)| < δ = 0.79 holds uniformly for 2 t  3.
Proof. Applying the estimation of Q (x) in (42) we obtain the values as shown in the table. As
∑7
j=0 δ j = 0.45, adding
δ8 = 0.34 we get δ = 0.79. The found values of the N j ’s do not exceed 1200. 
Our aim is to prove
Lemma 19.We have d(4)(t) < 0 for all 2 t  3.
Proof. We approximate d(4)(t) by the polynomial P7(t) constructed in (40) as the approximate value of the order 7
Taylor polynomial of d(4) around t0 := 5/2. As the error is at most δ, it suﬃces to show that p(t) := P7(t) + δ < 0
in [2,3]. Now P7(2) = −0.79075 . . . so P7(2) + δ < 0. Moreover, p′(t) = P ′7(t) =
∑7
j=1
d j
( j−1)! (t − 5/2) j−1 and p′(2) =
−5.557576563 . . . < 0. From the explicit formula of p(t) we consecutively compute also p′′(2) = −21.27623445 . . . < 0,
p′′′(2) = −77.45997012 . . . < 0 and p(4)(2) = −144.1173211 . . . < 0.
Finally, we arrive at p(5)(t) = d5 + d6(t − 5/2) + (d7/2)(t − 5/2)2. We have already checked that p( j)(2) < 0 for j =
0,1,2,3,4, so in order to conclude p(t) < 0 for 2 t  3 it suﬃces to show p(5)(t) < 0 in the given interval. However, the
leading coeﬃcient of p(5) is negative, while it is easy to see that the discriminant  := d26 − 2d5d7 of p(5) is negative, too:
 ≈ −24,258,211. Therefore, the whole parabola of the graph of p(5) lies below the x-axis, and so p(5)(t) < 0 for all t ∈ R.
It follows that also p(t) < 0 for all t  2. 
And this ﬁnally proves the k = 2 case of Conjecture 3 as explained at the beginning of the section.
5. Final remarks
We have encountered no theoretical diﬃculties in calculating the above cases, and it seems that a similar numerical
analysis should work even for larger k. In case the errors and step numbers would grow, we could as well apply Taylor
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expansion around more points, say around t0 := k+ 1/4 and s0 := k+ 3/4, which reduces the radius from 1/2 to 1/4. So in
principle a numerical analysis is possible.
Numerical tabulation of the functions d(t) in various ranges [k,k + 1] has led to similar pictures for k = 3,4, . . . ,13. We
tabulated the difference function d(t) = dk(t) for k up to 13, and found the difference function to be positive in all cases.
That of course suggests that Conjecture 3 holds true.
When writing t = k+ s, where now 0 s 1, and after normalizing say by the maximum value, it seems that the shapes
of fk := fk(s) := d(k + s)/max[k,k+1] d approach a ﬁne mathematical curve, something quite resembling to a reﬂected log-
normal distribution density function shape, having maximum somewhere at s0 ≈ 0.85. Perhaps the limit distribution, i.e.
f (s) := limk→∞ fk(s) can be found, and thus at least in the limit we can derive positivity of the function d(t) (see Fig. 1).
Computation of Taylor coeﬃcients at the center-points, that is derivatives of the difference function d(t) at t = k + 1/2
led to the unexpected ﬁnding that the Taylor coeﬃcients d j := d(k+2+ j)(k + 1/2) of d(k+2) remained of constant negative
sign. Without deriving precise error estimates, we continued the calculation of the approximative value d j of these Taylor
coeﬃcients for various further j and for some higher k, ﬁnding in all studied cases that d j < 0. Also, the phenomenon,
which helped us to execute theoretically precise proofs, that d( j)(t) < 0 for some j = j(k), seems to remain in effect also for
higher k and at least for j = k + 2. A theoretically precise proof of these facts would ease considerably the proof of validity
of Conjecture 3.
Also we tested the “Hardy–Littlewood case” of Conjecture 3, that is, t = k + 1/2, i.e. p = 2k + 1, which was the original
example of Hardy and Littlewood in case k = 1. Up to k = 14, we found positive, though decreasing numerical values.
However, it is quite strange that the integrals of Gt± increase (close to 1011 when k = 13), yet the found difference is smaller
and smaller (of the order 10−3 when k reaches 13). The relative size of the difference is thus found to be some 10−15 times
the size of the individual integrals, which suggests that choice of the step size (10−3 in our case) in the Riemann sum and
errors in the computation of the respective integrals amount much higher quantities than the found values of the difference.
Clearly when coming closer say to the left endpoint t = k, the difference can be even smaller. Therefore, these numerical
experiments are far from mathematically reliable.
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