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Abstract: This study aims to analyse the factors that influence firm value in the 
textile and garment industry sub-sector companies listed on the Indonesia Stock 
Exchange (IDX) in 2014-2016. The independent variables in this study are 
disclosure of Corporate Social Responsibility (CSR), leverage, firm size and 
profitability. While the dependent variable is firm value. This research is causal 
associative research. The population of this study were 18 companies which are 
textile and garment companies. The sampling technique used was purposive 
sampling with a total of 39 observations (13 companies x 3 years). The data analysis 
method used is panel regression analysis with the Eviews program. Based on the 
results of data analysis shows that partially, leverage (DER) and company size 
negatively affect firm value, while disclosure of CSR and profitability does not 
affect firm value. Simultaneously, disclosure of CSR, leverage, firm size and 
profitability jointly influence the firm value. 
 
Keywords: disclosure of CSR, leverage, firm size, profitability and firm value 
 
1. INTRODUCTION 
The textile and garment industry sector is one of the industries that has 
contributed to the country's economic growth. One of its significant contributions 
is participating in creating jobs for the people of Indonesia and encouraging 
investors to invest. 
Along with the development of the textile and garment industry, intense 
competition will affect the entry of new companies in the textile and garment 
industry resulting in a decrease in the level of sales and reduced income and even 
loss if business continues, business continuity will be disrupted, because the 
company can repay loans, finance operations and other obligations that must be met 
(Yulisa, et al, 2016). As well as, the competitiveness and export value of textile 
production in Indonesia is still below Vietnam and Bangladesh, labor is the first 
reason. Second, energy prices are also more expensive in Indonesia than 
Bangladesh and Vietnam, as well as logistical and infrastructure facilities that have 
not fully supported the development of the textile and garment industry and, of 
course, lack of government support in terms of fiscal policy and free agreements 
between export countries. Vietnam and Bangladesh are superior to Indonesia 
(ekonomy.okezone.com, accessed May 17, 2018). Of course this is a polemic for 
textile and garment companies to survive in the long term. 
Companies in the face of competition are required to create high firm value in order 
to compete well and not be left behind by other firms. Generally a good company 
can be seen from its financial condition. Stable financial conditions in meeting the 
financing of the company's needs and the profits that the company gets is one of the 
benchmarks to see a good state of the company (Amanah, et al, 2015). High firm 
value is a goal that must be achieved by the company which will be reflected in the 
stock price and is characterized by a high return on investment to shareholders. This 
is because the investor's assessment of the company can be observed through the 
stock prices of companies that have gone public traded on the stock exchange. With 
a high firm value, the company will be seen as more valuable by investors. So that 
companies that have high firm value show great public trust in the company. In line 
with this, Salvatore (2005) and Brigham and Houston (2001) also state that the main 
purpose of companies that go public is to improve the welfare of owners or 
shareholders by increasing the firm value. There are many factors that can influence 
firm value, namely Corporate Social Responsibility (CSR) Disclosure, leverage, 
firm size, and profitability. 
 
2. LITERATURE REVIEW 
2.1. Agency theory 
Jensen & Meckling (1976) expressed an opinion about agency theory, namely 
a contract between shareholders (principals) and managers (agents) where 
shareholders give authority to run and manage a company to managers and involve 
delegation in making decisions for companies. . There is a conflict that occurs 
between the relationship between the two parties above (agency). The reason is that 
managers who are given trust and responsibility by shareholders in managing the 
company do not always act in accordance with the wishes and interests of 
shareholders. Managers who have the basic nature of selfish desires which result in 
principals and agents having different objectives so as to trigger agency costs. 
2.2. Stakeholder theory 
The Stakeholders Theory is a theory that states that a company is not an entity 
that only operates for its own sake, but must provide benefits to all its stakeholders 
(Ghazali and Chariri, 2007). 
2.3. Signalling theory 
According to Brigham & Houston (2011) states that the signal is an action 
taken by company management that provides guidance for investors about how 
management views the company's prospects. Companies with profitable prospects 
will try to avoid the sale of shares and seek new capital in other ways such as using 
debt. This theory is based on the assumption that managers and shareholders do not 
have access to the same company information. There is certain information that is 
only known by managers, while shareholders do not know the information so that 
there is asymmetric information between managers and shareholders, consequently 
when the company's capital structure changes, it can bring information to 
shareholders who will resulting in the value of the company changing. 
2.4. Disclosure of Corporate Social Responsibility 
According to Nurdizal, et al (2011) CSR is a genuine effort from business 
entities to minimize negative impacts and maximize the positive impact of their 
operations on all stakeholders in the economic, social and environmental spheres in 
order to achieve sustainable development goals. Implicitly the definition means 
inviting the company to be serious in its efforts to benefit from its presence for 
mankind today. Minimizing negative impacts is a part of providing future benefits. 
CSR disclosure is measured by the index of the Corporate Social Responsibility 
Disclosure Index (CSRDI) from analyst content, based on the GRI G4 indicator 
which consists of 91 items. The GRI indicator was chosen because it is an 
international rule recognized by world companies. The approach to calculating 
CSRDI basically uses a dichotomy approach, namely CSR items are given a score 
of 1 if expressed and the score is 0 if not disclosed (Pradipta, 2015). 
2.5. Leverage 
Leverage is a tool to measure how much a company depends on creditors in 
financing company assets. Leverage depicts all company assets and financial risks 
that will be a burden on the company in the future (Yayak and Fidiana, 2016). 
Companies that have a high degree of leverage mean that they are highly dependent 
on external loans to finance their assets. While companies that have a low level of 
leverage more finance their assets with their own capital. 
2.6. Firm Size 
Basically firm size can be seen from total assets, log size, sales and capital 
markets. Large companies have a small risk than small companies. This is because 
large companies have better control of market conditions, therefore they are capable 
of economic competition. In other respects, large companies have more resources 
to increase the value of the company than small companies, because they have 
access from external parties to find out market information. 
2.7. Profitability 
Profitability shows the ability of invested capital in all assets to generate profits 
for investors. Profitability in this study is proxied through Return on Assets (ROA). 
ROA which is the ability of a company's management to manage invested capital 
in all assets to generate profits for all investors. ROA according to Kasmir (2014) 
is a ratio that shows the results of the number of assets used in the company. ROA 
is also often referred to as Return On Investments, because ROA looks at the extent 
to which the investment that has been invested is able to provide a return on profits 
as expected and investment. 
2.8. Firm Value 
Firm value is an investor's perception of the company, which is often associated 
with stock prices. High stock prices make the value of the company also high. The 
main objective of the company according to the theory of the firm is to maximize 
the value of the firm (Salvatore, 2005). Maximizing the firm value is very important 
for a company, because maximizing the value of the firm also means maximizing 
the prosperity of shareholders, which is the company's main goal. 
 
3. Method 
This type of research includes Causal Associative research, namely research 
with the characteristics of a problem in the form of a causal relationship between 
two or more variables. This study aims to test hypotheses and is a study that 
explains phenomena in the form of relationships between variables (Erlina, 2011). 
The main purpose of this study is to identify the causal relationship between the 
Corporate Social Responsibility (CSR) Disclosure variable, leverage, firm size, and 
profitability towards firm value. From the type of data this research is quantitative 
research. 
 
3.1. Location and Research Schedule 
This research was conducted on textile and garment industry sub-sector 
manufacturing companies listed on the Indonesia Stock Exchange in the 2014-2016 
period. Data obtained by downloading all company annual reports published on the 
Indonesia Stock Exchange website www.idx.co.id and www.sahamok.com. The 
time of this study starts in October 2017 - May 2018. 
3.2. Population and Sample 
Population is a group of complete entities that can be in the form of people, 
events, or objects that have certain characteristics, which are within a region and 
fulflll certain conditions related to research problems (Erlina, 2011). The population 
in this study is the textile and garment industry sub-sector manufacturing 
companies listed on the Indonesia Stock Exchange. The number of companies 
registered in from 2014 to 2016 is 18 companies. The sample technique used in this 
study used a purposive sampling technique that is a technique to determine the 
sample carried out according to deliberately taking a particular sample according to 
the purpose of the study and fulfilling all the criteria required in sampling. 
Following are the sampling criteria: 
 
 
Therefore based on the above sample criteria obtained results are as many as 
13 companies for the period 2014-2016 with a total of 39 observations (13 
companies x 3 years). 
3.3. Data collection 
In this study the data collection method used is secondary data with the method 
of documentation in the form of financial statements and other financial 
information through www.idx.co.id and www.sahamok.com. 
3.4. Data analysis method 
The data analysis method used is panel regression analysis, panel data is a 
combination of time series data and cross data. Research data is processed using the 
Sampling Criteria for Sample Criteria Numbers of 
Company 
Textile and garment companies that have been 
listed on the Indonesia Stock Exchange until 
December 31, 2014-2016 
18 
Companies that do not publish complete 
financial statements on the Indonesia Stock 
Exchange in accordance with the data required 
in the researcher as of December 31 for the 
2014-2016 period respectively. 
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help of E-views software. The entire variable is stated by the statistical equation 
which will be described as follows: 
 
Y = α + β1 X1 + β2 X2 + β3 x3+ β4 X4 + ε 
Information : 
Y  : Firm Value   α  : Constant 
β1 – β4  : Regression Coefficient X1  : Corporate Social  
Responsibility 
X2  : Leverage   X3  : Firm Size 
X4  : Profitability   ε  : error 
 
3.4.1. Classical Assumptions Testing 
Sunjoyo, et al (2013) stated that the normality test is useful in the early stages 
in the method of selecting data analysis. The normality test functions to see whether 
the residual value is normally distributed or not. A good regression model is to have 
a residual value that is normally distributed. Multicollinearity test is useful to find 
out whether the regression model found a correlation between independent 
variables. Autocorrelation test is the relationship between series members from 
observations sorted by time (time series data) or place (cross section data) (Gujarati 
and Porter, 2013). Heteroscedasticity test aims to test whether in the regression 
model variance occurs from the residual inequality one observation to another 
observation. If the variant from the residual one is to the observation that is 
Heteroscedasticity. A good regression model is when homoskedasticity or 
heteroscedasticity does not occur. 
3.4.2. Hypothesis testing 
Hypothesis testing is conducted to test the ability of the independent variable 
(Corporate SR, Leverage, Company Size and Profitability Disclosures) in 
influencing the dependent variable, namely Corporate Value, can use statistical 
analysis tools in the form of t test and F test. 
 
4. Result and Discussion 
Chow Test 
The Chow test is used to determine the panel data analysis model to be used. 
The Chow test is used to choose between fixed effects and common effects that 
should be used. 
 
H0 : Fixed Effect 
Ha : Common Effect 
 
If the results of this specification test show that the Chi Square probability is 
more than 0.05 then the chosen model is the common effect. Conversely, if the Chi-
square probability is less than 0.05, the model that should be used is the fixed effect 
model. The chow test results are as follows: 
Redundant Fixed Effects Tests   
Equation: Untitled   
Test cross-section fixed effects  
     
     Effects Test Statistic   d.f.  Prob.  
     
     Cross-section F 19.437950 (12,22) 0.0000 
Cross-section Chi-square 95.597664 12 0.0000 
     
     Source: Data Processing Results with Eviews 
Based on the results of the above test, it can be seen that the Chi-square 
probability is 0.0000 smaller than 0.05 so it can be concluded that Ha is rejected 
and the fixed effect model is better than the common effect. Furthermore, after 
selecting a fixed effect, a hausman test is needed to determine whether the fixed 
effect model or random effect model will be used in the study. 
Hausman Test 
The Hausman test is used to find out which model should be used, namely 
Model Fixed Effect (FEM) or Random Effect (REM) Model. The hypothesis in the 
Hausman test is as follows: 
H0 : Random Effect Model 
Ha : Fixed Effect Model 
 
If Ho is rejected, the conclusion is to use the fixed effect model. Because 
random effects are likely to be correlated with one or more independent variables. 
Conversely, if Ha is rejected, then the model that should be used is random effect. 
The Hausman test results are as follows: 
Hausman Test Results Table 
Correlated Random Effects - 
Hausman Test  
Equation: Untitled   
Test cross-section random effects  
     
     
Test Summary 
Chi-Sq. 
Statistic 
Chi-Sq. 
d.f. Prob. 
     
     
Cross-section random 21.058494 4 
0.000
3 
     
     Source: Data Processing Result with Eviews 
 
Based on the results of the above test, it can be seen that the Chi-square 
probability is 0.0003 smaller than 0.05 so it can be concluded that H0 is rejected 
and the model that should be used is a fixed effect. 
Classical Assumption Test Results 
Normality Test 
Normality test aims to test whether in the variable regression model is bound 
and the independent variable, both have a normal distribution or not. A good 
regression model is normal or near normal data distribution. In this study, the 
normality test was carried out using the Jarque-Bera test. If the probability value 
is> 0.05 then the data is normally distributed. Conversely, if the probability value 
is <0.05, the data is not normally distributed. 
 
Normality Test Result Table (Jarque-Bera) 
 
 Source: Data Processing Result with Eviews 
Based on the results of the normality test above, it can be seen that the Jarque-
Bera value is 2.402498 with a probability of 0.300818. Because the probability 
value of 0.300818 is greater than 0.05, it can be concluded that the data in this study 
are normally distributed. 
Multicollinearity Test 
This test is useful to find out whether the regression model found a correlation 
between independent variables. A good model is a model that does not have a 
correlation between the independent variables. To find out whether 
multicollinearity occurs in this study can be seen from the value of the correlation 
coefficient <0.8, the model is free from multicollinearity. Conversely, if the 
correlation coefficient is> 0.8, then the model has multicollinearity problems. The 
results of the multicollinearity test can be shown through the table as follows, 
Multicollinearity Test Results Table 
 X1 X2 X3 X4 
X1  1.000000 -0.013042  0.258141  0.241355 
X2 -0.013042  1.000000  0.114591  0.285179 
X3  0.258141  0.114591  1.000000 -0.101331 
X4  0.241355  0.285179 -0.101331  1.000000 
        Source: Data Processing Result with Eviews 
Based on the table above the results of the multicollinearity test, it can be seen 
that the correlation coefficient value is less than 0.8. So that it can be concluded 
that the independent variable disclosure of CSR (X1), leverage (X2), firm size (X3) 
and profitability (X4) in this study did not occur multicollinearity problems. 
Autocorrelation Test 
Test autocorrelation is the relationship between series members of 
observations sorted by time or place. A good model is a regression that is free from 
autocorrelation. One test that can be used is to detect autocorrelation is the Breusch-
Godfrey test or called Lagrange Multiplier. If the probability value> α = 5% means 
there is no autocorrelation. But on the contrary, if the probability value <α = 5% 
means there is autocorrelation. Autocorrelation test shows the following results: 
 
Table of Autocorrelation Test Results 
Breusch-Godfrey Serial Correlation LM Test:  
     
     
0
1
2
3
4
5
6
7
8
9
-1.0 -0.5 0.0 0.5 1.0 1.5
Series: Standardized Residuals
Sample 2014 2016
Observations 39
Mean       1.51e-16
Median  -0.018941
Maximum  1.560376
Minimum -0.830539
Std. Dev.   0.599594
Skewness   0.601111
Kurtosis   2.818000
Jarque-Bera  2.402498
Probability  0.300818
F-statistic 3.170616 Prob. F(1,33) 0.0842 
Obs*R-squared 3.418632 Prob. Chi-Square(1) 0.0645 
     
                Source: Data Processing Result with Eviews 
The autocorrelation test results in the table above shows the value of obs * R-
squared is 3.418632 with the probability of Chi-Square 0.0645. A probability value 
greater than 0.05 can be concluded that the data in this study did not occur 
autocorrelation. 
Heteroscedasticity test 
The heteroscedasticity test aims to test whether the model in the regression 
model variants of the residual inequality occur one observation to another 
observation. If the variant from residual one to another observation remains, then it 
is called homoskedasticity and if it is different it is called heteroscedasticity. A good 
regression model is homoskedasticity or heteroscedasticity does not occur. This test 
was carried out by the White test. White testing is used for regression. If the results 
of the white> 0.05 level of confidence are not contained heteroscedasticity. The 
heteroscedasticity test in this study shows the following results: 
 
Heteroscedasticity Test Results Table 
Heteroskedasticity Test: White  
     
     F-statistic 1.216709    Prob. F(4,34) 0.3219 
Obs*R-squared 4.883510    Prob. Chi-Square(4) 0.2995 
Scaled explained SS 3.373841    Prob. Chi-Square(4) 0.4973 
     
           Source: Data Processing Result with Eviews 
Based on the white test results that have been done above, it can be seen that 
the probability chi-square value of 0.2995 is greater than 0.05 so that it can be 
concluded that heteroscedasticity does not occur. 
Hypothesis Testing Results: Analysis of Multiple Linear Regression 
Determinant Coefficient Test (R2) 
The Determinant Coefficient (R2) is a value that states the proportion or 
percentage of the total variation of the dependent variable (Y) which can be 
explained by independent variables (X1, X2, ... Xn) together. Determinant 
coefficient value (R2) contains a fundamental weakness where there is a bias 
towards the number of independent variables included in the model. Therefore, in 
this study using adjusted R2 ranged from zero to one, the better the ability of the 
model in explaining the dependent variable. 
Table of Determinant Coefficient Test Results (R2) 
R-squared 0.919048 
Adjusted R-squared 0.860174 
                       Source: Data Processing Result with Eviews 
Based on the results in the table above, it can be seen that the Adjusted R-
squared value is 0.860174. This shows that the contribution of all independent 
variables in explaining the dependent variable is 86.01%, while the remaining 
13.99% is explained by other variables outside the model. 
F-Test 
The F test is used to determine whether all independent variables have an 
influence simultaneously on the dependent variable. This test is done by comparing 
the value of F with the value of Ftable. If the value of F> Ftable with a significance 
value of 0.05, it can be concluded that the regression model is feasible to be used 
as a regression model in the study. This test can also be done by looking at the 
probability of F. If the value of F> 0.05 then there is the effect of simultaneous 
independent variables on the dependent variable. The results of the F test can be 
seen in the following table: 
F Test Result Table 
F Statistik 15.61036 
Prob F-statistik 0.000000 
            Source: Data Processing Result with Eviews 
Based on the eviews output table above, the value of F> Ftable is 15.61036> 
2.61 with a probability (prob-F statistic) of 0.0000. Because the probability is much 
smaller than from 0.05 or 5%. Then the regression model can be used to predict the 
value of the company or it can be said that the disclosure of CSR, leverage, firm 
size and profitability together (simultaneously) affect firm value. 
T-test 
T-test is used to test the effect of partial independent variables on the 
dependent variable. This test is carried out with the following conditions: 
1. If the probability is <0.05, then H0 is rejected then Ha is accepted 
2. If the probability is> 0.05, then H0 is accepted and Ha is rejected 
The hypothesis testing to test the ability of the independent variables, namely 
disclosure of Corporate Social Responsibility, leverage, firm size and profitability 
on the dependent variable, firm value. The influence of the variables can be tested 
as follows: 
t-Test Result Table 
Variable Coefficient Std. Error t-Statistic Prob.   
     
     X1 0.004870 0.020484 0.237730 0.8143 
X2 -0.317169 0.090614 -3.500239 0.0020 
X3 -0.544926 0.171403 -3.179216 0.0043 
X4 0.003905 0.013076 0.298628 0.7680 
C 9.042978 2.356828 3.836927 0.0009 
            Source: Data Processing Result with Eviews 
The panel data analysis in this study aims to determine the effect of Corporate 
Social Responsibility Disclosure, leverage, firm size and profitability on firm value 
in the textile and garment industry sub-sector listed on the Indonesia Stock 
Exchange in 2014-2016. Based on the results of panel data processing using the 
Fixed effect model, the regression equation is obtained as follows: 
Yit = 9.042978 + 0.004870 X1it – 0.317169 X2it - 0.544926 X3it + 0.003905 
X4it + εit 
 
4.1. Disclosure of Corporate Social Responsibility 
The results of the analysis show that the disclosure of Corporate Social 
Responsibility (CSR) has a coefficient of the independent variable is 0.04870, 
which is positive. This value can be interpreted as a CSR disclosure variable that 
has a positive effect on the firm's value variable. This means that if there is an 
increase in the disclosure of 1% CSR, it will increase the value of the company by 
0.48%. It is known that the probability value is 0.81, which is greater than 0.05, 
then the CSR disclosure variable does not have a significant effect on the firm value 
variable at the 5% significance level. Therefore, H1 in the study stating that CSR 
disclosure has a significant positive effect on the value of the company cannot be 
accepted or H0 is accepted. 
4.2. Leverage 
The results of the analysis show that the leverage proxied by the Debt equity 
ratio (DER) has a coefficient of the independent variable is -0.31, which is negative. 
This value can be interpreted as a DER variable which has a negative effect on firm 
value. This means that if an increase in DER of 1% will cause a decrease in the 
value of the company by -31%. It is known that the probability value is 0.0020, 
which is smaller than 0.05, then the DER variable has a significant effect on the 
firm value variable at the 5% significance level. Therefore, H2 in this study which 
states that DER has a negative and significant effect on the value of the company 
can be accepted or H0 is rejected. 
4.3. Firm Size 
The results of the analysis show that firm size that has a coefficient of the 
independent variable is -0.54, which is negative. This value can be interpreted as 
the firm size variable has a negative effect on firm value This means that if an 
increase in the size of the firm 1% will cause a decrease in firm value by -53%. It 
is known that the probability value is 0.0043, which is smaller than 0.05, then the 
firm size variable has a significant effect on the firm value variable at the 5% 
significance level. Therefore, H3 in this study which states firm size has a 
significant positive effect on the firm value rejected or H0 accepted. 
4.4. Profitability 
The results of the analysis show that the profitability that is proxied by Return 
On Assets (ROA) has a coefficient of the independent variable is 0.0039, which is 
positive. This value can be interpreted as profitability variables that have a positive 
effect on the firm value variable. This means that if an increase of 1% ROA will 
cause an increase infirm value by 0.4%. It is known that the probability value is 
0.768, which is greater than 0.05, then the profitability variable does not 
significantly influence the firm value variable at the 5% significance level. 
Therefore, H4 which states profitability (ROA) has a significant positive effect on 
the firm value is rejected or H0 is accepted. 
 
5. Conclusion and Suggestion 
5.1. Conclusion 
Based on the results of the analysis, some conclusions can be obtained as 
follows: 
1. Corporate Social Responsibility disclosures have a positive and 
insignificant effect on firm value. 
2. Leverage is proxied by Debt Equity Ratio (DER) by comparing total 
liabilities with total equity. DER has a significant negative effect on firm 
value. 
3. Firm size has a significant negative effect on firm value. 
4. Profitability that is proxied by Return On Assets (ROA) by comparing net 
income after tax with the number of company assets partially ROA does not 
significantly influence firm value. 
5. Corporate Social Responsibility Disclosure, leverage, firm size and 
profitability together (simultaneously) have a significant positive effect on 
firm value. 
5.2. Research Limitations 
This study has several limitations that can affect the results of research, namely 
as follows: 
1. The research period is relatively short, namely 2014-2016 
2. Many companies can be sampled in this study, but researchers only analyse 
companies in the textile and garment sector. So that the number of samples 
studied is little. 
3. This study only uses four variables, even though there are still many other 
variables that can affect firm value. 
5.3. Suggestion 
To add further reference to researchers, there are several suggestions that can 
be put forward, namely as follows: 
1. For Company Management 
Managers must consider the use of funds owned by the company whether the 
funds are sourced from internal funds or external funds. In addition, company 
managers must determine their operational policies related to their natural and 
social environment and policies in the use of debt so that they can attract investors 
to invest. 
2. For Further Researchers 
The next researcher should add other variables that can also influence firm 
value, increase the number of samples in the study, and extend the period / time of 
the study. 
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