Abstract. We study general parabolic equations of the form u t = div A(x, t, u, Du) + div (|F| p−2 F) + f whose principal part depends on the solution itself. The vector field A is assumed to have small mean oscillation in x, measurable in t, Lipschitz continuous in u, and its growth in Du is like the p-Laplace operator. We establish interior Calderón-Zygmund estimates for locally bounded weak solutions to the equations when p > 2n/(n + 2). This is achieved by employing a perturbation method together with developing a two-parameter technique and a new compactness argument. We also make crucial use of the intrinsic geometry method by DiBenedetto [6] and the maximal function free approach by Acerbi and Mingione [1] .
Introduction
Let n ≥ 2 and Q 6 = B 6 (0) × (−36, 36) ⊂ R n × R be the standard parabolic cylinder centered at the origin. The primary purpose of this paper is to investigate interior spatial gradient estimates of Calderón-Zygmund type for weak solutions to quasilinear parabolic equations of the form
with z = (x, t) ∈ Q 6 , F : Q 6 → R n , and f : Q 6 → R. Let K ⊂ R be an open interval and consider general vector field A = A(z, u, ξ) : Q 6 × K × R n −→ R n which is a Carathéodory map, that is, A(z, u, ξ) is measurable in z for every (u, ξ) ∈ K × R n and continuous in (u, ξ) for a.e. z ∈ Q 6 . We assume that there exist constants Λ > 0 and 1 < p < ∞ such that A satisfies the following structural conditions for a.e. z ∈ Q 6 , all u ∈ K, and all ξ, η ∈ R n :
A(z, u, ξ) − A(z, u, η), ξ − η ≥ Λ −1 |ξ − η| p if p ≥ 2, Λ −1 1 + |ξ| + |η|) p−2 |ξ − η| 2 if 1 < p < 2, (1. The class of equations of the form (1.1) with A satisfying (1.2)-(1.4) contains the well-known parabolic p-Laplace equations. More generally, it includes those of the form (1.5) u t = div a(x, t)|Du|
equation is invariant with respect to the so-called intrinsic geometry [6] . These generalize previous results obtained for elliptic equations of p-Laplacian type [5, 9, 11, 13] . However, there is a great difficulty in studying (1.5) compared to its elliptic counterpart since it scales differently in space and time and as a result there is no natural maximal function associated to (1.5) when p 2. To handle this problem, a new and important maximal function free approach was developed by Acerbi and Mingione [1] . These other key ingredients used in [1] are the localization method introduced by Kinnunen and Lewis [12] and the celebrated L ∞ estimates due to DiBenedetto and Friedman [7] for spatial gradients of solutions to the frozen homogeneous equations. The result and method in [1] were extended further in recent articles [2, 3] to cover equations of the form u t = div A(x, t, Du) + div (|F| p−2 F) + f . The aim of this paper is to address Calderón-Zygmund-type estimates for a new class of parabolic equations whose principal parts are allowed to depend on the u variable. We study general parabolic equations of the form (1.1) which includes equations describing p-harmonic flows. It is worth pointing out that this class of equations is not invariant with respect to the intrinsic geometry due to the dependence of A on u. Nevertheless, we are able to establish the following main result about L q estimates for Du. Hereafter, we denote Qz(r, θ) := B r (x) × (t − θ,t + θ) forz = (x,t). Also for a ball B ⊂ R n , A B (t, u, ξ) := B A(x, t, u, ξ) dx is the average of A with respect to the x variable. Theorem 1.1. Let p > 2n/(n+2) and A : Q 6 ×K×R n −→ R n be a Carathéodory map such that ξ → A(z, u, ξ) is differentiable on R n \ {0} for a.e. z ∈ Q 6 and all u ∈ K. Assume that A(·, ·, 0) = 0 and A satisfies the following conditions for a.e. z ∈ Q 6 and all (u, ξ) ∈ K × (R n \ {0}): This result generalizes the gradient estimates obtained in [18, Theorem 1.6] for the case K = [0, 1] and A(z, u, Du) = (1 + αu)a(z) Du with α > 0 being a constant. In Theorem 1.1, A is only assumed to be measurable in the time variable. As (1.7) is automatically satisfied when x → A(x, t, u, ξ) is of vanishing mean oscillation, condition (1.7) allows A to be discontinuous in x. It is also well known that some smallness condition in x for A is necessary even in the linear case. On the other hand, we show under merely structural conditions (1.2)-(1.3) for A that spatial gradients of weak solutions to (1.1) enjoy the higher integrability in the sense of Elcrat and Meyers [20] (see Theorem 2.6).
We prove Theorem 1.1 by using a perturbation argument together with the intrinsic geometry method [6] . But as (1.1) is not invariant with respect to this intrinsic geometry, we are led to deal with a rescaling equation which depends on two parameters (see equation (2.8) ). Then by employing the localization method [12] and the maximal function free approach [1] , we demonstrate that L q estimates for Du can be derived as long as gradients of solutions to the two-parameter equation can be approximated by bounded gradients in a fashion that is independent of the parameters (Theorem 4.2). The remaining and key part is to prove that there exists such Lipschitz approximation property. We achieve this through a delicate compactness argument involving two scaling parameters, and by using an important gradient bound in [14] which generalizes the fundamental L ∞ gradient estimate by DiBenedetto and Friedman [7] . The compactness procedure consists of two main steps and is employed to compare gradients of solutions of our two-parameter equation to those of the corresponding frozen equation. In the first step, we reduce the problem to the homogeneous case (Lemma 5.2). We then handle the homogeneous equation in the second step (Lemma 5.3) by making use of the higher integrability stated in Theorem 2.6. It is crucial for our purpose that the constants δ in these two lemmas can be chosen to be independent of the parameters. This two-parameter technique was introduced in our recent paper [18] where parabolic equations whose principal parts are linear in the gradient variable were considered. The technique was further extended in [23] to deal with quasilinear elliptic equations of p-Laplacian type. However, the arguments in [18, 23] do not work for the equations under consideration since (1.1) is degenerate/singular and it scales differently in time and space. We overcome this by a different approach in Section 5 which exploits the nature of evolutionary equations and Grönwall type inequality. Another nice feature of this approach is that it works well with highly nonlinear equations and allows us to completely avoid using the Minty-Browder's technique as in [23] . As a consequence we do not need to impose any condition on A in the time variable except its measurability.
The organization of the paper is as follows. We present some basic properties of our equations in Section 2 where we also state Theorem 2.6 about the higher integrability of gradients. In Section 3, we prove Proposition 3.2 about L l estimates for a general function under a decay assumption for its distribution function. In Section 4, we formulate a Lipschitz approximation property and show in Theorem 4.2 that this property implies L q estimates for Du for any q > p. We then verify the Lipschitz approximation property in Section 5 by developing a compactness argument involving scaling parameters. The proof of our main result (Theorem 1.1) is given at the end of Subsection 5.1 by combining the mentioned ingredients and employing an important gradient bound from [14] . Section 6 is devoted to the the proof of Theorem 2.6 about the self improving property of gradients.
Preliminary results and higher integrability
In this section we derive some elementary estimates which will be used later. We begin with a direct consequence of structural condition (1.2) when 1 < p < 2.
Lemma 2.1. Let 1 < p < 2 and assume that A satisfies (1.2). Then there exists C p > 0 depending only on p such that: for any τ > 0, we have for a.e. z ∈ Q 6 that
Proof. Let ξ, η ∈ R n . Since |ξ| + |η| ≤ 2|ξ| + |ξ − η| and 1 < p < 2, we have from (1.2) that
Using Young's inequality, we obtain
This together with (2.1) yields the conclusion of the lemma.
Let us next introduce some notations that will be used throughout the paper. Forz = (x,t) and r, θ > 0, we define Qz(r, θ) := B r (x) × (t − θ,t + θ) and
Also, Q r (z) := B r (x) × (t − r 2 ,t + r 2 ). For simplicity, we will always write B r for B r (0) and Q r for Q r (0). The cylinders Q r (z) and Q λ r (z) shall be called standard parabolic cylinder and intrinsic cylinder, respectively. In addition, ∂ p Q r denotes the standard parabolic boundary of Q r .
Weak solutions. Definition 2.2 (weak solutions). Let
is called a weak solution to equation
e. z ∈ Qz(r, θ) and
Weak solutions to (2.3) possess a modest degree of regularity in the time variable. In order to work with test functions involving the solution itself, it is therefore convenient to adopt the formulation in terms of the so-called Steklov averages. For g ∈ L 1 (Qz(r, θ)) and 0 < h <t + θ, we define the Steklov average [g] h of g by 
Thenũ is a weak solution to equation
Proof. This can be easily checked by writing out the weak formulations and making an appropriate change of variables. Let us consider only the case p < 2.
.
Therefore, we infer that u is a weak solution of (2.7) if and only ifũ is a weak solution of (2.8).
2.3. Energy estimates. We see from Lemma 2.3 that our equations are not invariant with respect to the intrinsic geometry. This forces us to deal with equation (2.8) involving two parameters. For simplicity, we set α = θλ and consider equation
We now derive some elementary energy estimates for (2.9). Hereafter, d ≥ 1 andp > 1 denote the constants given by (1.8). We also use throughout the paper that
Notice thatp ′ is the conjugate ofp, i.e. 4 , and A(·, ·, 0) = 0. Suppose u is a weak solution of (2.9). There exists a constant C > 0 depending only on p, n, and Λ such that
Proof. Let ϕ ∈ C ∞ 0 (Q 4 ) be the standard nonnegative cut-off function which is 1 on Q 3 . Using φ(x) = ϕ(x, t) p [u] h (x, t) in the weak formulation (2.6) and then integrating in t we get after letting h → 0 + that
for each s ∈ (−16, 16). Let K s := B 4 × (−16, s). Then it follows from the above identity, the assumption A(z, αu, 0) = 0, and (1.3) that
We next use Hölder's inequality, the parabolic embedding (see [6, Proposition 3.1, page 7] ), and Young's inequality to get
Applying Young's inequality to the first two integrals on the right hand side of (2.10) and using (2.11) with a suitable choice of ε, we then obtain
If p ≥ 2, then by using structural condition (1.2) and choosing σ sufficiently small we arrive at
for each s ∈ (−16, 16). This immediately gives
Combing this with (2.13) and using the fact ϕ = 1 on Q 3 , we obtain (i). In the case 1 < p < 2, it follows from Lemma 2.1 that
This together with (2.12) gives
By taking τ such that cτ 2−p p = 2σ, we infer as in the case p ≥ 2 that (ii) holds.
The next lemma allows us to estimate the difference between gradients of solutions originating from different equations. 
Then there exists C > 0 depending only on n, p, and Λ such that
with h = 0 on ∂ p Q 4 . Multiplying the above equation by h and integrating by parts we obtain for each s ∈ (−16, 16) that
We deduce from this, structural conditions (1.2)-(1.3), and Lemma 2.1 with
where
Hence, applying Young's inequality and collecting like-terms give (2.14)
But it follows from the same argument as in (2.11) that
Hence by taking ε = 1/(2C) and substituting the resulting expression into (2.14), we obtain
for each s ∈ (−16, 16). This implies the conclusion of the lemma.
2.4.
Higher integrability of gradients. We next state the higher integrability in the sense of Elcrat and Meyers [20] for spatial gradients of weak solutions to equation (2.9):
Theorem 2.6. Assume that α > 0 and A satisfies (1.2)-(1.3). Let p > 2n/(n + 2) and suppose that u is a weak solution of (2.9). Then there exist ε 0 > 0 small and C > 0 depending only on Λ, n, and p such that
In this theorem we do not impose any smallness condition on A and this self improving property of gradients will be used to perform the perturbation analysis in Section 5. The proof of Theorem 2.6 will be given in Section 6.
General arguments without PDEs
In this section, we establish some general results which are independent of the PDEs under consideration.
3.1. A covering argument.
Then for any λ ≥Bλ, there exists a sequence of disjoint intrinsic cylinders {Q λ r i (z i )} with z i ∈ Q R 1 and r i ∈ (0,
] that satisfies the following properties:
Proof. The proof of this lemma can be deduced from the arguments in [1, 2, 12] . For the sake of completeness, we reproduce it here. Observe that due to λ ≥ 1 we have Q λ r (z) ⊂ Q R 2 for every z ∈ Q R 1 and every r ≤ R 2 − R 1 .
Let z ∈ E be arbitrary. On one hand, we have
On the other hand, the Lebesgue differentiation theorem gives lim inf
Thus by continuity, for each z ∈ E there must exist r z ∈ (0,
Hence by the Vitali covering lemma, one can extract a countable subcollection of disjoint intrinsic cylinders
The lemma then follows since E ⊂ z∈E Q λ r z (z).
L l estimates under a decay assumption. For a nonnegative function h on Q R and a number
In the following result, we derive L l estimates for a general function under a decay assumption for its distribution function. 
p . Then for any l > 0, we obtain
By iterating and using (3.2), we arrive at:
In particular,
we obtain from (3.3) that
Moreover, asp > 1 we have
These together with Remark 3.3 below imply that
This gives the conclusion of the proposition. 
Conditional L q estimates for spatial gradients
In this section, we formulate a condition guaranteeing L q estimates for spatial gradients of weak solutions to equation (1.1). The verification of this condition for a large class of vector fields will be carried out in Section 5. For a vector field G(x, t, u, ξ) and a ball B ⊂ R n , we define
Definition 4.1 (local Lipschitz approximation property). Assume A satisfies (1.2)-(1.3) and p > 1. Given z = (x,t), we define
We say that A satisfies the local Lipschitz approximation property with constant
andũ is a weak solution toũ
The following main result of the section shows that the Lipschitz approximation property for the vector field A implies L q estimates for gradients of weak solutions to the corresponding equation for any q > p. 
Here C is a positive constant depending only on p, q, n, M 0 , Λ, and K.
Proof. Let ε > 0 be determined later, and let δ = δ(ε, p, n, M 0 , Λ, K) > 0 be the corresponding constant given by Definition 4.1. Let 0 < R 1 < R 2 ≤ 6,
10 ] that satisfies the following properties
Now let us fix i, and note that Q λ
λ Du() and the definitions ofF andf , we deduce from property 3) that
and
Moreover, as λ ≥ 1 it is clear that 
with N ≥ 1 depending only on p, n, M 0 , Λ, and K. Let us rescale back by defining
Then we obtain
As a consequence, we get
We next estimate |Q λ 
Using (4.4)-(4.6), we deduce that
(z i ) and {Q λ r i (z i )} is disjoint, by taking the sum over i we obtain
for all λ ≥Bλ 0 . Therefore, we can apply Proposition 3.2 with l :
where M := max {6N, 2 . Let us now choose ε > 0 such that
Then with the corresponding δ, we obtain
This together with the definition of λ 0 yields the conclusion of the theorem.
Approximating gradients of solutions
The purpose of this section is to verify the local Lipschitz approximation property for a large class of vector fields and then employ Theorem 4.2 to obtain L q estimates for spatial gradients of weak solutions to the corresponding equations. To achieve this and for the first time, the structural condition (1.4) shall be used. Throughout this section, let ω : [0, ∞) → [0, ∞) be the bounded function defined by
Notice that if A satisfies (1.3) and (1.4), then we obtain from the definition of ω that
For this reason, (1.4) and (5.1) will be used interchangeably. Our aim is to approximate Du by a good vector function in L p norm, and the following lemma is the starting point for that purpose. Let us define
Lemma 5.1. Assume that α > 0 and A,Â satisfy (1.2)-(1.3). Assume in addition thatÂ satisfies (1.4).
Suppose u is a weak solution of (2.9) with
and h is a weak solution of
Let m := u − h. Then there exist positive constants C, ε 0 depending only on p, n, and Λ such that
+ Cσ
Proof. It follows from Lemma 2.5 and assumption (5.3) that
Therefore, we can employ Theorem 2.6 for F = 0 and f = 0 to conclude that there exist ε 0 > 0 small and C > 0 depending only on Λ, n, and p such that 
the above identity gives
where 
where C > 0 depends only on Λ, p, and n. We next estimate the two integrals on the right hand side of (5.6). Using Young's inequality, (5.5), and the boundedness of d A,Â and ω, it follows for any σ > 0 that
On the other hand, as in (2.11) and by the properties of ϕ we have
for all σ > 0. Therefore, we deduce from (5.6) that 
for every s ∈ (− 
for all τ > 0 small. By combining this with (5.7) and taking cτ 2−p p = 2σ, we deduce for σ > 0 small that
This together with (5.8) gives (ii) as desired.
5.1.
A compactness argument. In order to verify the local Lipschitz approximation property, we compare gradients of solutions of our equation to those of the corresponding frozen equation. To this end, we employ a compactness argument in two steps. In the first step, we reduce the problem to the homogeneous case (Lemma 5.2). We then handle the homogeneous equation in the second step (Lemma 5.3) by making use of the higher integrability stated in Theorem 2.6. It is crucial that the constants δ in these two lemmas can be chosen to be independent of the parameter α.
Lemma 5.2 (reduction to homogeneous equations).
Assume that p > 2n/(n + 2) and M 0 ∈ (0, ∞). Let A satisfy (1.2)-(1.4), and A(·, ·, 0) = 0. For any ε > 0, there exists δ 1 > 0 depending only on ε, Λ, p, n, K, and
, and u is a weak solution of
and w is a weak solution of
Proof. We prove (5.9) by contradiction. Suppose that estimate (5.9) is not true. Then there exist ε 0 , p, Λ, n, K, M 0 , a sequence of positive numbers {α k } ∞ k=1 , a sequence {A k } ∞ k=1 satisfying structural conditions (1.2)-(1.4) and A k (·, ·, 0) = 0, and sequences of functions
Here w k is a weak solution of
Using Proposition A.2, Lemma 2.5, and (5.10)-(5.11), we obtain
If the sequence {α k } has a subsequence converging to +∞, then we infer from the fact 
which contradicts (5.12). Thus, we conclude that {α k } is bounded and hence there exist a subsequence (still labeled {α k }) and a constant α ∈ [0, ∞) such that α k → α. Since α could be zero, the sequences {u k } and
). In spite of that, we claim that: up to a subsequence, there holds (5.14) lim
In order to prove (5.14), we first note that by applying Lemma 2.5 for 
This together with the parabolic embedding (see [6, Proposition 3.1, page 7]) gives
). We next show that m(z) = 0 for a.e. z ∈ Q 7 2 . Let m k := u k − w k . By taking a subsequence if necessary, we can assume that m k (z) → m(z) for a.e. z ∈ Q 7 2 . For ε > 0 small, we define the following continuous approximation to the sgn + function:
By using h ε (m k ) as a test function in the equations for u k and w k and subtracting the resulting expressions, we obtain:
for all t ∈ (−49/4, 49/4), where m k + (x, t) := max {m k (x, t), 0}. Hence, it follows from (1.4) that
Let us consider the following two cases.
Case 1: p ≥ 2. Then by applying structural condition (1.2) to the second integral in (5.17) and Young's inequality to the last integral, we obtain after canceling like terms that
Thanks to the definition of h ε in (5.16) and owing to (5.13), we infer that
Hence, by letting k → ∞ and using (5.10) we obtain
We next let ε → 0 + to get B 7 2 m + (x, t) dx ≤ 0 for every t ∈ (−49/4, 49/4). We then conclude that
and hence m(z) ≤ 0 for a.e. z ∈ Q 7 2 .
Case 2: 2n n+2 < p < 2. Then by applying Lemma 2.1 to the second integral in (5.17) and Young's inequality to the last integral, we get for any τ ∈ (0, 1/2) and any σ > 0 that
We now take τ > 0 such that cτ 2−p p = σ, use (5.11) to bound the above third integral and use (5.13) to bound the last integral. As a consequence, we obtain
Therefore, letting k → ∞ and using (5.10) yield
Let us minimize the right hand side by choosing σ = ε 2−p to obtain
We next let ε → 0 + to get as in Case 1 that 
). This implies claim (5.14) in the case p ≥ 2. For the case 2n/(n + 2) < p < 2, by taking θ := n+2 n − n p we have θ ∈ (0, 1) and
Therefore, by interpolation and using estimate (5.15) we obtain
) → 0 and claim (5.14) follows in this case as well. We now use (5.14) to derive a contradiction. By applying Lemma 5.1 for
f k and using (5.10) together with the facts ω(r) ≤ Λr and {α k } is bounded, we obtain
for the case p ≥ 2. Letting k → ∞ and making use of (5.10) and (5.14), we conclude that
On the other hand, for the case p < 2 we get from Lemma 5.1 that
for all σ > 0 small. By first taking k → ∞ and then taking σ → 0 + , we still arrive at (5.18). As (5.18) contradicts (5.12), we have produced a contradiction and the lemma is proved.
In the next result, we only deal with the case F = 0 and f = 0, that is, weak solutions of homogeneous equations. The spatial gradients of these weak solutions enjoy the self improving property (Theorem 2.6) which plays an important role in our proof. 
Proof. Suppose by contradiction that estimate ( 
Here v k is a weak solution of
We have from Theorem 2.6 and (5.21) that (5.23)
Also, by using Proposition A.2, Lemma 2.5 for
, and (5.21), we obtain
If the sequence {α k } has a subsequence converging to +∞, then we infer from Lemma 2.4, (5.21), and (5.24) that lim inf
which contradicts (5.22) . Thus, we conclude that {α k } is bounded and hence there exist a subsequence (still labeled {α k }) and a constant α ∈ [0, ∞) such that α k → α. We claim that: up to a subsequence, there holds 
This together with the parabolic embedding gives (5.26)
Thus there exist subsequences, still denoted by {w k } and {v k }, and a function m(z) such that
By taking a further subsequence, we can assume that m k (z) → m(z) for a.e. z ∈ Q 3 . Let h ε (s) be given by (5.16) . By using h ε (m k ) as a test function in the equations for w k and v k and subtracting the resulting expressions, we obtain:
for all t ∈ (−9, 9). Let us first assume that p ≥ 2. Writing A k
and using structural conditions (1.2) and (1.4), we then deduce that
We next let ε → 0 + to get B 3 m + (x, t) dx ≤ 0 for every t ∈ (−9, 9). We then conclude that
and hence m(z) ≤ 0 for a.e. z ∈ Q 3 . The above arguments can be modified as done in the proof of Lemma 5.2 to get the same conclusion for the case 2n/(n + 2) < p < 2 as well. Now by interchanging the role of w k and v k , we also have m(z) ≥ 0 for a.e. z ∈ Q 3 . Thus, m = 0 in Q 3 and so 
, and using the facts ω(r) ≤ Λr and {α k } is bounded, we obtain
for the case p ≥ 2. Letting k → ∞ and making use of (5.20) and (5.25), we conclude that
On the other hand, for the case p < 2 we get
for all σ > 0 small. By first taking k → ∞ and then taking σ → 0 + , we still arrive at (5.27). As (5.27) contradicts (5.22), we have produced a contradiction and the lemma is proved.
5.2.
Proof of the main gradient estimate. We need a key L ∞ gradient estimate from [14] to prove Theorem 1.1. This estimate is a generalization of the fundamental gradient estimate by DiBenedetto and Friedman [7] for the parabolic p-Laplace system (see also [6, Chapter 8] 
with the vector field a : Q 3 × R n → R n satisfying the assumptions 
which are consequences of the second condition in (1.6) and the assumption A(·, ·, 0) = 0. We next verify the Lipschitz approximation property for A. Let ε > 0, and let δ 1 and δ 2 be the corresponding constants given by Lemma 5.2 and Lemma 5.3 respectively. Let δ := min {δ 1 , δ 2 }. Now assume that λ ≥ 1, 0 < θ < 2, Q λ 4θ (z) ⊂ Q 6 ,Ã given by (4.1),F, andf satisfy
with ũ L ∞ (Q 4 ) ≤ M 0 /θλ and Q 4 |Dũ| p dz ≤ 1. We want to show that (4.2) holds true. For this, we note that A(·, ·, 0) = 0 andÃ satisfies conditions (1.2)-(1.4) with the same constant Λ as A. Now letw be a weak solution of
andṽ be a weak solution of the frozen equation
The existence of these weak solutions is guaranteed by Remark A.4. Also, from Proposition A.2 we have
In addition, we infer from Lemma 2.5 that Consequently, if we takeΨ := Dṽ then it follows from the triangle inequality that
Thus it remains to show that there exists N > 0 depending only on p, n, Λ, M 0 , and K such that
To this end, we use the interior Hölder regularity theory (see [6, Theorem 1.1, pages 41] for the case p ≥ 2 and [6, Theorem 1.1, pages 77] for the case p < 2) to infer that there existᾱ ∈ (0, 1) and γ > 0 depending only on n, p, and Λ such that
Notice that the presence of θλ in (5.28) does not prevent us from applying the Hölder theory as the equation satisfy all required conditions in [6, Chapter 2, page 16] with structural constants independent of θ andλ. Now let a(x, t, ξ) :=Ã B 4 (t, θλṽ(x, t), ξ). Then (5.28) implies thatṽ satisfies
in the weak sense. Let s := µ/λ. Observe thatÃ(·, ·, ξ) =
. Thanks to the third condition in (1.6) and Hölder estimate (5.32), the coefficient a satisfies
and any ξ ∈ R n . Moreover, we have 
In the case p < 2, we can use [6, Theorem 1.1, pages 77 ] to obtain:
ᾱ for all (x 1 , t), (x 2 , t) ∈ Q By rescaling back, we obtain Dṽ L ∞ (Q 2 ) ≤ C(Λ, p, n, M 0 ) which gives (5.31).
Higher integrability of gradients
In this section we prove Theorem 2.6 about the higher integrability of weak solutions to equation (2.9). The proof of this will be given in Subsection 6.2 and is based on the arguments in [12, 21] (see also [10, Section 8.2] and [17, Lemma 12] ). The key ingredient is a Caccioppoli type estimate. Moreover, the first term on the right-hand side tends to zero and the last term tends to Therefore, it follows from the Grönwalls inequality that m(t) ≤ 0 for every t ∈ (0, T ). We then conclude that Ω T (u − v) + (x, t) dxdt = 0, and hence u ≤ v for a.e. in Ω T . The proof is complete.
Remark A. 4 . We note that the comparison principle in Proposition A.2 together with the standard method for proving existence using Galerkin approximation (see [16, pages 466-475] and [19, 25] ) ensures that: for any u ∈ L ∞ (Q 3 ) ∩ L p (−9, 9; W 1,p (B 3 )) satisfying u(z) ∈ K for a.e. z ∈ Q 3 , the Dirichlet problem
has a weak solution in the sense of Definition A.1.
