Abstract-In this paper, adaptive neural network control of robot manipulators in the task space is considered. The controller is developed based on a neural network modeling technique which neither requires the evaluation of inverse dynamical model nor the time-consuming training process. It is shown that, if Gaussian radial basis function networks are used, uniformly stable adaptation is assured, and asymptotically tracking is achieved. The controller thus obtained does not require the inverse of the Jacobian matrix. In addition, robust control can be easily incorporated to suppress the neural network modeling errors and the bounded disturbances. Numerical simulations are provided to show the effectiveness of the approach.
I. INTRODUCTION

R
OBOT manipulators have become increasingly important in the field of flexible automation. Through the years, considerable research effort has been made in their controller design. In order to achieve accurate trajectory tracking and good control performance, a number of control schemes have been developed. Computed torque control is one of the most intuitive schemes, which relies on the exact cancellation of the nonlinear dynamics of the manipulator system. Such a scheme has the disadvantage of requiring the exact dynamic model. Furthermore, the payload of the robot manipulator may vary during its operation, which may not be necessarily known in advance. To overcome these problems, adaptive control strategies for robot manipulators have been developed and have attracted the interest of many researchers, as shown in [1] and [2] , for example. These adaptive control methods have the advantage, in general, of requiring no a priori knowledge of unknown parameters, such as the mass of the payload. Learning control schemes [3] have also been developed, which improve the performance of the system when the same motion is performed repeatedly, so that learning can take place. A drawback of such a control technique is that generally it is only applicable to operations which are repetitive.
Recently, some developments have been made in the use of neural networks for the control of robot manipulators [4] - [7] . In general, neural network control design is done in two steps. Firstly, a neural network is used to approximate the dynamic model of the system. This approximation is usually carried out off-line and then, when a sufficiently accurate approximation is obtained, an appropriate control strategy using this approximation can be constructed. This approach has been shown to work well for many systems. However, it does not have any built-in capability to handle changes in the system. This is where incorporation of adaptive control is useful. Some recent works have successfully achieved this by using a suitable neural network to directly parameterize the control law [8] , [9] . This leads to an overall closed-loop system with good stability properties. While most of the neural network controllers require the evaluation of inverse dynamic model, as well as the time-consuming training process, it is eliminated in the approaches proposed in [10] and [11] . The neural networks can simply be initialized to zero by assuming no knowledge about the system. Besides that, the controller is robust and easy for real-time implementation.
In this paper, the control method presented in [11] is further extended to the task space or the so-called Cartesian space. To apply robot manipulators to a wide class of tasks, it will be necessary to control not only the position of the end-effector, but also the force exerted by the end-effector on the object. By designing the control law in task space, force control can be easily formulated. Most controllers proposed thus far for adaptive manipulator tracking in the task space require some sort of inverse of the Jacobian matrix (see [2] , for example). However, it is time-consuming and quite difficult to obtain the inverse of the Jacobian matrix. Moreover, it is prone to difficulties due to the kinematic singularities. By directly parameterizing the control law, we eliminate the need for the inverse of the Jacobian matrix. This paper is organized as follows. In Section II, the Ge-Lee (GL) matrix and its product operator are introduced for the stability analysis of neural networks. The problem of neural network approximation is briefly described in Section III. In Section IV, the neural network modeling of robots is discussed. The controller design is presented in Section V and followed by a simulation example in Section VI. Finally, some concluding remarks are given in section Section VII.
II. GL MATRIX AND OPERATOR
In this section, the definition of GL matrix, denoted by and its product operator " " [11] , [12] are briefly discussed. Readers are referred to [12] for a detailed discussion on the motivation of using GL matrix. To avoid any possible confusion, is used to denote the ordinary vector and matrix. The GL product of a square matrix and a GL row vector is defined as follows. Let then we have (2.6) Note that the GL product should be computed first in a mixed matrix product. For instance, in the matrix should be computed first, and then follow by the multiplication of with matrix
III. NEURAL NETWORK APPROXIMATION
In the field of control engineering, neural network is often used to approximate a given nonlinear function up to a small error tolerance. The function approximation problem can be stated formally as follows.
Definition 3.1: Given that is a continuous function defined on the set and is an approximating function that depends continuously on the parameter matrix and the approximation problem is to determine the optimal parameter such that, for some metric (or distance function) , (3.1) for an acceptable small [13] . In this paper, Gaussian radial basis function (RBF) neural network is considered. It is a particular network architecture which uses numbers of Gaussian function of the form
where is the center vector and is the variance. As shown in Fig. 1 , each Gaussian RBF network consists of three layers: the input layer, the hidden layer that contains the Gaussian function, and the output layer. At the input layer, the input space is divided into grids with a basis function at each node defining a receptive field in
The output of the network is given by
where is the vector of basis function. Note that only the connections from the hidden layer to the output are weighted.
Gaussian RBF network has been quite successful in representing the complex nonlinear function. It has been shown that a linear superposition of Gaussian radial basis function gives an optimal mean square approximation to an unknown function which is infinitely differentiable and the values of which are specified by a finite set of points in [14] . Furthermore, it has been proven that any continuous functions, not necessary infinitely smooth, can be uniformly approximated by a linear combination of Gaussians [15] , [16] .
IV. NEURAL NETWORK MODELING OF ROBOT MANIPULATORS
Consider a nonredundant rigid manipulator with joints, the dynamics of which can be written as (4.1) where is the vector of joint variables, is the vector of joint torques supplied by the actuators, is the symmetric positive definite inertia matrix, is the Coriolis, and centrifugal matrix, is the vector of gravitational forces. Usually, the manipulator task specification is given relative to the end-effector. Hence, it is natural to attempt to derive the control algorithm directly in the task space, rather than in the joint space. Denote the end-effector position and orientation in the task space by The task space dynamics can then be written as [17] and is the configuration-dependent Jacobian matrix, which is assumed to be nonsingular in the finite work space
The above dynamic equation has the following useful structural properties, which can be exploited to facilitate the controller design in next section. .9) where is the weights, is the corresponding Gaussian basis function with input vector and is the modeling error of which is also assumed to be bounded. Therefore, the task space dynamics of the manipulators can be described as where and with The first three terms of the control law are the model-based control, whereas the term gives the proportional derivative (PD) type of control. Note that the PD control is effectively introduced to the control law through the definition of given in (5.3). The last term in the control law is added to suppress the modeling errors of the neural networks. From (5.4), it is clear that the controller does not require the inverse of the Jacobian matrix. In real-time implementation, the control input that must be applied to the joint actuators can be computed using (4.6), as Applying the control law from (5.4) to the manipulator dynamics in (4.10) and using (5.3) yields the tracking error equation 2) The center and the variance of the RBF's are fixed arbitrarily. These parameters, however, can be fixed by adding an off-line learning step to find different clusters of their centers and variances such that and are better represented.
3) The presence of the function inevitably introduces chattering, which is undesirable. To alleviate this problem, a boundary layer can be used as suggested in [2] .
VI. SIMULATION EXAMPLE
For illustrative purposes, a planar two-link manipulator used extensively in the literature is considered in our simulation study. The dynamic equation of the robot can be written as The sliding mode control term is excluded by setting , to show the effectiveness of the neural network controller. In order to test load disturbance rejection of the controller, a payload kg was put on at time s
A. Case 1: Nonadaptive Control
Let us first study the control performance when the weights adaptations law of the neural network controller given by (5.6)-(5.8) is not activated. In this case, the resulting control action is effectively a simple PD control. Figs. 2-4 show the position and velocity tracking performances of the robot and the corresponding control signal. It can be observed from these results that the nonadaptive neural network control has a significant tracking error and cannot handle changes in the system, such as model approximation errors and load disturbances. 
B. Case 2: Adaptive Control
In this case, the adaptation algorithms as given in (5.6)-(5.8) were activated with and The position and velocity tracking performance of the robot is plotted in Figs. 5 and 6 , respectively, and the control input is given in Fig. 7 . It can be seen that the tracking error is much smaller than the nonadaptive case because of the "learning" mechanism. The simulation results thus demonstrate that the proposed adaptive neural network control can effectively control the unknown nonlinear dynamic system and load disturbances. By adjusting the adaptation gain and other factors, such as the size of the networks, different tracking performance can be achieved. The variation of the elements of and and and are shown in Figs. 8-10 . It is noted that both and do not converge to and even though does converge to This is due to the fact that the desired trajectory is not persistently exciting, and this occurs quite often in real-world application.
VII. CONCLUSION
Adaptive control of rigid robot manipulators in the task space has been studied in this paper. The controller is de- veloped based on the neural network modeling technique proposed in [11] . Unlike many neural network controllers proposed in the literature, inverse dynamical model evaluation is not required, and no time-consuming training process is necessary. It has been shown that, if Gaussian radial basis function networks are used, uniformly stable adaptation is assured, and asymptotically tracking is achieved. The controller has the advantage that the inverse of the Jacobian matrix is not required. In addition, the controller can be easily modified to achieve robustness to network modeling errors and bounded disturbance. Numerical simulations were also provided to demonstrate the performance of the controller.
