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Abstract: The possibility of measuring in real time the different types of analytes present in food is
becoming a requirement in food industry. In this context, biosensors are presented as an alternative
to traditional analytical methodologies due to their specificity, high sensitivity and ability to work
in real time. It has been observed that the behavior of the analysis curves of the biosensors follow
a trend that is reproducible among all the measurements and that is specific to the reaction that
occurs in the electrochemical cell and the analyte being analyzed. Kinetic reaction modeling is
a widely used method to model processes that occur within the sensors, and this leads to the
idea that a mathematical approximation can mimic the electrochemical reaction that takes place
while the analysis of the sample is ongoing. For this purpose, a novel mathematical model is
proposed to approximate the enzymatic reaction within the biosensor in real time, so the output
of the measurement can be estimated in advance. The proposed model is based on adjusting an
exponential decay model to the response of the biosensors using a nonlinear least-square method to
minimize the error. The obtained results show that our proposed approach is capable of reducing
about 40% the required measurement time in the sample analysis phase, while keeping the error rate
low enough to meet the accuracy standards of the food industry.
Keywords: chemical and biological sensors; mathematical modeling; optimization; kinetic modeling;
parameter estimation
1. Introduction
An amperometric biosensor is based on a biological detection element coupled to
a physical-chemical transducer that converts the biological signal, originated by the in-
teraction between this detection element and the analyte, into a quantitative result. The
biological element recognizes the target to be analyzed selectively and this interaction
is translated into current by the transducer [1]. Amperometric detection consists of a
polarization of the electrode by a fixed potential and recording the current due to the
electrochemical transformation (RedOx reaction) of the targeted analyte [2].
There are three types of amperometric biosensors [3]:
1. First-generation biosensors: The obtained signal is due to the electrochemical reaction
of the reactive agent, which is involved in the biochemical transformation of the
target compound.
2. Second-generation biosensors: It is characterized by the use of a mediator. The
obtained current is the result from the oxidation/reduction of the mediator.
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3. Third-generation biosensors: The result is based on the direct electron transfer mecha-
nism to the transducer.
In the case of second-generation biosensors, which are the ones this paper focuses on,
their main characteristic is that they are based on the use of RedOx mediators. In Figure 1,
an example of an amperometric biosensor is presented where the mediator is the glucose
oxidase that acts as the catalysts of the RedOx reactions allowing the electron transfer [4].
This release of electrons is proportional to the amount of glucose present in the sample, which
would be detected by the transducer and turned into current. Once the sample is added in
the medium, the Redox reaction begins, the enzyme that is immobilized in the biosensor
interacts specifically with the analyte, catalyzing its oxidation or reduction, as depicted in
Figure 2. The enzyme that is specific to the analyte mediates the oxidation of the substrate to
the product, generating hydrogen peroxide in the presence of oxygen. The current obtained
is the representation of the indirect measurement of the analyte that is caused by the catalytic
reduction of the hydrogen peroxide at the working electrode.
Figure 1. Scheme of an example of an amperometric glucose biosensor.
Figure 2. Schematic representation of the RedOx reaction.
The analyte concentration is directly proportional to the RedOx reaction that results in
a change in the current, as can be seen in Figure 3. The change in the intensity that can be
observed between Io (initial value of the current) and I∞ is called span and depends on the
amount of analyte present in the sample; thus, the span value is higher if the sample is more
concentrated. Io refers to the electric current produced by the system configuration (applied
potential, counter and working electrode, buffer specifications, etc.) before applying any
sample. Once the sample is added to the measurement cuvette (or electrochemical cell),
the analyte reaches the surface of the working electrode and therefore is oxidized by the
enzymes that are immobilized on top of it. This causes a release of electrons, proportional
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to the amount of sample oxidized, thus altering the electric current of the system, as shown
in Figure 3, and the current starts to decay. In our case, as the analysis is performed under
stirring conditions, the predominant analyte transport process is convection, from the
bulk solution to the surface of the working electrode. This makes the concentration of
the non oxidized analyte at the surface of the electrode to remain constant, producing a
stable electric current. As the reaction progresses, in the surroundings of the electrode, an
equilibrium is achieved between the analyte reaching this area by agitation and the analyte
consumed by the enzymatic reaction; this point of the current corresponds to I∞.
Figure 3. Temporal response of the biosensor.
Biosensors are devices with great potential in food industry since they can provide
information that conventional techniques do not offer.
Analytical methods such as chromatographic techniques, spectrophotometric or elec-
troanalytical methods [5] are some other methods found in the literature for food safety
parameter quantification. However, those techniques are usually tedious and expensive,
while biosensors are presented as a user-friendly alternative that can improve analysis time
by eliminating laborious and costly procedures. Due to their high specificity, selectivity
and accuracy, biosensors have great potential in food industry. Furthermore, one of their
remarkable features is that they can be used in situ, which allows them to be integrated in
all stages of the quality control of food production [6].
A wide variety of enzyme biosensors can be found in the literature based on electro-
chemical detection that analyze different analytes in food (e.g., glucose, malic acid and
lactate) [1,7,8]. Biosensors are designed to perform many measurements, being repro-
ducible among all measurements one of the most important requirements. The reactions
that occur within the electrochemical cell are enzyme-based reactions that follow the same
curve shape.
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Previous studies have shown that kinetic reaction modeling is a widely used method
in food industry [9–12]. For this reason, the possibility of mathematically modeling the
response obtained with the biosensor has been raised, which leads to the possibility of
improving the efficiency of the analysis and shortening times of measurements. The
development of such an algorithm would reduce not only the measuring time but also
the costs. The process would be more dynamic and the waiting time between analyses
would be reduced, which can lead to a reduction of errors. On the other hand, being more
dynamic enables the operator to do more measurements in less time, which could also be a
source of cost saving.
The main objective of the proposal is to design a methodology for the improvement
of the analysis protocols, achieving biosensor based food safety testing that performs the
measurements in less time.
To implement a model that allows a reduction in the analysis, the following steps, as
summarized in the block diagram presented in Figure 4, were carried out.
Figure 4. Block diagram for the proposed approach.
By observing the behavior of the analysis (Figure 3), it was seen that the enzymatic
reduction reaction resembles an exponential reaction. As the reaction proceeds, the activity
of the enzyme decreases due to the fact that the substrate is consumed.
Exponential decrease equations model many chemical and biological processes [9,13–16],
since in many cases the processes depend on the speed and the amount of sample that
is present. These types of models are used whenever the velocity at which the reaction
happens is proportional to the amount of existing sample. The parameters of the expo-
nential models describe how fast the process occurs, and, hence, the proposed model has
a negative exponential function in addition to the adjustment error term. The obtained
mathematical model that is a nonlinear regression model that fits the curve of the am-
perogram output, in order to anticipate the final current measurement. The function to
fit is not linear in its parameters, so an iterative algorithm is proposed, specifically, the
iterative procedure of Levenberg–Marquardt (LM) [17,18], an algorithm that combines two
numerical minimization algorithms: the gradient descent method and the Gauss–Newton
method.
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The proposed approach obtains a mean reduction of 25 s per test, which means a total
saving of 40% with respect to the process now being used, hence achieving a significant
reduction in time that would optimize food safety testing in food industry.
The rest of the paper is structured as follows. Section 2 describes the different data
processing methods that were used to prepare the data and also summarizes the method
used to develop the model that reduces the analysis time. In Section 3, the results of our
model are presented, including the filtering parameter selected and the length of the buffer
necessary for a good approximation. Section 4 summarizes the conclusions.
2. Material and Methods
This section presents the different methodologies that have been used to process the
data. The data were obtained by a biosensor, whose technology is based on the application
of constant potential on the electrochemical cell. The analyzed data consist of continuously
measured current data resulting from the oxidation or reduction of the analyte. The data
present noise and apparently random behavior at the beginning of the analysis, thus the
data were treated before proceeding to the implementation of the algorithm. For the
implementation of the model, LM algorithm was chosen, a nonlinear regression model that
consists of estimating the parameters that describe the behavior of the enzymatic reaction.
2.1. Amperometric Measurements
The measurements were taken with a benchtop enzymatic amperometrical biosensor
from Biolan Microbiosensores (Figure 5). This technology is highly specific and selective
and allows quantifying different food safety parameters in a short time (3–4 min). The
biosensors currently marketed by Biolan are applied to food safety testing in different
sectors, which are mainly for the fish, seafood and dairy sectors. The device combines
the high specificity and selectivity of specific enzymes for each analyte to be measured
with an amperometric transduction of the biological signal. Once the substrate is added to
the cuvette, a change in the electric current is produced. Different analytes and samples
can be tested with those devices depending on the application, for example, sulfite in
crustaceans, histamine in raw fish and lactose or glucose in dairy products. The same
electrochemical principle methodology is applied to measure the different analytes; only
the enzyme is specific and different for each application. In all the procedures, two phases
can be identified, the target phase and sample analysis (Figure 6). The data used in this
work were provided by Biolan; all data were obtained from their laboratory where routine
food safety testing is carried out. The different tests were carried out in the laboratory
under controlled environmental conditions, where the temperature and the air of the room
is controlled, and the same reagents were used to prepare the measuring solution needed to
measure the concentration of the analyte of interest. Within the analyte of interest, different
types of samples were tested to determine the reliability of the model.
For this study, 1700 amperometric measurements were collected using the named
biosensor [19].
As mentioned above, amperograms are the amperometric transduction of the biolog-
ical signal, the direct response of the enzymatic reaction. The total analysis of a sample
(amperogram) consists of two phases, as shown in Figure 6.
The first phase is the adjustment to the target potential. an optimal potential is applied
to the electrochemical cell; this electrode potential will be kept during the sample analysis.
In this phase, the device records the electrical signal that circulates in the electrochemical
cell (establishing the target) when there is no sample inside the cuvette. The optimal
potential is the potential to which the electrochemical cell has to be adjusted, in such a
way that the substance to be analyzed can donate or transfer electrons to the working
electrode. This transfer is detected and translated into current. The optimal potential
depends on the electroactive species analyzed, as the transfer of electrons has to be ensured.
The device is programmed with this optimal potential, being an internal characteristic of
the Biolan biosensor. During the first phase, the device records the electrical signal that
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circulates in the electrochemical cell (establishing the target) when there is no sample in
the cuvette. In the target setting phase, the enzyme reaches stability, i.e., it is assured that
the optimal conditions to proceed with the analysis of the sample are met, so that the
enzyme works at full capacity. Once the first phase is finished, the device issues a sound
signal, indicating that the target has been established correctly, so one can proceed with the
second phase, the sample analysis. At this moment, the sample can be injected into the
measuring electrochemical cell; the enzyme recognizes the analyte present in the sample;
and its corresponding current is obtained due to the RedOx reaction.
Figure 5. Benchtop enzymatic amperometrical biosensor from Biolan Microbiosensores.
Figure 6. Different phases during sample analysis.
Consequently, the idea of shortening this part was rejected, since it does not guarantee
that the enzyme is stable, and this can lead to an inaccurate final measurement. Therefore,
for the purpose of this work, only the second part was considered.
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2.2. Data Preprocessing
First, preprocessing of the data was carried out, in which the data with some type of
error such as inconsistent data or loss of signal were removed.
2.2.1. Filtering Data
Amperogram measurements are signals that are registered every second. Since the
signal obtained presented noise and disturbances, it was filtered to remove the noise.
For this, a low pass and high pass exponential moving average (EMA) filter was used to
eliminate the peaks present in data [20–22]. The EMA filtering consists of the following
expression:
An = α×M + (1− α)× An−1 (1)
The EMA filter presents a contribution of “new” information through the measurement
M and a smoothing effect based on the memory given by the previous filtered value An−1.
The result is a smoothed signal that depends on the factor α. This parameter is the filter
constant with a value ranging 0 ≤ α ≤ 1. The decreasing of the α factor increases the
smoothing of the signal. However, lowering the value of α could yield to erase some
frequency components that are of interest, classifying as noise something that is actually
a real variation of the signal. There is a trade-off between minimizing the noise and
preserving the nature of the signal. In Section 3.2, the steps followed to find the optimal
value of α are presented.
2.2.2. Finding the Inflection Point of the Signal
Once the sample is injected into the cuvette, the sensor experiences changes in the
current, and it takes time to stabilize; there is a moment of uncertainty in which the current
presents random peaks. These few seconds may be due to the fact that, when the sample is
injected, it needs time to homogenize in the medium; therefore, there are disturbances in
the amperogram measurements. The homogenization process of the sample is considered
to be stochastic, and the time taken for the enzymatic reaction to start randomly varies
among samples. Hence, there is a need to find the point from which it is ensured that the
enzymatic reaction has started and the amperogram presents the shape of an exponential
function. Since it is a variable that cannot be controlled at first, it should not be taken
into account as a parameter in the mathematical model. As a consequence, the enzymatic
reaction was considered to start once the inflection point is reached, i.e., when the decay
of the slope has started and the velocity of the reaction is the highest. Once the reaction
begins, the current starts to drop exponentially, resembling an exponential function.
One of the characteristics of exponential functions is that the minimum value of the
function’s derivative is the point where the function starts to decay. Due to that, the point
that is taken as the start point corresponds to the point at which the rate of the decrease of
the reaction is maximum (Figure 7). This point in the derivative of the signal corresponds
to the inflection point in the signal, which, in this case, corresponds to the minimum value
of the derivative.
Due to the stochastic behavior of the signal once the sample is added in the cuvette, in
some cases, the derivative of the signal has more than one inflection point. To avoid the
initial peaks and obtain the optimal starting point while working in real time, if an increase
in the signal is detected, a new inflection point is searched.
Sensors 2021, 21, 2990 8 of 20
Figure 7. Finding the inflection point of the signal. The original signal, filtered signal and the derivative
of the first order are represented. The inflection point obtained by the derivative is represented by the
vertical dotted line.
2.3. One Phase Exponential Model
The model was elaborated to illustrate the RedOx reaction that happens in the electro-
chemical cell when the sample is added.
Figure 8A presents all the curves analyzed in the study; note that, these curves are
normalized around the origin. In Figure 8B, a specific amperogram is presented, the
measurement of the current resulting from the RedOx reaction. Changes in current are
generated by the RedOx reaction produced in the cell. The resulting span is proportional to
the bulk concentration of the analyte; thus, the reaction rate decreases due to the substrate
consumption.
Figure 8. (A) Electric current during the analyte measurement on all the sample, with normalized data; and (B) electric
current during a single measurement.
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Figure 8B shows that, as the reaction progresses, the activity of the enzyme decreases
as a result of the saturation stage that the substrate reaches. There is no free substrate in
the medium, so the slope of the amperogram curve will no longer decrease and stabilize at
the saturation point.
By observing all the measures, we concluded that the enzymatic reaction resembles
an exponential decay reaction that could be modeled as a single exponential function by
Equation (2):
Current(t) = A× e−B×t + C (2)
A, B and C represent the characteristic coefficients of the sensor response: A represents
the amount of analyte present in the medium, B is the decay constant that simulates the
speed of the reaction and C is the term error for the least square fit accident.
The aim of this equation is to model the reaction of the enzyme with the analyte, once
the starting point is found.
2.3.1. Levenberg–Marquardt Algorithm
The goal of the model is to determine values for parameters A, B and C presented in
Equation (2) that make the curve best fit the sensor data. For that a nonlinear regression,
algorithm was selected, named LM algorithm. The pipeline in Figure 9 summarizes the
methodology used during the modeling process.
Figure 9. Diagram of the pipeline process.
The LM method is used for fitting a parametric mathematical model to a set of data
points by minimizing an objective expressed as the sum of the squares of the errors between
the model function and a dataset. This method reduces the sum of the squares of the errors
between the model function in Equation (2) and the data. LM method combines two
minimization algorithms, the gradient descent method and the Gauss–Newton method.
It consists of solving Equation (3):
(Jt × J + λ× I)δ = Jt × E (3)
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One of the characteristics of the LM algorithm is that the value λ is added to each
member of the diagonal of the approximate Hessian Equation (4) before the system is
resolved in order to see the direction of the gradient. Normally, the assigned value for the
beginning of the algorithm is λ = 0.1, but it can take any value between 0 and 1.
H ≈ (Jt × J) (4)
Once the equation is solved, the estimated parameter values are updated by δ, and
the obtained error is recalculated.
• If the new sum of squared errors has decreased, the value of λ is decreased.
• If the new sum of squared errors has increased, the new estimated parameters are
discarded, and the method is repeated with a major value of λ.
The adjustment of λ is carried out with the adjustment factor, normally defined at 10.
If λ needs to be increased it is multiplied by 10, whereas, if the value must decrease, it is
divided by 10.
The steps are as follows:














2. Compute the error gradient
g = Jt × E (6)
3. Approximate the Hessian Equation (4) and solve the LM Equation (3) in order to
obtain the weight δ.
4. Update β {A,B,C} parameters using δ calculated in Step 3.
5. Recalculate the sum of squared errors using the updated weights:
(a) If it has not decreased, discard new weights and increase λ and solve the LM
Equation (3) again.
(b) If it has decreased, decrease λ by 10.
6. If the error does not decrease anymore, end the iterations.
2.3.2. Initial Guess
LM algorithm is an interactive algorithm; thus, the initial values of the model are
essential. The goodness of the fit depends on the initial values. These initial values should
be relatively close to the unknown parameters in order to avoid possible convergence
problems. For that, a simple approach was done: the nonlinear model was transformed
to a linear model, and the estimators for each parameter were solved in the transformed
model [23].
2.4. Optimal Buffer Length Study
When dealing with temporal data, it is important to have enough information con-
cerning previous values of the signal in order to make an appropriate decision about the
shape of future data [24]. This size could be taken as all the data which have been recorded
since the start of an operation or the last n arrived points [25].
It is worth noting that this n value is very important for the data analysis to be sound.
When tackling temporal series, this size (n points) is called window size and refers to the
size of a sliding window which is permanently monitored in order to detect the expected
value, usually needed to make a certain decision [26].
In this regard, the amount of information necessary in order to have a good approxi-
mation of the real curve was analyzed. For that, different lengths of buffers (widow sizes)
were selected, beginning from the “new start point” obtained with the minimum of the
derivatives (see Figure 10).
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In Section 3.4, the process carried out to select the buffer size is detailed.
Figure 10. Example of the window size selected for the curve fitting. The window is chosen from the
“new” starting point obtained with the minimum of the derivatives.
2.5. Model Evaluation
The variation of the percentage relative error (PE) [27] between estimated data and real
data was studied according to Equation (7). It was used to report the difference between
the experimental value and the estimated one, i.e. to quantify how close the approximation





3. Results and Discussion
In the previous section, the aspects to be taken into consideration are presented. In
this section, the process carried out at each point and s the obtained results are shown.
3.1. Amperometrical Measurements Analysis
The mean duration of the analyses was studied, both the mean of the total duration
of the analysis (taking into account both phases, namely target setting phase and sample
analysis) and the duration of the sample analysis phase itself. The duration of all the
periods is automatically determined by the control software of the biosensor. On average,
the second phase, which corresponds to sample analysis, represents 49% of the total
analysis.
As shown in Figure 11, there is a dispersion throughout the whole analysis time of the
measurement, since not all measurements take the same time to reach stabilization. This is
because sometimes the signal is noisier or the reaction takes longer due to the biotest or the
amount of analyte concentration.
3.2. Optimal Parameters for Filtering
Finding an optimal α for filtration is important: α impacts positively eliminating more
noise and negatively delaying the signal. It is necessary to achieve a compromise between
smoothing the signal and delaying it.
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Figure 11. Box-plots of the duration of the different phases present in a sample analysis.
To obtain the optimal α, a sweep of different combinations was carried out: how this
value affects the search for the inflection point of the signal was analyzed. Since, if the
signal is not sufficiently smoothed, and the signal has too many spikes at the start due to
the sample injection process, the derivative of the signal could have more than one peak,
and it would be difficult to search its inflection point by the derivative in real time.
Table 1 summarizes the impact of delaying the signal with respect to the original. It
was evaluated how it affects to the algorithm, and it was seen that a greater delay increases
the mean error and decreases the amount of saved time, while there is no direct relationship
with the number of curves where the algorithm was not applied. Those three characteristics
were evaluated to obtain the optimal α. Table 1 summarizes the total of samples in which
the algorithm was not applied (No algorithm), the percentage of samples in which the error
was greater than 20% (% Misestimation), the mean error and the percentages of samples
that had an error lower than the 10% with respect to the real value and an error lower than
20%, which are referred as Mean error (%), PE < 10% (%) and PE < 20% (%), respectively.
It also summarizes the time saved in seconds by the algorithm with respect to the total
analysis.
There are many reasons the algorithm is not applied in some samples: On the one
hand, the alpha value is not adequate and it distorts the sample too much, so the algorithm
is not capable of adjusting the curve. On the other hand, the reaction was fast and the
saturation level was reached before the buffer was filled.






and varying p in range [2,20]. As shown in Table 1, the evolution of the variables to
optimize (time and error) is proportional; therefore, a balance must be reached in a way
that favors minimizing the error, even though time saving is penalized. To decide which
alpha value is optimal, several considerations were taken into account. The minimum
mean error value was sought; however, not only the minimum mean error but also how
many samples fit with an error less than 20% was considered. Furthermore, it was intended
for the misestimation to be as low as possible. Finally, it was considered that, in business
terms, the number of “no algorithms” also needed to be low, as the more samples the
algorithm is applied to, the more the costs are saved.
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Table 1. Summary of α parameter.
Name α Filtration Parameter
p 2 4 6 8 10 12 14 16 18 20
Parameter 0.6667 0.4 0.285 0.22 0.182 0.154 0.133 0.118 0.105 0.095
Total 1391
No algorithm 36 25 31 34 36 38 39 39 47 53
Misestimation (%) 9.70 3.22 3.37 2.58 2.75 2.43 1.69 1.64 1.36 1.29
Mean error (%) 4.48 4.027 3.89 3.74 3.83 3.93 3.86 3.93 4.55 4.58
PE < 10% (%) 83.01 90.48 91.30 92.13 92.39 92.33 92.91 93.5 92.5 91.34
PE < 20% (%) 90.03 96.76 96.54 97.34 97.19 97.41 98.28 98.19 98.36 98.43
Saved time (s) 27.92 26.91 26.00 25.09 24.47 23.86 23.25 22.08 22.68 21.56
For the purpose of this work, it was considered that a parameter value of α= 0.22
is sufficient to smooth the signal and be able to find the optimal start point, highlighted
in bold in Table 1. As shown in Figure 12, with this variable, we were able to smooth
sufficiently the initial peaks to establish the new starting point. It was also considered that
an adequate level of compromise was achieved between the variables to optimize, namely
the time saved and the errors made estimating the signal’s last intensity.
Figure 12. Finding the optimal parameter for filtering considering the influence of the filtering
parameter on the original signal.
3.3. Detection of the Starting Point of the Analysis
The injection of the sample into the measuring electrochemical cell results in an alteration
in the signal. In some cases, an upper perturbation in the beginning of the amperogram can
be observed, due to the sample or the way it was injected.
As shown in Figure 13, the transient period of time, in which the signal homogenizes
in the medium and begins to fall, is different for each case. The presented amperograms
are similar to an exponential signal, where the main goal is to quantify the span without
waiting a long time for it to homogenize. To eliminate the random part of the signal, which
is highlighted in pink, a derivative was performed. The derivative of the exponential
implies the increment of it, so the minimum of the derivative is the starting point, which
also corresponds to the beginning of the signal reduction. This derivative calculates the
moment at which the signal begins to fall, thus is the point chosen as the new starting point
of the analysis. In Figure 14, the new starting point is represented as the vertical red line.
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Figure 13. Different amperograms (A–D) with different types of behavior observed once the sample
is injected.
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Figure 14. Graphical representation of the signal with the calculation of the point at which the
derivative is minimum.
3.4. Optimal Buffer Length for Curve Fitting
As mentioned in the previous section, an appropriate buffer (time window) size is
crucial to get precise results. Various tests were carried out to obtain the optimal n (i.e.,
the number of data points) needed to get the proper parameters for the estimation of the
last intensity of the amperogram [28]. Particularly, the amount of time the analysis can be
shortened to obtain the minimum possible error when measuring the final intensity was
considered.
Once the minimum number of data needed for the model to fit the data correctly was
obtained, with the parameters estimated from the model, the sensor measurement data
were simulated, as presented in Figure 15.
Figure 15. Cont.
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Figure 15. LM approach curve estimation with different buffer lengths. The length of the buffer
corresponds to seconds.
Figure 15 presents the estimation made with each of the window sizes, so a comparison
can be made between the estimated value and the actual value measured by the biosensor.
3.5. Model Evaluation/Results
The goodness of fit of the model was analyzed with different window sizes. For that,
the relative error between estimated data and real data was obtained by Equation (7), i.e.,
the error made between the last value of the analysis and the last model estimated value.
Table 2 summarizes the result obtained with different buffer lengths, the error made
between the estimated and the actual value, and the mean value of saved time. The best
results concerning the prediction error were given using a buffer of 20 s; however, the
number of measurements where the algorithm is not applied and the saved time are also
relevant when choosing the optimal buffer size. The number of curves where the algorithm
was applied increases by 35% using a buffer size of 15 s and the saved time increases by
20%, while the mean error suffers an increase of only 12.3%. In this case, it is considered
that the increment in the error term is low enough to be compensated by the improvement
of the rest of the relevant parameters, so a buffer of 15 s was selected, highlighted in bold
in Table 2.
Figure 16 shows that the distribution in each of the cases is uneven. As the length of
the selected window increases, the error made in the estimation decreases: there is more
information, so the curve fit is better. Increasing the buffer also means that the algorithm is
not applied in all cases, since the analysis terminates before the buffer is full.
There are two reasons not to apply the algorithm: (1) when calculating the derivative
and with the restrictions added to eliminate the random part of the beginning, the new
starting point may be obtained almost at the end of the analysis; and (2) there are other
cases where the reaction has been fast, and the stability has been reached, so the analysis
has ended before filling all the buffer. Those two cases are labeled as “No algorithm” in
Table 2.
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Table 2. Model results with different window size.
Window size 10 15 20 25
Total 1391
No algorithm 64 72 111 649
Total algorithm 1327 1319 1280 742
Mean error (%) 7.716 3.64 3.24 1.77
Std error (%) 8.31 4.73 4 1.86
10% < PE < 20% (%) 20.34 6.12 3.35 0.4
PE < 10% (%) 74.83 92.65 95.85 99.59
Mean saved time (s) 32.85 27.82 23.1 16.109
Std saved time (s) 14.07 13.75 13.56 11.98
Figure 16. The box-plots of the error between the last real intensity of the amperogram and the
estimated intensity.
There is a compromise between the window size and the saved time, as can be seen
in Figure 17. If the length of the buffer increases, the error is smaller, but some measures
may also escape. Therefore, it is considered that a window of 15 is enough to fit the curve.
Using these data, the algorithm can obtain the optimal parameters, and an average saving
of 25 s can be obtained, i.e. 40% of the sample analysis duration.
Figure 18 shows that this reduction is notable in all analyses. The average time of
analysis with the traditional methodology is about 1 min, whereas, using the new proposed
methodology, this time is reduced, obtaining an average analysis time below 40 s. The
variability of the analysis time also decreased, that is, the analysis time is now more stable.
The time variance was reduced from 267.32 to 36.98 s, showing that there is now greater
stability in the duration of the measurements.
With all this, it is shown that the proposed methodology not only models the enzymatic
reaction making it more dynamic, but also diminishes the variability of the measurement
time obtained with the traditional methodology. If we evaluate the impact of the new
methodology over the total analysis, taking into account both phases, it is observed that on
average it is possible to reduce the time by 15%. If the times of all the measurements are
added, it took a total of 63 h to perform all tests, whereas, if the algorithm had been used, it
would have taken 53 h, a total saving of 10 h.
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Figure 17. Saved time vs. error.
Figure 18. The box-plots of the analysis time and the time after applyinh the algorithm.
4. Conclusions
In this paper, a new approach is studied to evaluate the possibility of mathematically
modeling the response of a biosensor to reduce measurement time. This study showed
that the proposed exponential decay function can model accurately the enzymatic reaction
that occurs within the electrochemical cell, thus it has the potential to reduce analysis time
by estimating the last current value of the amperogram. In this work, the LM algorithm
is used to estimate the parameters that describe the process and to model the reaction
accurately. As a result, in 92% of the analyzed samples, the final value is estimated with an
error lower than 10%. Furthermore, the proposed model can achieve a time reduction of
40% of the sample analysis duration, which results in the overall measurement time being
reduced by 15%. This would lead to a more dynamic process and a reduction in costs for
food industry.
The application of our proposed method should enable a faster obtaining of the
biosensor measurement, keeping the error rate low enough to meet the food industry’s
accuracy standards. To do so, it would be interesting to implement the methodology in a
system working in real-time to test its performance in a real environment.
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As future work, different issues are being tackled in order to improve the presented
model: On the one hand, computational aspects could be improved aiming to obtain a
faster classification of the sample and decide which window length would be enough to
approximate the curve accurately. On the other hand, it is worth noticing that obtained
curves could be different depending on the initial conditions of the test, and a previous
categorization of different curves could be a previous step to select the appropriate method
to deal with each known curve type.
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