Assume that one observes the k-th, 2k-th, ...., nk-th value of a Markov chain X 1,h , ..., X nk,h . That means we assume that a high frequency Markov chain runs in the background on a very fine time grid but that it is only observed on a coarser grid. This asymptotics reflects a set up occurring in the high frequency statistical analysis for financial data where diffusion approximations are used only for coarser time scales. In this paper we show that under appropriate conditions the L1-distance between the joint distribution of the Markov chain and the distribution of the discretized diffusion limit converges to zero. The result implies that the LeCam deficiency distance between the statistical Markov experiment and its diffusion limit converges to zero. This result can be applied to Euler approximations for the joint distribution of diffusions observed at points ∆, 2∆, , , , , n∆. The joint distribution can be approximated by generating Euler approximations at the points ∆k −1 , 2∆k −1 , , , , , n∆. Our result implies that under our regularity conditions the Euler approximation is consistent for n → ∞ if nk −2 → 0.
Introduction.
In this paper we consider approximations of the joint distribution of a partially observed Markov chain by the law of a discretely observed diffusion. More precisely we consider a Markov chain X 1,h , ..., X nk,h with values at nk time points. This time points are equal to h, 2h, ..., nkh where h is a time interval that converges to zero. We assume that this process is only observed at each k-th point, i.e. at the time points kh, 2kh, ..., nkh. That means we assume that a high frequency Markov chain runs in the background on a very fine time grid but that it is only observed on a coarser grid. This asymptotics reflects a set up occurring in the high frequency statistical analysis for financial data where diffusion approximations are used for coarser time scales. For the finest scale discrete pattern in the price processes become transparent that could not be modeled by diffusions. The joint distribution of the observed values of the Markov chain is denoted by P h . We assume that this joint distribution can be approximated by the distribution of (Y * This result can be applied to the asymptotic study of Markov experiments (P h,θ : θ ∈ Θ) where Θ is a finite or infinite-dimensional parameter set. Suppose that for this family of Markov chains our assumptions apply uniformly for θ ∈ Θ. Then one gets that sup θ∈Θ P h,θ − Q h,θ 1 → 0 where Q h,θ is the distribution of the discretized limiting diffusion. This implies that the Markov experiment (P h,θ : θ ∈ Θ) and the diffusion experiment (Q h,θ : θ ∈ Θ) are asymptotically equivalent in the sense of Le Cam's statistical theory of asymptotic equivalence of experiments. Asymptotic equivalence of nonparametric experiments has been discussed in a series of papers starting with Brown and Low (1996) and Nussbaum (1996) .
Recent work of nonparametric experiments that converge to diffusions include Milstein and Nussbaum
(1998), Genon-Catalot, Laredo and Nussbaum (2002), Brown, Wang and Zhao (2003) , Wang (2002) , Reiss (2006, 2007) . Our result justifies approximating diffusion models for high frequency financial processes that are observed on a coarser grid. We also outline that the Markov experiment and its diffusion approximation differ in first order if n/k does not converge to zero. Then skewness properties of the Markov chain do not vanish in first order. For a related paper see Duval and Hoffmann (2011) . They consider estimation of the intensity of a discretely observed compound Poisson process with symmetric Bernoulli jumps. For this model they discuss limit experiments under different assumptions on the limit of the difference between neighbored time points.
We only discuss Markov chains with continuous state space. The distribution of Markov chains with discrete state space cannot be approximated by the distribution of continuous diffusions. For asymptotic equivalence of the experiments (P h,θ : θ ∈ Θ) and (Q h,θ : θ ∈ Θ) one has to show that there exist Markov kernels K n and L n with sup θ∈Θ K n P h,θ − Q h,θ 1 → 0 and sup θ∈Θ P h,θ − L n Q h,θ 1 → 0. We expect that such results could be shown by using expansions for transition densities of Markov random walks.
The approach of this paper is based on expansions developed in Konakov and Mammen (2009 2 The main result.
We consider a Markov chain X l,h in R that runs on very fine time grid and has the following form
The innovation sequence (ξ l,h ) l=1,...,nk is assumed to satisfy the Markov assumption: the conditional distribution of ξ l+1,h given the past X l,h = x l , ..., X 0,h = x 0 depends only on the last value X l,h = x l and has a conditional density q (x l , ·). The conditional variance corresponding to this density is denoted by σ 2 (x l ) and the conditional ν-th order moment by µ ν (x l ). The transition densities of (X r,h ) given (X l,h ) are denoted by p h (rh − lh, x l , ·).
In the following, C denotes a finite strictly positive constant whose meaning may vary from line to line. We make the following assumptions.
(A1) It holds that R yq (x, y) dy = 0 for x ∈ R.
(A2) There exist positive constants σ ⋆ and σ ⋆ such that the variance σ 2 (x) = R y 2 q (x, y) dy satisfies
(A3) There exist a positive integer S ′ > 1 and a real nonnegative function ψ (y) , y ∈ R satisfying sup y∈R ψ (y) < ∞ and R |y| S ψ (y) dy < ∞ with S = 2S ′ + 4 such that
Moreover, for all x, y ∈ R, j ≥ 1
for a constant C < ∞. Here q (j) (x, y) denotes the usual j-fold convolution of q for fixed x as a function of y:
Note that the last condition is very weak. It is motivated by (A2) and the classical local limit theorem.
(A4) The functions m (x) and σ (x) and their derivatives up to the order six are continuous and bounded. (A5) There exists κ < 1 5 and a constant C > 0 such that
The Markov chain X l,h , see (1) , is an approximation to the following stochastic differential equation
in R : We now show that our assumption on the growth of k in Theorem 1 is sharp. For this purpose we consider a simple model of Markov chains that converge to a Gaussian process and we show that for this case ||P h − Q h || 1 does not converge to zero if the condition on the growth of k in Theorem 1 is not met. not depending on x. We assume that nk −1 → c for a constant c = 0. Furthermore, suppose, that
Proofs.
The proof of Theorem 1 will be divided into several lemmas. For the proof we will make use of the results in Konakov and Mammen (2009) where Edgeworth type expansions of p h were given for nonhomogenous Markov chains in R d for d ≥ 1. We now restate their main result for one-dimensional homogenous Markov chains. To formulate their result we need some additional notation.
We will use the following differential operators L and L :
We also need the following convolution type binary operation ⊗ :
We now introduce the following differential operators
The Gaussian transition densities p(t, x, y) are defined as
We are now in the position to state the Edgeworth type expansion for Markov chain transition densities 
where S ′ is defined in Assumption (A3) and where
Here the operator L ⋆ is defined as L, but with the coefficients "frozen" at the point x.
We denote now the signed measure on R n defined by the products of p + h 1/2 π 1 as Q 1 h and the signed measure defined by the products of p + h
Proof of Theorem 1. Theorem 1 immediately follows from the following two lemmas.
In all lemmas of this section we make the assumptions of Theorem 1.
Lemma 1. It holds that:
Lemma 2. It holds that:
The hard part of these two lemmas is the proof of Lemma 1. For the proof of the two lemmas we will use a series of lemmas that are stated and proved now. We will come back to the proofs of Lemmas 1 and 2 afterwards.
In our proofs we make use of the following representation of transition densities. For the transition density p (t − s, x, ξ) of the diffusion (2) the following formula holds, see formula (3.2) in Dacunha-Castelle and Florens-Zmirou (1986)
and z δ (x, y) = (1 − δ)x + δy with
for x, y, s, t ∈ R.
Note that under our assumptions g is bounded, |g (x)| ≤ M, and, hence, for t − s ≤ kh
for some constant C * > 0 because of (A5). For the proof of Lemma 1 we make use of the following lemmas.
Lemma 3. For all c > 0 there exists a constant C > 0 such that the following estimates hold for
Proof of Lemma 3. We prove the second, the third and the last inequality. The remaining inequalities can be proved exactly in the same way. From (5) we obtain
It follows from (15) and (16) and our assumptions that
It is easy to see that
The second and the third inequality of the statement of the lemma now follow from our assumptions and from (4), (7), (17)-(20).
It remains to show (14) . For a proof of this claim note that
Claim (14) follows from our assumptions and (4).
We will also make use of the following bound:
Lemma 4. There exists a constant C such that for x, y ∈ R
Proof of Lemma 4. Note that by definition of π 1 :
du...
We now apply the estimates of Lemma 3 to obtain the upper bounds for ℑ 1 and ℑ 2 in (21). For
, kh] we apply two times integrations by parts. From our assumptions on µ 3 (ξ) and from (7), (9) and (10) we obtain that
For u ∈ [0, kh 2 ] we get from (7), (9) and (10) again by applying integration by parts:
We now use the following substitution:
Note that
From (24) and (25) we get that
By similar calculations we obtain that
The lemma now follows from our assumptions on σ, (21), (26) and (27).
Lemma 5. For any polynomials P l (x) and P m (x) of degrees l and m, there exists a constant C, depending only on l, m and the coefficients of the polynomials, such that uniformly for w ∈ [0, kh/4) the following inequalities hold
Proof. These bounds can be easily shown by using the representation (4) and calculations of similar convolution integrals for Gaussian densities. Put δ 2 (x, y) = h π 2 (kh, x, y) p(kh, x, y) .
We now state a bound for δ 2 (x, y).
Lemma 6. There exists a constant C such that for x, y ∈ R
Proof of Lemma 6. Note that the function π 2 (kh, x, y) can be written as
where
with f 4 (ξ) = µ 4 (ξ) − 3σ 4 (ξ) and f i (ξ), i = 1, 2, 3, depending on the coefficients of the operator L and their derivatives up to the order 2. Furthermore, the term ℑ 4 is defined as
Applying the same arguments as in the proof of Lemma 4 we get
For i = 4 we have to estimate the integral
With calculations very similar to the ones used in the proof of Lemma 4 we get
It remains to bound ℑ 4 . We write
where We now show that for some constant C > 0
For this estimate one applies the following bound that follows by partial integration:
The integrand can be bounded with the help of (8), (9) and (13) . Because of the bounds of Lemma 5 this implies (29).
To bound ℑ 4a we use that:
These terms can be easily bounded by using the bounds of Lemma 3. Because of the bounds of Lemma 5 this implies
To get a bound for ℑ 4ac we use that by partial integration:
Similarly one shows that
The statement of Lemma 6 follows now from (28), (30), (31) and (29).
for some constants C p depending on p.
Proof of Lemma 7. This lemma directly follows from Lemma 4 and the representation (4). Using these results the moments of ∆ i can be easily bounded by Gaussian moments.
Lemma 7 implies that for all
This bound would suffice for our purposes but for completeness we state the following sharper bound that follows (from our Lemma 4 and) from Theorem 1 in Fischer and Nappo (2010), where bounds for moments for the modulus of continuity of diffusions are given.
Lemma 8. We have that under
We now state a result on the order of sums of ∆ i 's.
Proof of Lemma 9. We have that E Q h [∆ i ∆ j ] = 0 for i = j because the definition of ∆ i implies that
This follows from Lemma 7.
Then we get from Lemmas 8-9 that
For the proof of Lemma 1 we need the following additional simple lemma.
Lemma 10. Consider the set B n = {x ∈ R n :
where τ n → ∞ with τ n n k → 0.. Then it holds that
The next lemma states that the expansion (32) also holds under the measure Q 1 h .
Lemma 11. It holds that
Proof of Lemma 11. By application of Lemma 10 we get that
This implies the statement of the lemma because of (32).
We now prove Lemma 1.
Proof of Lemma 1. We have that
because of (32) and Lemma 11. Now the lemma follows from Lemma 10.
It remains to prove Lemma 2.
Proof of Lemma 2. We can write P h = P h,1 × . . . × P h,n and Q
h,n where P h,j , Q 1 h,j are suitably defined (signed) Markov kernels. By using a telescope argument we get with constants C * , C * * > 0 that for n large enough
where we used that
for some constant C * > 0. For the proof of the lemma it remains to check this inequality.
From Theorem 4 we get that the left hand side of the inequality can be bounded by:
According to Assumption (A5) hk is bounded. Thus the second term in (34) is of order
For the first term we have the following bound from Lemma 6:
Now, the second factor of this bound is of order O(1) because of (4) . Thus the bound is of order O(k −1 ).
This shows claim (33) and concludes the proof of the lemma.
Proof of Theorem 2. It's enough to prove that
and
Claim (36) can be shown with arguments similar to the ones used in the proof of Lemma 2. Instead of the bound 34 one now uses the expansion of Theorem 4.
The proof of (35) is close to the proof of Lemma 1. With ∆
as it was done before
and the assertion of Theorem 2 follows with the same arguments as used in the proof of Theorem 1.
Proof of Theorem 3. Without loss of generality we assume that x 2 q(x) dx = 1. Suppose that ||P h − Q h || 1 does converge to zero. This implies that the loglikelihood log(dP h /dQ h ) converges to zero in Q h -probability. Thus we have that
Note that the bounds (37)-(39) remain valid under the assumptions of Theorem 3. We now apply Lemma 8 and (38). With a Taylor expansion of the logarithm we get from the last expression that
Because of (39) this shows that
We will show that under
with σ 2 = 22cµ 2 3 > 0 where c is the limit of n/k. Note that (41) contradicts (40) because these two limit statements would imply that 1 2
This is not possible because non negative random variables cannot converge in distribution to a normal limit with strictly positive variance. Thus for the statement of the theorem it remains to prove (41).
For the proof of (41) we will use a martingale central limit theorem for the martingale 
Claims ( 
Calculations close to the proof of (14) give the following estimate with a constant C > 0: We will show that
Because of ∆ i = ∆ 1,i + ∆ 2,i this shows (42).
We get from (47) with a new constant C > 0 that
Conditionally given F h,i−1 , (Y (ikh) − Y ((i − 1)kh))/ √ kh has a normal distribution with mean √ kh and variance 1. Because of kh → 0 (by assumption), we get that the expectation on the right hand side of (50) is uniformly bounded, for 1 ≤ i ≤ n, n ≥ 1. Furthermore, we have that nkh 2 = (n/k)(kh) 2 → 0.
Thus (50) implies (48). k .
Now, because of n/k → c, we get that the right hand side of this equation converges to σ 2 . This concludes the proof.
