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Abstract— We introduce a framework for dynamic evaluation
of the fingers movements: flexion, extension, abduction and
adduction. This framework estimates angle measurements from
joints computed by a hand pose estimation algorithm using a
depth sensor (Realsense SR300). Given depth maps as input,
our framework uses Pose-REN [1], which is a state-of-art hand
pose estimation method that estimates 3D hand joint positions
using a deep convolutional neural network. The pose estimation
algorithm runs in real-time, allowing users to visualise 3D
skeleton tracking results at the same time as the depth images
are acquired. Once 3D joint poses are obtained, our framework
estimates a plane containing the wrist and MCP joints and
measures flexion/extension and abduction/adduction angles by
applying computational geometry operations with respect to
this plane. We analysed flexion and abduction movement
patterns using real data, extracting the movement trajectories.
Our preliminary results show this method allows an automatic
discrimination of hands with Rheumatoid Arthritis (RA) and
healthy patients. The angle between joints can be used as
an indicative of current movement capabilities and function.
Although the measurements can be noisy and less accurate than
those obtained statically through goniometry, the acquisition
is much easier, non-invasive and patient-friendly, which shows
the potential of our approach. The system can be used with
and without orthosis. Our framework allows the acquisition
of measurements with minimal intervention and significantly
reduces the evaluation time.
I. INTRODUCTION
This paper introduces a computer vision approach to
analyze patients evolution on hand occupational therapy. We
focus on rheumatoid arthritis (RA) recovery. Rheumatoid
arthritis is an autoimmune chronic disease leading to joint de-
formities. It affects motion functionality of the hand and the
treatment requires dynamic and functional evaluations. Typ-
ically, Disabilities of the Arm, Shoulder and Hand (DASH)
questionnaires are used to assess hand function during the
recovery process and quantitative evaluation uses range of
motion measurements. Figure 1 shows an example of a hand
with ulnar deviation, in contrast with a healthy hand. Our
framework should handle both types of hands. Although this
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Fig. 1. Example of hand with finger ulnar deviation (on the right) in
contrast with a normal hand (on the left). Such hand shapes represent a
challenge for hand tracking algorithms. Courtesy of Prof. Valeria Elui.
is a very important health problem, there are few computer
vision methods described in the literature to automatically
analyze the treatment evolution. This paper represents a step
to fill this gap.
The project development follows the pipeline proposed
in Figure 2. The pipeline starts with data acquisition
(RGB/RGBD), i.e. the acquisition of RGBD sequences from
different patients. A key step to the proposed approach is to
accurately locate hand joints in 3D. Some of the inherent
limitations and challenges are the high dimensionality of
the hand structure, ambiguities on the model, self-occlusions
and abrupt motion. [2]. For each depth image, a state-of-
art 3D hand pose estimation method is applied, yielding a
skeleton with 21 joints. This skeleton is analyzed in order to
estimate range-of-motion measurements, that should be used
by the therapist in the treatment. The main contributions
of this study are (1) to introduce a new computer vision
framework to support hand occupational therapy based on
state-of the-art hand tracking; (2) to introduce the evalutation
method based on the estimative of angles and range-of-
motion measurements from skeletons; and (3) to describe
the preliminary results using real data from patients being
treated at the University of Sa˜o Paulo hospital.978-1-7281-0089-0/19/$31.00 c©2019 IEEE
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Fig. 2. Pipeline proposed.
II. RELATED WORKS
A. Hand pose estimation
In recent years, the development of deep learning al-
gorithms led to significant advances in machine learning
and its applications, particularly in Computer Vision. The
advent of those algorithms combined with the development
of accurate solutions for 2D joint detection based on CNNs
[3], [4] led the community of hand pose estimation to design
methods based on convolutional neural networks [5], [6],
[7], [8], [9]. Those methods differ among themselves in
the neural network architecture and type, the input image
type, the hand representation used and the use of prior
constraints. As an example, the DeepPrior++ [5] uses a
Residual Neural Network, a deep network whose training is
based on minimizing residual weights in each layer and uses
data augmentation in the training, such that realistic samples
can be generated from simple geometric transformations over
the original training samples. Guo et. al. [9] use an ensemble-
based neural network, which integrates the results of different
regressors in different regions of the image. Chen et. al.
[1] compute a feature map for each joint and fuse those
maps using a structured region ensemble network (named
Pose-REN), reaching consistent results. Wan et. al. [10]
propose the use of Generative Adversarial Networks (GAN)
and Variational Autoencoder (VAE), two strong ideas in the
recent wave of advances in machine learning. This method
allows training and learning from unlabeled data.
The development of deep learning methods brought the
necessity of larger datasets. As a consequence, new million-
scale datasets have been made available in 2017: the Big-
Hand2.2M [11] and First-Person Action dataset [12]. With
these datasets, deep learning methods can use a much larger
training set and reach better results. To consolidate the trend
of using CNNs, the International Conference on Computer
Vision board organized the HANDS in the million 2017
challenge on 3D pose estimation [13], a competition on a
benchmark using the BigHand2.2M dataset. The results of
this challenge were presented in the form of a survey [14],
in which design choices are discussed, as well as the corre-
sponding evaluation results.
The current panorama of the area indicates that there is
room for improvement on methods based on deep CNNs
for depth images and that there are efforts of many research
groups around the world in this direction. This is particularly
important in the application addressed in the present paper,
since the most state-of-the-art methods trained on standard
healthy hands tend to fail in case of hand deformaties such
as the one in Figure 1. In parallel, new methods based on
learning-based 2D joint detection and Inverse Kinematics are
being proposed to estimate hand pose based exclusively on
RGB image [15], [16], [17], [18].
B. Range of motion measurements
The evaluation of hand function is fundamental for the
therapist to plan the treatment as well as record the results.
Literature in hand therapy define metrics and guidelines in
order to extract those metrics with precision. For measuring
the joint angles a widely used metric is the range of motion
(ROM), which consists in a set of angles between joints,
whose maximum and minimum values are evaluated during
flexion/extension and adduction/abduction movements, usu-
ally in a static way, being hard to evaluate during a task
performance. One of the most used assessment methods for
range-of-motion measurement is goniometry. With a specific
hand/finger goniometer, the therapist can access objectively
and reliably the range of motion measurements. The go-
niometer is widely used due to its simplicity and low cost.
However it needs a trained therapist that follows the pro-
tocols, is time consuming and really hard to associate these
measurements during the execution of activities. If compared
to 2D visual estimation and wire tracing, goniometry shows
more reliability and precision [19], [20].
Digital photogrammetry was used by surgeons, and al-
though its precision is worse if comparable to goniometry,
some recent works show that the reliability of this method
has increased over the years, being comparable to the ones
obtained by a goniometer [21]. Other alternatives in the
evaluation are the use of electronic goniometers, like the
torque-based Multielgon system [22].
Among recent works that proposes solutions based on
computer vision, Pereira et. al. [23] proposes a smartphone
accelerometer-based app to measure active and passive knee
ROM in a clinical setting. The hand case, however, is
Summary
Patients with rheumatoid arthritis 3
Sequences 23
Sequences with orthosis 6
Control sequences with healthy hands 100
Size (GB) 147.5
TABLE I
SUMMARY OF OUR LATEST DATASET.
arguably more challenging than the knee, and 2D hand pose
estimation is still not viable. An alternative is the use of depth
sensors, and despite its recent rise of popularity few works
to date make use of such devices for this task. We highlight
the work of Lima [24], that proposes a system that uses
information obtained by a Leap Motion sensor to estimate
hand angles.
We expect that the significant advances in computer vision
and hand pose estimation can lead to a series of advances in
this specific field of application. The possibility of acquiring
3D frames and skeletons reduces most of ambiguities found
in 2D visual estimation, and its use in the treatment of
patients can be far less intrusive than the goniometers.
III. PROPOSED APPROACH
We should follow the pipeline from Figure 2, dividing into
data acquisition, 3D hand pose estimation and hand analysis.
A. Data acquisition
As first step of the project, our goal was to acquire data
from patients with hands deformities due to rheumatoid
arthritis (AR). Different depth sensors were tested, and
among them, the Intel RealSense R© SR300 generated the best
depth maps and has a range which is the most suitable for
our acquisition scenario.
Our dataset contains data from both healthy subjects and
AR patients. The control group is composed by 10 patients,
performing on left and right hands three sequences of flexion
and abduction movements, with different movement veloci-
ties. For each AR patient and each hand with ulnar deviation,
we obtained two flexion and two abdution sequences, with
and without the orthosis.
In some of the captured sequences the patient used an
orthosis, that is an external mechanical device that applies
forces to the body parts (hand joints) in order to enhance the
movement capability and function. Quoting [25], ”orthoses
are external devices applied to any part of the body to sta-
bilize or immobilize, prevent or correct deformities, protect
against injury, maximize function and reduce the pain caused
by deformity”. In the treatment of fingers ulnar deviation due
to rheumatic arthrosis, orthoses are tailor-made by therapists
and act like a lever system distributing the force applied to
correct the fingers ulnar deviation.
Table I presents a summary of the current state of our
dataset.
B. 3D hand pose estimation
Our current best result for 3D hand pose estimation
is Chen et al.’s Pose-REN method [1], trained with the
Hands2017 dataset [14]. Pose-REN method is based on
the estimation of feature maps using Convolutional Neural
Networks (CNNs). Feature maps are combined using an
ensemble network, in order to generate a consistent hand
pose.
This method was chosen due to the ready implementation
and the result consistency with the RA patients, as exempli-
fied in Figure 3.
Fig. 3. Qualitative results obtained on rheumatoid arthritis patients using
the Pose-REN method.
Even so, it still presents some errors, which indicates that
there is still room for improvements as future research (see
discussion below).
The skeleton used by Hands17 dataset is composed by
21 joints. Those joints contain the center of the wrist (W)
and for each finger x the proximal interphalangeal (PIPx),
the distal interphalangeal joints(DIPx) and the tip (TIPx).
The exception is the thumb, which is represented by the
carpometacarpal joint (CMC) and a single interphalangeal
joint (IP ). Fingers are represented by the respective roman
number (I-V: I for the thumb, V for the pinky finger).
C. Hand analysis
Using the skeletons obtained in the hand pose estimation
method, the analysis aims to obtain relevant measures for our
application, i.e. maximum and minimum flexion/extension
and adduction/abduction angles. Our ultimate goal is to
estimate these angles with accuracy that is similar to that
obtained using manual measurements with goniometers, but
in a more efficient and less intrusive way.
The estimation of range of motion angles is divided in
flexion and abduction angles, and we geometrically estimate
those angles from the skeleton. The estimation of the flexion
angles is straightforwardly obtained by extracting the vectors
between the adjacent joints in the structure.̂FMCPx = arccos (−−−−−−−−→MCPx −W · −−−−−−−−−−−→PIPx −MCPx) (1)̂FPIPx = arccos (−−−−−−−−−−−→PIPx −MCPx · −−−−−−−−−−→DIPx − PIPx) (2)̂FDIPx = arccos (−−−−−−−−−−→DIPx − PIPx · −−−−−−−−−−→TIPx −DIPx) (3)
For the thumb, the flexion angles of CMC and IP joints are
obtained analogously.
The abduction angles represent the ulnar horizontal de-
viation from the hand in relation to an axis. They are
generally measured using the middle finger as reference. For
the estimation, we sought to measure the angle between the
projection of each finger in the hand palm plane and the
vector of the metacarpal bone. For this, we first estimate
a plane which represents the hand palm. This is done by
computing the normal of the plane that contains MCP2,
MCP5 and W . Subsequently for each finger x we compute
the projection ~Px of the joint between PIPx and MCPx in
the plane. Finally the abduction angle is defined as the angle
between ~Px and the joint defined by MCPx and W .
−→
N =
−−−−−−−−→
MCP2 −W ×−−−−−−−−→MCP5 −W (4)−→
Pi = proj(
−−−−−−−−−−→
PIPi −MCPi,−→N ) (5)̂AMCPx = arccos (−−−−−−−−→MCPx −W · −→Pi) (6)
IV. RESULTS
For all sequences of movement acquired with the patients
and with the control individuals we computed the flexion
and abduction angles frame by frame. In order to evaluate
feasibility of using a hand pose estimation result to access
the range of motion, we focused first on flexion movement.
In the flexion movements, the angle pattern is visible,
and the maximum and minimum values of angles translate
directly into closed and open hands. Figure 4 shows the
flexion angles for the ring (IV) finger of a patient, while
Figure 5 shows the same angles relative to a member of
the control set. Some of the local optima are highlighted
in the graph, and Figure 6 shows the highlighted frames,
corresponding to hands closed and open. Thus, each pulse
on the graphs correspond to a flexion movement.
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Fig. 4. Angle evaluation of a patient
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Fig. 5. Angle evaluation of an individual in control group.
Given that the patterns of movement are identified, the
next step was the synchronization of the movements. Each
sequence contains more than one movement, and we manu-
ally identified landmark frames in the beginning and in the
end of each flexion movement.
With that, we computed the average value and the stan-
dard deviation for both patients and control set. This result
(a) Patient - Local maxima A:
Hand closed
(b) Patient - Local minima B:
Hand open
(c) Control - Local maxima C:
Hand closed
(d) Control - Local minima D:
Hand open
Fig. 6. Minima and maxima examples of individuals in control and patient
groups.
is shown in Figure 7. Note that the graphs have differ-
ent y-scales. This result shows that both sets follow the
same movement pattern and have subtle differences, focused
mainly in the beginning of the movement. As illustrated in
Figure 6, the RA patients have limitations into keeping the
hand open widely.
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Fig. 7. Comparison of average values and standard deviations obtained
in control set (blue), patients with (green) and without orthosis (red) for
flexion movement, for finger 4.
The method kept its performance with orthosis patients,
and although the graphs are similar, the standard deviation
in most cases with the orthosis is slightly lower.
V. CONCLUSION
We obtained promising results on the assessment of hand
movement for occupational therapy using computer vision.
The results obtained with the hand pose estimation are
adequate and for simple movement sequences the angles
computed are close to the real measurements. The system
also works in patients with Rheumatoid Arthritis and with
orthosis.
In the context of occupational therapy, the use of computer
vision is less intrusive than goniometry. However, the preci-
sion of range of motion measurements needs further study
and comparison.
Also, since the analysis of the skeleton is made in a pos-
terior step, we can easily take advantage of recent advances
in 3D hand pose estimation.
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