Abstract. We present two lists of multi-component systems of integrable difference equations defined on the edges of a Z 2 graph. The integrability of these systems is manifested by their Lax formulation which is a consequence of the multi-dimensional compatibility of these systems. Imposing constraints consistent with the systems of difference equations, we recover known integrable quad-equations including the discrete version of the Krichever-Novikov equation. The systems of difference equations allow us for a straightforward reformulation as Yang-Baxter maps. Certain two-component systems of equation defined on the vertices of a Z 2 lattice, their non-potential form and integrable equations defined on 5-point stencils, are also obtained.
x := x(m, n) the list can be written as p(xx 1 + x 2 x 12 ) − q(xx 2 + x 1 x 12 ) − pQ − P q 1 − p 2 q 2 (xx 12 + x 1 x 2 − pq(1 + xx 1 x 2 x 12 )) = 0, (Q4)
p(x − x 2 )(x 1 − x 12 ) − q(x − x 1 )(x 2 − x 12 ) + pq(p − q)(x + x 1 + x 2 + x 12 − p 2 + pq − q 2 ) = 0, (Q2)
p(x + x 2 )(x 1 + x 12 ) − q(x + x 1 )(x 2 + x 12 ) + δpq(p − q) = 0, (A1 δ )
p(xx 1 + x 2 x 12 ) − q(xx 2 + x 1 x 12 ) + δ(p 2 − q 2 ) = 0, (H3 δ ) (x − x 12 )(x 1 − x 2 ) − (p − q)(x + x 1 + x 2 + x 12 + p + q) = 0, (H2) (x − x 12 )(x 1 − x 2 ) + p − q = 0, (H1) where δ = 0, 1, p is prescribed function of m, q is prescribed function of n and P 2 = p 4 − γp 2 + 1, Q 2 = q 4 −γq 2 +1, so (p, P ) and (q, Q) are points on the elliptic curve E = {(α, A) ∈ C 2 : A 2 = α 4 −γα 2 +1}, where γ the modulus of E. The top equation, Q4 serves as the discrete version of Krichever-Novikov equation and it was obtained in [1] . Here we have presented Q4 in its Jacobi form that was introduced in [18] . Equations Q1 δ and A1 δ are equivalent under a point transformations, so do A2 and Q3 0 . The six bottom members of the list, namely (Q1 δ , A2, A1 δ , H3 δ , H2, H1) admit a Lie point symmetry group. The existence of the Lie point symmetry group allows one to reformulate these six members of the list as systems of difference equations defined on the edges of a quadrangle of the Z 2 graph [40] , we refer to these systems shortly as bond systems [19, 25, 24, 28, 27] . The hallmark of integrability of the bond systems is the 3-dimensional compatibility in analogy with the consistency-around-the-cube [37] of the corresponding quad-equations. In turn, the 3-dimensional compatibility of a bond system, implies n−dimensional (multi-dimensional) compatibility of the same system [3] .
The top three equations of the list, namely Q4, Q3 δ and Q2 do not admit any Lie-point symmetry. In this manuscript, we propose a procedure that allows us to obtain from any member of the list a multidimensional compatible (see Section 2) multi-component system of difference equations defined on edges of a Z 2 graph. Moreover, we associate a multi-field quadrirational 1 Yang-Baxter map with each one member of the bond systems. Also, we recover the original list of equations (Q4, . . . , H1) from certain reductions of these novel systems.
It is worth mentioning that in [39] systems of difference equations were associated with all the members of the list but these systems turned out to be too restrictive i.e. there was a restrictive set of initial values for which the solution could emerge. Moreover, the Yang-Baxter maps associated with the systems introduced in [39] , turned out to be non-quadrirational as a consequence of the restrictive initial value problem. The paper is organized as follows.
In Section 2 we set the notation we are using through out the manuscript. In Section 3 we present as a motivating example, the lattice potential KdV as a difference system in bond variables. Two lists, of seven members each, of integrable difference systems in bond variables, are presented in Section 4. We refer to these lists as the m−list and the a−list, respectively, and by imposing constraints which are consistent with the members of the lists, we obtain as reductions well known integrable quad-equations, including the discrete version of the Krichever-Novikov equation. The discrete zero curvature representation of all members of the m−list and the a−list is obtained in Section 5. In Section 6, for some members of the m−list and the a−list, we obtain the associated systems of vertex equations, which are two-component integrable systems defined on vertices of a Z 2 lattice. Moreover, we obtain the non-potential form of these vertex systems of equations together with some integrable equations defined on 5-point stencils. The final Section 7 contains a brief discussion of the results obtained in this paper and some open questions that could be addressed for a future study. There are three appendices to this paper regarding the reinterpretation of the derived systems as Yang-Baxter maps. Appendices A and B contain the quadrirational Yang-Baxter maps obtained from the m−list and a-list, respectively. Appendix C contains a proof and a technical result of the multi-dimensional consistency property, using the n-factorization property satisfying the Lax matrices of the corresponding Yang-Baxter maps.
Notation
We consider the following sets which are associated with the Z 2 lattice (see Figure 1 ):
• the set of vertices V = {(m, n) | m, n ∈ Z} , which is the original Z 2 lattice, • the set of horizontal edges The set V ∪ E h ∪ E v constitutes the Z 2 graph. We label with (m, n) ∈ Z 2 , (m 1 , n 1 ) ∈ Z 2 and (m 2 , n 2 ) ∈ Z 2 the elements of V , E h and E v respectively. Therefore, each of this sets can be regarded as a Z 2 lattice itself, where we use the convention to denote the edge {(0, 0), (1, 0)} as (m 1 , n 1 ) = (0, 0), the edge {(0, 0), (0, 1)} as (m 2 , n 2 ) = (0, 0).
We consider the functions x, z : V → C, as well as u, s : E h → C and finally v, t :
, (m 2 , n 2 ) → v m2,n2 and finally (m 2 , n 2 ) → t m2,n2 . We also consider the functions p : E h (m 1 , n 1 ) → p m1 ∈ C and q : E v (m 2 , n 2 ) → q n2 ∈ C. Moreover, we introduce a concise notation, first, by considering functions
,n2 := t m2,n2 , and p 2 n2 := q n2 , second, we omit the dependency of the functions X i , Y i , p i , i = 1, 2 on the independent variables, third, we denote the shifts in the corresponding variables as subscripts i.e.
Therefore with this concise notation we enumerate functions with superscripts and the shifts with subscripts, see Figure 2 .
Having at hand the concise notation, we can now re-write the lattice potential KdV equation (H1), in terms of the functions (u, v, u 2 , v 1 ) which are naturally defined on the edges of the Z 2 graph. So the lattice potential KdV (x 12 − x)(x 1 − x 2 ) = p − q, (H1), in terms of the following of functions
The functions u, v, u 2 , v 1 are not independent since the relation uu 2 = vv 1 holds. After the identification
, the bond system (1) reads The difference system in bond variables (1), was first considered in [40] . The map φ : (u, v) → (u 2 , v 1 ), where u 2 , v 1 are given by (1) , is exactly the F IV quadrirational Yang-Baxter map [3] . The following remarks are in order.
• The function H = • The system of difference equations (1) together with the relation u 2 u = v 1 v, or more surprisingly, even without this relation is extendable to multi-dimensions i.e. the difference equations
are compatible since X i jk = X i kj , i = j = k ∈ {1, 2, . . . , n} holds. The fact that (1) is multidimensional compatible, even without the relation u 2 u = v 1 v, is an essential observation of this paper.
3. The lattice potential KdV equation as a multi-component difference system in bond variables, a motivating example
Motivated by the fact that Q2, Q3 δ and Q4 do not admit any Lie-point symmetry group, we investigate how H1 can be reformulated in terms of functions which are not invariants of any Lie-point symmetry group of the latter. For example, in terms of s := x1 x , t := x2 x , H1 reads:
We observe that the functions u = x 1 x, v = x 2 x, arise. Hence, in order to rewrite H1 in terms of the functions s and t, we are forced to consider the functions u and v and we get the following system
supplemented with the constraint tu = sv which is a consequence of the definition of the functions u, s, v and t. The following remarks are in order.
• The relation tu = sv, is consistent with the system of difference equations (4), i.e. if we impose a staircase initial value problem that satisfies the conditions tu = sv, and s 2 u 2 = t 1 v 1 on the staircase, then due to equations (4) the constraints hold on the whole lattice.
• The system difference equations (4) together with the relation tu = sv, leads to the H1 integrable lattice equation.
• The system difference equations (4) without the relation tu = sv, is not multi-dimensional compatible.
In order to achieve multidimensional compatibility, we use the relation tu = sv and we re-write (4) s.t. u 2 to be a function of the variables s, v, t only, v 1 to be a function of u, s, t only, s 2 to be a function of u, v, t only, and t 1 to be a function of u, s, v only, to obtain
.
mH1 as it is shown in what follows, is multi-dimensional compatible as it stands (without using the relation tu = sv).
To recapitulate, we consider the set of functions
as well as
H1 can be written in a unique way at a time in terms of (u 2 , v, s, t), of (v 1 , u, s, t), of (s 2 , u, v, t) and in terms of (t 1 , u, v, s), respectively and leads exactly to mH1.
Proposition 3.1. The system of difference equations mH1:
(1) satisfies:
2 ) (2) the relation tu = sv holds if and only if u 2 s 2 = t 1 v 1 holds (3) it can be extended to multi-dimensions as follows:
where the compatibility conditions
of the linear system
Proof. The statements (1) and (2) can be proven by direct calculations. To prove statement (3) we observe that the compatibility of the system (5) is manifested by the formulae which is symmetric under the interchange 2 to 3
where for the sake of brevity we introduced the notation
To prove (4), one has to use similar arguments as in [36] where Lax representations where derived for 3D-compatible quad-equations. Specifically, mH1 as well as all members of the m−list and the a−list (as we shall see in the next section), are of the following special form
where
. . , 4 are functions of the indicated variables that might depend also on p and q. Moreover, it can be written as a projective action
and B 2 appropriate gauges. Due to the 3D-compatibility of the system (7), M T (v, t, q; λ) or L(u, s, p; λ) serve as Lax matrices for the system of difference equations (7) [9, 41] . Fact (5) is a consequence of the compatibility conditions
c is YangBaxter (see [3] ).
The system mH1 defines a map φ :
Proposition 3.2. For the map φ it holds (1) it is measure preserving with density m(u, s,
it preserves the Poisson structure
it is a Liouville integrable map.
Proposition 3.3. The bond system mH1, corresponds to the following 3D-compatible vertex system
which we refer to as double − H2 or shortly as d − H2.
m(u, s, v, t), where
the Jacobian determinant of the mapping φ. 
The second invariant suggests p − q + u + u 2 − v − v 1 = 0, which in turn guarantees the existence of a potential function z s.t.
Finally, the difference system mH1 in terms of the potential functions x, z, reads exactly as the indicated by the proposition system d − H2. The 3D-compatibility of the vertex system d − H2, is manifested by the formulae:
Note that in the 3d-compatibility formulae for x 123 , z 123 the variables x and z separate! The formula for x 123 coincides with the 3D-compatibility formulae of H1, whereas the formula for z 123 coincides with the 3D-compatibility formulae of H2.
Lemma 3.4. The constraint tu = sv, or equivalently s 2 u 2 = t 1 v 1 , is consistent with the system mH1.
Proof. It is enough to prove that if tu = sv andtũ =sṽ (11) holds on two consecutive quads with a common vertex of the Z 2 lattice, then t 1ũ2 =s 2 v 1 holds (see Figure  3 ). To prove this statement, first note that if (11) holds, from the difference system mH1 and its tilde version, namely from:
,
Using similar arguments, us =ṽt also holds. The expression
is a rational function of u, s, v, t,ũ,s,ṽ andt. Then from relations (11) we obtain
that equals 1 since su =ṽt and that completes the proof.
Proposition 3.5. The system mH1 together with the constraint tu = sv, or equivalently with the constraint s 2 u 2 = t 1 v 1 , leads to the H1 integrable lattice equation.
Proof. If we impose tu = sv, or equivalently s 2 u 2 = t 1 v 1 , then it can be easily shown that the system mH1 satisfies the following additional invariant conditions:
The relations (15) guarantee the existence of a potential function x such that:
Then mH1, written in terms of x is exactly the H1 integrable lattice equation.
Compatible systems of difference equations in bond variables
In this section we obtain from the list of integrable quad-equations mentioned in the introduction, two lists which we refer to as the m−list (where m stands as abbreviation of multiplicative) and the a−list (where a stands as abbreviation of additive) respectively, of integrable difference systems in bond variables. The functions are not independent, the following relations hold
Using the above functionally independent relations, the lattice equation Q(x, x 1 , x 2 , x 12 ; p, q) = 0 under consideration can be re-written in four different ways in terms of u, s, v, t and their shifts. Among the various ways that we can re-write the quad-equation under consideration, we restrict our attention to the
where f i , i = 1, 2, 3, 4 are appropriate rational functions depending on the indicated variables. We shall now make this requirement more precise and look for some consequences. The system of difference equations (17) together with the relations (16) , is clearly integrable since it is the quad-equation under consideration re-written as a difference system in bond variables. If we consider though just the system (17) without the relations (16), since as it can be easily shown the relations (16) are not consequences of (17), integrability of any sort is not expected. Miraculously, the systems of equations (17) that arise from any member of the list of quad-equations apart Q2 and H2 integrable lattice equations, even without the relations (16) , are integrable! The key integrability feature of these systems is the multi-dimensional compatibility that is equivalent to the Lax formulation of the latter.
As an example let us derive mQ4 from Q4. Q4 in terms of u 2 , s, v, t reads:
3 We do not consider Q2 and H2 since for these members our procedure leads to multi-quadratic relations rather than maps.
where a := pQ−P q 1−p 2 q 2 . Also Q4 in terms of s 2 , u, v, t, of v 1 , u, s, t, and in terms of t 1 , u, v, s, respectively reads:
(19) Equations (18), (19) , without the relations (16), constitutes the mQ4 difference system in bond variables, which after the identification
where a :
where i = j ∈ {1, 2}, (1) admit the invariance conditions presented in Table 3 (2) it holds
3) they can be extended to multi-dimensions by allowing i = j = k ∈ {1, 2, . . . , n}, they are multidimensional compatible i.e.
δ , so these bond systems are point equivalent. mA2 is also point equivalent to mQ3 0 , the transformation in this case reads . Although mQ1 δ is essentially the same as mA1 δ and mA2 is essentially the same as mQ3 0 , for historical reasons we decided to keep all these pairwise equivalent bond systems as members of the m−list. s 2 , v 1 , t 1 ) . Due to the compatibility of the difference systems, the companion map φ c : (u, s, v 1 , t 1 ) → (u 2 , s 2 , v, t) of the map φ, is a Yang-Baxter map (see [3] ). In Appendix A, we present explicitly the corresponding Yang-Baxter maps associated with the difference systems of the m−list.
4.2.
The a−list of difference systems in bond variables. We consider the set of functions {u, s, v, t}, where u := x 1 + x, v := x 2 + x, s := x 1 − x, t := x 2 − x, {u 2 , s 2 , v 1 , t 1 }, where u 2 := x 12 + x 2 , v 1 := x 12 + x 1 , s 2 := x 12 − x 2 , t 1 := x 12 − x 1 .
These functions are not independent, the following relations hold
Following the procedure described in the previous subsection, by using these sets of functions for any of the quad-equations presented in the introduction, apart Q4 and A2
4
, we obtain
where g i , i = 1, 2, 3, 4 are appropriate rational functions depending on the indicated variables. The system of difference equations (21) together with the relations (20) , is clearly integrable since it is the underlying quad-equation under consideration re-written as a difference system in bond variables. Again, if we consider just the systems (21) without the relations (20), we have a more general system than the underlying quadequation and this system is integrable. We refer to the list of these superior systems as the a−list of integrable difference systems in bond variables.
As an example let us derive mQ2 from Q2. Q2 in terms of u 2 , s, v, t reads:
Also Q2 in terms of s 2 , u, v, t, of v 1 , u, s, t, and in terms of t 1 , u, v, s, respectively reads:
Equations (22), (23), without the relations (20) , constitutes the aQ2 difference system in bond variables. Working similarly with the remaining members of the list of quad-equations, we obtain difference systems which constitute the a−list of integrable difference systems in bond variables.
Proposition 4.4. The following systems of difference equations:
where i = j ∈ {1, 2},
(1) admit the invariance conditions presented in Table 4 (2) it holds
δ to aA1 δ , so these bond systems are point equivalent. Although aQ1 δ is essentially the same as aA1 δ , for historical reasons we decided to keep both bond systems as members of the a−list. s 2 , v 1 , t 1 ) . Due to the compatibility of the difference systems, the companion map φ c : (u, s, v 1 , t 1 ) → (u 2 , s 2 , v, t) of the map φ, is a Yang-Baxter map (see [3] ). In Appendix B, we present explicitly the corresponding Yang-Baxter maps associated with the difference systems of the a−list. For the rest of this subsection we consider n = 2 and we make the identifications u :
δ , Q1 δ , A2, A1 δ , H3 δ , and H1 integrable lattice equations respectively.
Proof. If we impose tu = sv, or s 2 u 2 = t 1 v 1 , then it can be easily shown that any of the mQ4, mQ3 δ , mQ1 δ , mA2, mA1 δ , mH3 δ ,and mH1 satisfies the following additional invariant conditions:
The relations (26) guarantee the existence of a potential function x such that:
Then mQ4, mQ3 δ , mQ1 δ , mA2, mA1 δ , mH3 δ ,and mH1 written in terms of x, coincide with the Q4, Q3 δ , Q1 δ , A2, A1 δ , H3 δ and H1 quad-equations.
Proposition 4.10. The systems of difference equations aQ3 δ , aQ2, aQ1 δ , aA1 δ , aH3 δ , aH2 and aH1 for n = 2 of Proposition 4.4 together with the constraint t + u = s + v, or with the constraint s 2 + u 2 = t 1 + v 1 , reduce to the Q3 δ , Q2, Q1 δ , A1 δ , H3 δ , H2 and H1 integrable lattice equations respectively.
Proof. If we impose t + u = s + v, or s 2 + u 2 = t 1 + v 1 , then it can be easily shown that any of the aQ3 δ , aQ2, aQ1 δ , aA1 δ , aH3 δ , aH2 and aH1 satisfies the following additional invariant conditions:
Then aQ3 δ , aQ2, aQ1 δ , aA1 δ , aH3 δ , aH2 and aH1 written in terms of x, coincide with the Q3 δ , Q2, Q1 δ , A1 δ , H3 δ , H2 and H1 quad-equations.
Lax pairs of the m−list and the a−list of difference systems in Bond Variables
We recall the following definition:
is called a Lax matrix of any of the difference systems of Propositions 4.4 and 4.1 with n = 2, if the equations
where f i , i = 1, . . . , 4 are rational functions of the indicated variables, imply that
holds for all λ. L(u, s; p, λ) is called a strong Lax matrix of (28), if the converse also holds.
Relation (29) constitutes the Lax equation of the difference system in bond variables (28) and it stands as the compatibility condition of the linear system 
where det L 1 = det L 2 = cA, with c some non-zero constant. We list L 1 , L 2 and A in the Table 1   Table 1 . The matrices L 1 , L 2 and the function A associated with the difference systems of Proposition 4.1 
where det L 1 = det L 2 = cA, with c some non-zero constant. We list L 1 , L 2 and A in the Table 2   Table 2 . The matrices L 1 , L 2 and the function A associated with the difference systems of Proposition 4.4
Vertex systems of integrable equations
In Proposition 3.3, it was proven that by using appropriate invariants, the bond system mH1 leads to the vertex system of integrable equations d − H2.
Working similarly as in Proposition 3.3, the bond systems mA2, mH3 δ , mH1, aQ1 δ , aA1 δ , aH2 and aH1, lead to two-component vertex systems of integrable equations defined on a Z 2 lattice. This is presented in Theorem 6.1. As for the remaining members of the m and the a−list, the corresponding vertex systems are at the moment not known. In the next subsection we present the invariants for all the members of the m−list and the a−list of integrable difference systems in bond variables.
6.1. Invariants. In the following we give the associated invariants for all members of the m-list and the a-list. They can be constructed in an algorithmic manner from the corresponding Lax matrix, by considering the coefficients of powers of the spectral parameter λ that appear on the expression T r(L(u, s; pλ)L −1 (v, t; q, λ)), where T r(A) stands for the trace of a matrix A. The invariants of the m−list and the a−list are presented in Table 3 and Table 4 respectively. 6.2. Vertex systems.
Theorem 6.1. The corresponding systems of vertex equations to the bond systems mA2, mH3 δ , mH1, aQ1 δ , aA1 δ , aH2 and aH1, are point equivalent to one of the following systems
Proof. First, we prove that the vertex system of equations associated with mA2 leads to double − H3 0 . From Table 3 , we have that aQ1 δ for n = 2 satisfies the following invariant conditions:
The first condition from above guarantees the existence of a potential function x such that
whereas the second condition, guarantees the existence of a potential function w such that
The bond system mA2 in terms of the potential functions x and w reads
and after the substitution x = e 2z , becomes exactly double − H3 0 . Second, we prove that the vertex system of equations associated with aQ1 δ is exactly double − H2. From Table 4 , we have that aQ1 δ for n = 2 satisfies the following invariant conditions:
whereas the second condition, for δ = 1, guarantees the existence of a potential function z such that
The difference system aQ1 δ for n = 2 in terms of the potential functions x and z is exactly double − H2. Third, the proof that the bond system aH1 leads exactly to double − H1, is straight forward. 
(a c Q2) 
(a c H1)
• are quadrirational non-involutive Yang-Baxter maps • each map is associated with the corresponding difference system of Proposition 4.4 with n = 2.
etc.
The connection of Yang-Baxter maps with integrable quad-equations was originated in [40, 38] and complemented in [25, 24, 28, 27, 34] where also the connection with higher degree quad-relations was established. Moreover, the interplay between Yang-Baxter maps and discrete integrable systems led to fruitful results [4, 7, 11, 6, 12, 13, 5, 30, 16, 17, 35, 32, 23, 29] . The notion of Lax matrices for Yang-Baxter maps was introduced in [41] and is in accordance for Lax pairs of bond systems given in Definition 5.1.
Definition C.2. (i) L(x, y; α, λ) is called a Lax matrix of the Yang-Baxter map R : (x 1 , y 1 , α 1 ; x 2 , y 2 , α 2 ) → (x 1 , y 1 , α 1 ; x 2 , y 2 , α 2 ), if the relation R ((x 1 , y 1 ) , (x 2 , y 2 )) = ((x 1 , y 1 ), (x 2 , y 2 )) implies that L(x 2 , y 2 ; α 2 , λ) L(x 1 , y 1 ; α 1 , λ) = L(x 1 , y 1 ; α 1 , λ) L(x 2 , y 2 ; α 2 , λ) , (37) for all λ. L(x, y; α, λ) is called a strong Lax matrix of R, if the converse also holds.
(ii) L(x, y; α, λ) satisfies the n-factorization property if the identity L(x n , y n ; α n , λ) · · · L(x 2 , y 2 ; α 2 , λ) L(x 1 , y 1 ; α 1 , λ) ≡ L(x n , y n ; α n , λ) · · · L(x 2 , y 2 ; α 2 , λ) L(x 1 , y 1 ; α 1 , λ) , (38) implies that x i = x i , y i = y i , i = 1, . . . , n.
For all the Yang-Baxter maps presented in Appendices A and B, their associated Lax pairs can be obtained through the algorithmic procedure presented in [41] . Remark C.5. For the above Lax matrix (39) the n-factorization property can be proved as follows. The (right) null space of the linear transformation in the LHS of (38) , for λ = α 1 , is two dimensional and spanned by the vectors n 1 = (x 1 , 1, 0, 0) t , n 2 = (0, 0, 1, y 1 ) t Similarly, (x 1 , 1, 0, 0) t and (0, 0, 1, y 1 ) t span the (right) null space of the RHS linear transformation. Because of the identity (38), we conclude that x 1 = x 1 , y 1 = y 1 , and the rightmost matrices cancel out. Therefore, by induction, L satisfies the n-factorization property.
Remark C.6. The n-factorization property for a Yang-Baxter map can be used to prove multi-dimensional compatibility for the corresponding bond system. So an alternative way to prove the 3D-compatibility of the bond systems of the m−list and the a−list, is to prove the n-factorization property for the associated to the bond systems Yang-Baxter maps.
