This chapter is devoted to the analytical methods employed for making high precision isotope ratio measurements that preserve naturally occurring mass-dependent isotopic variations. The biggest challenge in making these types of measurements is deconvolving mass-dependent isotopic fractionation produced in the laboratory and mass spectrometer, from naturally occurring mass-dependent isotopic fractionation, because the patterns of isotope variation produced by these processes are identical. Therefore, the main theme of this chapter is the description and mathematical treatment of mass-dependent isotopic variations and the possible pitfalls in deconvolving instrumental mass bias from naturally occurring mass-dependent isotopic variations. This chapter will not attempt to catalog methods for isotopic analysis of different elements. These details are better discussed in later chapters where 'element specifi c' analytical issues are covered. Rather, the effort in the chapter will be to focus on those specifi c items that make mass analysis of non-traditional isotopes challenging and unique, and the methods that can be employed to make precise and accurate isotope ratios.
INTRODUCTION
This chapter is devoted to the analytical methods employed for making high precision isotope ratio measurements that preserve naturally occurring mass-dependent isotopic variations. The biggest challenge in making these types of measurements is deconvolving mass-dependent isotopic fractionation produced in the laboratory and mass spectrometer, from naturally occurring mass-dependent isotopic fractionation, because the patterns of isotope variation produced by these processes are identical. Therefore, the main theme of this chapter is the description and mathematical treatment of mass-dependent isotopic variations and the possible pitfalls in deconvolving instrumental mass bias from naturally occurring mass-dependent isotopic variations. This chapter will not attempt to catalog methods for isotopic analysis of different elements. These details are better discussed in later chapters where 'element specifi c' analytical issues are covered. Rather, the effort in the chapter will be to focus on those specifi c items that make mass analysis of non-traditional isotopes challenging and unique, and the methods that can be employed to make precise and accurate isotope ratios.
INSTRUMENTATION USED FOR ISOTOPE RATIO ANALYSIS
Isotopic analysis of non-traditional isotopes is made using three main types of mass spectrometers. Elements that can easily be introduced as gases, such as Cl or Br, are typically analyzed using a gas source mass spectrometer. In contrast, metal elements are analyzed using either a thermal-ionization mass spectrometer (TIMS) or a multi-collector inductively coupled plasma mass spectrometer (MC-ICP-MS). The main difference between these three types of instruments is how the sample is introduced into the instrument, and how the sample is ionized. In contrast, the analyzer part of each instrument is similar. All three types of instruments use a stack of lenses with variable potential to focus the ion beam, a magnet to resolve the ion beam into different masses, and a series of collectors to measure ion currents of different isotopes simultaneously. The core of the mass analyzer is the magnet that is used to bend an ion beam, which has been accelerated through a potential, V, based on its mass to charge ratio (M/e). When the magnetic fi eld, B, of the mass analyzer is varied around its initial position, the mass spectrometer scans the mass range according to the law: where ρ is the magnet's turning radius. Let us call N k the number of atoms of isotope k, of an element of interest introduced into the mass spectrometer, and n k the number of charges forming the electronic signal of the isotope. The transmission T(M k ) of the isotope of mass M k through the mass spectrometer is the ratio n k /N k and is observed to vary not only from element to element but also from one isotope of a given element to the next (Fig. 1 ).
Mass bias, or the instrumental mass fractionation, is the variable transmission of the ion beam into the mass spectrometer. A variety of phenomena create conditions that lead to variable transmission of ion beams. For modern instruments, the transmission in the fl ight tube and the effi ciency of ion conversion to electrons at the collector are almost quantitative. Most fractionation processes, therefore, take place within the source, namely in the area where the analyte is introduced into the mass spectrometer and ionized, or at the interface between the source and the mass analyzer.
Because there is so little mass bias in the mass analyzer, a discussion of ion transfer optics and collectors is not presented. The ion transfer optics of the magnetic sector mass analyzer, and the collectors used for isotope ratio measurements are critical design elements in all isotope ratio mass spectrometers and recent reviews of these items can be found in Habfast (1997) and .
Gas source machines
As the name implies, the sample is introduced into the mass spectrometer as a gas (Nier 1940) . There are two types of sources, the classic viscous fl ow source and the continuous fl ow source. The viscous fl ow source typically consists of two identical inlet systems that are coupled to the mass spectrometer by a change-over valve, which allows rapid switching for comparison of isotope ratios measured for sample and standard gases. In the continuous fl ow source, samples gas is introduced as a 'bubble' in a non-reactive carrier gas stream. The continuous fl ow inlet system is typically able to work with smaller quantities of gas (e.g., Habfast 1997) , as compared to the viscous fl ow inlet system. Ionization in gas source mass spectrometers is accomplished using an electron impact process, by which an electron stream produced by a heated fi lament (usually W) is shot into the gas, resulting in production of ions (e.g., Platzner 1997) . Causes of mass fractionation are complex, normally entailing small differences in ion trajectories in the source, and from non-viscous fl ow regimes (Habfast 1997) . Gonfi antini et al. (1997) discussed the effects of adsorption on mass fractionation in the mass spectrometer inlet. Mass fractionation corrections are made by comparing the isotope ratio of a sample gas to a standard gas, thus one of the most critical designs elements in gas source mass spectrometers is introducing the sample and standard gas into the instrument identically.
T(M)
=
TIMS
Traditionally thermal ionization mass spectrometry was the instrument of choice for the isotopic analysis of metals because thermal ionization produced an ion beam with a very small kinetic energy spread (≈0.5 eV). Therefore only a magnetic mass analyzer is needed to resolve one isotope from another. Moreover, ionization of unwanted material, such as atmospheric contaminates, hydrocarbons from pump oil, or production of doubly ionized particles is almost non existent, thus background counts are minimized and signal-to-noise ratio is maximized.
Ionization in a TIMS involves using a single, double, or triple fi lament where the sample is loaded onto a fi lament, typically as a chloride or nitrate salt. Filaments are made of refractory non-reactive metal such as platinum, rhenium, tungsten or tantalum. The fi lament is put into the mass spectrometer under vacuum and a potential of 8 to 10 kV is applied to the fi lament. A current is passed through the fi lament causing the thin ribbon to heat, and as the temperature of the fi lament surpasses the vaporization temperature of the element/salt, neutral species and ions of the element are emitted from the hot surface of the fi lament (Langmuir and Kingdon 1925) . For single fi lament loads, the fi lament acts as both the vaporization and ionization fi lament. In a double or triple fi lament source, one fi lament acts as an ionization fi lament and the other fi laments are loaded with sample and act as vaporization fi laments. The neutral metal atoms emitted by the ionization fi lament are absorbed on the surface of the vaporization fi lament where ionization of the analyte takes place. The separation of the ionization and vaporization fi laments allows for a fi ner control of evaporation rate as well as allowing the ionization fi lament to be at an elevated temperature, which typically results in a higher ionization ratio for most elements. For example, if the element to analyze is volatile or if its ionization energy is too large, the analyte forms a cloud of neutral atoms above the fi lament ribbon.
In general the production of positive ions relative to neutral species can be predicted from the Saha-Langmuir equation: 
where n + /n 0 is the ratio of positive ions to neutral species, e the electronic charge, k is the Boltzmann constant, T is temperature in Kelvin, W is the work function of the fi lament in electron volts, and I p is the fi rst ionization potential in electron-volts. The ionization potential is a measure of the work required to remove the most loosely bound orbital electron, and the work function is the energy that must be applied to the fi lament to cause free electrons from the fi lament to escape their association with the bulk metal. For those elements with an ionization potential less than that of the work function of the fi lament, a low fi lament temperature will maximize the ratio of positive ions to neutral ions. In contrast, if the ionization potential is greater than the work function of the fi lament, high fi lament temperatures favor ionization. Typical work functions for the most common fi lament materials range from 4.3 to 5.1 eV.
In practice, the ionization effi ciency of the element is of prime concern because it is the best measure of the quantity of material needed for an isotopic analysis. A working defi nition of ionization effi ciency is the measurable ions that reach a collector relative to the number of atoms loaded onto the fi lament, and this ratio varies from a maximum of 80% for Cs to values <0.01%, depending on the element and the precision required for the isotopic analysis (e.g., DePaolo 1988). In general ionization effi ciency is low for elements that have high ionization potentials and are highly volatile. However, for many elements, workers have developed specialized loading techniques to maximize ionization effi ciency where, for example, sample requirements for a Pb isotope analysis were decreased to nanogram levels with the development of the silica gel and phosphoric acid technique (e.g., Cameron et al. 1969) . Indeed, numerous materials and specially shaped fi laments are used to enhance the ionization effi ciency of the analyte (e.g., Smith et al. 1980; Dixon et al. 1993) , and samples are laboriously purifi ed using ion exchange chromatography to maximize ionization of the analyte. The materials used and design of the fi lament are typically done to enhance the work function of the fi lament, control the vaporization temperature of the analyte, or change how the analyte interacts with the fi lament substrate. The interaction of the analyte with the fi lament substrate by the formation of metal alloys or recrystallization is critical for stable ion emission. This curing time, during which the fi lament current is ramped slowly up to the temperature required for maximum ionization, can lengthen an individual isotopic analysis by several hours and often makes thermal ionization isotope analyses highly laborious, from the time a fi lament begins to be warmed up to the time the isotope analysis is completed.
During thermal ionization the light isotope is preferentially evaporated thus producing an instrumental mass-dependent fractionation where in the initial stages of the analysis the analyzed material is isotopically light relative to the true isotope composition, and at the end of the analysis, the analyzed isotope composition is isotopically heavy. An example of the change in isotope composition caused by the preferential vaporization of light relative to heavy isotopes during a thermal ionization mass spectrometry analysis of Fe is shown in Figure  2 . The plotted curves show mathematical predictions of the changes in isotope composition using either a linear or exponential mass fractionation law (see section "A phenomenological description of the mass-dependent instrumental bias").
The majority of instrumental mass fractionation that takes place during TIMS occurs on or around the fi laments used to produce ions. As a simple example, the ionization of Ca at the surface of a Ta fi lament may be represented by the formal reactions:
Ta Ca Ta Ca
with the reaction rates k 1 and k 2 in parentheses. The actual reaction path is certainly more complicated but these equations serve their illustration purpose. If k 1 ≠ k 2 then an instrumental mass fractionation is produced. Of course the actual reactions are more complicated because Ca is present as a nitrate or chloride salt and these reactions are unlikely to take place at equilibrium. Some of these complications are discussed by Habfast (1998) , who developed an evaporative mass fractionation model for surface fi lament ionization, while Ramebäck et al. (2002) investigated the isotopic effect of diffusion in the sample fi lm.
Typically, the relative instrumental mass-dependent fractionation is on the order of 1 to 5‰ per mass unit, but this fractionation is variable during the course of the analysis, as well as variable from fi lament to fi lament. The degree of instrumental mass bias can be minimized by use of a double or triple fi lament ionization source, as compared to a single fi lament source. In the double and triple fi lament source the temperature of the evaporation fi lament can be minimized because the sample is isolated from the hot ionization fi lament. The low temperature of the evaporation fi lament minimizes the kinetic isotopic fractionation associated with vaporization. Moreover, for some elements, ionization effi ciency can be increased and instrumental mass bias decreased, by using negative ions. Negative ions are typically some type of molecular species, as opposed to positive metal ions, and the increase in the overall mass of the analyte ion, can diminish mass fractionation, as shown by Walczyk (1997) who analyzed Fe as a FeF 4 − species and was able to control mass bias to 1‰ per mass as compared to the 2‰ per mass when Fe is run as a positive Fe + species (e.g., Dixon et al. 1993; Beard and Johnson 1999) .
Corrections for instrumentally-produced mass fractionation that preserve natural mass dependent fractionation can be approached in one of two ways; a double-spike method, which allows for rigorous calculation of instrumental mass fractionation (e.g., Dodson 1963; Compston and Oversby 1969; Eugster et al. 1969; Gale 1970; Hamelin et al. 1985; Galer 1999 ; see section "Double-spike analysis"), or an empirical adjustment, based on comparison with isotopic analysis of standards (Dixon et al. 1993; Taylor et al. 1992; . The empirical approach assumes that standards and samples fractionate to the same degree during isotopic analysis, requiring carefully controlled analysis conditions. Such approaches are commonly used for Pb isotope work. However, it is important to stress that the precision and accuracy of isotope ratios determined on unknown samples may be very diffi cult to evaluate because each fi lament load in a TIMS analysis is different.
Rigorous correction for instrumental mass bias is required if the precision of an isotope ratio measurement needs to be greater than 1‰ per mass unit. This concept is well illustrated by the defi nitive Ca isotope work of Russell et al. (1978) , which used a double-spike approach. Prior to the Ca isotope investigation of Russell et al. (1978) , natural mass-dependent Ca Beard and Johnson (1999). isotope variations were estimated to be large (12‰ per amu based on an empirical method for instrumental mass-fractionation correction; e.g., Miller et al. 1966) . However, Russell et al. (1978) showed that naturally-occurring, mass-dependent variations in Ca isotopes are much smaller (total range of 0.6‰ per amu), and that the previously reported mass-dependent variations were entirely a result of imprecise corrections for instrumental mass fractionation.
MC-ICP-MS
The multi-collector inductively-coupled plasma mass spectrometer is becoming the instrument of choice for non-traditional stable isotope analysis because of the high ionization effi ciency of the Ar plasma and rapid sample throughput. Moreover, because instrumental mass bias varies smoothly during the course of an analytical session, corrections for instrumental mass bias can be made by bracketing standards and by comparison to the mass bias inferred from an element of similar mass added to the analyte. However, MC-ICP-MS does have several drawbacks as compared to TIMS that include: 1) ions have a range of kinetic energies that requires using an electrostatic fi lter or collision cell to produce fl at topped peaks for isotope ratio measurements, 2) the plasma ion source produces unwanted molecular ions from atmospheric and plasma gases as well as some doubly charged ions, which can create problems in the form of isobaric interferences, and 3) although instrumental bias is nearly constant during the course of an analysis, the overall magnitude of the mass bias is much greater than TIMS, and sample matrix effects can have a signifi cant effect on instrumental mass bias, thus complicating assessment of the accuracy of isotope ratios.
The MC-ICP-MS consists of four main parts: 1) a sample introduction system that inlets the sample into the instrument as either a liquid (most common), gas, or solid (e.g., laser ablation), 2) an inductively coupled Ar plasma in which the sample is evaporated, vaporized, atomized, and ionized, 3) an ion transfer mechanism (the mass spectrometer interface) that separates the atmospheric pressure of the plasma from the vacuum of the analyzer, and 4) a mass analyzer that deals with the ion kinetic energy spread and produces a mass spectrum with fl at topped peaks suitable for isotope ratio measurements.
Sample inlet system. The most common method for introduction of sample into a MC-ICP-MS is by aspiration of a liquid into the plasma as an aerosol. The size of the aerosol particles delivered to the plasma is critical because particles that are too large are not effi ciently ionized in the plasma source. In order to assist in controlling the particle size, the aerosol is typically passed through a spray chamber which forces the largest particles to coalesce as droplets that are pumped away as waste. The aerosol delivery system is relatively ineffi cient, where for example, only 2% of an aspirated sample using a pneumatic nebulizer is of the correct aerosol size to be ionized in the plasma source (Platzner 1997) . The various types of nebulizers and spray chambers that are used is reviewed by Montaser et al. (1998a) , and the critical aspects of aerosol formation is reviewed in Montaser et al. (1998b) . Sample delivery as a gas for most non traditional isotopes is not important because most metals do not easily form gasses. However, volatile hydride formation has been explored for As, Bi, Ge, Pb, Sb, Se, Sn, and Te.
Introduction of solid analytes is not common for most non-traditional isotopes but as laser ablation techniques are developed, the delivery of solid particulates to the Ar plasma will become increasingly important. The Mg isotope compositions of extra-terrestrial material were measured by Young et al. (2002a) with a 193 nm laser coupled with a MC-ICP-MS with a precision of ≈0.2‰. Using a similar laser, Jackson and Günther (2003) found that the grain size of sputtered particles is a crucial factor affecting the bias on Cu isotope analyses, while Hirata et al. (2003) emphasized the electronic settling of the amplifi cation stage as perturbing the measurement of Cu and Fe isotopic ratios. Beyond the inherent limitations imposed by the limited counting statistics obtained on small beams, obtaining in situ laser-ablation data of the same quality as that of solution runs must await a better understanding of the fundamental instrumental mass biases.
Ar plasma. The analyte aerosol is typically introduced into the plasma using a Fassel type torch that is usually made of quartz glass and consists of three concentric tubes (e.g., Fig. 3) . The outer tube typically has an Ar gas fl ow rate of 12-15 liter min −1 which is used as a cooling agent to keep the torch from melting. The intermediate tube typically has a gas fl ow rate of 0.5 to 1.0 liter −1 that is used to shape, form, and stabilize the Ar plasma. The Ar gas into the outer and intermediate tube is introduced off the axis of the torch ensuring that the gas spirals along the axis of the torch (Fig. 3) . The inner tube carries the aerosol using a gas fl ow rate of 0.4 to 1.0 liter −1 and the gas + sample are introduced along the axis of the torch. The torch is concentrically placed in a load coil (Fig. 3) that typically is made with three turns of copper tubing (tubing is used so cooling water can be pumped through the load coil to keep it from melting). An RF power of 1 to 1.5 kW at a frequency of 27 or 40 MHz is applied to this load coil (note the choice of frequencies is driven by the fact that these are frequencies set aside for scientifi c instrumentation in order to avoid interferences from communication devices), which produces an intense electro magnetic fi eld along the outside of the torch. Electrons are seeded into the torch using a tesla coil; these electrons are accelerated in the magnetic fi eld so that some electrons have enough energy to ionize Ar gas during a collision. The electrons supplied from the ionized Ar gas lead to additional collisions, and ultimately a self-sustained plasma consisting of atomized Ar neutral species, positive Ar ions, and electrons is formed. The RF generator accelerates all the charged species of the plasma, but because of the much smaller mass of electrons, the electrons are accelerated to higher velocities. Hence, processes involving electrons dominate energy transfer into the plasma. The continuous transfer of energy from the RF generator through the load coil sustains the ICP discharge. The frequency of the RF generator may be controlled using a crystal oscillator, in which case the matching network compensates for the change in impedance of the plasma due to different matrices at constant frequency. Alternatively, if a self-oscillating generator is used, the frequency can be changed slightly to compensate for impedances changes, but much more rigorous shielding of the torch is required to reduce RF emissions which may be different from the permitted frequencies. The Ar plasma has a temperature of 8000 K at the site where ionization takes place. The ionization process includes dehydration of aqueous material producing solid particles. The solid particles are vaporized to a gas, and the vaporized material is atomized. Collisions from the atomized particles with electrons from the Ar plasma produce positive ions. If dissociation of the analyte and ionization of the dissociated elements is not complete, mass dependent fractionation may be produced. In terms of ionization, the Ar plasma is a highly effi cient ionizing source; elements with an ionization potential (I n ) less than 7 eV are completely ionized (Fig. 4) , and high ion yields (≈90%) are produced for elements with I n of up to 10.5 eV . Essentially, the only elements that are poorly ionized by the ICP Ar source are those that have an ionization potential greater than that of Ar (15.76 eV). Therefore, mass-dependent fractionation in the torch is unlikely to be a result of ionization but rather associated with vaporization and atomization processes in the Ar plasma.
The effi ciency of Ar plasma ionization can introduce some unwanted isobars from the production of doubly ionized elements, as well as from the ionization of atmospheric gasses, the Ar plasma gasses, and formation of molecular ions such as metal oxides. Such unwanted molecular isobars can produce diffi culties for some elements such as Mass spectrometer interface. The plasma discharge is sampled through the MS interface which consists of two metal discs with small holes in the center through which the plasma and ions travel (Fig. 5) . The pressure is dropped from atmosphere at the torch, to a pressure of 1-2 torr after the fi rst disc (sampler cone), to a pressure of 10 −4 torr behind the second disc (skimmer cone). The sampler cone is typically made of nickel with an orifi ce approximately 0.8 to 1.2 mm in diameter that the plasma travels through (Fig. 5) . The sampler cone is typically kept cool by circulating cooling water through the metal to which the sampler cone is fl anged. Behind the sampler cone is the skimmer cone (Fig. 5) , which has an orifi ce with a diameter of 0.4 to 0.8 mm. Typically the skimmer cone has steeply sloped sides relative to the sampler cone and it also is usually made of Ni. The mass bias is drastically infl uenced by changes in the . The ionization potentials of some elements for which the isotopic composition is commonly analyzed are shown at the top. skimmer cone geometry (Campargue et al. 1984) . The area between the sample and skimmer is referred to as the expansion chamber, and the pressure is maintained at a vacuum of 1-2 torr using a high pumping capacity rough pump such as a two-stage rotary vane pump.
The pressure difference across the sampler cone creates a barrel-shaped supersonic jet expansion of the plasma into the interface region (Fig. 5 ). This barrel shaped shock zone surrounds a zone of silence, which terminates in a Mach disc (e.g., Douglas and Tanner 1998) . The skimmer cone is positioned such that the orifi ce is in the zone of silence thus achieving optimum ion extraction. It is the fi xed positioning of the sampler and skimmer cone that dictates the vacuum required in the interface region (Douglass and Tanner 1998). The sensitivity of an ion signal can be increased by using a higher capacity rough pump on the expansion chamber, but this must be carefully balanced to eliminate transfer of additional atmospheric gasses into the MS interface. Based on this observation of an increase in sensitivity with higher pumping capacity it appears that some mass-dependent fractionation can be produced by preferential loss of light isotopes to the expansion chamber rough pump.
The sampler cone, in some instruments, has a positive high voltage potential applied to it such that ions are accelerated to achieve a resolving power of 400 or greater by the magnetic analyzer, which is held at a ground potential. In contrast, other instruments apply a negative high voltage potential to the mass analyzer and the sampler cone is held at ground, which serves an identical purpose; acceleration of ions through the mass analyzer.
Argon neutrals are the dominant species in the plasma and collisions with these species will cause all the ions to travel at the same velocity, approximately 2.5×10 5 cm s −1 through the MS interface. Therefore the kinetic energy of the ion beam will be controlled by the mass of each ion based on the relation:
This corresponds to an energy spread from 0.5 to 10 eV for a mass range from 6 to 240 amu. An additional source of kinetic energy will be from the plasma potential relative to that of the sampler cone. The plasma potential is a result of capacitive coupling between the RF load coil and the plasma. During the initial development of ICP-MS high plasma potentials of 100 to 200 V resulted in arcing of the plasma to the sample cone. The arcing of the plasma to the sampler, which was referred to as a pinch discharge, resulted in signifi cant changes in ion kinetic energy, and increases in the proportion of doubly charged ions. Plasma potential arcing problems were largely solved by grounding the load coil, thereby decreasing the plasma potential to 10 to 20 eV (Douglas and French 1986) . Alternative methods of designing balanced load coils include putting opposite ends of the coil 180° out of phase from one another, or by interlacing load coils . Further reduction of the plasma potential, and hence kinetic energy spread, can be accomplished via shielding the load coil from the plasma via a screen. All of these methods of producing Ar plasmas with a minimum potential have largely decreased the plasma potential effect to approximately 5 eV . However, the shielding of the plasma from the load coil can make it diffi cult to ignite the plasma. A fi nal source of variable kinetic energy in the ion beam is from thermal agitation which follows a relationship approximated by:
where k is Boltzmann's constant and T is plasma gas kinetic temperature. Maréchal et al. (1999) observed that instrumental mass bias was proportional to the square of the mass difference between isotopes of the analyte. These workers related this effect to the area of the ion-beam cross section and concluded from this analysis that the main locus for the instrumental mass bias is between the sampler cone and the grounding plate (e.g., Fig. 5 ). Part of this mass-bias is thought to be controlled by space charge affects which are believed to largely be a result of processes during the ion beam sampling through the skimmer cone and just behind it. The rapid gas driven jet expansion of the plasma into the MS interface preserves charge neutrality and the plasma is largely sampled, without change, through the sampler cone (e.g., Douglas and Tanner 1998) . However, as the ion beam passes through the skimmer cone into the lower pressure mass analyzer, a net charge imbalance develops because electrons do not propagate very far down the negative voltage gradient (Niu and Houk 1994) . The charge imbalance results in ions in the central portion of the ion beam repelling one another. Those ions with lowest kinetic energy (e.g., lowest mass to charge ratio) are more strongly repulsed than heavier ions. Importantly, in Ar plasmas, the ion current that is attributed to the ionization of Ar is high enough (≈1.5 mA; Gillson et al. 1988) , so that such space charge effects will be developed regardless of analyte concentration. The net result is that heavy mass elements are more effi ciently transferred relative to lighter mass elements. The preferential loss of light isotopes implies that measured isotopic compositions are heavy relative to true isotope ratio measurements. Overall, the sensitivity of a MC-ICP-MS can be described by a logarithmic function
where S is sensitivity (ion count rate normalized to analyte concentration), a and c are constants, and A is element mass number (e.g., Al-Ammar and Barnes 2001). Scatter about this curve is largely a refl ection of ionization potentials. In general, the slope of this sensitivity response curve is relatively fl at for high mass elements (e.g., U) to approximately a mass of Cu. At masses less than that of Cu, the sensitivity curve has signifi cant curvature and a steep slope. The result of such mass dependent controls on sensitivity and mass bias, is that one cannot use the mass bias correction factor inferred for one element and directly apply this correction factor to another element (Maréchal et al. 1999; Al-Ammar and Barnes; Nonose and Kubota 2001) .
Space charge effects are believed to largely develop as ions are transferred across the skimmer cone and into the low pressure of the analyzer. Experiments, using an electron gun located just behind the skimmer cone in which electrons are injected into the ion beam strongly diminish space charge effects, presumably because charge neutrality in the ion beam is maintained by addition of electrons (e.g., Parphairakist and Houk 2000a,b) . Space charge effects have also been diminished by using a three chamber mass spectrometry interface in which the third chamber skims the ion current reducing overall total ion transmission and aids in preserving charge neutrality (Tanner et al. 1994) . The reduction in transmission decreases space charge effects so overall sensitivity of the 3 chamber interface is similar to that of traditional two chamber interfaces. Space charge effects are very important for non-traditional isotope analysis, because they exert a strong control over instrumental mass bias. Moreover, because many non-traditional isotopes under investigation are relatively light in mass (e.g., lighter or similar in mass to Cu), space charge effects can be severe because of the strong curvature of the sensitivity response curve at low mass (e.g., Eqn. 7). In addition, space charge effects appear to dominate matrix effects (see section "Matrix effect").
Analyzer. Behind the skimmer cone there is series of ion lenses used to extract the ions from the skimmer, and to shape and steer the ion beam through the fl ight tube. The steering lens stack also provides a pressure differential where the pressure on the analyzer side of the fi nal lens is lower (≈10 −8 torr). Maintaining high-vacuum conditions in the fl ight tube is critical for achieving high abundance sensitivity (see section "Abundance sensitivity").
The mass analyzer of the MC-ICP-MS differs from that of gas source mass spectrometers and TIMS, because the Ar plasma ionization results in an isotope having a range of kinetic energies, typically on the order of 2-5 eV as measured at full width half maximum (Douglas and Tanner 1998) . The range of ion energies is a result of thermal energy spread of ions (e.g., Eqn. 1) and from the plasma potential discharge. In order to achieve a high mass resolution with ion beams that have fl at topped peaks, the MC-ICP-MS mass analyzer must control this kinetic ion energy range. Many MC-ICP-MS instruments use a double focusing instrument with a fi rst-stage electrostatic fi eld and a second-stage magnetic sector whose combination improves ion focusing at the collector, thus producing fl at topped peaks suitable for isotopic ratio analysis (e.g., Walder 1997). Alternatively, a single focusing instrument that uses an RF-only collision cell with a collision gas, such as Ar or He, to produce ion beams with ≈1 eV energy spread has been utilized (e.g., Douglas and French 1992; ).
In addition to thermalizing the ion beam, reactive gasses can be added to the collision cell to eliminate or greatly reduce unwanted molecular species. For example, addition of H 2 to the collision cell can greatly diminish Argide molecular isobars that are isobaric at, for example 40 Se .
A PHENOMENOLOGICAL DESCRIPTION OF THE MASS-DEPENDENT INSTRUMENTAL BIAS
This topic has been covered before in a number of papers (Hofmann 1971; Russell et al 1978; Hart and Zindler 1989; Habfast 1998; Maréchal et al. 1999; Beard and Johnson 1999; Albarède et al. 2004 ). Regardless of the physical process responsible for a mass-dependent transmission in mass spectrometers, the analytical mass bias can be described using a general phenomenological theory which will be quickly reviewed here. Assuming that transmission is a function of mass, it will be expanded to the fi rst order in the vicinity of a reference mass. Different mass fractionation laws are obtained by expanding different functions of the transmission with respect to different functions of the mass. An important property of a mass fractionation law is whether it is consistent or not: for instance, if the ratios 57 Fe is fractionated according to the same law.
The linear law. This law (Fig. 1) is probably the most intuitive of all the mass-fractionation laws. Let us expand the transmission T(M) of isotopic beams at mass M as a function of the mass difference with a reference mass M k :
where O stands for "of the order of." Let us evaluate this expression for M = M i = M k + ∆M and divide the results by by T(M i ):
Let us now call u the derivative on the right-hand side evaluated at M = M k and consider the fi rst order term only. The expression:
gives the common form of the linear mass fractionation law. In this expression, r i and R i stand for the measured and true isotopic ratio, respectively, with the implicit convention that the ratios have the reference isotope k at the denominator. The parameter u is referred to as the linear mass bias. A typical mass bias for MC-ICP-MS may vary from a few percent per amu at low mass (>10% for Li and B) to one percent per amu for high masses, such as Hg. This bias is typically an order of magnitude larger than for the characteristic bias incurred in TIMS measurements. Dividing this equation by the same equation for a different isotopic ratio R j = N j /N k of the same element, we obtain:
This expression shows that the replicates of a sample which fractionates according to the linear law defi ne a linear alignment with slope given by Equation (11). It also explains why the isotopic dispersion created by natural magmatic, metamorphic, sedimentary, and biogeochemical processes does not create an alignment different from the alignment created by the analytical mass bias: although mass discrimination varies from one process to another, u does not enter the expression for the slope of the alignment when two isotopic ratios are plotted against each other. By introducing the conventional notation δ defi ned as
we obtain the useful equation:
which describes the linear relationship between the isotopic ratios in the delta notation predicted by the linear mass fractionation law. In Figure 6 , we show the 66 Zn/
64
Zn and 68 Zn/ 64 Zn ratios plotted against each other in the delta notation and observe that the line of slope two goes through all the analytical points. Assuming that all the Zn in the solar system has evolved from a single stock with homogeneous isotopic composition, all the terrestrial and planetary samples should plot on the same δ 68 Zn vs. δ
66
Zn fractionation line, regardless of whether these ratios have been adequately corrected for instrumental fractionation or not. This feature is well-known for oxygen isotopes, and the unique alignment formed by the δ 17 O vs. δ
18 O values of all terrestrial and lunar samples (Clayton 1976 ) is a strong case in favor of the impact origin of the Moon.
Unfortunately, the linear law is not consistent: if two ratios fractionate according to the linear law, the ratio of these ratios does not. For this reason, two additional mass fractionation laws are usually considered, the power law and the exponential law. It has been shown by Maréchal et al. (1999) that these two laws are two members of a broad family of laws, which they refer to as the generalized power law. The mass fractionation law predicted from quantum mechanics for isotopic equilibrium between vibrating molecules (Bigeleisen and Mayer 1947; Zn and 68 Zn/ 64 Zn ratios in delta notation for ferromanganese nodules from different localities in the ocean (Maréchal et al. 2000) . The dashed line represents the linear mass fractionation line going through the origin and has a slope of two. Urey 1947; Criss 1999; Young et al. 2002b ) is also a particular form of the generalized power law. It is demonstrated in Albarède et al. (2004) that the law used by is an alternative form of the generalized power law.
The power law. Let us expand the logarithm of the transmission T(M) of isotopic beams at mass M as a function of the mass difference with a reference mass M k :
To the fi rst order, the mass bias on the isotopic ratio N i /N k can be evaluated from:
We defi ne the mass bias factor g = e u and fi nally obtain the expression for the so-called massfractionation power-law as:
The exponential law. Let us now expand the logarithm of the transmission T(M) of isotopic beams at mass M as a function of lnM:
To the fi rst order, the mass bias on the isotopic ratio N i /N k is evaluated from:
The mass bias factor β is defi ned as:
where u is again the linear mass bias factor, from which we get the mass-fractionation exponential as:
For thermal ionization mass spectrometry the exponential law appears to be the best model that describes the mass-dependent fractionation taking place in the TIMS source for a wide variety of elements (e.g., Russel et al. 1978; Wasserburg et al. 1981; Hart and Zindler 1989; Beard and Johnson 1999) .
Both the power law and the exponential law are consistent. They also share a second remarkable property: linear alignments are obtained in log-log plots in which one measured isotopic ratio is plotted against another. Taking the logarithms of Equation (16) and dividing this equation by the same equation for a different isotopic ratio R j of the same element, we obtain for the power law:
while dividing Equation (20) 
for the exponential law. The slopes predicted by the two laws are very similar yet different enough to affect the corrected isotopic ratios by several tenths of a per mil.
For mixed solutions of two elements, such as Zn and Cu (Maréchal et al. 1999 ), Fe and Cu Roe et al. 2003) or Mo and Zr Barling et al. 2001) , this linear property still holds provided their fractionation factors, either g or β, vary smoothly with respect to each other such as, for example, proportional ln(g Cu ) and ln(g Zn ) for the power law and proportional β Cu and β Zn for the exponential law (Fig. 7) . For Cu and Zn, we can write the slope of the mass-fractionation line in a ln ( 
for the exponential law.
From a series of Zn isotope measurements, Maréchal et al. (1999) deduced in this way that the patterns of the Zn mass bias on the Lyon Plasma 54 are best accounted for by the exponential law.
Second-order correction can be implemented in a similar way. Let us illustrate a simple method for the exponential law. Retaining the second-order term of Equations (17) and (19), we obtain:
where β′ and γ are the fi rst and second-order coeffi cients, respectively, of the lnT expansion with respect to M in the neighborhood of M k . From the way it is evaluated, the fi rst-order coeffi cient β′ of the second-order expansion is different from the equivalent coeffi cient β in the fi rst-order expansion. In terms of ratios, this equation can be simplifi ed as:
where
Two normalization ratios R i and R j are required to solve this equation in β and γ and the solution is: 
where β i and β j are the coeffi cients calculated with the standard fi rst-order exponential law from the ratios r i and r j . The last expression for γ indicates that a second-order correction is appropriate whenever the fi rst order β i values increase smoothly with the mass difference. Diagnostic of second-order effects is a residual correlation between isotopic ratios corrected for fi rst-order fractionation (Albarède et al. 2004 ).
STANDARD BRACKETING METHODS
Standard bracketing consists in interpolating the mass bias of an unknown sample between the biases inferred from two standard runs, one preceding and one following the sample analysis (less stringent orders of interpolation are also used). Let us divide Equation (20) for the sample by the same equation for a standard (1) run just before the sample. The mass discrimination law used is the exponential law but the principle is easily adapted to the power law. We get: 
This interpolation scheme is the most general and amounts to linearly interpolating the logarithms of the isotopic ratios. This procedure is easily adapted to procedures in which more than one sample is run between the bracketing standard solutions.
Equation (32) shows that mass fractionation by simple interpolation between standards, i.e., without internal or external isotopic normalization, is only correct when mass fractionation changes smoothly upon alternating between standards and samples, which requires extremely strict sample purifi cation. A heavy sample matrix will likely result in β sple falling outside the range β β std std 1 2 − and thus nullify the basic assumption of the method.
Standard bracketing is not applicable to TIMS measurements since each sample is on a different fi lament, which is successively positioned by a rotating turret: the mass bias depends on the temperature of the sample fi lm loaded on the fi lament, as well as on its structure and composition. The run conditions for each sample are therefore variable from one sample to the next and the mass bias cannot be accurately controlled. Electron impact and ICP sources, in contrast, work at steady state: a well-purifi ed sample and a reference can be considered as chemically equivalent while the conditions under which the mass spectrometer is operated may be kept constant. The method is by far the most common method to correct the experimental bias during the measurement of the isotopic compositions of H, N, O, C, S, etc. using electron impact ion sources but is also becoming a method of choice for the composition of transition elements measured by MC-ICP-MS (Zhu et al. 2002; Beard et al. 2003) (Fig. 8) . The most visible difference between samples is the peak intensity but essentially identical signals can be achieved by changing the introduction volume for electron impact sources and dilution for MC-ICP-MS.
DOUBLE-SPIKE ANALYSIS
The double-spike technique was fi rst proposed by Dodson (1963) as a way of evaluating the instrumental mass bias on isotope measurements. Many aspects of this technique have been discussed over the past three decades and the abundant literature on the subject has been adequately reviewed by Galer (1999) and Johnson and Beard (1999) . Applications of doublespike analysis to Fe and Mo (Siebert et al. 2001 ) isotopes have been presented. This method is ill-named, however, because the principle of double spike works for triple or multiple spikes as well (e.g., Galer 1999) . As explained below, the technique can only be applied to elements with four isotopes and its geometry is simple (Fig. 9) . It is based on the property that the mass bias line going through a given isotope composition has a direction that varies with the value of this composition. The straight-lines connecting the spike composition to all possible fractionated mixtures with the same sample/spike ratio form a surface, and the mixing line of the sample-spike mixture is a unique line for which there is no mass bias. The intersection of this surface with the fractionation line of the pure sample represents the unfractionated composition of the sample.
Given an element with four isotopes, we select one of the masses as the reference (ref 
Using the properties of the exponential law, this equation can be recast as: This equation has three unknowns, ϕ ref sp , β sple , and β mix , and therefore three independent equations. Hence three isotope ratios of four isotopes are needed to solve for these unknowns. The system can be optimally solved by quadratically-converging Newton-Raphson steps, which involve the derivatives of F i with respect to each unknown (Albarède 1995) . For an element with one or more radiogenic isotopes such as Pb, the isotopic compositions of both the unspiked sample and the spiked mixture need to be measured. The example of Zn is developed in the Appendix. This scheme also provides excellent error propagation for double and multiple spike experiments. Alternatively, manual adjustment of the parameters on a spreadsheet also leads to the solution at the expense of rapidity, precision, and error propagation. A theory of error in double spiking has been formulated by a number of authors (Hamelin et al. 1985; Powell et al. 1998) , but a detailed analysis involving the optimization of the spike composition for any element may be tailored from the model of the analysis of Pb isotopes by Galer (1999) . In order to show how the choice of an optimum isotope composition of the spike conditions the precision on the isotope composition of the sample, we can simply evaluate the derivative of Zn method. The surface is constructed by drawing an infi nite number of straight-lines through the point representing the spike composition (supposed to be known with no error) and each point of the mass fractionation line going through the point representing the measured mixture. One of these straightlines, which is to be determined from the calculations, is the sample-spike mixing line (stippled line). Each determination of the Zn isotope composition of a sample involves only one run for the mixture of the sample with the spike. Since all natural samples plot on the same mass fractionation line, any reference composition will adequately determine isotope composition of the sample. note that, since the instrumental bias is not linear with mass, the mass discrimination lines are curved. be kept as small as possible. One consequence, previously arrived at by Galer (1999) in his numerical experiments, is that the reference isotope should not be chosen as a minor isotope when this isotope is abundant in the spike.
In addition to the rigorous mass dependent correction that can be made using the double-spike technique, it is also possible to use this technique to correct for mass-dependent fractionation associated with chemical purifi cation of an analyte. Chemical purifi cation, typically by ion exchange chromatography, is critical for both TIMS and MC-ICP-MS to eliminate spectral and non-spectral interferences (see section "Matrix effect"). However, if yields are not quantitative during purifi cation a mass-dependent fractionation can be produced. If the double-spike is added prior to chemical purifi cation, and the sample and spike achieve isotopic equilibrium, then the mass-dependent fractionation that can be produced during chemical purifi cation can be rigorously corrected (e.g., Russell et al. 1978) . Application of such techniques may be very important for the analysis of samples that have low analyte concentrations in high ion-strength solutions, for example analysis of transitions metal isotope compositions in seawater.
THE EFFECT OF PEAK SHAPE
When the peak tops are not perfectly fl at, in particular as a consequence of energy spread and beam clipping, the isotopic ratios no longer depend on the mass only, but also on the position of the collectors. This is particularly critical for instruments with rotated focal planes which have imperfect z-focusing properties. Peak tops may be round, sloping, or both, although these defects remain hard to detect as a result of the plasma instabilities. Even small deviations from a fl at peak top strongly affect the isotopic ratios. Let us call M = M i + δM i the actual position of the cup with respect to its ideal position at mass M i . The measured ratio must now be expanded as a function of the cup position rather than a function of mass. Assuming that the mass fractionation law is exponential and that the peak top is sloping, a fi rst-order expansion is suffi cient. We obtain:
and the exponentially-corrected ratio as:
A deviation from the ideal fractionation law will appear as a residual correlation between the ratios corrected for mass bias using the exponential law. It can be verifi ed that even very small δM/M in Equation (40) produces a potentially important isotopic effect on the order of 1 + β(δM i − δM k )/M k . The alignment of the correlation between the corrected ratios x = ln r i e and y = ln r j e produced by sloping peaks in a log-log plot has a slope of ≈ δM j /δM i . For a round peak, the second-order term should be included.
COUNTING STATISTICS
The central assumption of ion counting is that ions arrive at the detector "at random," i.e., that the probability of arrival of an ion is the same for any time interval of a same length. The number n i of ions i arriving at any collection device during the time interval δt is therefore subject to Poisson statistics: n i is proportional to δt, the average count rate is n i /δt, and its variance is also equal to n i /δt. The standard deviation of an ion beam I i measured in ions per second is proportional to the square-root of the beam intensity and the relative error is √I i /I i = 1/√I i . Smaller beams therefore fl uctuate more than larger beams. The noise, known as shot noise, due to counting statistics accounts for a 0.25‰ (2σ level) error on a typical 1 V signal collected in one second through a 10 11 Ω resistor or in 10 seconds on a 100 mV signal. This noise, which is not to be confused with the thermal or Johnson noise of the resistor, imposes strong correlations on some isotopic plots that may easily be mistaken for mass-dependent fractionation effects. This is a familiar effect for Pb (e.g., Hamelin et al. 1985; Powell et al. 1998 ) because of the common usage of the minor 204 Pb isotope as the reference isotope, but it exists to a variable extent for other elements such as Zn (Fig. 10) . Let us consider two measured isotopic ratios n i /n k and n j /n k . For the sake of clarity, we will neglect the thermal noise of the resistor. Taking the logarithms and differentiating, we obtain the approximate expression:
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in which the overbar indicates the mean value of the parameter. A similar expression can be written for n j /n k . By squaring this expression, taking its expectation and noting that statistical noise on different peaks is independent, we obtain:
with a similar expression for n j /n k . The covariance between the ratios is similarly: For ratios with the same denominator, e.g., 54 Fe for 56 Fe/ 54 Fe and 57 Fe/ 54 Fe, the slope of the noise correlation line in a ratio-ratio plot is the ratio of the standard deviations σ j/k and σ i/k along each axis: 
while the correlation coeffi cient between the errors on the two ratios is:
Typical values of the correlation coeffi cients are 0.5 for two isotopic ratios equal to unity and quickly tend to unity for large ratios. Correlations between errors due to counting statistics are clearly minimized by using ratios with values <1.
The slope s i k j k / / of the noise line in a log-log plot (or equivalently in an ε-ε plot) is similarly evaluated as
It is important to separate the correlations between isotopic ratios introduced by mass discrimination from those introduced by counting fl uctuations. Residual correlations between the mass-bias corrected isotopic ratios and the mass-bias index is expected. A correlation with a slope equal to the difference between those of the noise line and the fractionation line is expected between the mass bias-corrected ratios, which should not necessarily be taken as an indication that the instrumental mass-fractionation law should be amended. Fe) plot, the slope of the noise correlation (1.87) is very similar to the slope of mass fractionation (1.49). The correlation coeffi cient of the counting statistics is 0.5, so that the risk of some noise being mistaken for natural fractionation is real. A test for unambiguously separating the effect of counting statistics from that of instrumental mass discrimination is to plot isotopic ratios with no common isotope, e.g., (Fig. 11) : the hypothesis of a null correlation coeffi cient is easily judged using standard statistical tests, so any signifi cant correlation in these diagrams must be due to instrumental mass fractionation. Thus, the absence of correlations in plots of mass-fractionation corrected ratios with no common isotope shows that mass fractionation was corrected effi ciently.
IMPLEMENTATION OF THE MASS BIAS CORRECTION FOR MC-ICP-MS
As shown by Maréchal et al. (1999) , the linearity property of the isotopic array formed in log-log plots by all the measurements of a same solution can be used to obtain the isotopic ratio of a sample with respect to the same ratio in a standard solution of known isotopic properties of a different element. Combining either Equations (21) or (22) 
With the condition that (R j ) std and (R j ) sple are identical and by subtracting Equation (50) from Equation (49), we get the central expression:
ln ln sple std sple std
The previous equations do not require that the isotopic ratio used for normalization (x-axis) and the ratio to be measured (y-axis) have to be for the same element. It is therefore possible to normalize the isotopic composition of Cu to that of a standard Zn solution without any assumption made on the particular mass-fractionation law. The original formulation of this property by Longerich et al. (1987) calls for identical isotopic fractionation factors for the two elements, but this is not at all a necessary constraint and Albarède et al. (2004) Cu of the sample is evaluated with respect to this ratio in the standard through the difference in elevation between the parallel lines drawn in the log-log plot between the sample and the standard (Fig. 7) .
The slope s j k i k / / is best estimated from the isotopic ln r i vs. ln r j array for a shelf solution and should be carefully determined for the interval during which the samples are measured. Standards bracketing the measured samples do not necessarily provide the best estimate of this slope: their isotope compositions are either very similar, in which case the error on the slope is large, or very different, which usually refl ects a heavy matrix in the intercalated sample solution that abruptly changed the mass bias over an unknown period of time. Provided the alignment is good, we therefore rather suggest to use the slope determined on a large set of standards run over a period of several hours in alternation with samples. In the ideal case for which the precision on the slope s j k i k / / is good, the knowledge of the particular fractionation law (power or exponential) applying to the process is immaterial to the correction.
The implicit assumption in this correction is that both mass fractionation factors β, e.g., for Cu and Zn, are different, but will be changed by the same constant upon switching between sample and standard solutions. Again, this assumption has better chances of being correct if purifi cation of the sample is effi cient. For isotopic ratios not too far from unity (e.g., 65 Cu/ 63 Cu, 66 Zn/ 64 Zn, 57 Fe/ 54 Fe), a precision of 0.05‰ can be achieved (Maréchal et al. 1999; Zhu et al. 2000; Beard et al. 2003) . For larger ratios, the obtainable precision is 0.2-0.4‰.
So far, second-order corrections have only found their application for radiogenic isotopes (see a more extensive treatment in Albarède et al. 2004 ). The linear changes in the apparent mass bias of Nd with mass observed by Vance and Thirlwall (2002) is certainly an indication that high precision may benefi t from such an elaborate scheme on at least some instruments.
MATRIX EFFECT
Matrix effects are typically divided into spectral (isobaric) and non-spectral types. The spectral or isobaric effects include 1) elemental isobaric interferences such as Mg. Non-spectral matrix effects are largely associated with changes in the sensitivity of an analyte due to the presence of other elements (Olivares and Houk 1986) . Changes in sensitivity correspond to a change in instrumental mass bias, and therefore non-spectral matrix effects can have a signifi cant impact on the accuracy of isotope measurements.
Spectral (isobaric) effects
For elemental interferences, mass difference between overlapping species is normally too small to be resolvable. An effi cient separation chemistry is most commonly the solution, but the utmost care must be exercised to maintain quantitative yields because ion exchange chromatography can produce mass-dependent fractionations as shown for the elution of Ca (Russell and Papanastassiou 1978), Cu and Zn (Maréchal et al. 1999; Maréchal and Albarède 2002) , and Fe (Anbar et al. 2000; Roe et al. 2003) .
Oxides are a common issue since they can make up to several percent of the metal beam, while compounds of argon and atmospheric gasses, such as ArN, are ubiquitous. The abundance of molecular species is a function of their bond energy, of their ionization potential, but also of plasma composition and temperature. The mass difference is often large enough for the interfering species to be separated by positioning a faraday bucket to only intersect the analyte portion of a complicated multi-ion peak by using a full width faraday bucket and narrow ion beam defi ning slit (Weyer and Schwieters 2003) . Molecular species are signifi cantly reduced upon desolvation of the sample aerosol by letting a sweep gas (Ar) through a hydrophobic membrane (Montaser et al. 1991; Belshaw et al. 2000; Roe et al. 2003) . Alternatively, ions can be introduced into a multiple (quadrupole, hexapole) collision cell fi lled with a light gas such as argon or helium: radio frequencies are used to focus the ions and induce collisions with the neutral gas (Douglas 1989; Beard et al. 2003) . In the process, most molecular species are dissociated. Removal of interfering species using a collision cell may be preferable to the use of high resolution because there is no loss in ion beam transmission. Finally, the composition of the plasma may be altered and molecular species greatly reduced either by decreasing the power dispensed by the RF generator-the "cold plasma" of Jiang et al. (1988) and -by shielding the plasma from the work coil (Sakata and Kawabata 1994) or by using mixtures of plasma gasses (Montaser and Zhang 1998; Lam and Horlick 1990) . Doubly-charged ions exist because the potential of second ionization of many metals is relatively low with respect to the plasma thermal energy. For instance, 11.9 eV are needed to remove two electrons, in contrast with 6.1 eV for one electron, from a calcium atom. At 8000K, a little less than 0.1% of Ca would be in the Ca 2+ form and overlap with Mg + isotopes. Likewise, Ba 2+ is rather easily formed and overlaps with Zn + isotopes. Isobaric interferences with doubly-charged ions are easily identifi ed as odd-mass atoms will produce peaks at half masses, such as 43 Ca 2+ at mass 21.5.
As long as isobaric interferences do not represent a large fraction of the signal, a correction step is always recommended. A simple rule-of-thumb is that, provided the isotopic composition of an interfering species accounting for 1% of a peak is known to a precision of 1%, it will contribute an uncertainty of ca. 10 −4 on the corrected abundance of the main species. Peak "stripping" involves the resolution of a set of linear conservation equations, often by least-squares. It is a well-established straightforward technique (e.g., Albarède 1995), which can be handled on a spreadsheet and produce reliable results.
Non-spectral effects
In general, non-spectral matrix issues appear to be a result of space charge effects, where for example, the sensitivity of an analyte decreases as the mass to charge ratio of a matrix element increases (Gillson et al. 1988; Praphairaksit and Houk 2000a) .
Alternatively, some non-spectral matrix issues may be a result of changes in vaporization position in the plasma ). There appears to be three main controls on nonspectral matrix effects, that include: 1) a dependence on the mass to charge ratio and the ionization potential of the analyte 2) a dependence on the mass to charge ratio and ionization potential of the matrix element and 3) a function of the high voltage acceleration potential (e.g., Olivares and Houk 1986; Nonose and Kubota 2001) . Most of the studies that have conducted tests on non-spectral interferences have made measurements where the concentration ratio of matrix to analyte was 10 or greater (e.g., Olivares and Houk 1986; Date et al. 1987; Gillson et al. 1988; Nonose and Kubota 2001) . At this high matrix to analyte ratio, the change in sensitivity of the analyte element can be on the order of 10 percent or more. In general the strongest matrix control on analyte sensitivity (and hence instrumental mass bias) is for matrix elements that have a mass greater than the analyte (e.g., Gillson et al. 1988) . Changes in sensitivity for matrix elements that are lighter than the analyte are not as well established. Moreover, at lower matrix to analyte concentrations signifi cant changes in analyte sensitivity were not observed.
Small changes in mass bias can be produced with no appreciable change in sensitivity. There is a matrix effect associated solely with the concentration of the analyte (e.g., . For example, in Fe isotope measurements an increase in mass bias is associated with high Fe concentrations. Figure 12 plots volts of 56 Fe vs. the δ 56 Fe values of an Fe standard relative to the Fe isotope composition of the 400 ppb standard. In this example, the concentration effect may be a result of space charge effects because the increase in mass bias is positively correlated with an increase in ion current, which presumably results in stronger ion repulsion behind the skimmer cone. However, this slope of this line varies from day to day (although the slope is always positive) and hence there may also be matrix effects associated with plasma vaporization position (as noted by . Note, that there is no detectable change in sensitivity because a plot of total ion current versus Fe concentration defi nes a linear relationship over this concentration range. Corrections for changes in instrumental mass bias caused by concentration can easily be handled by carefully controlling the concentration of samples, or by constructing a working curve like that shown in Figure 12 and applying a correction to samples based on the measured ion intensity.
Although mass bias effects relative to total ion intensity may be corrected using a working curve (Fig. 12) , anomalous mass bias in natural samples due to the presence of other elements cannot be corrected. Figure 13 shows the effects of anomalous mass bias in a 400 ppb Fe ultra pure standard that has been doped with varying concentrations (up to 75 ppb) of Mg, Al, or La. noted a similar effect of Al on the isotope composition of Mg standard solutions. These matrix elements were chosen because they would not produce isobars on the Fe mass spectrum (Fig. 13D ) and for their spread in atomic mass; Mg and Al both have masses less than Fe and La is greater. Additionally Mg and Al are major elements (7 th and 3 rd most abundant elements in the crust, respectively) and hence likely to be present at trace levels in samples, even if the sample has been purifi ed by ion exchange chromatography. In general, the Fe isotope composition shifts most strongly as the concentration of the contaminant is increased. The magnitude of the Fe isotope shift, however, is variable from day to day, which may be attributable to differences in nebulizer gas fl ow rates and sampler and skimmer cones that differed in their amount of wear during the three different days the tests were conducted. An example of the different behavior is the Fe isotope shift associated with La addition that shows an increase in δ
56
Fe values with increasing La content for one analysis period, whereas for the other two analysis sessions, increasing La contents decrease the δ 56 Fe value of the doped standard solution. All three-matrix elements had an impact on instrumental mass bias. Lanthanum produced the largest magnitude changes that may be a refl ection of space charge effects. Magnesium and Al, which have similar masses, produced similar magnitude changes in instrumental mass bias for two of the three analysis sessions. Importantly, however, it appears that matrix elements with masses less than the analyte are able to impart changes in instrumental mass bias. Similar magnitude isotopic offsets have been measured for Ag isotopes, where for example, there is a 0.3‰ difference in 109 Ag/ 107 Ag ratios for pure Ag standard solutions purifi ed by ion exchange as compared to the same Ag standard solutions that were not processed by ion exchange . The differences in 109 Ag/ 107 Ag ratios may be a result of non-spectral matrix effects associated with the purity of the standard solutions . However, it is diffi cult to uniquely determine if this is indeed a matrix effect because mass dependent fractionation on the ion exchange column could produce a similar shift in isotopic composition .
Another type of non-spectral matrix effect, associated with the oxidation state of the analyte, was proposed by Zhu et al. (2002) . Figure 14 Fe value of the Fe(III) only standard. The oxidation state of these standards was not quantifi ed by Zhu et al. but based on colorimetric methods using 2,2'-bipyridine the relative Fe(II) to total Fe ratios of these standards are well known. This matrix effect appears to exert a signifi cant control on isotope accuracy, where for example if a reduced ferrous solution was compared to an oxidized ferric standard, the accuracy of the δ 56 Fe value could be affected by up to 1‰. This matrix effect associated with oxidation state is unlikely to be a result of space charge effects because the mass of an electron is unlikely to produce a large change in the mass of the ion beam. Perhaps this matrix effect may be associated with ionization properties in the plasma.
INSTRUMENTAL BIAS: MEMORY EFFECTS
Background from previous runs vary from instrument to instrument, from laboratory to laboratory, and from day to day. Memory has an adverse effect on the accuracy and precision of isotopic compositions in the 0.1‰ range and the so-called on-peak zero (OPZ) methods, which amount to correct the signal for a background measured before the analysis, should be treated with utmost caution: it is always assumed that the background intensity and isotope composition are the same for a cleaning solution and for a sample solution. At least for Pb isotopes, this assumption is known to be incorrect as a result of multiple sources of memory effect (Woodhead 2002; Albarède et al. 2004) . The intensity of the background peaks may vary as a function of the recent history, notably the isotopic composition of the samples run in the recent past, of a particular mass spectrometer. Additional care should be exercised when double-spike methods are used: these techniques tend to use the less abundant isotopes of the element, which has serious effects on the isotopic composition of the background signal (Albarède et al. 2004 ). Most modern MC-ICP-MS, however, should be able to run with a negligible background and the operator should be able to check that this background does not vary in intensity and composition when traces of other metals, e.g., Ca, or U, are introduced in the instrument, when the solutions contains anionic leftovers of the separation chemistry (such as perchlorate and chloride ions or organic acids), or even when the nature and strength of the acid used to dilute the sample is changed.
In order to quantify the effect of background on isotopic ratios, let us illustrate the problem with the case of Zn isotope measurements when samples doped with Zn double spike with a high 67 Zn abundance are routinely run on the same instrument. A 2×10 
In the particular case we just discussed, the requirement of a <0.05‰ bias necessitates that the 67 Zn/ 64 Zn ratio of the background be known for this particular run with a precision of 25%, which is a diffi cult goal to achieve on such a small signal. When isobaric interferences add up on the same masses, e.g., if minute traces of 51 V 16 O are present, accuracy and precision on the 67 Zn/ 64 Zn ratio may become disastrous.
ABUNDANCE SENSITIVITY
For a nuclide of mass M, abundance sensitivity is the ratio between the signal at mass M+1 arising from the same species to the signal at mass M. Off-peak ions are present because of collisions behind the magnetic fi lter, of refl ections on the tube wall, or of space-charge effects. As a result of the collisions, the energy of these ions is different from the energy of the main beam. They alter the apparent peak baseline in a continuous way. Abundance sensitivity decreases with the mean free path of ions, i.e., when pressure near the collector assembly increases. It should not be confused with mass resolution, which is a measure of how well separated two adjacent peaks are and which for a well-focused instrument refl ects the widths of the entrance and exit slits. A high abundance sensitivity is necessary to measure very large ratios (>10,000) and has found its main applications in uranium disequilibrium series. Single-focusing TIMS and MC-ICP-MS instruments typically have abundance sensitivities of 2×10 −6 which can be reduced by 2-3 orders of magnitude upon fi tting a quadrupole fi lter or an electrostatic sector, which both act as energy fi lters, after the magnet. A wide-angle retarding potential analyzer (WARP) is particularly effective in plasma mass spectrometry when the ion energy has been thermalized using a collision cell interface. For all practical purposes, this effect can be ignored for stable isotope measurements.
CORRECTION OF THE NON-MASS DEPENDENT INSTRUMENTAL BIAS IN STATIC MODE
Because electronic components cannot be manufactured with perfect reproducibility and because the positioning of Faraday cups with respect to the instrument optical axis is usually imperfect, non-mass dependent biases arise as a consequence of a number of problems: (1) secondary electrons may not be suppressed with a 100 percent effi ciency, (2) ions of various masses may bounce around the collection system and be refl ected into the wrong cup, (3) the response of some components, such as resistors and capacitors, may be non-linear, (4) and last, but foremost, the ion beams may have cross sections so broad that that they are partially clipped along their trajectory in the fl ight tube, especially the top and the bottom of off-axis beams when z-focusing is imperfect. Although for modern mass spectrometers, these problems usually involve only a very small fraction of the ion beams, they may nevertheless alter the precision of the measurements in a way that is not a linear function of the mass difference between the beams collected in the Faraday cups. If the isotopic composition of a standard solution of the element under consideration is known, non-mass dependent isotopic fractionation can be conveniently dealt with by introducing correction factors (also know as effi ciencies), which are determined by measuring the standard and comparing its isotopic abundances with the known values. In the following, we demonstrate, however, that although these non mass-dependent effects change the measured isotopic compositions, they do so in a way that preserves the slope of the linear alignments in log-log plots and therefore allows isotopic variations among standards to be determined with an excellent precision.
Let the transmission T k γ at mass k in collector γ be the product of a mass-dependent bias Y(M k ) and a cup-dependent factor (effi ciency)
Y(M k ) represents the mass bias when all the masses are peak-jumped in the same cup, such as with the standard procedure still employed on all single-collector mass spectrometers. If we assume that mass i is collected in cup α and the bias Y(M) follows the exponential law, we obtain the expression for the measured ratio of masses i to k as
Writing a similar equation for the ratio R j with the assumption that mass j is collected in cup β, we can write 
In other words, variable cup effi ciencies change the intercept, not the slope, of the massfractionation curves, and the procedure for correcting mass fractionation with respect to a standard is identical to that with no cup effi ciency involved.
CORRECTION OF THE INSTRUMENTAL BIAS IN DYNAMIC MODE
With radiogenic isotopes, non-mass dependent isotopic fractionation can be evaluated by running the samples in dynamic mode, i.e., by switching the electromagnetic fi eld and therefore the masses across the cups, which allows the effi ciencies to cancel out between different beam confi gurations (Dodson 1963; Ludwig 1997; Wendt and Haase 1998) . This technique cannot be applied to elements of light molar weight. By switching the magnetic fi eld, perfect alignment cannot be achieved for all masses (Fig. 15) . The absolute misfi t for one mass difference at mass M is exactly −1/M, which approximately represents −0.02 for Fe, −0.01 for Mo, and −0.005 for Hg. In practice, because of the fi nite width of the peak fl at top, dynamic measurements cannot be implemented below mass 80 and the potential for elements such as Mo, Cd, Hg remains to be explored. Fractionation conditions vary substantially during a same run on TIMS instruments. This technique cannot therefore be used to measure stable isotope abundances without resorting to a double-spike (see section "Double-spike analysis") or to heavy molecular beams such as Cs 2 BO 2 + for boron isotopes (Spivack and Edmond 1986) . In contrast, the steady-state conditions of electron-impact and ICP sources make them suitable for the dynamic analysis of stable isotopes. Alternating an unknown sample with a reference (standard bracketing) makes it possible to obtain the relative deviation of the isotopic compositions between the two, but we are going to show that this technique can also be optimally combined with normalization with an external element. Luais et al. (1997) and Blichert-Toft et al. (1997) published solutions for the dynamic Hf/ 177 Hf, respectively, using an exponential law for mass bias, but these solutions are rather cumbersome. Similarly, Wendt and Haase (1998) presented a solution to the problem of dynamic analysis with cup effi ciencies, but again the calculations are heavy to implement. Therefore, we here develop new systems of fully explicit equations that are versatile, lend themselves to the use of non-linear mass fractionation laws and to easy error assessment through matrix analysis. Let us start by rewriting Equation (56) 
When written in full, the number of unknowns is the sum c + e + r, where c is the number of active cups, e the number of elements for which the value h is needed, and r the number of ratios to measure. We fi rst show how to use a standard solution (or a mixture of standards of different elements) of known isotopic compositions N i /N k to determine the cup effi ciencies. The unknowns are the effi ciencies A for each cup and the mass fractionation factors f (or h for other laws). The system of equations is particularly compact since Equation (59) 
This system can be conveniently written in a matrix form:
where the lower case symbols stand for vectors (x for the unknowns x = lnA α …lnA γ , β, and y for the data) and the upper case symbol A for a rectangular matrix. In most cases, the number of measurements (dimension of y) is larger than the number of unknowns (dimension of x) and Equation (61) , where W y is the covariance matrix of the measurements y. In most cases, an approximation of W y by a diagonal matrix, in which the entries are the squared "errors," is suffi cient.
Let us illustrate this method with the three-sequence dynamic run of a Hg-Tl mixture as described in Table 1 and assume for brevity that the exponential fractionation law holds. Effi ciencies are only known as relative values and we will assume that the effi ciency factor of the axial cup is unity. For the best possible precision, the ratios to be measured are Hg. The effi ciencies will be evaluated for the cups L3, L2, L1, H1, and H2. The mass fractionation coeffi cients β Hg and β Tl are supposed to be different. The isobaric interference of Pb at mass 204 is supposed to be negligible or to have been perfectly corrected. Table 1 . Sample confi guration of dynamic Hg isotope analysis in three sequences. Faraday cups are labeled L for low masses, H for high masses and Ax for the axial collector. The axial cup is the reference so its effi ciency is assumed to be unity. 
In the present case, the system has more equations (11) than unknowns (7) and may be conveniently solved for x = A L3 …A H2, β Hg , and β Tl by the least-square solution alluded to above. The system is, in general, ill-conditioned and extended precision should be used for the inversion.
The next step is optional and consists in correcting the measured ratios for cup The rest of the correction procedure is identical to what is described above, notably the calculation of the intercepts I. The advantage of this procedure is that it can be applied without the a priori determination of the slope of the fractionation trends involving the Hg and Tl isotopic ratios.
A FEW SIMPLE RULES FOR PRECISE AND ACCURATE MC-ICP-MS MEASUREMENTS
The main advantages of MC-ICP-MS with respect to TIMS instruments are the effi cient ionization of most elements and the operation of the instrument at steady-state, which allows a full control of mass fractionation. Its main disadvantages are a larger mass fractionation, common isobaric interferences, and a less-than-perfect peak shape due to the energy spread.
Rather constant values of β = 2.1 ± 0.4 are observed over the whole mass range of some MC-ICP-MS instruments, while others have a wider range. It is inevitable, however, that as improved transmission gets close to unity, mass fractionation diminishes (β→0). The bad news then is that in the process, mass fractionation will vary with transmission, at least more so than on the present-generation instruments. If, however, the signal intensities of samples and standards are kept within a narrow range, MC-ICP-MS should become the instrument of choice. Here, we assert that a few simple rules help achieving high precision and accuracy:
1. Because of its isotopic variability, background must be reduced at any cost. The matrix of samples and standards must be reduced by appropriate chemistry to trace amounts, typically to a total concentration far smaller than the element to be analyzed. This requirement is most critical when the mass bias is inferred not internally from the sample itself, but externally from bracketing standards or from a different element used for isotopic normalization. Even the most dilute heavy species may drastically affect mass discrimination.
2. A correlation between isotopic ratios corrected for mass fractionation may reveal (i) rounded or slopping peak tops (ii) second-order fractionation effects. The necessity of a second-order correction should be established by showing that the bias left after a fi rst-order correction still depends smoothly on the mass.
3. Cup effi ciencies, which largely refl ect a trajectory-dependent transmission as a result of imperfect z-focusing, must be evaluated regardless of the instrument.
4. When mass discrimination is evaluated using a different element (e.g., Cu on Zn, Mo on Zr), the assumption that the two elements fractionate to the same extent is incorrect and results in systematic errors of several tenths of a per mil of even more.
Forcing an arbitrary isotopic composition on the normalizing element in order to reduce the analytical bias on samples has no physical basis and may lead to longterm errors (Albarède et al. 2004 ). In contrast, if, as a result of effi cient separation chemistry, the mass bias of standard solutions changes too little over long periods of time, the correlation between isotopic ratios is inadequate and standard bracketing is the method of choice.
5. In principle, double-spike techniques represent the most suitable approach to determine the isotope composition of elements with four isotopes or more (Fe, Zn) . In most cases, these techniques involve the addition of an isotope which is usually minor in natural samples, such as 67 Zn or 58 Fe, implying that the risk introduced by memory effects on these spike isotopes must be carefully weighed against the added gain in precision from using the double spike. Such a risk is clearly more present with MC-ICP-MS than with TIMS.
