The paper presents a theoretical study of synchronization between two coupled lasers. A theory valid for arbitrary coupling between lasers is used. Its key feature is that the laser field is decomposed in terms of the composite-cavity modes reflecting the spatial field dependence over the entire coupled-laser system. The ensuing multimode equations are reduced to class-B, and further to class-A equations which resemble competing species equations. Bifurcation analysis, supported by insight provided by analytical solutions, is used to investigate influences of pump, carrier decay rate, polarization decay rate, and coupling mirror losses on synchronization between lasers. Population pulsation is found to be an essential mode competition mechanism responsible for bistability in the synchronized solutions. Finally, we discovered that the mechanism leading to laser synchronization changes from strong composite-cavity mode competition in class-A regime to frequency locking of composite-cavity modes in class-B regime.
I. INTRODUCTION
The first observation of light amplification by stimulated emission of radiation took place in 1960 ͓1͔. Soon after, lasers became sufficiently reliable for scientists to consider coupling and synchronizing two lasers ͓2-4͔. These inquires were driven by purely academic interest as well as by exciting applications. A single unperturbed laser can be viewed as a paradigm of synchronization. It works because all the atoms in the active medium are fully synchronized, they oscillate in-phase and produce coherent radiation. An interesting question arises about the conditions under which two different sets of synchronized atoms can synchronize with each other. Synchronized lasers are desired for a wide range of applications, such as frequency stabilization against cavitylength fluctuations ͓5,6͔, high power operation ͓7-10͔, and selective mode suppression ͓11͔.
The first theories of coupled lasers were proposed by Basov et al. ͓2͔, Perel and Rogova ͓3͔, and Spencer and Lamb ͓4͔. They derived equations for the electric-field intensity and phase in each individual laser and found that coupled lasers may synchronize, i.e., lase at the same frequency despite differences in resonator lengths. Since then, coupled lasers remain an intensively studied problem for which several models were proposed. The early studies were concerned with synchronization between two gas lasers ͓12-15͔. As this research was continued ͓16 -25͔ some investigators tried to understand systems of three coupled lasers ͓26,27͔ and even large arrays of solid-state lasers ͓28 -31͔. In the late 1980's the focus shifted towards coupled semiconductor lasers ͓32-38͔ and semiconductor laser arrays ͓39-48͔. At present, linear semiconductor laser arrays constitute the only commercially available coupled lasers.
Besides continuous wave operation, coupled lasers often show complicated dynamical behavior and instabilities. Among the recent studies of coupled lasers are those involving synchronization of coupled-chaotic lasers ͓26,49-52͔, and large arrays of nonidentical lasers ͓53͔. In particular, studies of chaotic synchronization, with a significant contribution from the laser field ͓49,50͔, gave a more general meaning to the word ''synchronization'' which was originally used to describe synchronized periodic oscillators.
An important aspect of coupled laser theories is the description of the laser field and its interaction with the active medium. In the framework of a semiclassical approach, the laser medium is described quantum mechanically and the laser field is described classically ͓54͔. The theory results in equations of motion for the intracavity electric field, active medium polarization and population inversion. In general, these quantities are functions of both space and time, whose dynamics are governed by partial differential equations ͑PDEs͒. In particular, the laser field equation is an inhomogeneous wave equation that is derived from Maxwell's equations by assuming that the effects of the active medium may be represented by a macroscopic polarization. Different methods exist for solving the PDEs; see the examples of treating external cavity lasers ͓55,56͔, multisection DFB lasers ͓57,58͔, and coupled multimode lasers ͓59͔.
The solution of PDEs is often numerically demanding, and more importantly in our case, not well suited for bifurcation analysis. Fortunately, simpler models, which are still based on semiclassical laser theory, have been developed. A widely used approach involves solving the inhomogeneous wave equation by expanding the laser field as a linear superposition of the solutions of the homogeneous wave equation. These solutions are commonly referred to as the passivecavity eigenmodes. The expansion coefficients ͑electric-field amplitudes͒, which depend only on time, are then governed by ordinary differential equations ͑ODEs͒.
There are two approaches to treating the passive-cavity mode aspect of the coupled-laser problem. The more common approach neglects the effects of coupling between the resonators when solving the homogenous wave equation. The solutions are then simply the passive-cavity eigenmodes of the individual uncoupled resonators, and the contributions from resonator coupling are transferred to the inhomogeneous wave equation ͓36,41,52͔. Basically, the laser field amplitude equations consist of the free-running laser contributions, together with terms describing the presence in the cavity of a small portion of fields from neighboring lasers.
When combined with the appropriate active medium description, the approach has been demonstrated to accurately reproduce experimental results under special conditions ͓52,60,61͔. In addition, it has the advantage of flexibility, in terms of readily allowing the introduction of delay in the coupling fields ͓48͔, and global coupling via interaction of individual lasers with a mean field ͓53͔. A serious concern is the ability of a field expansion in terms of uncoupled laser modes to accurately describe situations other than those involving weakly coupled lasers.
The second approach to treating the passive-cavity problem involves solving the homogeneous wave equation in the presence of resonator coupling. Since the solutions are the eigenmodes of the entire coupled-resonator system, they are often referred to as the passive composite-cavity modes ͓12-14͔ or supermodes ͓39͔. There are several advantages to using the composite-resonator mode approach. The most important is that the description is valid for arbitrary coupling: from zero coupling, where the composite-cavity modes are the modes of the individual resonators, to maximum coupling, where the composite-cavity modes are the modes of a single resonator that has the combined volume of the two lasers. In particular, the dependences of eigenfrequencies and eigenfunctions on coupling between cavities are precisely determined ͑see Fig. 2͒ . Such a feature is, of course, not present when the field expansion is in terms of uncoupledindividual-cavity modes. Another advantage is that the inhomogeneous wave equation, which governs the time evolution of the electric field amplitudes for composite-resonator modes, takes the form of that for the familiar multimode single-resonator laser. Thus one benefits from previously developed techniques and concepts, especially those relating to mode competition and locking. Furthermore, with the resulting numerical model described entirely by differential algebraic equations ͑DAEs͒, the numerics are less computer resource demanding and bifurcation analysis becomes possible. The third advantage involves physical properties of the coupled-laser system that are sensitive to spatial field variations. The description of such properties, e.g., coupling mirror losses, are more accurate and straightforward in terms of composite-cavity eigenmodes.
Owing to the above advantages, we choose to work with the composite-cavity mode approach in this paper. The inhomogeneous wave equation, in the slowly varying amplitude and phase approximation, can then be written as a set of coupled ODEs, describing the time evolution of the composite-cavity mode amplitudes and phases. Each equation contains a driving term that is due to the active medium polarization. The next step in the development of a coupledlaser theory is the derivation and solution of the quantummechanical equations of motion for the polarization and population. Two levels of approximations exist for the treatment of these equations. They involve the adiabatic elimination of the polarization equation ͑class-B lasers͒, and elimination of both the polarization and population equations ͑class-A lasers͒. Both cases are considered in this paper.
The final and perhaps most important step in our study is the introduction of the modern tools from bifurcation theory into the framework of the microscopic coupled-laser theory.
Essentially, these techniques ͓62͔ allow swift continuation ͑in a two-dimensional parameter plane͒ of the transitions between qualitatively different types of dynamical behavior, including unstable states. As a result, we can be more certain that interesting, or possibly different physical phenomena associated with coexisting attractors, saddle points and global bifurcations, are not overlooked, as would likely be the case in traditional analyses. Incorporating our DAEs into bifurcation-continuation techniques ͓62͔ allows for systematic and extensive analysis of synchronization ͑locking͒ and instabilities in coupled lasers. Consequently, one obtains a more complete understanding of the physics underlying coupled-cavity laser behavior, and in terms of device design, the capability for optimization studies over a considerably broader parameter space than previously possible.
Sections II A and II B review the laser theory based on passive composite-cavity modes. The treatment of the active medium is discussed in Secs. II C 1 and II C 2. Section II C 2 also shows that in the class-A approximation, analytic solutions exist, which give invaluable insight to numerical results. The remainder of the paper is devoted to using bifurcation theory with the microscopic coupled-laser theory to study coupled-laser behavior. In Sec. III, we consider the case of single-frequency synchronization ͑locking͒ between two end-to-end coupled lasers, and systematically study the influences of population pulsations and coupling mirror losses on the lockband. We define the lockband as the range of cavity detuning within which the two coupled lasers are locked: operate with the same frequency. The results are first presented for class-A lasers, where the synchronization mechanism is the competition between composite-cavity modes. Then we discuss the transition from class-A to class-B equations. Here, bifurcation theory shows a qualitative change in the physical mechanism responsible for the transition between locked and unlocked lasers. In class-B lasers, the synchronization mechanism changes to frequency locking of the composite-cavity modes. The transition to class-B lasers is the starting point for investigating the important and more complicated class of coupled semiconductor lasers.
II. THEORY
The description of the coupled-laser model is divided into three parts. In the first part we describe passive ͑empty͒ composite-cavity modes and derive equations which determine the eigenfrequencies and eigenfunctions. In the second part, the equations for the time evolution of the electric-field amplitude and phase associated with a particular compositecavity mode are derived from Maxwell equations. Furthermore, the equations describing the time evolution of the polarization and population inversion in a two-level medium are derived from quantum mechanics. In the third part, we show the reduction of the full set of equations by adiabatic elimination of polarization and population difference.
A. Composite-cavity modes
The wave equation
describes the propagation of the electric-field E ជ ͑in a medium with the dielectric constant ⑀ b (r ជ ) and conductivity ) driven by the field-induced polarization P ជ ; cϭ1/ͱ⑀ 0 0 is the speed of light in the vacuum. For the transversal field, ٌ ជ (ٌ ជ •E ជ ) ϭ0 ជ . In a passive cavity (P ជ ϭ0 ជ ) without losses (ϭ0) and under the assumption that the electric-field varies along the longitudinal z direction only, we get
Following Spencer and Lamb ͓4͔, we define for the coupledcavity structure in Fig. 1͑a͒ the background dielectric con- 
The electric-field with amplitude E 0 and associated with a passive composite-cavity eigenmode
is substituted into Eq. ͑2͒ to yield the equation for an eigen-
As shown in Refs. ͓4,14͔, each eigenfunction satisfies the boundary conditions
where 0 ϩ and 0 Ϫ denote positions infinitesimally before and after the coupling mirror, and zϭϪL A ,L B are the end mirror positions.
The nth mode solution of Eq. ͑8͒ satisfying the boundary conditions ͑8͒-͑10͒ is
The eigenmodes obey the orthogonality relation
where N is the normalization constant. From the orthogonality relation we get 
which needs to be solved simultaneously with the boundary conditions ͑8͒ and ͑9͒:
and
to obtain the wave vectors k n and the corresponding composite-mode amplitudes A n and B n . More generally, this can be done for any number m of coupled lasers where one has to solve mϩ1 algebraic equations to determine the composite-cavity modes ͓12͔.
In the remaining part of this manuscript we are concerned with coupled lasers hosting the same type of an active me- Figs. 1͑b͒ and 1͑c͒ . In the region of strong coupling, as shown in panel ͑b͒, composite-cavity eigenmodes have roughly similar amplitudes in both cavities. Furthermore, solutions of Eq. ͑15͒ can be described as antisymmetric ͑b1͒ and symmetric ͑b2͒. These names refer to the fact that, at the end mirrors, the field of the symmetric modes is in phase while the field of the antisymmetric modes is out of phase. Panels ͑c1͒ and ͑c2͒ show the antisymmetric and the symmetric modes, respectively, in the region of weak coupling. As the coupling decreases to zero, we find that the symmetric modes reside in cavity A and the antisymmetric modes reside in cavity B for L A ϽL B , and otherwise for L A ϾL B .
In Fig. 2 , we plot some solutions of Eq. ͑15͒ as a function of the coupling mirror transmission T. The eigenmode wave vectors were assigned the labels a for antisymmetric and s for symmetric. For small values of dL/ and T the symmetric and the antisymmetric solutions, namely k sϮn and k aϮn , stay close to each other as compared to the distance between k a(s)Ϯn and k a(s) Ϯ(nϮ1) . When dL/ reaches the value 0.25 all the modes become equidistant, and as dL/ approaches 0.5 they again resemble the situation for dL/ϭ 0.05 except that k sϮn takes place of k aϮn . Here, we focus our attention on the interaction between the two modes, denoted as k a and k s in Fig. 2 , so we consider the range Ϫ0.25р(dL/) р0.25
Lastly, we note that the assumption of perfectly reflecting end mirrors is an idealization used to obtain normal composite-cavity eigenmodes. This assumption is valid, for example, in coupled VCSEL's ͓10͔ and low-gain lasers. When outcoupling losses become significant, the more complicated nonorthogonal eigenmodes should be considered ͓63,64͔.
B. Laser equations
In this section, we are concerned with the time evolution of ͑i͒ the real electric-field amplitude E n (t) and phase n (t) associated with the nth composite-cavity eigenmode, ͑ii͒ the corresponding complex polarization amplitudes P n (t), and ͑iii͒ the population inversion N A(B) in cavities A and B. We rewrite Eq. ͑1͒ in the form
where the electric-field losses
where ⌫ out accounts for the outcoupling losses, R 1 and R 2 are the end mirrors reflectivities, and ⌫ M accounts for the absorption or scattering at the coupling mirror. The total electric field E(z,t) and the total macroscopic polarization P(z,t) are expanded in terms of the composite-cavity eigenmodes E͑z,t ͒ϭ 1
where E m (t) and m (t) are the real, slowly varying, electricfield amplitude and phase of the mth mode, and P m (t) is the corresponding complex, slowly varying, polarization amplitude.
Electric field
Substituting Eqs. ͑19͒ and ͑20͒ into Eq. ͑17͒ ͑see Ref. ͓54͔, p. 100͒ we arrive at the self-consistency equations
where the self-consistency arises from demanding that the electric field, inducing the active medium polarization, equals the field resulting from the induced polarization. As a consequence of the composite-cavity configuration, we have the modal integrals
͑25͒
In a long ͑compare to the wavelength ) cavity, C n m is almost zero and C nn is close to unity.
Active medium
In semiclassical laser theory, the macroscopic polarization P(r,t) of a two-level medium is given by
where ab is the dipole matrix element, i j is the matrix element of the population operator ͑see Ref. ͓54͔, p. 103͒, and the local density of atoms is
These matrix elements evolve accordingly to
where ⌫ϭ 1 2 (⌫ a ϩ⌫ b )ϩ⌫ dephase is the polarization decay rate, ⌫ dephase includes dephasing effects due to elastic collisions, ⌳ a (z) and ⌳ b (z) are the pump rates into levels a and b, respectively, while ⌫ a and ⌫ b are the decay rates from levels a and b, respectively.
Identifying the positive-frequency parts in Eqs. ͑26͒ and ͑20͒
where k ϭ k tϩ k is the total phase of the kth mode, we find that the kth mode of complex, slowly varying polarization
has its source in oscillating dipoles within cavities A and B
͑33͒
Combining time derivative of Eq. ͑32͒ with Eq. ͑28͒, defining population inversion in cavity
), gives time evolution for the kth mode of polarization
where nk ϭ n Ϫ k . To obtain equations of motion for the population inversions N A(B) , we multiply Eqs. ͑29͒ and ͑30͒ by D(z), sub-stitute Eq. ͑19͒, use Eq. ͑33͒, integrate over (ϪL A ,0) and (0,L B ) to distinguish between different cavities, and subtract the resulting equations for the density of electrons in levels a and b. This gives
where the pumping is B) , and the population-difference decay rate is ⌫ N ϭ⌫ a ϭ⌫ b .
C. Laser classes
The dynamics of a multimode double-cavity laser, in semiclassical theory, is fully described by Eqs. ͑21͒, ͑22͒, ͑34͒, and ͑35͒. If the decay rates ⌫, ⌫ E , and ⌫ N are of similar magnitude all these equations are required to properly describe the laser dynamics. Such lasers, according to the notation introduced in Ref. ͓65͔, are called class-C lasers.
Trajectories of a single-mode class-C laser evolve in a four-dimensional phase space ͕E,N,Re(P),Im(P)͖ as shown in Fig. 3͑a͒ . However, most lasers are characterized by very short dephasing times, mostly due to elastic collisions, such that ⌫ӷ⌫ E ,⌫ N which allows the adiabatic elimination of P(t). When ⌫ӷ⌫ E Ͼ⌫ N , trajectories in the phase space rapidly approach the two-dimensional manifold defined by P ϭP"E(t),N(t)… and then evolve on this manifold as shown in Fig. 3͑b͒ . Such lasers belong to class B. When ⌫ E Ӷ⌫,⌫ N , one can further reduce the system by eliminating population equation. These are class-A lasers and the electric-field alone is sufficient to describe their dynamics. For typical class-A lasers, ⌫Ͼ⌫ N and the trajectory rapidly converges to the two-dimensional manifold defined by P ϭP"E(t),N(t)… and, staying on this manifold, rapidly approaches the one-dimensional manifold defined by N ϭN"E(t)…. Then, the trajectory slowly evolves along this one-dimensional manifold ͓Fig. 3͑c͔͒. When ⌫ϳ⌫ N one cannot distinguish the two steps in the fast approach towards the one-dimensional manifold. In this paper, we first present a systematic study of synchronization in coupled-cavity lasers in class-A regime where we can derive analytical solutions for steady states and identify mechanisms for composite-cavity mode competition. Then, we study the transition from class A to class B. A systematic study of class-B lasers, which include the widely used semiconductor lasers, will be the subject of a later publication.
Class-B approximation
We multiply Eq. ͑35͒ by exp͓Ϫi( k Ϫ)ϩ⌫͔ t and integrate over the interval (Ϫϱ,t) . Under the assumption ⌫ ӷ⌫ E ,⌫ N , the variables E, , and N vary little in the time ⌫ Ϫ1 , so that
where we introduced the Lorentzian
and frequency pulling parameter
After substituting the imaginary part of Eq. ͑36͒ into Eq. ͑21͒, and the real part of Eq. ͑36͒ into Eq. ͑22͒, we obtain class-B field equations for the coupled lasers:
Sketches of a typical trajectory approaching a stable fixed point in class-A, class-B, and class-C free-running lasers.
where
represents the modal cavity losses. We recall that for a twolevel ͑homogeneous͒ medium, frequencies of the modes are always pulled, due to ␣ k in Eq. ͑41͒, towards the center of the gain profile at .
Substituting the imaginary parts of Eq. ͑37͒ into Eq. ͑35͒, gives the class-B equations of motion for population in cavities A and B
Equation ͑43͒ includes some effects that are not present in a single-mode single-cavity laser. In multimode lasers there occurs an important effect of pulsation in population difference at the beat frequencies nm . This effect is called population pulsation and causes strong coupling between the modes ͓54,14͔. Another important feature arises from the composite-cavity configuration. The factors C nm A(B) ͑equal unity in single-cavity lasers͒ vary in coupled lasers with the detuning between cavities causing changes in mode competition.
To determine the modal gain g nk ϭg nk A ϩg nk B and gaininduced refractive index ␦n nk ϭ␦n nk A ϩ␦n nk B , we use the definitions
͑45͒
and extract from Eqs. ͑40͒ and ͑41͒
so the nth mode frequency pulling parameter ␣ n becomes
Because we have a multimode field, formulas ͑46͒ and ͑47͒ describe constant diagonal terms (nϭk) and oscillatory offdiagonal terms (n k). Furthermore, the expressions for g nk and ␦n nk consist of two types of contributions. One is the modal contribution represented by C nn and C nn A(B) that depends on the coupled-cavity configuration. In particular, integrals C nn A(B) describe the overlap of the composite-cavity mode with the gain medium in cavity A(B) . The other is the local contribution that reflects the properties of the active medium. The local gain has the Lorentzian profile characteristic for homogeneously broadened media.
In terms of the modal gain ͑46͒ and the modal index change ͑47͒ , the population equation ͑43͒ becomes
where the effective electric-field intensity ͑in units of energy͒ is
The factor 4 in Eq. ͑49͒ appears because we deal with population-difference density. For semiconductor lasers, one considers the equation for the total carrier density in the conduction or valence band ͑Ref. ͓66͔, p. 47͒ in which case one gets a factor of 2 instead of 4. Similarly, rewriting polarization ͑36͒
highlights the response of the active medium to a multimode electric field. It is more convenient to work with the equations in a dimensionless form obtained by rescaling ͑i͒ the electric field E k with respect to the electric field of the free-running single-cavity laser pumped twice above threshold, ͑ii͒ the population difference N with respect to its threshold value for the free-running single-cavity laser, and ͑iii͒ the time t with respect to ⌫ N Ϫ1 . Using the new quantities
we rewrite Eqs. ͑40͒, ͑41͒, and ͑43͒
where the derivatives are taken with respect to the new rescaled time t. This is the final form of the equations used for describing dynamics of class-B coupled-cavity multimode lasers with homogeneously broadened media. Equations ͑53͒-͑55͒ for the pair of modes, denoted as k s and k a in Fig. 2 , together with the mode equations ͑13͒-͑15͒ were used for all numerical calculations presented in Sec III. The complexity of these equations requires numerical analysis and, as a consequence, full physical understanding is sometimes difficult to achieve. An alternative is to start with the class-A approximation.
Class-A approximation
To illustrate the boundary between class-A and class-B lasers, we consider a coupled-laser system that is operating with a single composite-cavity mode, and use C A ϭC B ϭ 1 2 ͑equal cavity lengths͒. Then, Eqs. ͑53͒ and ͑55͒ take the form Fig. 4 , defines the border between class-B lasers and class-A lasers. In class-A lasers, the population difference decays much faster then Ẽ and can be adiabatically eliminated.
There is a price to pay when eliminating population equation in a multimode theory. On the one hand, one can neglect the population pulsation terms in Eq. ͑55͒ and set the left hand side of Eq. ͑55͒ to zero. The resulting expression for N A(B) is valid for high pumping but does not include population pulsations. On the other hand, when the oscillatory terms in Eq. ͑55͒ are kept, one needs to use a perturbative approach. The resulting expression for N A(B) includes population pulsations but is valid only near threshold. Because population pulsations are important in our analysis we multiply Eq. ͑55͒ by e t and formally integrate to obtain
͑58͒

For Ẽ k ϭ0 one gets Ñ A(B) (0) ϭ⌳ A(B) . Using Ñ A(B) (t)ϭ⌳ A(B)
in the right-hand side of Eq. ͑58͒, and assuming that Ẽ k and k vary little during the time tϭ1 leads to Because we chose to keep population pulsations, our class-A equations are valid for equally pumped lasers operating near threshold. Equations ͑62͒ and ͑63͒ clearly describe a competition between the two modes ͓54,14͔ and are equivalent to the equations describing dynamics of two species competing for the same source of food ͓67͔. For the nth mode, the net gain is
͑64͒
and the self-saturation coefficient is
The cross-saturation coefficient for the nth mode saturated by the mth mode, 
1ϪC
. ͑73͒
Not all of these solutions can be stable at the same time. The two first stable fixed points ͑71͒ and ͑72͒ may coexist while the third fixed point ͑73͒ can be the only stable fixed point in the system. This can be understood in terms of the competition between the modes.
If the modes are strongly coupled, the cross-saturation coefficients nm are big enough for both solutions, Eqs. ͑71͒ and ͑72͒, to be stable. Then, we speak of strong mode competition that allows for one winner only. The mode n which reaches the threshold first is the only survivor. The other mode m, even though it is pumped above threshold m Ͼ0, experiences negative effective gain ( m Ј Ͻ0) due to the crosssaturation by the mode n, and will never rise above threshold. Strong mode competition is characterized by CϾ1. When CϽ1 we speak of weak mode competition that allows for the possibility of both modes to be above threshold ͑73͒. If one of the modes experiences more gain, it will oscillate with the higher amplitude but will never be able to depress the other mode. Lastly, note that in the weak competition case, one of the modes may experience m Ј Ͻ0 due to higher losses or by moving out of the gain profile. Then, the stable solution is Eq. ͑71͒ for the nth mode. The survivor is selected not via strong competition but simply due to the death of the competitor.
Our calculations show that including population pulsations is necessary to achieve strong competition between composite-cavity modes. The customary treatment neglects the phenomenon resulting in a complete lack of bistability in the locked solutions.
III. RESULTS
Our main objective is to study single-frequency synchronization ͑locking͒ between two coupled lasers. In this paper, lockband is defined as a range of ͑normalized͒ cavity length difference dL/ within which the two lasers are locked to a single frequency. In terms of composite-cavity modes, the lasers are single-frequency locked when ͑i͒ only one composite-cavity mode is above threshold as described by the solutions ͑71͒ and ͑72͒ or, ͑ii͒ when both compositecavity modes are above threshold ͑73͒ and are frequency locked with sa ϭ const. There are other possibilities for synchronization ͑locking͒ which are not considered in this paper because they do not fall into the single-frequency locking category. Examples include synchronization of multimode lasers and situations involving instabilities leading to more complicated behavior and more general types of synchronization. This will be a subject of later publication dealing with coupled semiconductor lasers.
The results are presented in the form of lockbands in a two-dimensional parameter plane (T,dL/). First, we focus on class A, and then, consider the transition from class-A to class-B lasers. Furthermore, we systematically study the dependence of the lockband on the carrier decay rate ⌫ N , polarization decay rate ⌫, pump ⌳ , and coupling mirror losses ␥ M . To calculate the lockband, we use the bifurcation continuation package AUTO ͓62͔. Under the variation of one parameter the transition between locked and unlocked laser operation is detected as a bifurcation, and is then continued in two parameters. This method is superior over the traditional approach which requires sampling of the entire parameter space by simulations ͓68͔. All the numerical calculations in this section are performed using class-B Eqs. ͑53͒-͑55͒ ͑valid in class-B and class-A regime͒ for the pair of modes k a and k s . On the other hand, our class-A Eqs. ͑62͒ and ͑63͒ together with the analytical solutions ͑71͒-͑73͒ prove helpful by validating near threshold and providing physical explanation of the numerical results.
We set the length of cavity A to L A ϭ1 m, and the length of cavity B is L B ϭ1mϩdL. Furthermore, we use ϭ(2 ϫ10 6 )c and k ϭ⍀ k in the formulas for L( k ), ␣ k , d nm , and D nm . After a close inspection of the analytical formulas for n , ␤ n , and nm we decided to divide the numerical investigation into two parts. We start with large ⌫ ϭ1000 GHz and then study the changes in the lockband as ⌫ decreases to a few GHz.
A. Rapid polarization decay
In Fig. 5 we show lockbands for zero losses in the coupling mirror. The dashed curve is obtained using class-A Eqs. ͑62͒ and ͑63͒, while the solid curves were obtained using class-B equations ͑53͒-͑55͒. In class-A equations a locked state continuously turns into an unlocked state via transcritical bifurcation ͑Ref. ͓69͔, p. 326͒. In class-B equations ͑solved in class-A regime͒, the locked state disappears along the solid curve and the system settles down to the remote unlocked state. This discontinuous transition between the stable states involves a narrow region of coexistence between locking and unlocking which is explained in Sec. III C.
For ⌫ϭ1000GHzӷ͉Ϫ s(a) ͉, we can make the approximations L( n )Ϸ1 and ␣ n Ϸ0. Then, according to formulas ͑64͒-͑66͒, the lockband depends on the carrier decay rate ⌫ N via D nm , on the pump ⌳ , and on the losses in the coupling mirror ␥ M . Furthermore, if the coupling mirror is lossless, we expect the lockbands for the antisymmetric mode and for the symmetric mode to be almost identical.
The lockbands in Fig. 5 are bistable which means that the parameter range where the lasers can lock at the frequencies of the antisymmetric and symmetric mode fully coalesce. Consequently, we see only one curve defining the transition from locking to unlocking. For the parameters inside the lockband, there exist two stable points and they have equal basins of attraction ͑equally large regions in the phase space with initial conditions leading to a given fixed point͒. Which fixed point the system settles to depend on the initial condition. Population pulsations and hole burning are necessary for the bistability to occur ͓54,14͔.
According to Eqs. ͑68͒ and ͑60͒ the coupling between the modes increases with ⌫ N because of increasing population pulsation. Figure 5 indeed shows that the bistable lockband expands with increasing ⌫ N . Figure 6 illustrates the dependence of the lockband on pump ⌳ . The expected result from a multimode theory with weak coupling between the modes is that subsequent modes reach threshold as pump increases. However, with strong mode competition one expects the laser to remain single mode. In our example of a two-mode laser system, coupling ͑competiton͒ between compositecavity modes is enhanced with ⌳ ͑Fig. 6͒. The bistable lockband widens with ⌳ as in the early experiment from Ref.
͓15͔.
So far, all the lockbands we presented were fully bistable and almost symmetric with respect to dL/ϭ0. Formulas for n , ␤ n , and nm already suggest this type of symmetry, note that for long cavities considered here, C aa ϷC ss and C aa A(B) ϷC ss B(A) . The asymmetry in the lockband may then be caused either by the different losses associated with the different modes or by the different detunings of the modes from the atomic frequency . We first focus on the influence of different cavity losses. The influence of detuning is discussed FIG. 5 . Bistable lockband calculated using class-A equations ͑62͒ and ͑63͒ ͑dotted curve͒ for ⌫ N ϭ0.2 GHz and class-B equations ͑53͒-͑55͒ ͑solid curves͒ for ⌫ N ϭ0.1, 0.2, and 0.5 GHz. Other parameters are ⌫ E ϭ0.01 GHz, ⌫ϭ1000 GHz, ␥ M ϭ0, and ⌳ ϭ1.1.
in the following section because it does not play any role for the large ⌫ considered here.
According to formula ͑42͒, different composite-cavity modes may experience different cavity losses if their amplitudes at the lossy coupling mirror are different. As can be seen in Fig 1͑b͒, the antisymmetric mode amplitude at z ϭ0 is usually negligible while the symmetric mode amplitude at zϭ0 can be as large as the amplitude of the mode itself. Hence, we expect the symmetric mode to experience higher cavity losses then the antisymmetric mode. The lockbands for different relative coupling mirror losses ␥ M ϭ⌫ M /⌫ out are plotted in Figs. 7 and 8. The dotted curves represent the lossless coupling mirror and are included for reference. The key difference from the results shown in Figs. 5 and 6 is that, for nonzero ␥ M , lockbands for different modes no longer coalesce.
At the low pump of ⌳ ϭ1.1 , assuming barely 1% of the outcoupling losses in the coupling mirror already affects the bistable lockband ͓Fig. 7͑b͔͒. As expected, the symmetric mode lockband shrinks with increasing ␥ M , and almost disappears at ␥ M ϭ 0.5. On the other hand, the antisymmetric mode lockband expands asymetrically ͓Fig. 7͑a͔͒ because u s (0) is not a symmetric function of dL/. For ␥ M ϭ0.5 in Fig. 7͑a͒ , the antisymmetric mode lockband extends into the region of large dL/ where the mode competition is weak (CϽ1), and where two-mode operation is expected. There, we have an example of a single winner due to the death of the competitor, namely, the extra losses due to the absorption in the coupling mirror overcome the low gain and cause the symmetric mode to be below threshold.
When the lasers are pumped three times above threshold their ability to synchronize becomes more resistant to changes in ␥ M . Small ␥ M ϭ0.01 does not visibly influence the bistable lockband and deviations from the dashed curve appear at ␥ M ϭ0.1. Figure 8͑b͒ shows that the symmetric mode lockband starts shrinking at two places near Tϭ0.9 and dL/ϭϮ0.1. As ␥ M increases further it splits into three pieces. At ␥ M ϭ0.25 ͓Fig. 8͑b͔͒, the lower piece is completely separated from the middle piece, and the upper piece is begining to detach. With further increase in ␥ M , the side pieces disappear and the middle piece shrinks toward the origin of the (T,dL/) plane.
The antisymmetric mode lockband widens slightly ͓Fig. 8͑a͔͒ but no longer extends to the region of weak mode coupling where CϽ1; compare with Fig. 7͑a͒ .
It is important to realize that losses in the coupling mirror not only affect the shape of the lockband in the parameter space as shown in Fig. 8 . They also decrease the basin of attraction for the symmetric mode fixed point.
B. Slow polarization decay
When ⌫ decreases ͑due to decrease in ⌫ dephase ) to the value comparable with ͉Ϫ s(a) ͉, the frequency pulling parameters ␣ n and the Lorentzians L( n ) change with T and dL/ and affect the mode competition. Furthermore, ␣ n and L( n ) may change independently of T and dL/, for example, due to external magnetic field, changes in the cavitylength L A (L B ) or in the background refractive index. Here, Let us fix the transmission T to 10%, decrease ⌫ from 1000 GHz to 2 GHz, and focus on Fig. 9 . The dotted curves define the lockband for the case of large ⌫ and lossless coupling mirror. They show no variation for the range of ␦ shown in the figure because Lorentzians are unity and the frequency pulling parameters equal zero. However, when ⌫ is decreased, the Lorentzians and the ␣ parameters vary as shown in Fig. 9͑d͒-9͑e͒ . These variations have substantial consequence on the lockband ͓Fig. 9͑a͔͒. One bistable lockband splits into two such that the locking to the antisymmet- shows the gain profiles corresponding to the two modes at dL/ ϭ0, and panel ͑e͒ shows the corresponding frequency pulling parameters ␣ a and ␣ s at dL/ϭ0. Here, ⌫ϭ2 GHz and other parameters are as in Fig. 6 . The dotted curves are obtained for ⌫ ϭ1000 GHz. when the pump is increased to three times above threshold ͓Fig. 9͑c͔͒. Actually, the lockband in ͓Fig. 9͑c͔͒ has similar shape to that in ͓Fig. 9͑b͔͒ but on the larger range of ␦, to the extent where extra modes have to be included. A summary of how the lockbands are affected by the parameters of the coupled-cavity laser is provided in Figs. 10 and 11. In both figures ⌫ is decreased from 1000 GHz to a few gigahertz. We start with no losses in the coupling mirror ͑Fig. 10͒, then include ␥ M ϭ0.02 and detune the cavities in the favor of the symmetric mode ͑Fig. 11͒. The antisymmetric and the symmetric mode lockbands almost overlap for ⌫Ͼ10 GHz. When ⌫ decreases to 5 GHz, the two lockbands differ visibly ͑Fig. 10͒. The effect of small ⌫ is similar to the effect of ␥ M . The antisymmetric mode lockband again extends to the region of weak coupling ͓Fig. 10͑a͔͒ suggesting that the symmetric mode moves out of the gain profile ͓Fig. 10͑b͔͒. Figure 2͑a͒ already shows that, with increasing T, the symmetric mode becomes more detuned from than the antisymmetric mode.
Increasing the length of the lasers by ␦/ϭ0.1 has no effect on the lockband for ⌫Ͼ5 GHz. In particular, the symmetric mode lockband remains shrank due to coupling mirror losses. As ⌫ decreases below 5 GHz, the symmetric mode lockband expands toward the positive values of dL/ as shown in Fig. 11͑b͒ . An additional piece of the symmetric mode lockband appears in the upper-right corner of the (T,dL/) plane ͓Fig. 11͑b͔͒. The two pieces of the symmetric lockband approach each other at ⌫Ϸ2.5 GHz and merge into one lockband ͓⌫ϭ2 GHz in Fig. 11͑b͔͒ . Here, the effect of ␦ overcomes the effect due to mirror losses and results in partialy restored symmetric mode lockband. The antisymmetric mode lockband, shown in Fig. 11͑a͒ , expands into the region of negative dL/.
Lastly, when the pump is increased to ⌳ ϭ3, the effects of is used to identify qualitative changes ͑bifurcations͒ ͓69͔ in the phase space of the system at the locking-unlocking transition. In Fig. 12 bifurcations of stable solutions ͑called supercritical͒ are plotted as solid curves, and bifurcations of unstable solutions ͑called subcritical and needed for understanding the dynamical picture as they sometimes produce stable solutions too͒ are plotted as dashed curves. In the saddle-node bifurcation of fixed points denoted as S, two fixed points are created. In a Hopf bifurcation denoted as H, a fixed point bifurcates with a periodic orbit. In a generic saddle node of periodic orbit bifurcation SL, two periodic orbits are created.
It is important to note that, due to the symmetry between the modes, bifurcations of the symmetric and the antisymmetric mode fixed points nearly overlap. Therefore, each S and H curve in Fig. 12 actually indicates two bifurcations ͑of the two coexisting fixed points͒. Furthermore, the saddle node of periodic orbit bifurcation SL in Fig. 12 is close to a singular saddle node of periodic orbit bifurcation ͑also called subcritical pitchfork bifurcation͒ where an unstable orbit turns stable and two extra unstable orbits appear.
In Fig. 12 , the lockband is bounded by ͑i͒ the supercritical parts of the S curve for ␥Ͼ0.5 and ͑ii͒ either the SL curves or H curves for ␥Ͻ0.5, due to hysteresis. The term coexistence denotes regions with two stable fixed points and a stable periodic orbit, while bistable denotes regions with two stable fixed points.
In the class-A regime (␥Ͻ0.5), a typical transition that occurs when dL/ changes is depicted in the first column in Fig. 14. For the parameters within the lockband ͓Fig. 14͑a1͒ and point a1 in Fig. 12͔ there exist two stable fixed points. They correspond to locking to either the antisymmetric or the symmetric mode. The antisymmetric ͑symmetric͒ mode fixed point of Eqs. ͑53͒-͑55͒ has a large amplitude of the antisymmetric ͑symmetric͒ mode but also a small contribution of the symmetric ͑antisymmetric͒ mode. Cross-saturation prevents this small contribution from becoming significant. The phases of the two modes are locked ( sa ϭ0) so the lasers lase at the same frequency. Figure 14͑a1͒ shows that, on top of the two fixed points, there exist an unstable periodic orbit ͑plotted in gray͒. As ͉ dL/ ͉ increases towards the border of the lockband, two extra periodic orbits are born, one of which is stable, in supercritical saddle-node of periodic orbit bifurcation SL ͓Fig. 14͑b1͒ and point b1 in Fig 12͔. The stable periodic orbit ͑plotted in black͒ represents the state of FIG. 12 . Transformation of the lockband at Tϭ0.1 as ␥ increases from class-A to class-B regime. The term ''bistable'' denotes the region with two stable fixed points, while ''coexistence'' denotes regions with two stable fixed points and one stable periodic orbit. H stands for Hopf, S for saddle-node of fixed points, and SL for saddle-node of limit cycle. The solid curves represent supercritical and the dashed curves represent subcritical bifurcations. The pump rate is ⌳ ϭ3 and ⌫ϭ10 GHz. Fig. 12 near the generalized Hopf point GH ϩ ͑a͒ and the Bogdanov-Takens point BT ϩ ͑b͒, respectively. In panel ͑b͒ h stands for homoclinic bifurcation unlocked laser operation where both composite-cavity modes are above threshold and their phases drift apart ͓Fig. 15͑a͔͒. In an experiment, and in most numerical analysis, the system settles to one of the stable fixed points and the appearance of the stable periodic orbit is usually unnoticed. As ͉ dL/ ͉ increases towards H, the two unstable orbits, plotted in gray in ͓Fig. 14͑b1͔͒, shrink onto the stable fixed points. At H, the two stable fixed points almost simultaneously turn unstable via subcritical Hopf bifurcation. The cross-saturation can no longer prevent multimode operation and the system makes a transition to the only stable state-the periodic orbit ͓Fig. 14͑c1͒ and point c1 in Fig 12͔. The lasers switch from locked operation to unlocked operation that shows no traces of the former stable fixed points ͓Fig. 15͑a͔͒. For parameters above ͑below͒ the upper ͑lower͒ curve H, the lasers are unlocked. If one reverses direction and decreases ͉ dL/ ͉ the lasers remain unlocked until reaching the curve SL, where the stable orbit disappears and the systems move to one of the stable fixed points. Due to the hysteresis, the border separating locked and unlocked operation depends on the direction in which ͉ dL/ ͉ changes. Class-A lasers lock due to strong composite-mode competition.
FIG. 13. Expended bifurcation diagram from
As ␥ approaches the value 0.5 ͓Fig. 12͔, the SL curves meet the H curves at codimension-two generalized-Hopf points ͑Ref. ͓69͔ Sec. 8.3͒ GH ϩ and GH Ϫ ͓Fig. 13͑a͔͒, and the H curves meet the S curves at codimension-two Bogdanov-Takens points ͑Ref. ͓69͔ Sec. 8.4͒ BT ϩ and BT Ϫ ͓Fig. 13͑b͔͒. In a generic scenario for a Bogdanov-Takens bifurcation, one expects an extra curve of homoclinic bifurcation where the period of the orbit born at H goes to infinity. This global bifurcation curve, marked as h in Fig. 13͑b͒ , was calculated using the HomCont part of AUTO ͓62͔. It emerges from BT as expected, then joins S and continues along S for larger values of ␥. In consequence, supercritical saddle-node bifurcations for ␥Ͼ0.504 take place on a periodic orbit. Past BT ϩ and BT Ϫ one enters the regime of class-B lasers where the nature of the locking-unlocking transition changes significantly. In particular, the region of coexistence between locking and unlocking disappears and the lockband becomes narrower. For ␥ϭ1 the lasers operate at the single composite-cavity mode only within ͉dL/ ͉Ͻ0.0025. As ͉dL/ ͉ increases, the stable fixed points shift towards two composite-cavity mode operation where the modes are frequency locked ( sa ϭ0) ͓Fig. 14͑a2͒ and point a2 in Fig.  12͔ . Near the border of, and still within, the lockband there is a saddle ͓crosses in Fig. 14͑b2͔͒ next to each stable fixed point. Furthermore, all four points are on an invariant circle formed by the unstable manifolds of the saddles. Along the supercritical branches of S, the saddles collide with the stable fixed points and disappear via saddle-node bifurcation. What remains is the stable periodic orbit corresponding to unlocked operation ͓Fig. 14͑c2͒ and point c2 in Fig. 12͔ . Outside the lockband, the phase difference sa increases in time and, in contrast to class-A regime, shows ''ghosts'' of the stable fixed points ͓Fig. 15͑b͔͒. Our analysis shows that moderately coupled class-B lasers lock due to frequency locking of the composite-cavity modes.
We would like to end our investigations by showing in Fig. 16 the entire lockband in class-B regime. Unlike in class-A regime ͑compare with Fig. 5͒ , there are now two bifurcation curves, namely, saddle-node S and Hopf H. Furthermore, both curves become tangent at codimension-two saddle-node-Hopf points G ϩ and G Ϫ ͑Ref. ͓69͔, Sec. 8.5͒ where they change from supercritical to subcritical. The resulting lockband is bounded by the supercritical parts of H and S bifurcation curves. Generically, one expects other bifurcations to be created at G ϩ and G Ϫ that may lead to complicated dynamics and chaos ͑Ref. ͓69͔, Sec. 8.5͒. Those extra bifurcations will be studied in detail in the future publication.
IV. CONCLUSIONS
This paper describes a general theory of multimode coupled-cavity lasers that is based on a laser field expansion in terms of composite-cavity eigenmodes. The theory is valid for all values of coupling and can be extended to any number of lasers. It accounts for nonlinear mode-coupling effects, coupling-mirror losses, and the dependence of the lasing frequencies on coupling. We derived the multimode coupledlaser equations and described their simplification by adiabatic elimination of the polarization and population equations ͑class-B and class-A lasers͒.
The full model consist of ͑i͒ differential equations for the time evolution of the slowly varying electric-field amplitude, phase, polarization, and population, as well as ͑ii͒ algebraic equations determining the composite-cavity eigenmodes. We extended previous studies by incorporating our system of differential algebraic equations into bifurcation continuation techniques. This allows for a systematic study of synchronization over an extensive parameter space.
First, we treated the class-A limit, which leads to the simplest form of the coupled-laser model. In this limit, the field intensity equations for the composite-cavity modes are equivalent to the equations describing competition of different species for the same source of food. Most importantly, the class-A equations allowed for derivation of analytical formulas describing laser locking in terms of competition between composite-cavity modes. In order to keep population pulsation effects, our class-A equations and resulting analytical expressions are restricted to low pump level. They validate near threshold and provide physical insight into the more general numerical results ͑which have no restriction on excitation level͒, helping to understand how the polarization decay rate, population difference decay rate, absorption in the coupling mirror and pump, influence the ability of coupled lasers to frequency lock. In particular, the class-A treatment reveales the importance of population pulsation which gives rise to bistable laser-locked solutions.
Second, we investigated the transition between class-A and class-B lasers and discovered a qualitative change in the nature of laser locking. Bifurcation theory was used to understand how strong composite-cavity mode competition, which is the laser-locking mechanism in class-A regime, gives way to frequency locking of the composite-cavity modes, the laser-locking mechanism in class-B regime. The results lay the foundation for a future investigation of coupled semiconductor lasers where the effects of inhomogeneous broadening and many-body interactions will have to be added to the theory presented in this paper.
