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Abstract
Humans are continuously exposed to a stream of visual data with a natural temporal
structure. However, most successful computer vision algorithms work at image level,
completely discarding the precious information carried by motion. In this paper, we
claim that processing visual streams naturally leads to formulate the motion invariance
principle, which enables the construction of a new theory of learning that originates
from variational principles, just like in physics. Such principled approach is well suited
for a discussion on a number of interesting questions that arise in vision, and it offers
a well-posed computational scheme for the discovery of convolutional filters over the
retina. Differently from traditional convolutional networks, which need massive super-
vision, the proposed theory offers a truly new scenario for the unsupervised processing
of video signals, where features are extracted in a multi-layer architecture with motion
invariance. While the theory enables the implementation of novel computer vision sys-
tems, it also sheds light on the role of information-based principles to drive possible
biological solutions.
Keywords: convolutional networks, invariance of visual features, information-based
learning, neural differential equations, principle of least cognitive action
1. Introduction
For many years, the pioneering work on vision by David Marr [1], has evolved
without a systematic exploration of foundations in machine learning. When the target
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is moved to unrestricted visual environments and the emphasis is shifted from huge
labelled databases to a human-like protocol of interaction, we need to go beyond the
current peaceful interlude that we are experimenting in vision and machine learning.
A fundamental question a good theory is expected to answer is why children can learn
to recognize objects and actions from a few supervised examples, whereas nowadays
supervised learning approaches strive to achieve this task. In particular, why are they
so thirsty for supervised examples? This fundamental difference seems to be deeply
rooted in the different communication protocol at the basis of the acquisition of visual
skills in children and machines.
So far, the semantic labeling of pixels of a given video stream has been mostly
carried out at frame level. This seems to be the natural outcome of well-established
pattern recognition methods working on images, which have given rise to nowadays
emphasis on collecting big labelled image databases (e.g. [2]) with the purpose of de-
vising and testing challenging machine learning algorithms. While this framework is
the one in which most of nowadays state-of-the art object recognition approaches have
been developing, we argue that there are strong arguments to start exploring the more
natural visual interaction that animals experiment in their own environment.
This leads to process a video signal instead of image collections, that naturally
leads to a paradigm-shift in the associated processes of learning to see. The idea of
shifting to video is very much related to the growing interest of learning in the wild
that has been explored in the last few years1. The learning processes that take place in
this kind of environments has a different nature with respect to those that are typically
considered in machine learning. Learning convolutional nets on ImageNet typically
consists of updating the weights from the processing of temporally unrelated images,
whereas a video carries out information when we pass through contiguous frames by
smooth changes. While ImageNet is a collection of unrelated images, a video supports
information only when motion is involved. In presence of fixed images that last for
awhile, the corresponding stream of equal frames basically supports only the informa-
tion of a single image. As a consequence, visual environments diffuse information only
1See e.g. https://sites.google.com/site/wildml2017icml/.
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when motion is involved. There is no transition from one image to the next one—like in
ImageNet— but, as time goes by, the information is only carried out by motion. Once
we deeply capture this fundamental feature of visual environments, we early realize
that we need a different theory of machine learning that must deal with video instead
of a collection of independent images anymore.
A crucial problem that has been recognized by Poggio and Anselmi [3] is the need
to incorporate visual invariances into deep nets that go beyond simple translation invari-
ance that is currently characterizing convolutional networks. They propose an elegant
mathematical framework on visual invariance and enlighten some intriguing neurobio-
logical connections. Overall, the ambition of extracting distinctive features from vision
poses a challenging task. While we are typically concerned with feature extraction that
is independent of classic geometric transformation, it looks like we are still missing the
fantastic human skill of capturing, for example, distinctive features to recognize ironed
and rumpled shirts. There is no apparent difficulty to recognize shirts by keeping the
recognition coherence in case we roll up the sleeves, or we simply curl them up into
a ball for the laundry basket. Of course, there are neither rigid transformations, like
translations and rotation, nor scale maps, that transforms an ironed shirt into the same
shirt thrown into the laundry basket. Is there any natural invariance?
In this paper, we claim that motion invariance is in fact the only invariance that
we need. Translation, rotation, and scale invariance, that have been the subject of
many studies [4], are in fact examples of invariances that can be fully gained when-
ever we develop the ability to detect features that are invariant under motion. Consider
the simple example of your inch that moves closer and closer to your eyes. Any of
its representing features that is motion invariant will also be scale invariant. Clearly,
translation, rotation, and complex deformation invariances derive from motion invari-
ance. Humans life always experiments motion, so as the gained visual invariances
naturally arise from motion invariance. Animals with foveal eyes also move quickly
to focus attention on informative areas of the retina, which means that they contin-
ually experiment motion. Hence, also in case of fixed images, conjugate, vergence,
saccadic, smooth pursuit, and vestibulo-ocular movements lead to acquire visual infor-
mation from relative motion. We claim that the production of such a continuous visual
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stream naturally drives the extraction of feature that are supposed to be useful for object
and action recognition. The enforcement of this consistency condition creates a mine
of visual data during animal life. Interestingly, the same can happen for machines. Of
course, we need to compute the optical flow at pixel level so as to enforce the consis-
tency of all the extracted features. Early studies on this problem [5], along with recent
related improvements (see e.g. [6]) suggests to determine the velocity field by enforc-
ing brightness invariance. As the optical flow is gained, it is used to enforce motion
consistency on the visual features. Interestingly, the theory we propose is quite related
to the variational approach that is used to determine the optical flow in [5]. In addition
to the importance of motion invariance, it is worth mentioning that an effective visual
system should also develop features that do not follow such invariance. These kind of
features can be conveniently combined with those that are discussed in this paper with
the purpose of carrying out high level visual tasks.
This work is somewhat inspired by the research activity reported in [7], where the
authors propose the extraction of visual features as a constraint satisfaction problem,
mostly based on information-based principles and early ideas on motion invariance.
However, we incorporate motion invariance in the framework of the principle of least
cognitive action [8], which gives rise to a time-variant differential equation, where
the Lagrangian coordinates corresponds with the values of the convolutional filters.
Unsupervised development of features from temporally coherent data has already been
investigated in Slow Feature Analysis (SFA) [9, 10], with more recent applications to
high-level tasks, such as action recognition [11]. The basic idea is to extract features
that are “slowly varying” with respect to the “quickly varying” input signal. SFA has
been applied in several contexts, and also in the case of motion estimation in video
signals. Other unsupervised learning algorithms have been mostly applied to image
datasets [12, 13]. More recent approaches embraces the idea of exploiting some notions
of motion coherence with unsupervised learning of image-level features or with object
segmentation [14, 15, 16, 17]. However to the best of our knowledge, none of the cited
works proposed a learning theory for pixel-level visual features directly formulated in
the time domain and based on motion.
The paper is organized as follows. In the next section we begin discussing the
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emerge of visual features along with a number of desiderata for a a good theory on
vision. In Section 3 we show the main results of the paper, while in Section 4 we
present the driving principles of the theory that gives rise to a computational model on
the emergence of visual features, discussed in Section 5, that is inspired by variational
laws of analytic mechanics. The discretization of this model on the retina are described
in 6, while Section 7 sheds light on the general questions raised in Section 2. Some
experimental results are given in Section 8 and, finally, some conclusions are driven in
Section 8.
2. Inquiring about visual features
The theory proposed in this paper offers a computational perspective on the emer-
gence of visual features regardless of the “body” which sustains the processing. The
theory is rooted on the need to address some fundamental questions that involve vision
in animals, and that are likely to be very important in order to construct an effective and
efficient computational model for computers. As it will become early clear, the need
of visual features that support the property of motion invariance plays a central role in
most of the questions outlined below.
Q1 How can humans conquer visual skills without requiring “intensive supervi-
sion”?
Recent remarkable achievements in computer vision are mostly based on tons of
supervised examples — of the order of millions! This does not explain how can
humans conquer visual skills with scarse “supervision” from the environment.
Hence, there is plenty of evidence and motivations for invoking a theory strongly
rooted in unsupervised learning that can be capable of explaining the emergence
of features from visual data collections. While the need for theories of unsu-
pervised learning in computer vision has been advocated in a number of papers
(see e.g. [18], [19],[20], [21]), so far, because of many recent successful applica-
tions, the powerful representations that arise from supervised learning, seem to
attract much more interest. While information-based principles could themselves
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suffice to construct visual features, the absence of any feedback from the envi-
ronment make those methods quite limited with respect to supervised learning.
Interestingly, one of the claim of this paper is that motion invariance inherently
offers a huge amount of “free supervisions” from the visual environment, thus
explaining the reason why humans do not need the massive supervision process
that is dominating feature extraction in convolutional neural networks.
Q2 How can animals gradually conquer visual skills in a truly temporal-based vi-
sual environment?
Animals, including primates, conquer visual skills by living in their own visual
environment. This is gradually achieved without needing to separate learning
from test environments. At any stage of their evolution, it looks like they ac-
quire the skills that are required to face the current tasks. On the opposite, most
approaches to computer vision do not really grasp the notion of time. The typi-
cal ideas behind on-line learning do not necessarily capture the natural temporal
structure of the visual tasks. Time plays a crucial role in any cognitive process.
One might believe that this is restricted to human life, but more careful analyses
lead us to conclude that the temporal dimension plays a crucial role in the well-
positioning of most challenging cognitive tasks, regardless of whether they are
supported by humans or machines. Interestingly, nowadays dominating trend
leads to struggle for the acquisition of huge labeled databases, while the truly
incorporation of time might led to a paradigm shift in the interpretation of the
learning and test environment and construct visual features without needing any
labeling. The theory proposed in this paper is framed in the context of agent life
characterized by the ordinary notion of time, which emerges in all its facets. We
are not concerned with huge supervised visual data repositories, but merely with
the agent life in its own visual environments. The extraction of features in such
a temporal-based visual environment is the main objective of this paper.
Q3 Can animals see in a world of shuffled frames?
One might figure out what human life could have been in a world of visual infor-
mation with shuffled frames. Could children really acquire visual skills in such
an artificial world, which is the one we are presenting to machines? Notice that in
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a world of shuffled frames, for a video to be recorded, we require a space that is
significantly larger than the space required to store the corresponding temporally
coherent visual stream. This is a serious warning that is typically neglected. As
a consequence, any recognition process is likely to be remarkably more difficult
when shuffling frames, which clearly indicates the importance of keeping the
spatiotemporal structurethat is offered by nature. This calls for the formulation
of a theory of learning capable of capturing spatiotemporal structures. Basically,
we need to abandon the indisputable issue of restricting computer vision to the
processing of images. The reason for formulating a theory of learning on video
instead of on images is not only rooted in the curiosity of grasping the compu-
tational mechanisms that take place in nature. It looks like that, while ignoring
the crucial role of temporal coherence, learning visual features leads to tackling
a problem that is remarkably more difficult than the one nature has prepared for
humans! We conjecture that animals could not see in a world of shuffled frames,
which indicates that such an artificial formulation might led to a very hard prob-
lem. In a sense, the very good results that we already can experiment nowadays
on the extraction of visual features are quite surprising, but they are mostly due to
the stress of the computational power and the artificial framework of supervised
learning. The theory proposed in this paper relies on the choice of capturing
temporal structures in natural visual environments, which is claimed to simplify
dramatically the problem at hand, and to give rise to a reduce dramatically the
computational burden.
Q4 How can humans attach semantic labels at pixel level?
Humans provide scene interpretation thanks to linguistic descriptions. This re-
quires a deep integration of visual and linguistic skills, that are required to come
up with compact, yet effective visual descriptions. However, amongst these high
level visual skills, it is worth mentioning that humans can attach semantic la-
bels to a single pixel in the retina. While this decision process is inherently
interwound with a certain degree of ambiguity, it is remarkably effective. The
linguistic attributes that are extracted are related to the context of the pixel that is
taken into account for label attachment, while the ambiguity seems to be mostly
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a linguistic more than a visual issue. The theory proposed in this paper addresses
directly this visual skill since the hidden labels can be extracted for a given pixel
at different levels of abstraction. The bottom line is that human-like linguistic
descriptions of visual scenes is gained on top of pixel-based feature descriptions
that, as a byproduct, must allow us to perform semantic labeling. Interestingly,
there is more; as it will be shown in the following, there are in fact computational
issues that lead us to promote the idea of carrying out the feature extraction pro-
cess while focussing attention on salient pixels.
Q5 What could drive the functional difference between the ventral and dorsal main-
stream in the visual cortex?
It has been pointed out that the visual cortex of humans and other primates is
composed of two main information pathways that are referred to as the ventral
stream and dorsal stream [22]. The ventral “what” and the dorsal “where/how”
visual pathways are traditionally distinguished, so as the ventral stream is de-
voted to perceptual analysis of the visual input, such as object recognition, whereas
the dorsal stream is concerned with motion ability in the interaction with the en-
vironment. The enforcement of motion invariance is clearly conceived for ex-
tracting features that are useful for object recognition to assolve the “what” task.
Of course, neurons with built-in motion invariance are not adeguate to make
spatial estimations. The model behind the learning of the filters indicates the
need to access to velocity estimation, which is consistent with neuroanatomical
evidence. Interestingly, we will see that the theory also advocates the need of
hierarchical structures for the dorsal mainstream, but there is one more reason
for those structures in the ventral stream.
Q6 Why do we need a hierarchical architecture with receptive fields?
Beginning from early studies by Hubel and Wiesel [23], neuroscientists have
gradually gained evidence that the visual cortex presents a hierarchical struc-
ture, and that the neurons process the visual information on the basis of inputs
restricted to receptive field. Is there any reason why this solution has been de-
veloped? We can promptly realize that, even though the neurons are restricted to
compute over receptive fields, deep structures easily conquer the possibility of
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taking large contexts into account for their decision. Is this biological solution
driven by computational laws of vision? In this paper we provide evidence of the
fact that receptive fields do favor the acquisition of motion invariance which, as
already stated, is the fundamental invariance of vision. Since hierarchical archi-
tectures is the natural solution for developing more abstract representations by
using receptive fields, it turns out that motion invariance is in fact at the basis of
the biological structure of the visual cortex. The computation at different layers
yields features with progressive degree of abstraction, so as higher computational
processes are expected to use all the information extracted in the layers.
Q7 Why do animals focus attention?
The retina of animals with well-developed visual system is organized in such a
way that there are very high resolution receptors in a restricted area, whereas
lower resolution receptors are present in the rest of the retina. Why is this con-
venient? One can easily argue that any action typically takes place in a relatively
small zone in front of the animals, which suggests that the evolution has led to
develop high resolution in a limited portion of the retina. On the other hand, this
leads to the detriment of the peripheral vision, that is also very important. In
addition, this could apply for the dorsal system whose neurons are expected to
provide information that is useful to support movement and actions in the visual
environment. At a first glance, the ventral mainstream, with neurons involved
in the “what” function, does not seem to benefit from foveal eyes. The theory
proposed in this paper strongly supports the need for foveal retinas, when we
need to achieve an efficient construction of visual features delegated to sustain
object recognition. However, it will be argued that the most important reason for
focussing attention is that of dramatically simplifying the computation and limit
the ambiguities that come from the need to sustaining a parallel computation
over each frame.
Q8 Why do foveal animals perform eye movements?
Human eyes make jerky saccadic movements during ordinary visual acquisition.
One reason for these movements is that the fovea provides high-resolution in
portions of about 1, 2 degrees. Because of such a small high resolution portions,
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the overall sensing of a scene does require intensive movements of the fovea.
Hence, the foveal movements do represent a good alternative to eyes with uni-
formly high resolution retina. On the other hand, the preference of the solution
of foveal eyes with saccadic movements is arguable; while a uniformly high res-
olution retina is more complex to achieve than foveal retina, saccadic movements
in this case are less important. The information-based theory presented in this
paper makes it possible to conclude that foveal retina with saccadic movements
is in fact a solution that is computationally sustainable and very effective.
Q9 Why does it take 8-12 months for newborns to achieve adult visual acuity?
There are surprising results that come from developmental psychology on what
a newborn see. Charles Darwin came up with the following remark:
It was surprising how slowly he acquired the power of following with
his eyes an object if swinging at all rapidly; for he could not do this
well when seven and a half months old.
At the end of the seventies, this early remark was given a technically sound ba-
sis [24]. In the paper, three techniques, — optokinetic nystagmus (OKN), pref-
erential looking (PL), and the visually evoked potential (VEP) — were used to
assess visual acuity in infants between birth and 6 months of age. More recently,
the survey by Braddick and Atkinson [25] provides an in-depth discussion on
the state of the art in the field. It is clearly stated that for newborns to gain adult
visual acuity, depending on the specific visual test, several months are required.
Is the development of adult visual acuity a biological issue or does it come from
higher level computational laws? This paper provides evidence to conclude that
the blurring process taking place in newborns is in fact a natural strategy to opti-
mize the cognitive action defined by Eq. 21 under causality requirements. More-
over, the strict limitations both in terms of spatial and temporal resolution of the
video signal, according to the theory, help conquering visual skills.
Q10 Causality and Non Rapid Eye Movements (NREM) sleep phases
Computer vision is mostly based on huge training sets of images, whereas hu-
mans use video streams for learning visual skills. Notice that because of the
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alternation of the biological rhythm of sleep, humans somewhat process collec-
tions of visual streams pasted with relaxing segments composed of “null” video
signal. This happens mostly during NREM phases of sleep, in which also eye
movements and connection with visual memory are nearly absent. Interestingly,
the Rapid Eye Movements (REM) phase is, on the opposite, similar to ordinary
visual processing, the only difference being that the construction of visual fea-
tures during the dream is based on the visual internal memory representations
[26]. As a matter of fact, the process of learning the filters experiments an al-
ternation of visual information with the reset of the signal. We provide evidence
to claim that such a relaxation coming from the reset of the signal nicely fits the
overall objective of the visual agent.
In particular, throughout the paper, we will see that the reset of the visual infor-
mation favors the optimization under causality requirements. Hence, the theory
offers an intriguing interpretation of the role of eye movement and of sleep for
the optimal development of visual features. In a sense, the theory also offers a
general framework for interpreting the importance of the day-night rhythm in the
development of visual features.
Throughout the paper we will address the above questions during the development
of the main results on visual features.
3. Main results
We are given a retina X ⊂ R2, which can formally be regarded as a compact subset
of the plane; for the moment we will not assume any specific shape. The purpose of
this paper is that of analyzing the mechanisms that give rise to the construction of local
features for any pixel x ∈ X of the retina, at any time t. These features, along with
the video itself, can be regarded as visual fields, that are defined on the retina and on
a given time horizon [0 . . T ]; clearly the analysis of on-line learning of visual features
leads to regard the horizon as [0 . .∞). As it will be clear in the remainder of the paper,
a set of symbols are extracted at any layer of a deep architecture, so as any pixel —
along with its context — turns out to be represented by the list of symbols extracted
11
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Figure 1: Convolutional computation in a deep network. The input is processed by convolutional filters
which transform C to Φ. Notice that the features are extracted at different level on the same pixel x.
at each layer. The computational process that we define involves the video as well as
appropriate vector fields that are used to express a set of pixel-based features properly
used to capture contextual information. The video, as well as all the involved fields,
are defined on the domain D = X × [0 . . T ]. In what follows, points on the retina
will be represented with two dimensional vectors x = (x1, x2) on a defined coordinate
system on the retina. The temporal coordinate is usually denoted by t, and, therefore,
the video signal on the pair (x, t) is C(x, t). For further convenience we also define
the map Ct : X → Rm so that Ct(x) ≡ C(x, t). The color field can be thought of as a
special field that is characterized by the RGB color components of any single pixel; in
this case m = 3.
Now, we are concerned with the problem of extracting visual features that, unlike
the components of the video, express the information associated with the pair (x, t) and
with its spatial context. Basically, one would like to extract visual features that charac-
terize the information in the neighborhood of pixel x. A possible way of constructing
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this kind of features is to construct the map2
Φi(x, t) =
m∑
j=1
∫
X
dy ϕij(x, y, t,Cj(y, t)). (1)
Here, the feature defined by index i = 1, . . . , n, that is denoted by Φi(x, t) presents a
spatial dependence on any pixel y ∈ X . Here we assume that n symbols are generated
from the m components of the video. In the special case in which such a dependence
only involves the distance from the pixel of coordinates x on which we want to deter-
mine the feature, the above equation reduces to
Φi(x, t) =
m∑
j=1
∫
X
dy ϕij(x− y, t,Cj(y, t)), (2)
which becomes the convolutional computation in case of linear filters ϕij , that is
Φi(x, t) =
m∑
j=1
∫
X
dy ϕij(x− y, t)Cj(y, t) (3)
Notice that ϕ(z, t) is responsible of expressing the spatial dependencies, and that one
could also extend the context in the temporal dimension. However, the immersion in
the temporal dimension that arises from the formulation given in this paper makes it
reasonable to begin restricting the contextual information to spatial dependencies on
the the retina. In addition, it is worth mentioning that the agent is expected to return a
decision also in case of fixed images, which represents a further element for considering
features defined by Eq. (3). In general, the kernel ϕ can be regarded as a map from
X × X × [0 . . T ] → Rn,m. Whenever ϕ(x, y, t) ; ϕ(x − y, t) the above definition
reduces to an ordinary spatial convolution. Notice that while the kernel ϕ(x, y, t) can
handle the ambiguities that arise from the the presence of strong visual deformations
of the same features in the same frame at time t, the same does not hold for ϕ(x−y, t),
that only reasonably deals with those deformations while focusing attention on x at
time t. This issue will be widely covered in the following, but it is already clear that the
convolutional filter ϕ(x−y, t) can face strong visual deformation only when supported
by focus of attention driven computation. The presence of multiple deformations in
2Throughout the paper we use the Einstein convention to simplify the equations.
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the same frame yields inconsistent decisions, so as only an “averaging solution” can
be discovered. The computation of Φ(x, t) yields a field with n features, instead of
the three components of color in the video signal. However, Eq. (3) can be used for
carrying out a piping scheme where a new set of features Φ2 is computed from Φ and
so forth (see Fig. 3). Of course, this process can be continued according to a deep
computational structure with a homogeneous convolutional-based computation, which
yields the features at the p convolutional layer. The theory proposed in this paper
focuses on the construction of any of these convolutional layers which are expected to
provide higher and higher degree of abstraction as we increase the number of layers.
The filters ϕ completely determine the features Φ(x, t). In this paper we formulate a
theory for the discovery of ϕ that is based on three driving principles:
• Optimization of information-based indices
We use an information-based approach to determine ϕ. Beginning from the color
field C, we attach symbol yi ∈ Σ of a discrete vocabulary to pixel (x, t) with
probability Φi(x, t). The principle of Maximum Mutual Information (MMI) is a
natural way of maximizing the transfer of information from the visual source, ex-
pressed in terms of mixtures of colors, to the source of symbols yi ∈ Σ. Clearly,
the same idea can be extended to any layer in the hierarchy. Once we are given
a certain visual environment over a certain time horizon [0 . . T ] — which can be
extended to [0 . .+∞) — once the filters ϕ have been defined, the mutual infor-
mation turns out to be a functional of ϕ, that is denoted as I(ϕ). However, in the
following, it will be shown that the more general view behind the the maximum
entropy principle (MaxEnt) offers a better framework for the formulation of the
theory.
• Motion invariance
While information-based indices optimize the information transfer from the in-
put source C to the symbols, the major cognitive issues of invariances are not
covered. The same object, which is presented at different scales and under dif-
ferent rotations does require different representations, which transfers all the dif-
ficulty of learning to see to the subsequent problems interwound with language
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interpretation. Hence, it turns out that the most important requirement that the vi-
sual field Φ must fulfill is that of exhibiting the typical cognitive invariances that
humans and animals experiment in their visual environment. We claim that there
is only one fundamental invariance, namely that of producing the same represen-
tation for moving pixels. This incorporates classic scale and rotation invariances
in a natural way, which is what is experimented in newborns. Objects comes
at different scale and with different rotations simply because children experi-
ment their movement and manipulation. As we track moving pixels, we enforce
consistent labeling, which is clearly far more general than enforcing scale and
rotation invariance. We claim that the enforcement of motion constraint is the
key for the construction of a truly natural invariance.
• Parsimony principle
Like any principled formulation of learning, we require the filters to obey the
parsimony principle. Amongst the philosophical implications, it also favors the
development of a unique solution. The development of filters that are consistent
with the above principles requires the construction of an on-line learning scheme,
where the role of time becomes of primary importance. The main reason for such
a formulation is the need of imposing the development of motion invariance
features. Given the filters ϕ, there are two parsimony terms, one P(ϕ), that
penalizes abrupt spatial changes, and another one, K(ϕ) that penalizes quick
temporal transitions.
Overall, the process of learning is regarded as the minimization of the cognitive action
A(ϕ) = −I(ϕ) + λMM(ϕ) + λPP(ϕ) + λKK(ϕ), (4)
where λM , λP , λK are positive multipliers. While the first and third principles are typi-
cally adopted in classic unsupervised learning, motion invariance does characterize the
approach followed in this paper. Of course, there are visual features that do not obey
the motion invariance principle. Animals easily estimate of the distance to the objects
in the environment, a property that clearly indicates the need for features whose value
do depend on motion. The perception of vertical visual cues, as well as a reasonable
15
t = 0 s
t = 1 s t = 2 s
y1
y1y1
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y1
Figure 2: Motion invariance in the feature extraction process. The symbol y1, that defines a fea-
tures at the beginning of motion (t = 0 s), must be coherently extracted during the movement —
see the enforcement of the coherence requirement at t = 1, 2 s.
estimation of the angle with respect to the vertical line also suggests the need for fea-
tures that are motion dependent. Since the above action functional A(ϕ) depends on
the choice of the multipliers λM , λP , λK , it is quite clear that there is a wide range
of different behavior that depend on the relative weight that is given to the terms that
compose the action. As it will be shown in the following, the minimization of A(ϕ)
can be given an efficient computational scheme only if we give up to optimize the in-
formation transfer in one single step and rely on a piping scheme that clearly reminds
deep network architectures.
Now, we provide arguments to support the principled framework of this paper. Like
for human interaction, visual concepts are expected to be acquired by the agents solely
by processing their own visual stream along with human supervisions on selected pix-
els, instead of relying on huge labelled databases. In this new learning environment
based on a video stream, any intelligent agent willing to attach semantic labels to a
moving pixel is expected to take coherent decisions with respect to its motion. Basi-
cally, any label attached to a moving pixel has to be the same during its motion. Hence,
video streams provide a huge amount of information just coming from imposing coher-
ent labeling, which is likely to be the primary information associated with visual per-
ception experienced by any animal. Roughly speaking, once a pixel has been labeled,
the constraint of coherent labeling virtually offers tons of other supervisions, that are
essentially ignored in most machine learning approaches working on big databases of
labeled images. It turns out that most of the visual information to perform semantic
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labeling comes from the motion coherence constraint, which might explain the reason
why children learn to recognize objects from a few supervised examples. The linguistic
process of attaching symbols to objects takes place at a later stage of children develop-
ment, when he has already developed strong pattern regularities. We conjecture that,
regardless of biology, the enforcement of motion coherence constraint is a high level
computational principle that plays a fundamental role for discovering pattern regulari-
ties. Concerning the MMI principle, it is worth mentioning that it can be regarded as
a special case of the MaxEnt principle when the constraints correspond with the soft-
enforcement of the conditional entropy, where the weight of its associated penalty is
the same as that of the entropy (see e.g. [27]). Notice that while the maximization of
the mutual information nicely addresses the need of maximizing the information trans-
fer from the source to the selected alphabet of symbols, it does not guarantee temporal
consistency of this attachment. Basically, the optimization of the index is also guar-
anteed by using the same symbol for different visual cues. Motion consistency faces
this issue for any pixel, even if it is fixed. As for the adoption of the parsimony prin-
ciple in visual environments, we can use appropriate functionals to enforce both the
spatial and temporal smoothness of the solution. While the spatial smoothness can be
gained by penalizing solutions with high spatial derivatives — including the zero-order
derivatives — temporal smoothness arises from the introduction of kinetic energy terms
which penalizes high velocity and, more generally, high temporal derivatives.
Since the optimization is generally formulated over arbitrarily large time horizons,
all terms are properly weighted by a discount factor that leads to “forget” very old
information in the agent life. As it will be shown, this contributes to a well-position of
the optimization problem and gives rise to dissipation processes [8].
The agent behavior turns out to be driven by the minimization of an appropriate
functional that combines the all above principles. The main result in this paper is that
this optimization can be interpreted in terms of laws of nature expressed by a temporal
differential equation. When regarding the retina as a discrete structure, we can compute
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the probability that at time t, in pixel x, the emitted symbol is yi by3
Φix(t) = ϕiky(t)Ck(x−y)(t).
Here, for any pair of symbols yk, yi, and for any pixel with position z, in the coordinate
system defined by x, the filter ϕikz is the temporal function that the agent is expected
to learn from the visual environment. Basically, the process of learning consists of
determining
ϕˆ = arg min
ϕ
A(ϕ). (5)
Here we overload the symbol A to denote both the case of the cognitive action defined
on spatially continuous filters and the case of a discrete retina.
In this paper we show how we can get the filters ϕˆ by addressing the problem of
determining stationary points of the action A and, moreover, we discuss the existence
of ϕˆ. The filters are determined by imposing
δA(ϕ) = 0, (6)
that is the nullification of the variation of the action, which corresponds with the sta-
tionarity condition on A. It is worth mentioning that this does not correspond with
the classic gradient flow used in machine learning, since in that case the filters are
updated by using the gradient heuristics towards the stationary condition. The conse-
quences of imposing condition (6) is mostly discussed in Section 5, where we prove
that, when considering the continuous setting of computation in which ϕij(z, t) are the
unknown filters, there is no local solution to this problem, since any stationary point of
this functional turns out to be characterized by the integro-differential equation (20).
Interestingly, we show that we can naturally gain a local solution when introducing
introducing the classic notion of receptive field. This issue turns out to be relevant also
in case we deal with a discrete retina. In that case we prove that the minimum of the
cognitive action corresponds with the discovery of the filters ϕijy that satisfy the forth-
order time-variant differential equation (53), where q is the linearized vector of ϕijx.
The equation contains coefficients which inherits by the time-variance from the video.
3We use Einstein’s notation.
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The analysis carried out in the paper shows how can we attack the problem either in
the case in which the agent is expected to learn from a given video stream with the
purpose to work on subsequent text collections, or in the case in which the agent lives
in a certain visual environment, where there is no distinction between learning and test
phases. Basically, it is pointed out that only the second case leads to a truly interesting
and novel result.
It is shown that the solution of the above differential equation is strongly facil-
itated when performing an initial blurring of the video that lasts until all the visual
statistical cues are likely been presented to the agent. This very much resembles early
stages of developments in newborns [25]. It is shown that the given differential equa-
tions of learning lead to conclude that only a very slow dynamics takes place, which
means that all the derivatives of q are nearly null and, consequently, q is nearly con-
stant. This strongly facilitates the numerical solutions and, in general, the computa-
tional model turns out to be very robust, a property that is clearly welcome also in
nature. As time goes by, while the blurring process increases the visual acuity the co-
efficients of the differential equation begin to change with velocity that is connected
with motion. However, in the meantime, the values of the filters have reached a nearly-
constant value. Basically, the learning trajectories are characterized by the mentioned
nearly-null derivatives, a condition that, again strongly facilitates the well-position of
the problem.
A further intuitive reason for a slow dynamics of q(t) is also a consequence of vi-
sual invariant features. For example, when considering a moving car and another one
of the same type parked somewhere in the same frame, during the motion interval, the
processing over the parked car would benefit from a nearly constant solution. This sug-
gests also searching for the same constant solution on the corresponding moving pixel.
When regarding the problem of learning in a truly on-line mode, the previous differ-
ential equation can be considered as the model for computing ϕijy given the Cauchy
conditions. Of course, the solution is affected by these initial conditions. Moreover, as
it will be clear in the reminder of the paper, the previous differential equations yield
the minimization of the action under appropriate border conditions that correspond
with forcing a trajectory that satisfies the condition of nearly-null of the first, second,
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and third derivatives of q. When joined with the blurring process this leads to a causal
dynamics driven by initial conditions that are compatible with boundary conditions
imposed at any time of the agent’s life.
The puzzle of extracting robust cues from visual scenes has only been partially
faced by nowadays successful approaches to computer vision. The remarkable achieve-
ments of the last few years have been mostly based on the accumulation of huge visual
collections gathered by crowdsourcing. An appropriate set up of convolutional net-
works trained in the framework of deep learning has given rise to very effective internal
representations of visual features. They have been successfully used by facing a num-
ber of relevant classification problems by transfer learning. Clearly, this approach has
been stressing the power of deep learning when combining huge supervised collections
with massive parallel computation. In this paper, we argue that while stressing this
issue we have been facing artificial problems that, from a pure computational point of
view, are likely to be significantly more complex than natural visual tasks that are daily
faced by animals. In humans, the emergence of cognition from visual environments is
interwound with language. This often leads to attack the interplay between visual and
linguistic skills by simple models that, like for supervised learning, strongly rely on
linguistic attachment. However, when observing the spectacular skills of the eagle that
catches the pray, one promptly realizes that for an in-depth understanding of vision,
that likely yields also an impact in computer implementation, one should begin with
a neat separation with language! This paper is mostly motivated by the curiosity of
addressing a number of questions that arise when looking at natural visual processes.
While they come from natural observation, they are mostly regarded as general issues
strongly rooted in information-based principles, that we conjecture are of primary im-
portance also in computer vision.
4. Driving principles
We can provide an interpretation of the processing carried out by our visual agent in
the framework of information theory. The basic idea is that the agent produces a set
of symbols from a given alphabet while processing the video. Unlike traditional ap-
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proaches to computer vision, we begin considering that maps on the retina are refined
with the final purpose of transforming the color field, which reports pixel-based infor-
mation, into visual features that take the pixel context into account. As such, one could
expect each pixel be associated with a remarkable number of features that somehow
express the visual information in its neighborhood. A similar map of features, Φ(x, t)
is clearly reporting an enriched color field that, just like C(x, t), still operates at pixel
level. In doing so, all subsequent cognitive tasks that relies on video can benefit of the
processing on Φ(x, t) that, unlike C(x, t), is expected to express relevant visual fea-
tures that emerge from the context. It will be shown that the search for an appropriate
enrichment of the color field leads to important architectural conclusions that address
some of questions raised in the previous section and very much support nowadays em-
phasis on the deep networks.
MMI principle. The purpose of the visual agent is to generate symbols from the
video. We will make use of the Maximum Mutual Information principle (MMI), ac-
cording to which we want to maximize the transfer of information from the input to the
generated symbols. As it will be shown later, this can also be reformulated within the
framework of the Maximum Entropy principle [28].
Let us define random variables X and T , which take into account the spatiotempo-
ral probability distribution, while Y is used to specify the probability distribution over
the possible symbols, and F to specify the video frame. Basically, the realization of
these of (X,T, F ) is the triple (x, t, f), which describes the spatiotemporal pair (x, t)
(pixel-time) at frame f , that is clearly characterized by the given video signal at time
t. In order to assess the information transfer from (X,T, F ) to Y we consider the cor-
responding mutual information I . Clearly, it is zero whenever random variable Y is
independent of X , T and F . The mutual information can be expressed by
I(Y ;X,T, F ) = S(Y )− S(Y | X,T, F ). (7)
The conditional entropy S(Y | X,T, F ) is given by
S(Y | X,T, F ) = −
∫
Ω
n∑
i=1
dPX,T,F pi log pi (8)
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where pi is the probability of Y conditioned to the values of X , T and F , dPX,T,F
is the joint measure of the variable (X,T, F ), and Ω is a Borel set in the (X,T, F )
space. The agent is supposed to generate symbols yi, i = 1, . . . , n along with the
corresponding probabilities. Now, let us make two fundamental assumptions:
• The conditional probability pi(x, t, f), where f is a realization of random vari-
able F , is given by the i-th feature field Φi(x, t). Notice that one can also dis-
tinguish between the feature map Φi(x, t) and the symbols to be used in the
codebook. In that case, we need an additional map Φ(x, t) → Ψ(Φ(x, t)), that
could be properly expressed by a feedforward neural network that is charged of
computing the probability pi(x, t, f).
• Random variables X,T, F follows the ergodic-like assumption, so as we can
perform the replacement: ∫
Ω
dPX,T,F −→
∫
D
dµ,
where D = X × T is the set of pairs (x, t), with x ∈ X and t ∈ T .
A reasonable measure is given by dµ = f(x, t) dxdt; basically, this comes from the
visual environment on which the agent is supposed to operate. Furthermore, we will
assume that we are given the trajectory of the focus of attention a(t) ∈ X and that
f(x, t) is factorized according to
f(x, t) = g(x− a(t))h(t), (9)
This ergodic-like translation of the probabilistic measure suggests that the density is
higher where the eye is focussing attention, that is in the neighborhood of a(t); this
can be achieved by means of a function g(x − a(t)) peaked on the focus of attention.
Finally, the factor h(t) can be thought of as a weight so as to penalize more and more
the errors of the agents as time goes by. As it will be shown in the following, this
factor plays a crucial role in the establishment of dissipation which is related to the
enforcement of a temporal direction. It is quite obvious that the measure dµ only makes
sense provided that the function h does not change significantly during statistically
significant portions of visual environments.
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Notice that in truly active environments humans and robots can select even the
environment, which may result in a remarkable variability of the probability distribu-
tions. For instance, living like Eskimos leads to acquire visual environments that are
remarkable different from Newyorke`se. Regardless of the huge visual environmental
gap, however, humans seem to adapt very well their visual system when moving from
New York to snow territories and vice versa. This suggests that when learning in natu-
ral environments focus of attention strategies, that are associated with the computation
a(t), seem to be remarkably important in the acquisition of visual skills.
The research on focussing of attention trajectories a(t) is rooted on solid studies
at the crossroad of neuroscience and computer vision, and it has been recently given a
formulation [29, 30] that is very much aligned with the theoretical framework of this
paper.
Whenever these two assumptions hold, we can rewrite the conditional entropy de-
fined by Eq. (8) as
S(Y | X,T, F ) = −
∫
D
dµ(x, t)
n∑
i=1
Φi(x, t) log Φi(x, t). (10)
Similarly for the entropy of the variable Y we can write
S(Y ) = −
n∑
i=1
Pr(Y = yi) log Pr(Y = yi). (11)
Now, if we use the law of total probability to express Pr(Y = yi) in terms of the
conditional probability pi and use the above assumptions we get
Pr(Y = yi) =
∫
Ω
dPX,T,F pi =
∫
D
dµ(x, t) Φi(x, t). (12)
Then
S(Y ) = −
n∑
i=1
(∫
D
dµ(x, t) Φi(x, t)
)
log
(∫
D
dµ(x, t) Φi(x, t)
)
. (13)
Finally the mutual information becomes
I(Y ;X,T, F ) =
n∑
i=1
(∫
D
dµΦi log Φi −
∫
D
dµΦi · log
∫
D
dµΦi
)
. (14)
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Of course, ∀x, t : Φi(x, t) is subject to the probabilistic constraints∑
i Φi(x, t) = 1 (normalization)
0 ≤ Φi(x, t) ≤ 1 (positivity)
(15)
In the case there is an additional neural map Ψ to determine the probability, the nor-
malization is moved to the range of the map itself, which allows the typical presence
of more distributed representations on Φ.
MaxEnt principle. An agent driven by the MMI principle carries out an unsuper-
vised learning process aimed at discovering the symbols defined by random variable
Y . Interestingly, when the constraints are given a soft-enforcement, the MMI principle
has a nice connection with the Max-Ent principle [28]: The maximization of the mu-
tual information is somewhat related to the maximization of the entropy while softly-
enforcing the constraint that the conditional entropy is null. In particular, in MMI both
the entropy terms get the same value of the weight, but one can think of different imple-
mentations of the MaxEnt principle that very much depend on the choice of the weights
of the two entropy terms. As an extreme case, one can also remove the conditional en-
tropy term and consider motion invariance only. The satisfaction of the conditional
entropy constraint needs to be paired with the maximization of the entropy, which pro-
tects us from the development of trivial solutions (see [31] pp. 99–103 for further
details). Of course, the probabilistic normalization constraints stated by Eq. 15 comes
along with the information-based formulation. While the computational mechanism
that drives the discovery of the symbols described in this paper is inspired by MaxEnt,
a well-posed learning process requires that the map which originates the symbols be
subjected to some kind of parsimony assumption. The conditional entropy constraint
only involves the value taken by Φi which depends on ϕij(x, t), but there is no struc-
tural enforcement on the functionϕij ; its spatiotemporal changes are ignored. Ordinary
regularization issues suggest to discover functions ϕij such that 〈Px,tϕij , Px,tϕij〉 is
small, where Px,t is a spatiotemporal differential operator. A simplified, yet effective
choice is that of separating the spatial from the temporal regularization and consider
λP
2
∫
D
dtdx h(t)(Pxϕij(x, t))
2 +
λK
2
∫
D
dtdx h(t)(Ptϕij(x, t))
2, (16)
24
is “small”, where Px, Pt are spatial and temporal differential operators, and λP , λK
are non-negative reals4. Notice that the ergodic-like translation of dµ, in this case, only
involves the temporal factor h(t).
Second, as already pointed out, the visual features that in the ventral mainstream are
involved in the “what” function need to be motion invariant. Just like an ideal fluid is
adiabatic — meaning that the entropy of any particle fluid remains constant as that the
particles move about in space — in a video, once we have assigned the correct symbol
to a pixel, it must be conserved as the pixel moves on the retina. If we focus attention
on a the pixel x at time t, which moves according to the trajectory x(t) then this is
formally stated by Φi(x(t), t) = c, being c a constant. This “adiabatic” condition is
thus expressed by the condition dΦi/dt = 0, which yields
∂tΦi + vj∂jΦi = 0, (17)
where v : D → R2 is the velocity field that we assume that is given, and ∂k is the partial
derivative with respect to xk. Notice that in case φij(x, t) = δ(x) then the previous
invariance on the feature becomes the brightness invariance condition
∂tCj + vα∂αCj = 0, (18)
that is typically used to estimate the optical flow [5]. Here, the unknown is in fact the
velocity field, whereas in the feature motion invariance condition 17 the unknown are
the filters. This can promptly be seen when replacing Φi as stated by Eq. (3) we get
∂tϕijCj + ϕij∂tCj + vk∂kϕijCj = ∂tϕijCj + ϕij∂tCj + vkϕij∂kCj = 0.
Clearly, this is equivalent to∫
X
dy
(
∂tϕijCj + ϕij∂tCj + ϕijvk∂kCj
)
= 0,
which holds for any i = 1, . . . , n and (x, t) ∈ D. Notice that this constraint is linear
in the field ϕ. This can be interpreted by stating that learning under motion invariance,
4A simple introduction to differential operator that is appropriate in this context is given in [31], pp. 512–
516.
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for any (x, t), consists of determining elements of the kernel of function
M(x,t)(ϕij) :=
∫
X
dy
(
∂tϕijCj + ϕij∂tCj + ϕijvk∂kCj
)
. (19)
As we can promptly see M(x,t)(·) is defined by the knowledge of the video signal C
and the by availability of the optical flow v. Depending on the color field C it quite
easy to realize thatM(x,t)(ϕij) might be the null space, since while the possible visual
configurations increase exponentially with the growth of the measure of X , the infor-
mation associated with φij only grows linearly the distance to the focus point. Hence
condition (19) can be better satisfied in case of video with smooth spatiotemporal tran-
sitions. This is what happens for newborns, who experiment similar smooth transitions
in early stage of development [25]. Moreover, sparseness of ϕij also favors the satis-
faction of 19. In particular, as will be better discussed in the remainder of the paper,
the satisfaction of motion invariance is favored by the receptive-field assumption. It is
worth mentioning that the above constraints can be enforced at least in two different
ways:
i. As stated above, we can impose constraint (19) for all points (x, t) ∈ D. In
doing so, one enforces motion invariance in any point of the retina.
ii. We can impose constraint (19) only on the (a(t), t) ∈ D, namely on the focus of
attention trajectory.
In this paper we will follow the first approach.
5. Laws of visual features
In the previous section we have discussed principles that drive the discovery of
the filters ϕij based on the MaxEnt principle and regularization. We provide a soft-
interpretation of the constraints, so as the adoption of the principle corresponds with
the minimization of a functional that, following [8], it referred to as the “cognitive
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action”:
A0(ϕ) =
∫
D
dµΦi(ϕ) · log
∫
D
dµΦi(ϕ)− λC
∫
D
dµΦi(ϕ) log Φi(ϕ)
+ λ1
∫
D
dµ
( n∑
i=1
Φi(ϕ)− 1
)2
− λ0
∫
D
dµΦi(ϕ) · [Φi(ϕ) < 0]
+
λP
2
∫
D
dtdx h(t)(Pxϕij(x, t))
2 +
λK
2
∫
D
dtdx h(t)(Ptϕij(x, t))
2
+ λM
∫
D
dµ
(
∂tΦi(ϕ) + vj∂jΦi(ϕ)
)2
,
(20)
where the notation Φi(ϕ) is used to stress the fact that Φi depends functionally on
the filters ϕ. Here, if λC = 1, the first line is the negative of the mutual information
and the constants λC , λ1, λ0, λP , λK , and λM are positive multipliers. In the above
formula, and in what follows, we will use consistently Einstein summation conven-
tion. This cognitive action can be given two different interpretations. First, one could
think of the regularization terms and on the motion terms as penalty constraints, so
as learning is interpreted in the classic framework of the MaxEnt principle. Second,
we can (preferably) think of enriching the entropy with the regularization terms in the
objective functions and regard motion term as the only actual constraint. Furthermore,
notice that the mutual information (the first line) is rather involved, and it becomes too
cumbersome to be used with a principle of least action. However, if we give up to
attach the information-based terms their interpretation in terms of bits, we can rewrite
the entropies that define the mutual information as
S(Y | X,T, F )→ −
∫
D
dµΦ2i and S(Y )→ −
(∫
D
dµΦi
)2
.
Interestingly, this replacement does retain all the basic properties on the stationary
points of the mutual information and, at the same time, it simplifies dramatically the
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overall action, which becomes
A(ϕ) =1
2
(∫
D
dµΦi(ϕ)
)2
− λC
2
∫
D
dµΦ2i (ϕ)
+
λ1
2
∫
D
dµ
( n∑
i=1
Φi(ϕ)− 1
)2
− λ0
∫
D
dµΦi(ϕ) · [Φi(ϕ) < 0]
+
λP
2
∫
D
dtdx h(t)(Pxϕij)
2 +
λK
2
∫
D
dtdx h(t)(Ptϕij)
2
+
λM
2
∫
D
dµ
(
∂tΦi(ϕ) + vj∂jΦi(ϕ)
)2
.
(21)
Φi(x, t) = σ(ϕkj ∗ Cj)(x, t) = σ
(∫
X
ϕkj(x− y, t)Cj(y, t) dy
)
(22)
In the following analysis we will consider the case in which σ(·) is the identity function,
but the extension to the general case is straightforward. In order to be sure to preserve
the commutativity of convolution — a property that in general holds when the integrals
are extended to the entire plane — we have to make assumptions on the retina and on
the domain on which the filters are defined. First of all assume that D = XR× [0 . . T ],
with XR = [−R . .R]× [−R . .R], R > 0; we will assume that Ci has spatial support
in XR and it is identically null outside, while ϕij will be taken with spatial support in
Xr with 0 < r ≤ R and zero outside Xr. Under these assumption we can guarantee
that the convolution ϕij ∗ Cj is commutative in XR. In particular, for all x ∈ XR we
have
Φi(x, t) = (ϕij ∗ Cj)(x, t) =
∫
XR
ϕij(x− y, t)Cj(y, t) dy
=
∫
XR
ϕij(y, t)Cj(x− y, t) dy =
∫
Xr
ϕij(y, t)Cj(x− y, t) dy
= (Cj ∗ ϕij)(x, t).
(23)
Before studying the stationarity of A(·) we can conveniently elaborate its functional
structure so as to get a more direct expression in terms of ϕij . In particular, in order
to provide an explicit expression of the motion term we need to introduce a number
of coefficients that can be computed whenever we are given the video signal and the
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optical flow. Let us define
Wml(ξ, ζ, τ) =
∫
dz f(z, τ)Cm(z − ξ, τ)Cl(z − ζ, τ)
Yml(ξ, ζ, τ) =
∫
dz f(z, τ)[∂τCm(z − ξ, τ) + vα∂αCm(z − ξ, τ)]Cl(z − ζ, τ)
Hml(ξ, ζ, τ) =
∫
dz f(z, τ)[∂τCm(z − ξ, τ) + vα∂αCm(z − ξ, τ)]·
· [∂τCl(z − ζ, τ) + vβ∂βCl(z − ζ, τ)].
(24)
In case of still images we can promptly see that only Wml(ξ, ζ, τ) 6= 0. Its value turns
out to be a sort of autocorrelation of the color field, which operates over the different
channels m, l, as well as at spatial level between the values at ξ and ζ. The coefficients
Yml(ξ, ζ, τ), Hml(ξ, ζ, τ) are affected by motion but have a related autocorrelation
meaning. Once, we introduce these coefficients, the following property can be stated.
Proposition 1. Motion term turns out to be a quadratic function of ϕ and ∂τϕ, that is
5
ω(ϕ) =
1
2
dτdξdζ
(
∂τϕkm(ξ, τ)Wml(ξ, ζ, τ)∂τϕkl(ζ, τ) + 2ϕkm(ξ, τ)Yml(ξ, ζ, τ)∂τϕkl(ζ, τ)
+ ϕkm(ξ, τ)Hml(ξ, ζ, τ)ϕkl(ζ, τ)
)
.
The proof arises from plugging expression of the features into the motion term. The
statement of the Euler-Lagrange equations also benefits from defining
Ξjk(x, ξ, t) = −Wjk(ξ, x, t)
Πjk(x, ξ, t) = Yjk(x, ξ, t)− Ykj(ξ, x, t)− ∂tWkj(ξ, x, t)
Υjk(x, ξ, t) = Hkj(ξ, x, t)− ∂tYkj(ξ, x, t).
(25)
5According to a strong interpretation of Einstein notion, we also dropped
∫
to simplify the notation.
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In addition, based on Ξjk(x, ξ, t),Πjk(x, ξ, t), and Υjk(x, ξ, t), we also introduce
cj(x, t) :=
∫
dz f(z, t)Cj(z − x, t),
Tjk,im(x, ξ, t) := λCΞjk(x, ξ, t)δim +
n∑
l=1
Ξjk(x, ξ, t)δ`m
+ λM (Ξjk(x, ξ, t)∂
2
t + Πjk(x, ξ, t)∂t + Υjk(x, ξ, t))δim,
∆jk,im(x, ξ, t) := Tjk,im(x, ξ, t) + cj(x, t)ck(ξ, t)δim,
ρij(x, t) := −λ1cj(x, t)− λ0
∫
dz f(z, t)Cj(z − x, t)[Φi(z, t) < 0].
(26)
In what follows we will regard ρ as a function that is independent of the variables6 ϕ
We are now ready to express the stationary condition of the action (21).
Theorem 1. The stationarity conditions of (21) leads to the following Euler-Lagrange
equations in the filters ϕij
λKP
?
t (h(t)Ptϕij(x, t)) + λPh(t)P
?
xPxϕij(x, t) +
∫
dξ Tjk,im(x, ξ, t, ∂t)ϕmk(ξ, t)
+
∫
dξdτ cj(x, t)ck(ξ, τ)ϕik(ξ, τ) + ρij(x, t) = 0,
(27)
where T and ρ are defined in Eq. (26).
Proof. The Euler-Lagrange equation of the action arises from δA(ϕ)/δϕij(x, t) = 0.
So we need to take the variational derivative of all the terms of action in Eq. (21). In
the following calculation, we will assume that dµ(x, t) = f(x, t) dx dt. The first term
yields∫
D
Φk dµ · δ
δϕij(x, t)
∫
dz dτ dy f(z, τ)ϕkj(y, τ)Cj(z − y, τ)
=
∫
dz f(z, t)Cj(z − x, t) ·
∫
dz dτ dξ f(z, τ)ϕik(ξ, τ)Ck(z − ξ, τ);
(28)
6Actually ρ depends on ϕ through the step function [Φ≤ 0], so that the precise statement would be that
ρ is independent of ϕ in the regions with definite sign of the feature ϕ. This can be avoided if we impose the
perfect satisfaction of the normalization conditions or if we assume a softmax normalization of the features.
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while the second term gives
δ
δϕij(x, t)
1
2
∫
D
Φ2k(z, τ)f(z, τ) dz dτ =
∫
X
dz f(z, t)Φi(z, t)Cj(z − x, t)
=
∫
dξ
(∫
dz f(z, t)Cj(z − x, t)Ck(z − ξ, t)
)
ϕik(ξ, t).
(29)
The variation of the third term similarly yields
n∑
m=1
∫
dξ
(∫
dz f(z, t)Cj(z − x, t)Ck(z − ξ, t)
)
ϕmk(ξ, t)
−
∫
dz f(z, t)Cj(z − x, t).
(30)
The variation of the terms that implements positivity is a bit more tricky:
δ
δϕij(x, t)
∫
D
Φk · [Φk < 0] dµ =
∫
δΦk(z, τ)
δϕij(x, t)
· [Φk(z, τ) < 0]f(z, τ) dz dτ
+
∫
Φk(z, τ) · δ[Φk(z, τ) < 0]
δϕij(x, t)
f(z, τ) dz dτ.
However, the second term is zero since∫
Φk(z, τ)δ[Φk(z, τ) < 0]f(z, τ) dz dτ =
∫
dz dτ dξϕkm(ξ, τ)C(z − ξ, τ)
·
([ ∫
dξ ϕkm(ξ, τ)Cm(z − ξ, τ) + 
∫
dξ δϕkm(ξ, τ)Cm(z − ξ, τ) < 0
]
− [ ∫ dξ ϕkm(ξ, τ)Cm(z − ξ, τ) < 0]).
The difference of the two Iverson’s brakets is always zero unless the epsilon-term
makes the argument of the first braket have an opposite sign with respect to the second.
Since  is arbitrary small, this can only happen if
∫
dξ ϕkm(ξ, τ)Cm(z − ξ, τ) = 0.
Thus in either cases the whole term vanishes. Hence, we get
δ
δϕij(x, t)
∫
D
Φk · [Φk < 0] dµ =
∫
dz f(z, t)Cj(z − x, t)[Φi(z, t) < 0]. (31)
Finally, the variation of the last term is a bit more involved and yields (see Appendix A):∫
dξ
(
Ξjk(x, ξ, t)∂
2
t + Πjk(x, ξ, t)∂t + Υjk(x, ξ, t)
)
ϕik(ξ, t). (32)
In these calculations we have used intensively the commutative property of the convo-
lution as stated in Eq. (23), which allows us to avoid expressions with an higher degree
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of space non-locality. Then the Euler-Lagrange equations reads:
λKP
?
t (h(t)Ptϕij(x, t)) + λPh(t)P
?
xPxϕij(x, t)
+ cj(x, t) ·
(∫
dτ dξ ck(ξ, τ)ϕik(ξ, τ)− λ1
)
+ λC
∫
dξ Ξjk(x, ξ, t)ϕik(ξ, t)
− λ1
n∑
m=1
∫
dξ Ξjk(x, ξ, t)ϕmk(ξ, t)− λ0
∫
dz f(z, t)Cj(z − x, t)[Φi(z, t) < 0]
+ λM
∫
dξ
(
Ξjk(x, ξ, t)∂
2
t + Πjk(x, ξ, t)∂t + Υjk(x, ξ, t)
)
ϕik(ξ, t) = 0,
(33)
which can be reduced to Eq. (27).
Boundary conditions. In order to be solved, E-L equations Eq. 27 require the defi-
nition of the boundary conditions on D. Clearly the mutual information term does not
add any boundary conditions to the E-L equations and, in Appendix A, we discuss why
also the motion term does not add any conditions on the boundaries. As we will see in
details in the following section, however, boundary conditions appear that are due to
the temporal regularization term. Interestingly, it will be shown that the actual solution
is made possible by the statistical regularity of video signals.
Non-locality and ill-position. This theorem shows that the EL-equations are non-
local integro-differential equations. Notice that Eq. (27) is non-local in both spatial
(third and fourth terms) and time (fourth term). This result suggests that an agent
designed on the basis of Eq. (1) would be doomed to fail, since its solution is inherent
intractable in terms of computational complexity. Basically, the lack of locality, makes
Eq. (27) unsuitable to model the emergence of visual features in nature. In what follows
we will show how to overcome this critical complexity issues by modifying the position
of the problem of visual feature so as to make it well-posed.
Temporal locality. From Eq. (27) we immediately see that the last term is non-local
in time; this means that the equations are non-causal. This is basically due to the need
of knowing the probability of the hidden symbols to determine the entropy. Formally,
the probability of the symbols does require to know all the video over the life interval
[0 . . T ], which breaks temporal locality. This problem can be faced in different ways:
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i. Enforce time locality by computing the entropy by splitting the averaging on
frames and time as follows:
S(Y );
∫ T
0
h(t)dt
(∫
X
dx g(x− a(t))Φi(x, t)f(x, t)
)2
. (34)
Clearly this way of splitting the measure dµ only approximates the actual entropy
of the source. When averaging at frame level one might get a biased view on the
probability of the symbols that, however, is somewhat balanced by the temporal
average over all the time horizon.
ii. Let us define the following estimation of the probability of symbol i at t:
si(t) =
∫ t
0
dτ
∫
X
dxΦi(x, τ)f(x, τ) =
∫ t
0
dτ h(τ)
∫
X
dxΦi(x, τ)g(x−a(τ)).
and express the entropy on the basis of this estimation instead of the actual value
of the probability of symbol i given by
∫
D dµΦi. In this way the entropy term
S(Y ) in the Lagrangian can be replaced with
S˜(Y ) =
1
T
∫ T
0
s2i (t) dt+ α
∫ T
0
dt
(
si(t)−
∫ t
0
dτ
∫
X
dxΦi(x, τ)f(x, τ)
)2
(35)
where the second term, with an appropriate non-negative α is required to enforce
the constraint on the value gained by si(t).
iii. Let us consider the above causal entropy S˜Y given by Eq. 35 and enforce a
differential form of the the constraint on si(t). In doing so, the entropy term in
the Lagrangian can be replaced with
˜˜S(Y ) =
1
T
∫ T
0
s2i (t) dt+ α
∫ T
0
dt
(
s˙i(t)−
∫
X
dxΦi(x, t)f(x, t)
)2
. (36)
Clearly, in doing so, unlike the formulation based on the cognitive action 21,
the corresponding E-L equations that we derive are local in time. However,
we need to involve the auxiliary variable si in addition to the other Lagrangian
coordinates.
Interestingly, S˜Y offers a consistent asymptotic approximation of S(Y ). In particular,
the following results connects the two terms.
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Proposition 2. If limt→∞ si(t) = pi(T ) :=
∫
X
∫ T
0
Φi(x, t)f(x, t) dxdt, then
lim
T→+∞
∣∣∣p2i (T )− 1T
∫ T
0
s2i (t) dt
∣∣∣ = 0.
Proof. From the hypothesis ∀ > 0 there exists T such that ∀t > T : |pi−si(t)| ≤ 
αS(T ) =
1
T
∣∣∣∣Tp2i − ∫ T
0
dts2i
∣∣∣∣ = 1T
∣∣∣∣ ∫ T
0
dt p2i −
∫ T
0
dt s2i
∣∣∣∣
=
1
T
∣∣∣∣ ∫ T
0
dt (pi + si)(pi − si)
∣∣∣∣ ≤ 1T
∫ T
0
dt (pi + si)|pi − si|
≤ 1
T
∫ T
0
dt (pi + si)|pi − si|+ 1
T
∫ T
T
dt (2pi + )
≤ 2T
T
+
T − T
T
(2 + ) <
(
2
T
T
+ (2 + )
)
.
Now, for any δ > 0 the condition αS(T ) < δ yields 2TT + (2 + ) < δ which is
satisfied when choosing
 <
√(
1 +
T
T
)2
+ δ −
(
1 +
T
T
)
and T > T.
We are now ready to see how how the Euler-Lagrange equations are transformed
once time-locality is handled of learning. In particular, in the following, we consider
the case i, but extension to ii and iii are straightforward.
Theorem 2. The functional A(ϕ) under the replacement described in Eq. (34) admits
time-local E-L equations, i.e Eq. (27) becomes
λKP
?
t (h(t)Ptϕij(x, t)) + λPh(t)P
?
xPxϕij(x, t) +
∫
dξ∆jk,im(x, ξ, t, ∂t)ϕmk(ξ, t)
+ ρij(x, t) = 0,
(37)
Proof. It is sufficient to replace the variation of the energy term, which is now dramat-
ically simplified
δ
δϕij(x, t)
∫ T
0
dτ
(∫
X
Φi(z, τ)f(z, τ) dz
)2
= cj(x, t) ·
∫
dξ ck(ξ, t)ϕik(ξ, t).
Finally, the theorem arises when considering the definitions (26).
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It is easy to see that temporal locality can also be gained in the case in which the
entropy is defined according to Eq. (36).
Space locality. We will now show how to gain space locality, which is still missing
in Eq. (37). The intuition is that the lack of space locality is inherently connected with
the definition of convolutional features, whenever one makes no delimitation on the
context required to compute the features. As already pointed when addressing motion
invariance, while the possible visual configurations increase exponentially with the
growth of the measure of X , the information associated with ϕij only grows linearly
the distance to the focus point. We will make use of a generalized notion of receptive
field that, as it will be proven in the following, allows us to gain spatial locality.
To be more precise assume the following factorization for the filters
ϕij(x, t) = G(x)φij(x, t), (38)
whereG : X → R is a smooth function, of typical bell-shape structure. Notice that this
corresponds with expressing the computation of the features by
Φi(x, t) =
∫
X
dy G(y)φij(y, t)C(x− y, t). (39)
In so doing, the contribution of the color field at distance x− y is weighed on the basis
of the receptive field structure induced by bell-shaped function G. Then the non-local
term in Eq. (37) reads dξ G(ξ)∆jk,im(x, ξ, t, ∂t)φmk(ξ, t).
Theorem 3. Let G : X → R be the Green function of an self-adjoint operator L and
let G(∂X ) = 0, where ∂X denotes the boundary of X . Then Eq. (37) is equivalent to
the following (local) system of differential equations:λKP
?
t (h(t)PtG(x)φij(x, t)) + λPh(t)P
?
xPxG(x)φij(x, t) + Λij(x, 0, t) + ρij(x, t) = 0;
LΛij(x, ξ, t) = ∆jk,im(x, ξ, t, ∂t)φmk(ξ, t).
(40)
Proof. Let Λij(x, ξ, t) be a solution of the differential equation
LΛij(x, ξ, t) = ∆jk,im(x, ξ, t, ∂t)φmk(ξ, t),
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whereL is a self-adjoint operator. Then the non-local term dξ G(ξ)∆jk,im(x, ξ, t, ∂t)φmk(ξ, t)
becomes ∫
dξ G(ξ)∆jk,im(x, ξ, t, ∂t)φmk(ξ, t) =
∫
dξ G(ξ)LΛij(x, ξ, t). (41)
Now, since L is self-adjoint, we have L∗G = LG = δ and, consequently, we get∫
dξ G(ξ)∆jk,im(x, ξ, t, ∂t)φmk(ξ, t) = Λij(x, 0, t), (42)
which is a local expression in space. Finally, Eq. (37) turns out to be equivalent to
Eq. (40).
These differential equations, along with their boundary conditions, can be thought
of as information-based laws that dictate the spatiotemporal behavior of the visual fil-
ters. Notice that space locality has been gained at the price of enriching the space
by the adjoint variable Λij . It contributes to face and break chicken-egg dilemma on
whether we first need to define the context for computing the related visual feature
or if the feature does in fact define also the context from which it is generated. The
transformation of Eq. (37) (integro-differential equations) into Eq. (40) (differential
equations) is paid by the introducing of the cyclic computational structure of Eq. (40)
that, however, is affordable from a computational point of view. It is worth mentioning
that from an epistemological point of view, Eq. (40) comes from variational principles
that very much remind us the scheme used in physics; for this reason we use the term
information-based laws of visual features. Clearly, we can always read these differen-
tial equations as a computational model of learning visual features.
The following theorem gives insights on the possibility of finding G and L that
satisfy the properties required by Theorem 3 with arbitrary precision.
Theorem 4. Let Gσ(x) be a gaussian with variance σ and zero mean; let Lmσ :=∑m
n=0(−1)n(σ2n/2nn!)∇2n, then Gσ and Lmσ satisfy the hypothesis of Theorem 3 if
σ is chosen small enough. More precisely we have that
lim
σ→0
∫ (
Lmσ Gσ(x)
)
ϕ(x) dx = ϕ(0), ∀ϕ ∈ C∞0 (R).
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xx
x− y
C
ϕij(y, t)
A(x, t)
σ−→ Φ(x, t)
A(ϕ)
−→ −→
A
Figure 3: Without explicit constraints in the action that enforces probabilistic normalization the outcomes of
convolution must be remapped with a nonlinear function σ (for example a softmax function) in order to be
used to built the information based part of the functional index.
Proof. See Appendix B
This result expressed by this theorem makes the reduction of Eq. (41) possible in
case we adopt receptive fields. Let ρσ(x) := Lmσ Gσ(x) be. In Appendix B we can see
that, for a given m we have that ρσ(x) approaches the δ distribution as σ → 0. Basi-
cally, we meet the assumption of Theorem 3 for finite m, which is a crucial computa-
tional issue concerning the adjoint equationLΛij(x, ξ, t) = ∆jq,ip(x, ξ, t, ∂t)φpq(ξ, t).
As stated by the theorem, this holds for “small” σ, that can be regarded as a receptive
field assumption.
It is interesting to notice that the property claimed in the theorem works also if G is
not itself a Green’s function but in case it is a linear combination of Green’s functions
evaluated at different points, that is
G(x) =
N∑
i=1
αiJ(x− xi), (43)
so as Eq. (38) is in fact quite general in terms of function representation. However, it
is evident that as N increases also the number of terms in Eq. (40) does the same, so
that it might indicate that the resolution of such equations becomes harder.
Softmax formulation and focus of attention.
Instead of imposing probabilistic normalization implicitly, we can express the con-
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straints by classic soft-max as follows:
Ai(x, t) :=
∫
X
ϕij(y, t)Cj(x− y, t) dy, Φi(x, t) = σi(A1(x, t), . . . , An(x, t)),
where σi(x1, . . . , xn) := exi/
∑n
k=1 e
xk . With this redefinition, the the information
theory based terms of the action are automatically well-defined, while the motion in-
variance term can still be imposed on the convolutional activations Ai(x, t). This for-
mulation therefore it is based on the following action
A(ϕ) =1
2
(∫
D
dµΦi
)2
− λC
2
∫
D
dµΦ2i
+
λP
2
∫
D
dtdx h(t)(Pxϕij(x, t))
2 +
λK
2
∫
D
dtdx h(t)(Ptϕij(x, t))
2
+
λM
2
∫
D
dµ
(
∂tAi(ϕ) + vj∂jAi(ϕ)
)2
.
(44)
that gives rise to EL-equations very related to Eq. (40).
6. Neural interpretation in the retina
So far, we have a field theory onD. We can reformulate it in a discretized retinaX ],
so as for each point x, the filter is defined by the variable ϕijx(t). We need to see how
this fields can be re-written on a discretized retina X ] = {(i, j) | 0 ≤ i < `, 0 ≤
j < `}. As already noticed, while the filters are characterized by ϕijx(t), the color
field will be replaced with Cix(t). Notice that, because of the factorization f(x, t) =
h(t)g(x − a(t)), the term gx in the discretized formulation is also a function of time,
which will turn out to contribute to the time dependence that affects the coefficients
of the differential equation that governs the evolution of the filters. However, since
gx plays the role of a probability distribution over the retina, for every t, we have∑
x∈X] gx = 1. As a consequence this yields
∫ T
0
h(t) = 1. Now, for each pixel x in
the discrete retina, let us define
γx := (C1(x1−1)(x2−1),C1(x1−1)(x2−2), . . .Cm(x1−`)(x2−`)) ∈ Rm`
2
,
χi := (ϕi111, ϕi112, . . . , ϕim``) ∈ Rm`2 ;
similarly let ζx ∈ Rm`2 the vector that for each x contains the components of v(x, t) ·
∇xCj(x−ξ, t) with respect to the indexes ξ and j (for further details see Appendix C).
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Let ⊗ be the Kronecker product. We will show that the problem and its dynamics can
be described in terms of the following matrices O\ := (O′⊗ Im`2), N\ := (N′⊗ Im`2),
M\ := (M′⊗ Im`2), where Oαβ :=
(
gx(γ˙
x
αγ˙
x
β +ζ
x
αζ
x
β +2γ˙
x
αζ
x
β )
)
, Nαβ :=
(
gx(γ˙
x
αγ
x
β +
ζxαγ
x
β)
)
and Mαβ := χ˙iα
(
gxγ
x
αγ
x
β
)
δijχ˙
j
β . These matrices are the discrete counterpart
of the functions W, Y, H defined in the previous section. Let q be the vectorization of
tensor ϕ (for a precise definition see AppendixC) and let us define
U(q, C) =
1
2
(
gxσi(Ax)
)2 − λC
2
gx
(
σi
(
Ax
))2
.
Then the following result holds:
Proposition 3. On the discrete retina the functional
1
2
(∫
D
dµΦi
)2
− λC
2
∫
D
dµΦ2i +
λM
2
∫
D
dµ
(
∂tAi(ϕ) + vj∂jAi(ϕ)
)2
,
which is the Cognitive Action in Eq. (44) without the regularization terms, becomes
V(q) =
∫ T
0
dt h(t)
(
U
(
q, C
)
dt+ λMM(q)
)
(45)
where
M(q) :=
∫ T
0
dt
(
1
2
q˙M\(t)q˙ + qN\(t)q˙ +
1
2
q(t)O\(t)q(t)
)
.
Proof. See Appendix C
We will now show that if we pair the functional (45) with the regularization term
R(q) :=
∫ T
0
h(t)dt
(
α
2
|q¨(t)|2 + β
2
|q˙(t)|2 + 1
2
|γ1q˙(t) + γ2q¨(t)|2 + k
2
|q|2
)
,
then the resulting cognitive action
Γ(q) := V(q) +R(q) (46)
admits a minimum.
In order to understand the peculiar structure of the chosen regularization term notice
that if we pose µ = α+ γ22 , ν = β + γ
2
1 , γ = γ1 · γ2 then Eq. (46) can be rewritten as
Γ(q) =
∫ T
0
h
(µ
2
|q¨|2 + ν
2
|q˙|2 + γq˙ · q¨ + k
2
|q|2 + U(q, C)) dt+ λMM(q). (47)
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The interpretation of learning by means of functional (47) is especially interesting
since, unlike the case of the classic action in mechanics, it admits a minimum under
appropriate conditions.
The following theorem, that is a straightforward extension of a results appeared
in [32], offers an important result on the well-posedness of learning.
Theorem 5. If the following coercivity conditions7
µ > γ22 , ν > γ
2
1 , k > 0 (48)
hold true then functional Γ, defined by Eq. 47, admits a minimum on the set
K = { q ∈ H2((0, T ),Rn) | q(0) = q0, q˙(0) = q1 }.
Proof. The proof is the same as the one in [32] once one observes thatM(q) ≥ 0 and
that it contains at most first derivatives of q.
Euler-Lagrange Equations. For the porpuse of taking the variation of the functional
Γ it is convenient to rearrange it so to have all the terms with at least one derivative all
grouped together: Γ(q) = Γ1(q) + Γ2(q) with
Γ1(q) =
∫ T
0
(
Uˆ(q, C) +
1
2
q(t)(Oˆ\(t) + kˆ)q(t)
)
dt,
and
Γ2(q) :=
∫ T
0
dt
( µˆ
2
|q¨|2 + νˆ
2
|q˙|2 + γˆq˙ · q¨ + λM
2
q˙ · Mˆ \q˙ + λMq · Nˆ \q˙
)
.
We have also introduced the following notation: for any expression A we let Aˆ(t) :=
h(t)A. In what follows we will also assume
h(t) =
θ
eθT − 1e
θt (49)
7These conditions are indeed equivalent to α > 0, β > 0 and k > 0.
40
with θ > 0. In general, h(t) needs to be monotone increasing, so as to yield dissipation
and define the time direction. With this factorization it is immediate to see that the vari-
ation of Γ1, other than being immediate, does not give any extra boundary condition.
So let us focus on the variation of Γ2(q).
Let us consider the variation v and define ψ(s) = Γ2(q + sv), where s ∈ R.
In the analysis below, we will repeatedly use the fact that v(0) = v˙(0) = 0. This
corresponds with the assignment of the initial values q(0) and q˙(0). Since we want to
provide a causal computational framework for q(t), this is in fact the first step towards
this direction. The stationarity condition for the functional Γ2 is ψ′(0) = 0, 8
ψ′(0) =
∫ T
0
dt
{
(µˆq¨+ γˆq˙) · v¨+ [(νˆ +λMMˆ \)q˙+ γˆq¨+λM (Nˆ \)′q] · v˙+λM Nˆ \q˙ · v}
With a few integration by parts we get
ψ′(0) =
[
(µˆq¨ + γˆq˙)v˙ +
(
(νˆ + λMMˆ
\)q˙ + γˆq¨ + λM (Nˆ
\)′q − (µˆq¨ + γˆq˙)˙)v]
t=T
+
∫ T
0
{
(µˆq¨ + γˆq˙)¨ − ((νˆ + λMMˆ \)q˙ + γˆq¨ + λM (Nˆ \)′q)˙ + λM Nˆ \q˙} · v
(50)
As it often happens in variational calculus we proceed as follows:
1. Consider only the variations such that v(T ) = v˙(T ) = 0. In this case ψ′(0) = 0
yields the following differential equations
µˆq(4) + 2 ˙ˆµq(3) + (¨ˆµ+ ˙ˆγ − νˆ − λMMˆ \)q¨
+ (¨ˆγ − ˙ˆν − λM ( ˙ˆM \ + (Nˆ \)′ − Nˆ \))q˙ − λM ( ˙ˆN \)′q = 0.
(51)
2. Because of Eq. (50), ψ′(0) = 0 reduces to
[
(µˆq¨ + γˆq˙)v˙ +
(
νˆq˙ + γˆq¨ − (µˆq¨ +
γˆq˙)˙
)
v
]
t=T
= 0. Moreover, since v(T ) and v˙(T ) can be chosen independent one
of each other, then the vanishing of the first variation also implies that
µˆq¨(T ) + γˆq˙(T ) = 0;
− µˆq(3)(T )− ˙ˆµq¨(T ) + (νˆ − ˙ˆγ + λMMˆ \)q˙(T ) + λM (Nˆ ])′q(T ) = 0.
(52)
8Here and in the rest of the paper, we sometimes simplify the notation by removing the explicit depen-
dence on time.
41
We summarize the previous analysis in the statement of the following theorem:
Theorem 6. The Euler-Lagrange equation relative to the functional Γ(q) defined on
K are
µˆ(t)q(4)(t) + 2 ˙ˆµ(t)q(3)(t) + Z2(t)q¨(t) + Z1(t)q˙(t) + Z0(t)q(t) +∇qUˆ(q, C) = 0.
(53)
where
Z2 = ¨ˆµ+ ˙ˆγ − νˆ − λMMˆ \, Z1 = ¨ˆγ − ˙ˆν − λM ( ˙ˆM \ + (Nˆ \)′ − Nˆ \), (54)
Z0 = kˆ + λM Oˆ
\ − λM ( ˙ˆN \)′, (55)
together with the boundary conditions in Eq. (52).
It is worth mentioning that the above theorem holds also if we redefine Γ(q) by
arbitrary functions µˆ(t), νˆ(t), γˆ(t), and kˆ(t). This is one of the key observations that
will allow us to devise a mechanism through which we will be able to have Eq. (52)
automatically satisfied during the learning.
Boundary conditions. The solution of the forth-order differential equation on the
filter parameters requires the satisfaction of the boundary conditions (52). The under-
lying idea that drives the learning process is that one is expected to solve the problem
of determining the filters in a causal way, which corresponds with imposing Cauchy’s
initial condition. However, the solution of Eq. (53) under Cauchy’s initial condi-
tion will not, in general, satisfy conditions (52) at the end of learning. Hence, we
get into a dilemma that involves the choice of the initial conditions, since the values
q(T ), q˙(T ), q¨(T ), q(3)(T ) do depend on the video signal in (0 . . T ], that is on the “fu-
ture.” We can break the dilemma when pairing a couple of important remarks: First, a
special case in which conditions (52) are satisfied is whenever we have still images at
T , so as N ] = 0,
q˙(T ) = q¨(T ) = q(3)(T ) = 0. (56)
Second, without limitations of generality, the color field C(x, t) in D will always con-
tain brief portions of null signal. Moreover, its eventual manipulation with the purpose
of injecting brief portions of null signal does not change its information structure, so as
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one can reasonably regard the visual environment with such a manipulation equivalent
with respect to the one from which it is generated. The intuition is that such a “reset” of
the video results in N ] = 0 and, moreover, the null signal also affects the differential
equation of learning 53 by resetting the dynamics, so as q˙(T ) = q¨(T ) = q(3)(T ) = 0
is also very well approximated. Hence, no matter what are the initial conditions, it
turns out the we can satisfy conditions (52) in small portions of the video.
Now, we will translate this intuition into a formal statements. Let us consider a
sequence of times 0 < t0 < t1 < t2 < · · · < t2N < T that defines the two sets A =⋃N
i=0Ai with Ai = (t2i−1 . . t2i), t−1 = 0 and B =
⋃N
i=0Bi with Bi = (t2i . . t2i+1),
t2N+1 = T . Suppose furthermore that we modify the video signal in the following
way C(x, t) → C(x, t)[t∈A], so that it is identically null on B. As already pointed
out, in doing so, we do not change the problem of discovering visual features, since we
just dilute the information that is contained in C. On the other hand, whenever C = 0,
this results into a remarkable simplification of the system dynamics in B: the potential
U and all the terms coming from the motion invariance term (the ones proportional to
λM ) are identically zero. Moreover, since the EL equations still holds true for time-
variant coefficients µˆ(t), νˆ(t), γˆ(t), and kˆ(t), we can always decouple the dynamics so
that whenever t ∈ B Eq. (53) becomes (see [32])
µ¯q(4) + 2θ¯µ¯q(3) + (θ¯2µ¯+ θ¯γ¯ − ν¯)q¨ + (θ¯2γ¯ − θ¯ν¯)q˙ + k¯q = 0, t ∈ B (57)
where θ¯, µ¯, ν¯ and λ¯ are arbitrary constants different from θ, µ, ν and λ. In particular
the following Theorem guarantees us that θ¯, µ¯, ν¯ and λ¯ can be chosen in such a way
that the boundary conditions in Eq. (52) are satisfied at the end of each B interval.
Theorem 7. We can always choose the system parameters of Eq. (57) in such a way
that |q(k)(t2i+1)| = 0, k = 1, 2, 3, up to an arbitrary precision for i = 0, 1, . . . , N
regardless of the initial Cauchy conditions, which is in fact a special way of satisfying
boundary conditions (52).
Proof. See [32] for the proof.
The intuition behind this result is that the dynamical system defined by (57) be-
comes asymptotically stable under an appropriate choice of the parameters, which cor-
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responds with driving the dynamics to a reset state arbitrarily fast.
Another important property of the dynamics in the Bi is that it we can arrange
things in such a way that it does not alter the solution found in the previous Aj . More
precisely, let (0, λ2, λ3, λ4) be the roots of the characteristic polynomial associated
with Eq. (57) and let V3 = V (λ2, λ3, λ4) be the Vandermonde matrix associated with
the λi eigenvalues. The the following theorem holds.
Theorem 8. Let Λ = (V (λ2/ρ, λ3/ρ, λ4/ρ))−1 be. For every even i = 0, . . . , 2N
consider the defined sets Ai = (ti−1 . . ti), Bi = (ti . . ti+1). It is always possible to
choose the coefficients in Eq. (57) such that ∀ > 0, if we choose
ρ > [(9C/) ·max
k
|q(k)(ti)|]1/2 > 1
we have |q(ti+1)− q(ti)| < , where |Λkj | ≤ C for all k and j = 1, 2, 3.
Proof. See [32] for the proof.
System dynamics. Here we will mainly focus on the “free dynamics” C ≡ 0. This
particular case is particularly important since it is possible to analyze this case in de-
tails, and it gives us insights on the solutions depending on the choice of the parame-
ters. Let χ(x) = x4 + bx3 + cx2 + dx+ e be the characteristic polynomial of the EL
equation (53) with U ≡ 0 (which is just the same as Eq. (57) only with the unbarred
variables); here we assume µ 6= 0 and use the notation b = 2θ, c = (θ2µ+ θγ − ν)/µ,
d = (θ2γ − θν)/µ, and e = k/µ.
If we replace x = z − b/4 with χ(x) then we obtain the reduced quartic equation
ζ(z) := χ(z − b/4) = z4 + qz2 + rz + s = 0, where q = c − 3b2/8, r =
b3/8− bc/2 + d, s = b2c/16− 3/256b4 − bd/4 + e.
Then one can prove (see [32]) that the following proposition holds:
Proposition 4. If we choose θ, µ, ν, γ1, γ2, k such that θ > 0 and:
µ > γ22 , ν > γ
2
1 , ν < θγ1γ2, 0 < k ≤
(ν − θγ1γ2)2
4µ
γ1 < 0, γ2 <
γ1
θ
or γ1 > 0, γ2 >
γ1
θ
.
(58)
then the following conditions are jointly verified:
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1. Γ admits a minimum inK ;
2. the homogeneous equation associated with Eq. (57) has the following two prop-
erties:
i. it is asymptotically stable;
ii. it yields aperiodic dynamics (the roots of the characteristic polynomial are
real).
7. Visual features in the light of the theory
We are now in condition to partially address the questions raised in Section 2 in the
light of the proposed theory. Some questions are quite general and can be addressed by
arguments based on the literature. Others are more specific, and can be answered by
relying on the results derived in this paper from the principle of least cognitive.
Q1,Q2: How can humans conquer visual skills without requiring “intensive supervi-
sion”? How can animals gradually conquer visual skills in a truly temporal-based
visual environment?
These questions are stimulating many debates especially on the evolution of computer
vision. At the light of the results that arise from the principle of least cognitive ac-
tion, we can offer a novel view that emerges from the proposed theory. The given
information-based equations of learning shows that any visual agents can conquer vi-
sual skills without requiring (Q1) “intensive supervision.” In particular, the Euler-
Lagrange differential equations that dictate the agent life only process visual streams
without any supervision, so as they represent a fully-unsupervised method of feature
generation(Q2). The development of methods that learn from visual streams without
supervision opens the doors towards a radically different approach to large visual (la-
belled) repositories, since visual sources are virtually infinite. The minimization of the
motion invariance term ω(φ) (see Proposition 1) over the life interval enforces visual
consistency, which turns out to be a sort of virtual supervision offered by nature for
free. The agent interaction with the environment can, later on, at different stage of de-
velopment, benefit from a number of different forms of supervision that can refine the
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features developed according to the proposed scheme. Unlike most approaches from
machine learning, in this paper the role of time is of crucial importance.
Q3: Can animals see in a world of shuffled frames?
Shuffling video frames would likely drive into a “cul de sac” for animals and hu-
mans. We conjecture that vision cannot be acquired in nature in a world of shuffled
frames. The proposed theory imposes motion invariance by enforcing the minimiza-
tion of ω(φ), that is null only in case the adiabatic condition dCi/dt = 0 holds true.
The approximation of this condition along with information and parsimony-based prin-
ciples is the outcome of the visual laws given by Eq. (40).
Q4: How can humans attach semantic labels at pixel level?
The given laws of feature development (Eq. (40)) inherently operate at pixel level, so as
to generate visual features capable of supporting the recognition process by semantic-
based labels attached to single pixels. The convolutional filters are perfectly suited to
support the generation of pixel-based features. However, it is worth mentioning that
the typical pooling mechanisms that is paired with deep convolutional network, as well
as their classic overall architecture, typically dismiss this strict association with pixels,
since they are mostly charged of returning object recognition and related high-level
tasks. A different path has been more recently followed with the purpose of performing
semantic label [7], which is much more aligned with the research reported in this paper.
There are in fact tight links between convolutional networks for segmentation and the
model proposed in this paper. However, motion invariance is supposed to be the main
difference, and it is expected to facilitate the tasks of attaching semantic labels at pixel
level.
Q5: What could drive the functional difference between the ventral and dorsal main-
stream in the visual cortex?
The discussion on the role of motion invariance also indicates the reason why we need
distinct feature models depending on the visual purpose. In particular, motion invari-
ance turns out to be useful for recognition tasks, whereas such a property must not hold
for neurons involved in motion control. In the light of the theory proposed in this paper,
we conjecture that Eq. (40) might be adequate to simulate the behavior of neurons in
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both the mainstreams, the difference being that the “what” neurons do require the term
arising from the minimization of motion term ω(ϕ), whereas the “where” neuron must
not possess such a dynamic invariant property. As a consequence, the “where” neurons
satisfy Eq. (40), where the terms deriving from motion term are removed. Clearly, one
might have a gradual transition between these two different functional requirements.
Hence, the theory suggests that the dorsal and the ventral mainstream are basically
processing motion information a in remarkable different way.
Q6: Why do we need a hierarchical architecture with receptive fields?
The spatial non-locality of the Euler-Lagrange equations discussed in the previous sec-
tion (Eq. (33)) suggests that efficient solutions cannot be discovered without making
assumptions on the convolutional filters. Interestingly, the introduction of adjoint vari-
ables makes is possible to remove spatial locality. In particularly, the interpretation of
Theorem 4, leads us to conclude that only peaked bell-shaped filters following Eq. (38)
can give rise to solutions of Eq. (40). Clearly, this suggests the adoption of deep ar-
chitectures that can conquer computational capabilities thanks to their compositional
structure. An alternative, that is likely to be less effective, is that of thinking of a
shallow architecture based on (43).
Hence, the spatial locality property of Eq. (40) needs to be paired with special filter
selections that, to some extent, correspond with the assumption of processing by recep-
tive fields [23],[33],[34],[35]. This is one of the most significant outcome of the theory,
which prescribes the presence of receptive fields on the basis the derived information-
based laws, and gives guidelines also on the relationship between the dimension of the
receptive field and the order of the associated differential equation. A related analy-
sis can be found in [36] Notice that neurons with response peaked on their receptive
fields only react to pixels close to the focus of attention, while spatial regularization
contribute to provide smooth response, a process that is related to pooling.
Q7: Why do animals focus attention?
In the light of the theory, the reasons for modeling the focus of attention come directly
from the information-based framework along with the ergodic assumptions. The mea-
sure dµ = h(t)g(x − a(t)) suggests that information-based indexes, like the mutual
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information, need to be estimated by focusing attention on those areas where there is
more information. As pointed out just after the definition ofM(x,t)(·) (see Eq. (19)),
in this paper we assume that the trajectory of the focus of attention a(t) is given along
with the optical flow, and that motion invariance is enforced for any point of the retina.
Hence the role of the focus of attention trajectory is limited to offer an appropriate es-
timation of the information-based indexes, whereas it does not play a direct role in the
enforcement of motion invariance, which is the subject of future investigation.
Q8: Why do foveal animals perform eye movements?
As already pointed out, the role of focus of attention is crucial to provide a good mea-
sure of visual informativeness. Hence, the appropriate positioning on most informative
areas requires the movement along a(t), which corresponds with eye movements in
animals. The adoption of focus of attention trajectories can give further insights on
learning visual features. Peaked filters can be updated only in regions that are close to
the area of focus, which dramatically simplifies the learning process, since this leads
to remove the inconsistencies deriving from the presence of multiple weights updating,
that is inherently connected with translation-invariance of the convolutional computa-
tion. In a sense, focus of attention is a mechanism that separates learning and inference;
the weight updating takes place where we focus attention, while inference clearly takes
place all over the retina.
Q9: Why does it take 8-12 months for newborns to achieve adult visual acuity?
As already noticed, while the transformation C → Cb = ρC, that reduces the level
of the signal, does not destroy information in the continuum setting of computation,
as the video is quantized, no matter how many bits we choose, for arbitrarily small
values of ρ the signal Cb can be significantly blurred. In the continuum setting of
computation, a similar effect is due to the inherent presence of noise. Interestingly,
the blurring of the video turns out to facilitate the satisfaction of the boundary con-
ditions (52), since the dynamics is driven in such a way that the video signal and the
derivatives of the weights are close to zero. More importantly, the quantization errors
in the numerical solution of Euler-Lagrange differential equations, as well as the noise
effect in the continuum counterpart, are dramatically reduced by the described video
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blurring. A related process seems to be behind the newborns behavior during their evo-
lutive process of vision acquisition. It is worth mentioning that the scale transformation
C → Cb = ρC is not the only way of supporting a system dynamics that is nominally
compatible with the boundary conditions. If the signal C undergoes a spatiotemporal
low-pass filtering computation we end up in similar conclusions. Notice that video
blurring, which induces a deformation into the Lagrangian, favors the development of
a technically sound solution, and it is at the same time fully compatible with the prob-
lem of learning in visual environments. The reason is that humans and machines must
do their best to extract visual cues also in presence of fog or in dark environments.
Hence, a learning process focussed on information extraction in case of blurred video
turns out to be useful for the kind of visual skills that are ordinarily required. A strong
property that is acquired by visual agents carrying out a learning trajectory that is nom-
inally compatible with the boundary conditions is that they are causal agents. This is a
straightforward consequence of the fact that the conditions (56) are nominally verified
at any time of the agent life. The causality of the agent is of crucial importance for the
learning process, since causality has important consequences on statistical consistency.
Moreover, as already stated, the described blurring process plays a crucial role to make
the Euler-Lagrange differential equations of learning very-well conditioned. This al-
lows us to set up a numerical framework with strong precision and, at the same time,
with limited computational burden. An accurate analysis on the dynamics of ρ clearly
indicates that the choice of the damping factor η plays a crucial role. One very much
would like to synchronize the end of blurring with the end of learning, that must be
somewhat connected with the statistical structure of the given visual environment.
Q10: Causality and Non Rapid Eye Movements (NREM) sleep phases
Interestingly, while the described blurring process facilitates the satisfaction of the
boundary conditions and makes the Euler-Lagrange equations well-conditioned, in hu-
mans, the mechanisms behind the saccadic movements and the day-night human alter-
nation rhythm might play an important role in the conquering of visual skills. In both
cases, there are temporal portions in which the video signal is null which, as pointed
out in the previous section, facilitates the satisfaction of the boundary conditions. Ba-
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sically, in humans, blurring, saccadic movements, and day-night human alternation
rhythm contributes to enforce learning trajectories that are glued to the boundary con-
ditions naturally. Notice that a “null video” seems to correspond with NREM phases
of sleep, in which also eye movements and connection with visual memory are nearly
absent. The proposed theory suggests that during this phase of sleep, the reset of the
video strongly facilitates the satisfaction of the boundary conditions Interestingly, the
Rapid Eye Movements (REM) phase is, on the opposite, similar to ordinary visual pro-
cessing, the only difference being that the construction of visual features during the
dream is based on the visual internal memory representations.
Finally, notice that the overall dynamics very much depends on h (e.g. eθt). Its
consequence is that for an effective generalization process to take place, one needs to
establish a very slow dissipative process to guarantee that the weighting term h does
not penalize too much back in time. This is of crucial importance in order to give the
agent the capability of storing enough information for its decision.
8. Experiments
We implemented a solver for the differential equation of Eq. (53) that is based on
the Euler method. After having reduced the equation to the first order, the variables that
are updated at each time instant are q, q˙, q¨, and q(3). The code and data we exploited to
run the following experiments can be downloaded at http://www.dii.unisi.
it/˜melacci/calneco/neco_code_data_params.zip, together with the
full list of model parameters. We randomly selected two real-world video sequences
from the Hollywood Dataset HOHA2 [37], that we will refer to as “skater” and “car”,
and a clip from the movie “The Matrix” ( c©Warner Bros. Pictures). The frame rate
of all the videos is ≈ 25 fps, so we set the step-size of the Euler method to 1/25, and
each frame was rescaled to 240×110 and, for simplicity, it was converted to grayscale.
Videos have different lengths, ranging from ≈ 10 to ≈ 40 seconds, and they were
looped until 45, 000 frames were generated, thus covering a significantly longer time
span. We randomly initialized the variable q for t = 0, while the derivatives q˙, q¨, and
q(3) were set to 0. We used the softmax function to force a probabilistic activation of
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the features, as suggested in Section 5, Eq. (44), and we computed the optical flow v
using an implementation from the OpenCV library. Convolutional filters cover squared
areas of the input frame, and we set gx, for each x, to be the inverse of the frame area,
i.e., we assume that we have a uniform distribution over the retina. All the results that
we report are averaged over 10 different runs of the algorithms.
The video is presented gradually to the agent so as to favour the acquisition of small
chunks of information. We start from a completely null signal (all pixel intensities are
zero), and we slowly increase the level of detail and the pixel intensities, in function of
τ(t) ∈ [0, 1], where τ(t) = 0 leads to null signal and τ(t) = 1 to full details. In detail,
C(x, t) = τ(t)
[
G(1−τ(t))δ ∗ C(x, t)
]
,
where ∗ is the spatial convolution operator, C(x, t) is the original source video signal,
Gσ is a Gaussian filter of variance σ, and δ > 0 is a customizable scaling factor, that
we set to the size of the squared discrete Gaussian filter mask. It is easy to see that for
τ(t) = 1 we get C(x, t) = C(x, t). We start with τ(0) = 0, and then τ(t), t > 0, is
progressively increased as time passes with the following rule,
τ(t+ 1) = τ(t) + η(1− τ(t)), (59)
where we set η = 0.0005. We refer to the quantity 1− τ as the “blurring factor”, being
it proportional to the variance of the Gaussian blur.
In order to be able to (approximately) satisfy the conditions in Eq. (52) we need
to keep the derivatives small, so we implement a “reset plan” according to which the
video signal undergoes a reset whenever the derivatives become too large. Formally, if
‖q˙(t′)‖2 ≥ 1, or ‖q¨(t′)‖2 ≥ 2, or ‖q(3)(t′)‖2 ≥ 3 then we set to 0 all the derivatives,
and we also force τ(t′) to 0, leading to null video signal, as described above. We used
j = 300 · n, for all j.
Our experiments are designed (i) to evaluate the dynamics of the cognitive action in
function of different temporal regularities imposed to the model weights (parsimony),
and then (ii) to evaluate the effects of motion, that introduces a spatio-temporal regular-
ization on single and multi-layer architectures. When evaluating the temporal regular-
ities, the cognitive action is composed by the information-based and parsimony terms
51
only, and we experiment four instances of the set of parameters {µ, ν, γ, k} of Eq. (47),
leading to different dynamics. Each instance is characterized by the roots of the char-
acteristic polynomial that lead to stable or not-stable configurations, and with only real
or also imaginary parts, keeping the roots close to zero, and fulfilling the conditions of
Proposition 4 when stability and reality are needed. These configurations are all based
on values of k ∈ [10−19, 10−3], while θ = 10−4. We performed experiments on the
“skater” video clip, setting n = 5 features, and filters of size 5×5. Results are reported
in Fig. 4. The plots indicate that there is an initial oscillation that is due to the effects
of the blurring factor, that vanish after about 10k frames. The Mutual Information (MI)
(I) portion of the cognitive action correctly increases over time, and it is pushed to-
ward larger values in the two extreme cases of “no-stability, reality” and “no-stability,
no-reality”. The latter shows more evident oscillations in the frame-by-frame MI value,
due to the roots with imaginary part. In all the configurations the norm of q increases
over time (with different speeds), due to the small values of k, while the frequency of
reset operations is larger in the “no-stability, no-reality” case, as expected.
We evaluated the quality of the developed features by freezing the final q of Fig. 4
and computing the MI index over a single repetition of the whole video clip, reporting
the results in Tab. 1 (a). This is the procedure we will follow in the rest of the paper
when reporting numerical results in all the tables. We notice that, while in Fig. 4 we
compute the MI on a frame-by-frame basis, here we compute it over the whole frames
of the video at once, thus in a batch-mode setting. The result confirms that the two
extreme configurations “no-stability, reality” and “no-stability, no-reality” show better
results, on average. These performances are obtained thanks to the effect of the reset
mechanism, that allows even such unstable configurations to develop good solutions.
When the reset operations are disabled, we easily incurred into numerical errors due to
strong oscillations while, for example, the “stability” cases were less affected by this
phenomenon.
We also compared the dynamics of the system on multiple video clips and using
different filter sizes (5× 5 and 11× 11) and number of features (n = 5 and n = 11) in
Fig 5. We selected the “stability, reality” configuration of Fig. 4, that fulfils the condi-
tions of Proposition 4. Changing the video clip does not change the considerations we
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did so far, while increasing the filter size and number of features can lead to smaller
MI index values, mostly due to the need of a better balancing the two entropy terms
to cope with the larger number of features. The MI of Tab. 1 (b) confirms this point.
Interestingly, the best results are obtained in the longer video clip (“The Matrix”) that
requires less repetitions of the video, being closer to the real online setting.
Fig. 6 and Tab. 1 (c) show the results we obtain when using different blurring plans
(“skater” clip), that is, different values of η in Eq. (59), that lead to the blurring factors
reported in the first graph of Fig. 6. These results suggest that a gradual introduction of
the video signal helps the system to find better solutions than in the case in which no-
plans are used, but also that a too-slow plan is not beneficial. The cognitive action has
a big bump when no-plans are used, while this effect is more controlled and reduced in
the case of both the slow and fast plans.
In order to study the effect of motion in multi-layer architectures (up to 3 layers), we
still kept the most stable configuration (“stability, reality”, 5×5 filters, 5 features), and
introduced the motion-related term in the cognitive action. Our multi-layer architecture
is composed of a stack of computational models developed accordingly to (21). A new
layer ` is activated whenever layer ` − 1 has processed a large number of frames (≈
45k), and the parameters of layer `−1 are not updated anymore. We initially considered
the case in which all the layers ` = 1, . . . , 3 share the same value λM that weighs the
motion-based term. Tab. 2 shows the MI we get for different weighting schemes.
Introducing motion helps in almost all the cases (for appropriate λM - the smallest
values of λM are a good choice on average), and, as expected, a too strong enforcement
of the motion-related term leads to degenerate solutions with small MI. We repeated
these experiments also in a different setting. In detail, after having evaluated layer ` for
all the values of λM , we selected the model with the largest MI and started evaluating
layer ` + 1 on top of it. Tab. 3 reports the outcome of this experience. We clearly see
that motion plays an important role in increasing the average MI. In the case of “car”,
we also obtained two (unexpected) positive results when strongly weighing λM . They
are due to very frequent reset operations, that avoid the system to alter the filters when
the too-strongly-enforced motion-based term yields very large derivatives. This is an
interesting behaviour that, however, was not common in the other cases we reported.
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Figure 4: Comparing 4 configurations of the parameters, characterized by different properties in terms of
stability and reality of the roots of the characteristic polynomial. The input video is reproduced (in loop)
for 45k frames (x-axis). From left-to-right, top-to-bottom we report the Cognitive Action (CA), the portion
of the cognitive action that is about the Mutual Information (MI) (that we maximize), the portion that is
about the Conditional Entropy, the MI per-frame, the norm of q(t), and the fraction of “reset” operations
performed every 1000 frames.
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Figure 5: Different number of features and filter sizes (1st column: n = 5, size = 5 × 5; 2nd column:
n = 11, size = 11× 11) in 3 videos. See Fig. 4 for a description of the plots.
Table 1: MI on (a) the “skater” video, given the models of Fig. 4 (S=stability, R=reality, X¯=not X); (b)
different videos, number of features, filter sizes (SR); (c) different blurring plans (SR).
(a) (b) (c)
Config (Skater) Video (n = 5, 5× 5) (n = 11, 11× 11) Blurring (n = 10, 5× 5)
S¯R¯ 0.54± 0.07 Car 0.38± 0.03 0.272± 0.003 Slow 0.35± 0.08
S¯R 0.54± 0.08 Matrix 0.60± 0.03 0.45± 0.02 Fast 0.39± 0.05
SR¯ 0.44± 0.11 Skater 0.45± 0.13 0.35± 0.05 None 0.34± 0.08
SR 0.45± 0.13
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Figure 6: Three different blurring plans: slow, fast, faster (i.e., no bluring). We consider n = 11 and filters
of size 11× 11.
Table 2: MI in different videos, up to 3 layers (` = 1, 2, 3), and for multiple weighting factors λM of the
motion-based term. All layers share the same λM .
λM = 0 10
−8 10−6 10−4 10−2 1 102
Sk
at
er
` = 1 .61±.11 .54± .11 .52± .07 .53± .08 .69± .07 .53± 0 .01± 0
` = 2 .53± .12 .62± .15 .60± .11 .43± .06 .48± .06 .1± .1 .03± .01
` = 3 .56± .17 .58± .20 .62± .10 .18± .16 .16± .17 .04± .02 .03± .02
C
ar
` = 1 .49± .05 .44± .02 .46± .04 .47± .04 .66± .10 .60± .02 .01± 0
` = 2 .25± .26 .54± .10 .65± .08 .46± .03 .63± .11 .18± .32 .03± .01
` = 3 .26± .34 .45± .22 .51± .11 .38± .20 .24± .20 .09± .12 .04± .02
M
at
ri
x ` = 1 .66± .01 .66± .02 .67± .01 .63± .05 .59± .03 .44± 0 .23± .02
` = 2 .55± .13 .56± .14 .43± 0 .45± .04 .62± .02 .35± .19 .13± .08
` = 3 .64± .03 .54± .11 .35± .07 .40± .01 .21± .07 .06± .03 .04± .02
56
Table 3: Same structure of Tab. 2. Here the model with the best λM is selected and used as basis to activate
a new layer (layer ` = 1 is the same as Tab. 2).
λM = 0 10
−8 10−6 10−4 10−2 1 102
Sk
at
er ` = 2 .38± .34 .53± .12 .50± .1 .47± .1 .41± .02 .33± .17 .21± .2
` = 3 .55± .12 .62± .11 .55± .13 .42± .01 .36± .09 .2± .18 .39± .22
C
ar ` = 2 .48± .1 .59± .17 .59± .18 .55± .12 .41± .01 .01± 0 .64± .01
` = 3 .67± .01 .60± .12 .73± .09 .36± .05 .33± .11 .27± .14 .73± .01
M
at
ri
x ` = 2 .55± .13 .56± .14 .43± 0 .45± .04 .62± .02 .35± .19 .13± .08
` = 3 .55± .12 .53± .12 .82± .14 .35± .05 .35± .31 .02± .01 .01± 0
Conclusion
This paper proposes a learning theory that formalizes the problem of learning vi-
sual features from streams of visual data. The theory, which is based on the ergodic
assumption of the video signal, provides a reformulation of classic unsupervised learn-
ing schemes based on mutual information. In particular, the convolutional filters are
derived within the framework of the principle of least action that nicely parallels the
methods derived from statistical learning. A distinctive contribution of this paper is
the idea of enforcing motion coherence joined with information-based indices to learn
convolutional architectures by an on-line computational scheme. In addition to the
promising experimental results, this paper gives first insights to address ten questions
for a theory of vision that are stated at the very beginning. We are currently working
towards the extension to deep networks of the same theory with the purpose of con-
structing a visual agent that interacts with the environment. The underlying assumption
is that the injection of motion invariance will play a crucial role for a dramatic reduc-
tion of supervisions. Unlike what is reported in this paper, more than invariance with
respect to object movement, we have been experimenting the invariance with respect to
the focus of attention on the basis of a model proposed in [30]. Interestingly, since our
focus of attention model mostly tracks moving objects there are clear similarities with
the model reported in this paper. However, the micro-saccades that characterizes the
focus of attention in presence of still images also lead to enforcing motion invariance,
thus enriching dramatically the amount of information that drives the learning process.
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A. Variation of the motion invariance term
The motion invariance term can be written as
ω(ϕ) =
1
2
∫
dzdτ f(z, τ)
(∫
dξ Cm(z − ξ)∂τϕkm(ξ, τ)
+ (∂τCm(z − ξ, τ) + vα∂αCm(z − ξ, τ))ϕkm(ξ, τ)
)2
,
or equivalently
ω(ϕ) =
1
2
∫
dτdξdζ ∂τϕkm(ξ, τ)Wml(ξ, ζ, τ)∂τϕkl(ζ, τ)
+ 2ϕkm(ξ, τ)Yml(ξ, ζ, τ)∂τϕkl(ζ, τ) + ϕkm(ξ, τ)Hml(ξ, ζ, τ)ϕkl(ζ, τ),
where Wml(ξ, ζ, τ) =
∫
dz f(z, τ)Cm(z − ξ, τ)Cl(z − ζ, τ), while Yml(ξ, ζ, τ) =∫
dz f(z, τ)[∂τCm(z − ξ, τ) + vα∂αCm(z − ξ, τ)]Cl(z − ζ, τ) and Hml(ξ, ζ, τ) =∫
dz f(z, τ)[∂τCm(z−ξ, τ)+vα∂αCm(z−ξ, τ)][∂τCl(z−ζ, τ)+vβ∂βCl(z−ζ, τ)].
Since we can always assume that at t = 0 and t = T that the video C with its
derivative is identically zero, we automatically have Wml(ξ, x, 0) ≡ Wml(ξ, x, T ) ≡
Yml(ξ, x, 0) ≡ Yml(ξ, x, T ) ≡ Hml(ξ, x, 0) ≡ Hml(ξ, x, T ) ≡ 0. This property saves
us from having boundary terms coming from the integration by parts that we need to
perform when we compute the variation of this term.
We can now compute the first variation of the functional with respect to ϕij(x, t):
δω(ϕ)
δϕij(x, t)
=
∫
dξ[−Wlj(ξ, x, t)∂2t ϕil(ξ, t)
+ (Yjl(x, ξ, t)− Ylj(ξ, x, t)− ∂tWlj(ξ, x, t))∂tϕil(ξ, t)
+ (Hlj(ξ, x, t)− ∂tYlj(ξ, x, t))ϕil(ξ, t)].
By the following identification
Ξjk(x, ξ, t) = −Wjk(ξ, x, t), Υjk(x, ξ, t) = Hkj(ξ, x, t)− ∂tYkj(ξ, x, t),
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Figure 7: Plots of ρσ when m = 1 for various values of σ: σ = 1 in (a), σ = 0.1 in (b), σ = 0.01 in (c)
and σ = 0.001 in (d).
Πjk(x, ξ, t) = Yjk(x, ξ, t)− Ykj(ξ, x, t)− ∂tWkj(ξ, x, t),
the above expression is indeed the result stated in Eq. (32).
B. Gaussian Green Functions
First of all define Lmσ :=
∑m
n=0(−1)n(σ2n/2nn!)d2n/dx2n and consider the in-
duced function ρσ(x) := Lmσ Gσ(x). Now notice that as σ → 0 L→ 1 and Gσ → δ so
that we automatically have LG = δ. It is also immediate to see that
∫
ρσ(x) dx = 1.
Let us now consider for any δ > 0
lim
σ→0
∫
|x|≥δ
|ρσ(x)| dx = lim
σ→0
m∑
n=1
σ2n
2nn!
∫
|x|≥δ
∣∣∣∣ d2ndx2nGσ(x)
∣∣∣∣ dx;
notice that the sum starts at n = 1 because, since the gaussian is a mollifier, we already
known that limσ→0
∫
|x|≥δ e
−x2/2σ2/
√
2piσ2 dx = 0. Now, let us consider the Hermite
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polynomial:
Hn(x) = (−1)nex2 d
ne−x
2
dxn
,
which satisfies
dnGσ(x)
dxn
= (−1)nHn(x/
√
2σ)
(
√
2σ)n
Gσ(x).
If we change the variable y = x/σ, we have
σ2n
∫
|x|≥δ
∣∣∣∣ d2ndx2nGσ(x)
∣∣∣∣ dx = 12n
∫
|x|≥δ
∣∣∣H2n(x/√2σ)Gσ(x)∣∣∣ dx
=
1
2n
∫
|y|≥δ/σ
∣∣∣H2n(y/√2)G1(y)∣∣∣ dy,
that goes to 0 as σ → 0
To sum up, we can state the following lemma for ρσ .
Lemma 1. The family of functions {ρσ}σ>0 ⊂ C∞(R) has the following properties
i. supx∈R |ρσ(x)| <∞;
ii.
∫
R ρσ(x) dx = 1;
iii. limσ→0
∫
|x|≥δ |ρσ(x)| dx = 0 for every δ > 0.
iv.
∫
R |ρσ(x)| dx <∞
In view of this Lemma the following theorem holds:
Theorem 9. The sequence 〈ρσ〉 converges in D′ to the δ function as σ → 0:
lim
σ→0
∫
ρσ(x)ϕ(x) dx = ϕ(0), ∀ϕ ∈ C∞0 (R).
Proof. Because of ii. we set
Iσ :=
∫
ρσ(x)ϕ(x) dx− ϕ(0) =
∫
ρσ(x)
(
ϕ(x)− ϕ(0)) dx,
so that for any fixed δ > 0:
Iσ =
∫
|x|≤δ
ρσ(x)
(
ϕ(x)− ϕ(0)) dx+ ∫
|x|>δ
ρσ(x)
(
ϕ(x)− ϕ(0)) dx;
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if we let αδσ be the first integral, and β
δ
σ the second one, we have the following bounds
|αδσ| ≤ sup
|x|≤δ
|ϕ(x)− ϕ(0)|
∫
|x|≤δ
|ρσ(x)| dx ≤ K sup
|x|≤δ
|ϕ(x)− ϕ(0)| ≡ Aδ,
|βδσ| ≤ sup
|x|>δ
|ϕ(x)− ϕ(0)|
∫
|x|>δ
|ρσ(x)| dx ≤ 2‖ϕ‖L∞(R)
∫
|x|>δ
|ρσ(x)| dx.
Now because of the continuity in x = 0 of ϕ and because of property iii. of Lemma A
we have that limδ→0Aδ = 0, and limσ→0 βδσ = 0 for every δ positive. Then
max lim
σ→0
|Iσ| ≤ Aδ + max lim
σ→0
|βδσ| = Aδ,
now taking the limit δ → 0 we finally obtain limσ → 0|Iσ| = 0.
C. Vectorization
On the discrete retina the activations assume the form (we do not explicitly write
the time dependence on the time)
Aix1x2 = ϕijξ1ξ2Cj(x1−ξ1)(x2−ξ2).
Now let us define γx = (C1(x1−1)(x2−1), C1(x1−1)(x2−2), . . . Cm(x1−`)(x2−`)) and
χi := (ϕi111, ϕi112, . . . , ϕim``). Then
Aix ≡ Aix1x2 = χiαγxα
First of all let us analyze the motion-invariance term. If we let ζx be the vector
that for each pixel x on the retina collects the components of the discretization of the
term v(x, t) · ∇xCj(x − ξ, t) with respect to the indexes ξ and j, then the part of the
Lagrangian relative to the motion invariance term can be written as
1
2
∫ T
0
h(t)gx
(
(χiαγ
x
α)˙ + χ
i
αζ
x
α
)2
.
The square in the previous equation, once expanded, gives:
gx
(
(χiαγ
x
α)˙ + χ
i
αζ
x
α
)2
=χiα
(
gx(γ˙
x
αγ˙
x
β + ζ
x
αζ
x
β + 2γ˙
x
αζ
x
β )
)
δijχ
j
β
+ 2χiα
(
gx(γ˙
x
αγ
x
β + ζ
x
αγ
x
β)
)
δijχ˙
j
β
+ χ˙iα
(
gxγ
x
αγ
x
β
)
δijχ˙
j
β
=χiαOαβδijχ
j
β + 2χ
i
αNαβδijχ˙
j
β + χ˙
i
αMαβδijχ˙
j
β .
(60)
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Where we have defined Oαβ :=
(
gx(γ˙
x
αγ˙
x
β + ζ
x
αζ
x
β + 2γ˙
x
αζ
x
β )
)
, Nαβ :=
(
gx(γ˙
x
αγ
x
β +
ζxαγ
x
β)
)
and Mαβ := χ˙iα
(
gxγ
x
αγ
x
β
)
δijχ˙
j
β .
Given A ∈ Rm×n and B ∈ Rn×k and having defined the vectorization operation
as follows
vec(A) = (a11, a21, . . . , am1, am2, a12, a22, . . . , amn)
′,
this two identities holds
1. vec(AB) = (B′ ⊗ Im) vec(A);
2. Tr(A′B) = vec(A) · vec(B).
Using these two identities we can rewrite the terms in Eq. (60) as follows:
χiαOαβδijχ
j
β = Tr(χ
′χO) = vec(χ) · vec(χO) = vec(χ) · (O′ ⊗ Im`2) vec(χ);
χiαNαβδijχ˙
j
β = Tr(χ
′χ˙N) = vec(χ) · vec(χ˙N) = vec(χ) · (N ⊗ Im`2) vec(χ˙);
χ˙iαMαβδijχ˙
j
β = Tr(χ˙
′χ˙M) = vec(χ˙) · vec(χ˙M) = vec(χ˙) · (M ′ ⊗ Im`2) vec(χ˙).
Once we define q := vec(χ), O\ := (O′ ⊗ Im`2), N \ := (N ′ ⊗ Im`2) and M \ :=
(M ′ ⊗ Im`2) we eventually have
χiαOαβδijχ
j
β = q ·O\q, χiαNαβδijχ˙jβ = q ·N \q˙, χ˙iαMαβδijχ˙jβ = q˙ ·M \q˙.
The form of U(q, C) is instead straightforward, it follows directly from the defini-
tion.
References
[1] D. Marr, Vision, Freeman, San Francisco, 1982, partially reprinted in [38].
[2] J. Deng, W. Dong, R. Socher, L.-J. Li, K. Li, L. Fei-Fei, ImageNet: A Large-Scale
Hierarchical Image Database, in: CVPR09, 2009.
[3] T. A. Poggio, F. Anselmi, Visual Cortex and Deep Networks: Learning Invariant
Representations, 1st Edition, The MIT Press, 2016.
62
[4] D. G. Lowe, Distinctive image features from scale-invariant keypoints, Int.
J. Comput. Vision 60 (2) (2004) 91–110. doi:10.1023/B:VISI.
0000029664.99615.94.
URL http://dx.doi.org/10.1023/B:VISI.0000029664.99615.
94
[5] B. K. Horn, B. Schunck, Determining optical flow, Artificial Intelligence 17 (1-3)
(1981) 185–203.
[6] S. Baker, D. Scharstein, J. P. Lewis, S. Roth, M. J. Black, R. Szeliski, A database
and evaluation methodology for optical flow, Int. J. Comput. Vision 92 (1) (2011)
1–31. doi:10.1007/s11263-010-0390-2.
URL http://dx.doi.org/10.1007/s11263-010-0390-2
[7] M. Gori, M. Lippi, M. Maggini, S. Melacci, Semantic video labeling by devel-
opmental visual agents, Computer Vision and Image Understanding 146 (2016)
9–26. doi:10.1016/j.cviu.2016.02.011.
URL https://doi.org/10.1016/j.cviu.2016.02.011
[8] A. Betti, M. Gori, The principle of least cognitive action, Theor. Comput. Sci.
633 (2016) 83–99. doi:10.1016/j.tcs.2015.06.042.
URL https://doi.org/10.1016/j.tcs.2015.06.042
[9] L. Wiskott, T. J. Sejnowski, Slow feature analysis: Unsupervised learning of in-
variances, Neural computation 14 (4) (2002) 715–770.
[10] L. Wiskott, Slow feature analysis: A theoretical analysis of optimal free re-
sponses, Neural Computation 15 (9) (2003) 2147–2177.
[11] L. Sun, K. Jia, T.-H. Chan, Y. Fang, G. Wang, S. Yan, Dl-sfa: deeply-learned slow
feature analysis for action recognition, in: Proceedings of the IEEE conference
on computer vision and pattern recognition, 2014, pp. 2625–2632.
[12] F. J. Huang, Y.-L. Boureau, Y. LeCun, et al., Unsupervised learning of invariant
feature hierarchies with applications to object recognition, in: Computer Vision
63
and Pattern Recognition, 2007. CVPR’07. IEEE Conference on, IEEE, 2007, pp.
1–8.
[13] K. Kavukcuoglu, P. Sermanet, Y. lan Boureau, K. Gregor, M. Mathieu, Y. L.
Cun, Learning convolutional feature hierarchies for visual recognition, in: J. D.
Lafferty, C. K. I. Williams, J. Shawe-Taylor, R. S. Zemel, A. Culotta (Eds.), Ad-
vances in Neural Information Processing Systems 23, Curran Associates, Inc.,
2010, pp. 1090–1098.
[14] X. Wang, A. Gupta, Unsupervised learning of visual representations using videos,
in: The IEEE International Conference on Computer Vision (ICCV), 2015.
[15] R. Goroshin, J. Bruna, J. Tompson, D. Eigen, Y. LeCun, Unsupervised learning
of spatiotemporally coherent metrics, in: Proceedings of the IEEE international
conference on computer vision, 2015, pp. 4086–4093.
[16] Y. Li, M. Paluri, J. M. Rehg, P. Dolla´r, Unsupervised learning of edges, in: Pro-
ceedings of the IEEE Conference on Computer Vision and Pattern Recognition,
2016, pp. 1619–1627.
[17] D. Pathak, R. B. Girshick, P. Dolla´r, T. Darrell, B. Hariharan, Learning features
by watching objects move., in: CVPR, Vol. 1, 2017, p. 7.
[18] A. Tavanaei, T. Masquelier, A. S. Maida, Acquisition of visual features through
probabilistic spike-timing-dependent plasticity, CoRR abs/1606.01102. arXiv:
1606.01102.
URL http://arxiv.org/abs/1606.01102
[19] H. Lee, R. Grosse, R. Ranganath, A. Y. Ng, Convolutional deep belief net-
works for scalable unsupervised learning of hierarchical representations, in: Pro-
ceedings of the 26th Annual International Conference on Machine Learning,
ICML ’09, ACM, New York, NY, USA, 2009, pp. 609–616. doi:10.1145/
1553374.1553453.
URL http://doi.acm.org/10.1145/1553374.1553453
64
[20] M. Ranzato, F. J. Huang, Y. Boureau, Y. LeCun, Unsupervised learning of
invariant feature hierarchies with applications to object recognition, in: 2007
IEEE Computer Society Conference on Computer Vision and Pattern Recog-
nition (CVPR 2007), 18-23 June 2007, Minneapolis, Minnesota, USA, 2007.
doi:10.1109/CVPR.2007.383157.
URL https://doi.org/10.1109/CVPR.2007.383157
[21] R. Goroshin, J. Bruna, J. Tompson, D. Eigen, Y. LeCun, Unsupervised learning
of spatiotemporally coherent metrics, in: 2015 IEEE International Conference on
Computer Vision, ICCV 2015, Santiago, Chile, December 7-13, 2015, 2015, pp.
4086–4093. doi:10.1109/ICCV.2015.465.
URL https://doi.org/10.1109/ICCV.2015.465
[22] M. A. Goodale, A. D. Milner, Separate visual pathways for perception and action,
Trends in Neurosciences 15 (1) (1992) 20–25.
[23] D. Hubel, T. Wiesel, Receptive fields, binocular interaction, and functional ar-
chitecture in the cat’s visual cortex, Journal of Physiology (London) 160 (1962)
106–154.
[24] D. V., D. Y. Teller, Visual acuity in human infants: A review and comparison of
behavioral and electrophysiological studies, Vision Research 18.
[25] B. O., J. Atkinson, Development of human visual function, Vision Research 51
(2011) 1588–1609.
[26] A. T., N. Y. N., C. Cirelli, G. Tononi, F. Itzhak, Single-neuron activity and eye
movements during human rem sleep and awake vision, Nature October 2014.
[27] S. Melacci, M. Gori, Unsupervised learning by minimal entropy encoding, IEEE
Trans. Neural Netw. Learning Syst. 23 (12) (2012) 1849–1861. doi:10.1109/
TNNLS.2012.2216899.
URL https://doi.org/10.1109/TNNLS.2012.2216899
[28] E. T. Jaynes, Information theory and statistical mechanics, The Physical Review
106 (1957) 620–630.
65
[29] D. Zanca, M. Gori, Variational laws of visual attention for dynamic scenes, in:
NIPS, 2017, pp. 3826–3835.
[30] D. Zanca, S. Melacci, M. Gori, Gravitational laws of focus of attention, IEEE
transactions on pattern analysis and machine intelligence.
[31] M. Gori, Machine Learning: A Constrained-Based Approach, Morgan Kauffman,
2018.
[32] A. Betti, M. Gori, S. Melacci, Cognitive Action Laws: The Case of Visual Fea-
tures, IEEE transactions on neural networks and learning systems online first.
[33] J. Moody, C. Darken, Learning with localized receptive fields, in: D. Touretzky,
G. Hinton, T. Sejnowski (Eds.), Proceedings of the 1988 Connectionist Models
Summer School, Morgan Kaufmann, San Mateo, Pittsburg 1988, 1988, pp. 133–
143.
[34] K. Stokbro, D. Umberger, J. Hertz, Exploiting neurons with localized receptive
fields to learn chaos, Preprint 90/28 S, Nordita, Copenhagen, Denmark (1990).
[35] D. H. Hubel, T. N. Wiesel, Receptive fields and functional architecture of monkey
striate cortex, Journal of Physiology (London) 195 (1968) 215–243.
[36] W. Luo, Y. Li, R. Urtasun, R. S. Zemel, Understanding the effective receptive
field in deep convolutional neural networks, CoRR abs/1701.04128.
[37] M. Marszałek, I. Laptev, C. Schmid, Actions in context, in: IEEE Conference on
Computer Vision & Pattern Recognition, 2009.
[38] J. Anderson, E. Rosenfeld (Eds.), Neurocomputing: Foundations of Research,
MIT Press, Cambridge, 1988.
66
