Abstract-Consider a weighted undirected graph and its corresponding Laplacian matrix, possibly augmented with additional diagonal elements corresponding to self-loops. The Kron reduction of this graph is again a graph whose Laplacian matrix is obtained by the Schur complement of the original Laplacian matrix with respect to a specified subset of nodes. The Kron reduction process is ubiquitous in classic circuit theory and in related disciplines such as electrical impedance tomography, smart grid monitoring, transient stability assessment, and analysis of power electronics. Kron reduction is also relevant in other physical domains, in computational applications, and in the reduction of Markov chains. Related concepts have also been studied as purely theoretic problems in the literature on linear algebra. In this paper we analyze the Kron reduction process from the viewpoint of algebraic graph theory. Specifically, we provide a comprehensive and detailed graph-theoretic analysis of Kron reduction encompassing topological, algebraic, spectral, resistive, and sensitivity analyses. Throughout our theoretic elaborations we especially emphasize the practical applicability of our results to various problem setups arising in engineering, computation, and linear algebra. Our analysis of Kron reduction leads to novel insights both on the mathematical and the physical side.
I. INTRODUCTION

C
ONSIDER an undirected, connected, and weighted graph with nodes and adjacency matrix . The corresponding loopy Laplacian matrix is the matrix with off-diagonal elements and diagonal elements . Consider now a simple algebraic operation, namely the Schur complement of the loopy Laplacian matrix with respect to a subset of nodes. As it turns out, the resulting lower dimensional matrix is again a well-defined loopy Laplacian matrix, and a graph can be naturally associated to it. This paper investigates this Schur complementation from the viewpoint of algebraic graph theory. In particular we seek answers to the following questions. How are the spectrum and the algebraic properties of and related? How about the corresponding graph topologies and the effective resistances? What is the effect of a perturbation in the original graph on the reduced graph, its loopy Laplacian , its spectrum, and its effective resistance? Finally, why is this graph reduction process of practical importance and in which application areas? These are some of the questions that motivate this paper.
Electrical networks and the Kron reduction. To illustrate the physical dimension of the problem setup introduced above, we consider the associated linear circuit with nodes, current injections , nodal voltages , branch conductances , and shunt conductances connecting node to the ground. The resulting current-balance equations are , where the conductance matrix is the loopy Laplacian. In circuit theory and related disciplines it is desirable to obtain a lower dimensional electrically-equivalent network from the viewpoint of certain boundary nodes , . If denotes the set of interior nodes, then, after appropriately labeling the nodes, the current-balance equations can be partitioned as (1) Gaussian elimination of the interior voltages in (1) gives an electrically-equivalent reduced network with the nodes obeying the reduced current-balance equations (2) where the reduced conductance matrix is given by the Schur complement of with respect to the interior nodes , that is, , and the accompanying matrix maps internal currents to boundary currents in the reduced network.
This reduction of an electrical network via a Schur complement of the associated conductance matrix is known as Kron reduction due to the seminal work of Gabriel Kron [1] . In case of a star-like network without interior current injections and shunt conductances, the Kron reduction of a network reduces to the (generalized) star-triangle transformation [2] , [3] .
Literature review. The Kron reduction of networks is ubiquitous in circuit theory and related applications in order to obtain lower dimensional electrically-equivalent circuits. It appears for instance in the behavior, synthesis, and analysis of resistive circuits [4] - [6] , particularly in the context of large-scale integration chips [7] , [8] . When applied to the impedance matrix of a circuit rather than the admittance matrix, Kron reduction is also referred to as the "shortage operator" [9] , [10] . Kron reduction is a standard tool in the power systems community to obtain so-called "network-reduced" or "Ward-equivalent" models for power flow studies [11] , [12] , to reduce differential-algebraic power network models to purely dynamic models [13] - [16] , and it is crucial for reduced order 1549-8328/$31.00 © 2012 IEEE modeling, analysis, and efficient simulation of induction motors [17] and power electronics [18] , [19] . A recent application of Kron reduction is monitoring in smart power grids [20] via synchronized phasor measurement units. Kron reduction is also known in the literature on electrical impedance tomography, where is referred to as the "Dirichlet-to-Neumann map" [21] - [23] . More generally, the Schur complement of a matrix and its associated graph is known in the context of Gaussian elimination of sparse matrices [24] - [26] and its application to Laplacian matrices can be found, for example, in sparse multi-grid solvers [27] and in finite-element analysis [17] . It serves as popular application example in linear algebra [28] - [31] , a similar concept is employed in the cyclic reduction [32] or the stochastic complement [33] of Markov chains, and a related concept is the Perron complement [34] , [35] of a matrix and its associated graph with applications in data mining [36] . Finally, Kron reduction also appears in the context of the Yang-Baxter equation and its applications in knot theory, high-energy physics, and statistical mechanics [37] .
This brief literature review shows that Kron reduction is both a practically important and theoretically fascinating problem occurring in numerous applications. Each of the aforementioned communities has different insights into Kron reduction. Engineers understand the physical dimension, the computation community investigates the sparsity patterns of the associated matrices, and the linear algebra community is interested in eigenvalue problems. Surprisingly, across different scientific communities little is known about the graph-theoretic properties of Kron reduction. Yet the graph-theoretic analysis of Kron reduction provides novel and deep insights both on the mathematical and the physical side of the considered problem.
Contributions. In this paper we provide a detailed and comprehensive graph-theoretic analysis of the Kron reduction process. Our general graph-theoretic framework and analysis of Kron reduction encompasses various theoretical problem setups as well as practical applications in a unified language.
Essentially, Kron reduction of a connected graph, possibly with self-loops, is a Schur complement of corresponding loopy Laplacian matrix with respect to a subset of nodes. We relate the topological, the algebraic, and the spectral properties of the resulting Kron-reduced Laplacian matrix to those of the non-reduced Laplacian matrix. Furthermore, we relate the effective resistances in the original graph to the elements and effective resistances induced by the Kron-reduced Laplacian. Thereby, we complement and extend various results in the literature on the effective resistance of a graph [10] , [38] - [41] . In our analysis, we carefully analyze the effects of self-loops, which typically model loads and dissipation. We also present a sensitivity analysis of the algebraic, spectral, and resistive properties of the Kron-reduced matrix with respect to perturbations in the non-reduced network topology. Finally, our analysis of Kron reduction complements the literature in linear algebra [28] - [31] , and we construct an explicit relationship to analogous results on the Perron complement side [33] - [36] such that our results apply also to Markov chain reductions.
In our analysis we do not aim at deriving only mathematical elegant results but also useful tools for practical applications. Our general graph-theoretic framework encompasses the applications of Kron reduction in circuit theory [4] - [8] , electrical impedance tomography [21] - [23] , sensitivity in power flow studies [11] , [12] , monitoring in smart grids [20] , transient stability assessment in power grids [13] - [16] , and the stochastic reduction of Markov chains [29] , [33] - [36] . Furthermore, we demonstrate how each of these applications benefits from the graph-theoretic viewpoint and analysis of the Kron reduction. We believe that our general analysis is a first step towards more detailed results in specific applications of Kron reduction.
Paper organization. The remainder of this section introduces some notation recalls some preliminaries in matrix analysis and algebraic graph theory. Section II presents the general framework of Kron reduction and reviews various application areas. Section III presents the graph-theoretic analysis of the Kron reduction process. Finally, Section IV concludes the paper and suggests some future research directions.
Preliminaries and Notation. Given a finite set , let be its cardinality, and define for the set . Let and be the dimensional matrices of unit and zero entries, and let be the -dimensional identity matrix. We adopt the shorthands and and define to be vector of zeros of appropriate dimension with entry 1 at position . For a real-valued 1d-array , let be the associated diagonal matrix. Given a real-valued 2d-array with , , let denote the associated matrix and the transposed matrix. We use the following standard notation for submatrices [42] : for two non-empty index sets , let denote the submatrix of obtained by the rows indexed by and the columns indexed by and define the shorthands , , and . We adopt the shorthand for ,
, and for the notation and . For illustration, equation (1) If is Hermitian, then we implicitly assume that its eigenvalues are arranged in increasing order: . Consider the undirected, connected, and weighted graph with node set and edge set induced by a symmetric, nonnegative, and irreducible adjacency matrix . A positive off-diagonal element induces a weighted edge , and a positive diagonal element induces a weighted self-loop . We define the corresponding degree matrix by . The Laplacian matrix is the symmetric matrix defined by . Note that self-loops do not appear in the Laplacian. For these reasons and motivated by the conductance matrix in circuit theory, we define the loopy Laplacian matrix . Note that adjacency matrix can be recovered from the loopy Laplacian as , and thus uniquely induces the graph . We refer to as strictly loopy (respectively loopless) Laplacian if the associated graph features at least one (respectively no) self-loop. For a connected graph , and all remaining non-zero eigenvalues of are strictly positive. Specifically, the second-smallest eigenvalue is a spectral connectivity measure called the algebraic connectivity. Recall that irreducibility of either , , or is equivalent to connectivity of , which is again equivalent to . The effective resistance between two nodes , of an undirected connected graph with loopy Laplacian is (3) where is the Moore-Penrose pseudo inverse of . Since is symmetric (follows from the singular value decomposition), the matrix of effective resistances is again a symmetric matrix with zero diagonal elements . The effective resistance can be thought of as a graph-theoretic metric, and it is mostly analyzed for a loop-less and uniformly weighted graph with . We do not restrict ourselves to this case here. We refer the reader to [10] , [16] , [38] - [41] for various applications and properties of the effective resistance as well as interesting results relating , , , , and .
Remark I.1 (Physical Interpretation):
If the graph is understood as a resistive circuit with conductance matrix , the effective resistance is defined as the potential difference between the nodes and when a unit current is injected in and extracted in . In this case, the current-balance equations are . The potential difference can then be obtained as .
II. PROBLEM SETUP, BASIC RESULTS, AND APPLICATIONS
A. The Kron Reduction Process
Consider an undirected, connected, and weighted graph and its associated symmetric and irreducible matrices: the adjacency matrix , Laplacian matrix , and loopy Laplacian matrix . Furthermore, let be a proper subset of nodes with . We define the dimensional Kron-reduced matrix by
In the following, we refer to the nodes and as boundary nodes and interior nodes, respectively. For notational simplicity and without loss of generality, we will assume that the nodes are labeled such that . The following lemma establishes the existence of the Kron- subgraph among the interior nodes is connected and each boundary node is adjacent to at least one interior node, then is positive. If additionally, is a loopless Laplacian, then is column stochastic. An interesting consequence of Lemma II.1 is that is a loopy Laplacian matrix that induces again an undirected and weighted graph, which we denote by . Hence, Kron reduction, originally defined as an algebraic operation in (4), can be equivalently interpreted as a graph-theoretic reduction process, or as physical reduction of the associated circuit. This interplay between linear algebra, graph theory, and physics is illustrated in Fig. 1 . Associated to , define the reduced adjacency matrix , the reduced degree matrix , and the reduced loop-less Laplacian . We remark that Lemma II.1 is partially also stated in [4] , [5] , [13] , [27] , [28] , [30] and present a self-contained proof here.
Proof of Lemma II.1: First, consider the case when the graph among the interior nodes is connected, or equivalently is irreducible. The matrix is diagonally dominant since for all . Due to irreducibility of the strict inequality holds at least for one . Since is irreducible, diagonally dominant, and has at least one row with strictly positive row sum, is invertible [43, Corollary 6.2.27] . If the graph among the interior nodes consists of multiple connected components, then, after appropriately labeling the interior nodes, the matrix is block-diagonal with irreducible diagonal blocks corresponding to the connected components. By the previous arguments, each diagonal block of is nonsingular, and statement 1) follows. Statement 2) is a consequence of the closure properties of the Schur complement [42, Chapter 4] , which includes the classes of symmetric, positive definite, and -matrices. Since is a symmetric -matrix, we conclude that is also a symmetric -matrix. Hence, is a symmetric loopy
Laplacian. This fact together with the closure of positive definite matrices reveals that the class of symmetric strictly loopy Laplacians is closed under Kron reduction. To prove the closure of symmetric loop-less Laplacians, notice that the row sums of the loop-less Laplacian are given by (5) Elimination of the second block of equations in (5) results in , which shows that is a loop-less Laplacian and concludes the proof of statement 2).
The second block of equations in (5) can be rewritten as . Hence, is a column stochastic matrix in the loop-less case. In general, is nonnegative, since and the inverse of the -matrix are both nonnegative. If additionally each boundary node is connected to at least one interior node and the graph among the interior nodes is connected, then each row of has at least one positive entry. Moreover, since is an irreducible non-singular -matrix, is positive [28, Theorem 5.12] . The latter two facts guarantee positivity of and complete the proof of statement 3). As mentioned in Section I, the general purpose of Kron reduction is to construct low dimensional "equivalent" matrices, graphs, or circuits. In the following, we describe different examples arising in Markov chains and circuit-theoretic applications while emphasizing the graph-theoretic perspective.
B. Stochastic Complements and Markov Chain Reduction
A concept related to Kron reduction is the Perron complement of row stochastic matrices [29] , [34] , [35] . This concept finds application in Markov chain reduction [33] and data mining [36] , where it is termed stochastic complement. Here we relate the Schur complement of a Laplacian to the stochastic complement of the associated Markov chain transition matrix.
Given a loop-less graph induced by a symmetric, nonnegative, and irreducible adjacency matrix with corresponding degree matrix , we define the corresponding transition matrix by . The transition matrix induces the state transition map of a finite-state Markov chain, it is nonnegative, irreducible, and row stochastic, that is, . Generally, is not symmetric. By the definitions of , , and , we have that . For , recall the reduced loop-less Laplacian and define the reduced transition matrix by the stochastic complement [33] The reduced transition matrix has various interesting properties. For instance, analogously to Lemma II.1, is again nonnegative, irreducible, and row-stochastic, see [29] , [33] - [35] for further details. Finally, we define the pseudo-reduced adjacency matrix . Then we obtain the following relations.
Lemma II.2 (Kron Reduction and Stochastic Complementation):
Consider a loop-less graph induced by a symmetric, nonnegative, and irreducible adjacency matrix with degree matrix , Laplacian , and transition matrix . Let be a proper subset of with , and consider the Kron-reduced Laplacian , the reduced transition matrix , and the pseudo-reduced adjacency matrix . The following identities hold:
Identity (6) gives an intuitive relation of the reduced transition matrix , the boundary degree matrix , andthe pseudo-reduced adjacency matrix . By identity (7), for distinct , , that is, and induce the same graph besides self-loops. The diagonal elements satisfy and . As a consequence, our results in Section III pertaining to Kron reduction can be analogously stated for the stochastic complement. Also, if the original graph features self-loops, the strictly loopy Laplacian and identity (7) can be directly related via Theorem III.6.
Proof of Lemma II.2:
To prove identity (6), recall that , and consider the following set of equalities where we used (for a nonsingular -matrix ); see [44, Equation (13)]. To prove identity (7) notice that can be expanded as By identity (6) the above expansion equals .
C. Kron Reduction in Large-Scale Integration Chips
In integration chips, it is of interest to reduce the complexity of large-scale circuits by replacing them with equivalent lower dimensional circuits with the same terminals [7] , [8] . The circuit reduction problem also stimulated a matrix-theoretic and behavioral analysis from the viewpoint of boundary nodes [4] - [6] , [13] . For resistive networks, Kron reduction leads to such an equivalent reduced circuit. A particular reduction goal in [7] is to reduce the fill-in of the Kron-reduced matrix for computation of the effective resistance. The proper choice of the boundary nodes has a tremendous effect on the sparsity of the Kron-reduced matrix and the subsequent computational effort; see Fig. 2 . Reduction of the fill-in is also a pervasive objective in the computational applications [24] - [27] .
Based on numerical observations and physical intuition, in [7] it is argued that reduction of a connected component of results in a dense component in and the effective resistance among boundary nodes is invariant under Kron reduction. This paper puts the statements of [7] on solid mathematical ground: we prove invariance of the effective resistance under Kron reduction (see Theorem III.8) and rigorously show under which conditions a sparse topology becomes dense or even complete (see Theorem III.4). Moreover, our setup encompasses shunt loads and currents drawn from the interior network, thereby generalizing results in [4] - [6] , [13] .
D. Electrical Impedance Tomography
Electrical impedance tomography finds applications in geophysics and medical imaging, and its objective is to determine the conductivity inside a planar spatial domain from simultaneous measurements of currents and voltages at the boundary of , that is, from measurement of the Dirichlet-to-Neumann map. A natural approach is a discretization of the spatial domain to a resistor network with conductance matrix . As seen in equation (2) with , when a unit potential is imposed at boundary node and a zero potential at all other boundary nodes, the current measured at boundary node gives the reduced transfer conductance . Other methods iteratively construct the reduced impedance matrix from measurements of the effective resistance [23] . The goal is then to invert the Kron reduction and recover the from , as illustrated in Fig. 3 . This is feasible only for highly symmetric networks [21] - [23] , but generally it is not possible to infer structural properties from to . This paper provides non-iterative identities relating the effective resistance matrix and the Kron-reduced impedance matrix as well as explicit identities relating and for uniform networks (see Lemma III.10 and Theorem III.11). Furthermore, our analysis allows to partially invert the Kron reduction by inferring from the spectrum or resistance of to the spectrum or resistance of (see Theorems III.5 and III.8). Finally, our framework allows also for dissipation of energy in the spatial domain via loads in the resistor network.
E. Sensitivity of Reduced Power Flow
Large-scale power transmission networks can be modeled as circuits, with generators and load buses as nodes, see Fig. 4 . Each transmission line is weighted by a (typically inductive) admittance . Whereas generator injects a current , the load at a bus draws a current and features a shunt admittance . Hence, the power network obeys the current-balance equations , where the nodal admittance matrix is the loopy Laplacian induced by the admittances . Depending on the application, the current balance equations are sometimes converted to the power flow equations , where is the Hadamard product, denotes the conjugate transposed, and is the vector of power injections. is estimated by measuring the Kron-reduced matrix at the boundary nodes . From these measurements the conductance matrix is re-constructed and serves as a spatial discretization of .
A critical task in power network operation is monitoring and control of the power flow. The determining equations are too complicated to admit an analytic solution and often too onerous for a computational approach [11] , [12] . If a set of nodes is identified for sensing or control purposes, then all remaining nodes can be eliminated via Kron reduction leading to the reduced current-balance equations (2) . The corresponding reduced power flow is obtained as , where . In the lossless case when is purely imaginary, this paper provides insightful and explicit results showing how variations in shunt and current loads affect the transfer admittance matrix . For instance, any positive shunt load in the non-reduced network weakens the mutual transfer admittances in the reduced network and increases the reduced loads (see Theorem III.6). We also show how perturbations in weights or topology of affect the reduced network . For instance, we quantify the effect of a line outage on the electrical proximity (measured in effective resistance) between nodes in the reduced network (see Theorem III.14).
F. Monitoring of DC Power Flow in Smart Grid
The linearized DC power flow equations are , where are the real power injections, are the voltage phase angles, and is the susceptance matrix. Consider the problem of monitoring an area of a smart power grid equipped with synchronized phasor measurement units at the buses bordering [20] . Kron reduction of the DC power flow with respect to the interior nodes yields the reduced DC power flow , where and are defined analogously to and . From here various scalar stress measures over the area can be defined [20] . Let be the indicator vector for the boundary buses , that is, if and zero otherwise. The cutset power flow over the area is , the cutset susceptance is , and the corresponding cutset angle is . Hence, the area is reduced to two nodes exchanging the power flow with angle over the susceptance , see Fig. 5 . These scalar quantities indicate the stress within the area . For instance, a large cutset angle could be a blackout risk precursor. Of special interest are how load changes, line outages, or loss of nodes within or on its boundary affect the cutset angle . This paper provides a comprehensive and detailed analysis of how changes in shunt loads, topology, and weighting of the network affect the Kron-reduced matrix (see Theorem III.6 and Theorem III.14). These results can be easily extended to analyze the sensitivity of the cutset angle . Further research on this specific aspect is currently carried out.
G. Transient Stability Assessment in Power Networks
Transient stability is the ability of a power network to remain in synchronism when subjected to large disturbances such as faults of components or severe fluctuations in generation or load. The governing equations are the generator rotor dynamics as well as algebraic power flow equations. If the network is lossless with purely imaginary admittance matrix and the loads are modeled as constant current injections and shunt admittances, the network can be reduced to the generators via Kron reduction. In this case, is also purely imaginary, and the generators obey the dynamic swing equations [14] - [16] (8) where are the rotor angle and speed of generator , and are the inertia and damping, the coupling weight is the maximum power transferred between generators and , and the effective power input results from the mechanical power input and the current loads . The reduced model (8) is synchronized if all generating units rotate at the same frequency for all , . An important problem in transient stability studies are concise conditions for synchronization as a function of the parameters and the topology of the electrical network. We stress that the original physical model is differential-algebraic whereas the reduced model (8) is purely dynamic. Consequently, the analysis is tractable for the reduced model (8) , but the direct representation of the original network is lost.
In [45] , we derived graph-theoretic conditions under which the reduced model (8) synchronizes. For notational simplicity, we assume uniform damping here, that is, for all . Then two sufficient conditions for synchronization are (9) (10)
The right-hand sides of conditions (9) and (10) measure the nonuniformity in effective power inputs, and the left-hand sides reflect the connectivity: the term lower-bounds the smallest nodal degree and is the algebraic connectivity. In summary, conditions (9) and (10) read as "the connectivity in the Kron-reduced network has to dominate the non-uniformity in effective power inputs."
As drawback, conditions (9) and (10) are stated for the model (8) defined for the Kron-reduced network. Under the realistic assumption of uniformly lower-bounded voltage levels at all generators , this paper reveals that the spectral condition (9) in the reduced network can be converted to a spectral condition in the original network (see Theorem III.5): (11) Here is the Laplacian of the original lossless power network (weighted by ) and is the th shunt load in the reduced network. Similarly, if the effective resistance among all generators takes the uniform value and the effective resistance between the generators and the ground is uniform as well, then Theorem III.11 in this paper reveals that the degree-dependent condition (10) in the reduced network is rendered to a resistive condition in the original network: (12) Conditions (11) and (12) state that the network connectivity has to overcome the non-uniformity in effective power inputs and the dissipation by the loads, such that the network synchronizes. We refer to [15] , [16] for a detailed presentation and analysis.
We conclude with a final remark. Clearly, the Kron reduction problems described in the Section II-C through Section II-G are well understood from an engineering and a physical perspective. Our proposed graph-theoretic perspective complements this physical intuition with rigor, quantitative analysis and additional understanding. Moreover, the graph-theoretic perspective is necessary in order to map results for the (virtual) Kron-reduced network to the original (physical) network, for example, see the synchronization conditions (9)-(12).
III. KRON REDUCTION OF GRAPHS
This section analyzes the algebraic, topological, spectral, and sensitivity properties, as well as the effective resistance of the Kron-reduced matrix and its associated graph. Throughout this section we assume that is a symmetric and irreducible loopy Laplacian matrix (corresponding to an undirected, connected, and weighted graph with nodes), and we let be a proper subset of with .
A. The Augmented Laplacian and Iterative Kron Reduction
The concepts presented in this subsection will be central to the subsequent developments both for illustration and analysis.
The role of the self-loops induced by a strictly loopy Laplacian can be better understood by introducing the additional grounded node with index . Then the strictly loopy Laplacian is the principal block embedded in the dimensional augmented Laplacian matrix (13) where is the adjacency matrix corresponding to . The augmented Laplacian is the Laplacian of the augmented graph with node set and edge set . Here a node is connected to the grounded node via a weighted edge if and only if , see Fig. 6 for an illustration. In equivalent words, is the augmented Laplacian associated to , that is, takes the form (14) Properties 2) and 3) of Lemma III.1 intuitively illustrate the effect of self-loops on the spectrum of and its Kron-reduced matrix. Specifically, the elegant relationship 3) implies that the Kron reduction can be equivalently applied to the strictly loopy network or to the augmented loop-less network .
Proof of Lemma III.1: Property 1) follows trivially from the construction of the augmented Laplacian . Property 2) is a direct application of the interlacing theorem for bordered matrices [43, Theorem 4.3.8], where since is an irreducible loop-less Laplacian and is non-singular. In Gaussian elimination of the interior voltages from the current-balance equations can either be performed via Kron reduction in a single step, as in equation (2) (the sparsity pattern of the corresponding adjacency matrix) in Fig. 7 . When no selfloops are present, then the topological iteration illustrated in Fig. 7 is also known under the name vertex elimination in the sparse matrix community [26] .
The following observations can be made from Fig. 7: (1) The connectivity is maintained. (2) At the th reduction step a new edge between two nodes appears if and only if both were connected to before the reduction, and (3) all other edges persist. (4) Likewise, a new self-loop appears at a node if and only if was connected to and featured a self-loop before the reduction. Theorem III.4 in Section III-A3 will turn these observations into rigorous theorems.
In components, is defined by the celebrated Kron reduction formula illustrating the step-wise Gaussian elimination: (16) For a well-defined sequence , we let and be the corresponding adjacency and loop-less Laplacian matrix of the th reduction step. The following lemma states some important properties of the iterative Kron reduction.
Lemma III.3 (Properties of Iterative Kron Reduction):
Consider the matrix sequence defined via iterative Kron reduction in equation (15 
where we used equality (16), the identities , , and . Since (due to property 1) nonnegative row sums follow also in the general case), we are left with evaluating identity (17) for the two cases presented in statement 3).
B. Topological, Spectral, and Algebraic Properties
In this subsection we begin our characterization of the properties of Kron reduction. We start by discussing how the graph topology of changes under the Kron reduction process.
Theorem III.4 (Topological Properties of Kron Reduction):
, and be the undirected weighted graphs associated to , , and the augmented loopy Laplacian , respectively. The following statements hold: 1) Edges: Two nodes , are connected by an edge in if and only if there is a path from to in whose nodes all belong to .
2) Self-loops: A node features a self-loop in if and only if there is a path from to the grounded node in whose nodes all belong to . Equivalently, a node features a self-loop in if and only if features a self-loop in or there is a path from to a loopy interior node whose nodes all belong to . 3) Reduction of connected components: If a set of interior nodes forms a connected subgraph of , then the boundary nodes adjacent to in form a clique in . Moreover, if one node in features a self-loop in , then all boundary nodes adjacent to in feature selfloops in . The topological evolution of the graph corresponding to the iterative Kron reduction (16) is illustrated in Fig. 7 . Statement 1) of Theorem III.4 can be observed in each reduction step, statement 2) is nicely visible in the third step, and statement 3) is visible in the final step of the reduction in Fig. 7 as well as in Figs. 1 and 4 . We remark that Theorem III.4 is also partially stated in [13] , [26] , [28] , [31] . Given our prior results on iterative Kron reduction and the augmented Laplacian matrix, the following proof is rather straightforward.
Proof of Theorem III.4: To prove statement 1), we initially focus on the reduction of a single interior node via the one-step iterative Kron reduction (16) . Due to the closure of loopy Laplacian matrices under iterative Kron reduction, see Lemma III.3, we restrict the discussion to the non-positive off-diagonal elements of inducing the mutual edges in the graph. Any non-zero and thus strictly negative element is rendered to a strictly negative element since the first term on the right-hand side of equation (16) is strictly negative and the second term is non-positive. Therefore, all edges in the graph induced by persist in the graph induced by . According to the iterative Kron reduction formula (16), a zero element is converted into a strictly negative element if and only if both nodes and are adjacent to . Consequently, a reduction of node leads to a complete graph among all nodes that were adjacent to .
Recall from Lemma III.3 that the one-step reduction of all interior nodes is equivalent to iterative reduction of each interior node. Hence, the arguments of the previous paragraph can be applied iteratively, which proves statement 1).
Statement 2) pertains to the diagonal elements. In the strictly loopy case, it follows simply by applying the previous arguments to the augmented Laplacian defined in (13) . Alternatively, an element-wise analysis of together with statement 3) of Lemma III.3 lead to the same conclusion. In the loop-less case, there will be no self-loops arising in the Kron iterative reduction by statement 1) of Lemma III.3.
Finally, statement 3) of Theorem III.4 follows by applying statements 1) and 2) to the connected component .
By Theorem III.4, the topological connectivity among the boundary nodes becomes only denser under Kron reduction. Hence, the algebraic connectivity -a spectral connectivity measure-should increase accordingly. Indeed, for the graph in Fig. 7 (with initially unit weights) we have . Physical intuition suggests that loads in a circuit weaken the influence of nodes on another. Thus, self-loops should weaken the reduced algebraic connectivity accordingly. We can confirm these intuitions.
Theorem III.5 (Spectral Properties of Kron Reduction):
The following statements hold for the spectrum of the Kron-reduced matrix : 1) Spectral interlacing: For any it holds that (18) In particular, in the loop-less case, it follows for the algebraic connectivity that . 2) Effect of self-loops: For any it holds that
To illustrate the effect of self-loops, consider the graph in Fig. 1 with zero-valued self-loops satisfying . In the strictly loopy case inequalities (19) and (20) imply that self-loops weaken the algebraic connectivity tremendously.: the same graph (in Fig. 1 Consider now the following set of spectral (in)equalities:
where we made use of Weyl's inequality (22) and the spectral interlacing property (21) . This proves the spectral bound (19) . The spectral bound (20) follows analogously.
In the following, we investigate the algebraic properties of Kron reduction. The following theorem quantifies the topological properties in Theorem III.4 and the reduced self-loops occurring in Theorem III.5, and it shows that the edge weights among the boundary nodes are non-decreasing, as seen in Fig. 1 . Furthermore, the following result shows the closure of connectivity under Kron reduction, and it reveals some more subtle properties concerning the effect of self-loops.
Theorem III.6 (Algebraic Properties of Kron Reduction):
Consider the Kron-reduced matrix and the accompanying matrices and . The following statements hold: 1) Closure of irreducibility (connectivity):
is irreducible if and only if is irreducible.
2) Monotonic increase of weights: For all , it holds that . Equivalently, it holds that for all , . 3) Effect of self-loops I: Define , for , so that loopy and loop-less Laplacians and are related by . Then the Kron-reduced matrix takes the form (23) where is a symmetric nonnegative matrix. Furthermore, the reduced self-loops satisfy for . 4) Effect of self-loops II: If the subgraph among the interior nodes is connected, each boundary node is connected to at least one interior node, and at least one of the interior nodes has a positively weighted self-loop, then and are both positive matrices. Statements 1) and 2) are not surprising given our knowledge from Theorems III.4 and III.5. Statement 3) reveals an interesting fact that can be nicely illustrated by considering the reduction of a single interior node with a self-loop . In this case, the matrix in identity (23) specializes to the symmetric and nonnegative matrix , where . Hence, the reduction of node decreases the mutual coupling in by the amount and increases each selfloop in by the corresponding amount . This argument can also be applied iteratively. In statement 4) the reduction of a connected set of interior nodes implies that a single positive self-loop in the interior network will affect the entire reduced network by decreasing all mutual weights and increasing all self-loops weights.
For the proof of Theorem III.6, we recall the Sherman-Morrison identities for the inverse of the sum of two matrices.
Lemma III.7 (Sherman-Morrison Formula, [44] ): Let , . If and are nonsingular, then
If additionally for and , , then
Proof of Theorem III.6: First we prove the sufficiency part of statement 1). Let be irreducible. In the loop-less case, the spectral inequality (18) in Theorem III.5 implies non-decreasing algebraic connectivity and thus irreducibility of . In the strictly loopy case, note that the Kronreduced graph features the same edges (excluding self-loops) as in the loop-less case, by Theorem III.4. Thus, irreducibility of follows. The necessity part of statement 1) follows directly from statement 1) of Theorem III.4.
To prove statement 2), we note that the element-wise bound for , holds for the reduction of a single node, see [46, Lemma 1] . By Lemma III.3, a one-step reduction is equivalent to iterative one-dimensional reductions. Hence, [46, Lemma 1], can be applied iteratively and yields . For the negative off-diagonal elements, this bound is readily converted to . The same bound follows for the diagonal elements since diagonal dominance is non-decreasing under Kron reduction, see Lemma III.3. Identity (23) in statement 3) follows by expanding the Kronreduced matrix and by applying the matrix identity (24) with and as where is defined statement 3). This proves identity (23) . By Lemma III.3, the Schur complement is equivalent to iterative one-dimensional reduction of all interior nodes , and the matrix at the th reduction step is again a loopy Laplacian. If we abbreviate the self-loops at the th reduction step by , then can be reformulated according to identity (23) as (26) where is the symmetric and nonnegative matrix and . Iterative application of this argument shows that is symmetric and nonnegative.
To obtain an explicit expression for the reduced self-loops, re-consider the identity (5) defining the self-loops of . In the general loopy case identity (5) reads as . BlockGaussian elimination of the interior nodes yields . Hence, the th row sum of satisfies . Under the assumptions of statement 4), the positivity of follows from Lemma II.1. To prove positivity of , note that iterative reduction of all but one interior node yields one remaining interior node . According to equality (26), reduction of this last node gives the matrix . Theorem III.4 then implies that features a self-loop and is connected to all boundary nodes. It follows that and for all . Therefore, is a positive matrix, and the same can be concluded for .
C. Kron Reduction and Effective Resistance
The physical intuition behind the Kron reduction and the effective resistance (see Remark I.1) suggests that the transfer conductances are related to the corresponding effective conductances . The following theorem gives the exact relation between the Kron-reduced matrix , the effective resistance matrix , and the augmented Laplacian .
Theorem III.8 (Resistive Properties of Kron Reduction):
Consider the Kron-reduced matrix , the effective resistance matrix defined in (3), and the augmented Laplacian defined in (13) . The following statements hold: 1) Invariance under Kron reduction: The effective resistance between any two boundary nodes is equal when computed from or , that is, for any ,
2) Invariance under augmentation: If is a strictly loopy Laplacian, then the effective resistance between any two nodes , is equal when computed from or , that is, for any , between the boundary nodes is equal when computed in the graph or in the Kron-reduced graph . According to statement 2), the effective resistance is equal when computed in the strictly loopy graph (respectively ) or in the augmented loop-less graph (respectively ) with grounded node . According to statement 3), the effective resistance in the strictly loopy graphs and is not larger than in the loop-less graph (with equality for and strict inequality for ).
In other words, statements 1) and 2) imply that, if is a strictly loopy Laplacian, then the following diagram commutes:
3) Effect of self-loops: If is a strictly loopy Laplacian and , , , is the effective resistance computed from the corresponding loop-less Laplacian , then for all , . Theorem III.8 is illustrated in Fig. 8 . Identity (27) states that the effective resistances between the boundary nodes are invariant under Kron reduction of the interior nodes. Spoken in terms of circuit theory, the effective resistance between the terminals can be obtained from either the impedance matrix or the transfer impedance matrix . Identity (28) gives a resistive interpretation of the self-loops: the effective resistance among the nodes in a strictly loopy graph is equivalent to the effective resistance among the corresponding nodes in the augmented loop-less graph . According to statement 3), the self-loops do not increase the effective resistance, which is in accordance with the physical interpretation in Remark I.1.
For the proof of Theorem III.8 we establish some identities relating and via regularizations of the pseudo inverse.
Lemma III. (3) for the effective resistance is simply rendered to , which proves identity (27) . In the loop-less case when is singular, a similar line of arguments holds on the image of . Let and consider the modified and non-singular Laplacian . Due to identity (29) we have that . We can then rewrite identity (30) in expanded form as (32) As before, the block of is . Consequently, for , the identity (32) is rendered to (33) Since , the right-hand side of (32), or equivalently (33) , is independent of since the matrices are evaluated on the subspace orthogonal to , the nullspace of as . Thus, on the image of the limit of the right-hand side of (33) exists as . By definition, acts as regular inverse on the image of , and (33) is rendered to which proves the claimed identity (27) in the loop-less case.
To prove statement 2), note that the strictly loopy Laplacian is invertible. Hence, the defining equation (3) for the resistance features a regular inverse. The matrix can also be seen as the principal block of the augmented Laplacian , that is, . The identity (28) follows then directly from identity (31) (with replaced by ). To prove statement 3), we appeal to Rayleigh's celebrated monotonicity law and short/cut principle [40] . Since the Laplacian induces the same graph as with node removed, the monotonicity law states that the effective resistance in the graph induced by is greater or equal than the effective resistance in the graph induced by . The latter again equals the effective resistance in the graph induced by due to identity (28) , and statement 3) follows immediately.
Theorem III.8 allows to compute the effective resistance matrix from the transfer impedance matrix . We are now interested in a converse result to construct from . Iterative methods constructing from can be found in [23] . However, it is also possible to recover the (pseudo) inverses of the loopy Laplacian , the augmented Laplacian , or the corresponding Kron- (34) 2) Strictly loopy case: Consider the grounded node , the corresponding augmented Laplacian matrix defined in (13) , and the corresponding matrix of effective resistances defined in (3) . Then the following two identities hold:
3) Kron reduced case: The identities (34), (35) [47, Theorem 7] for the unweighted case. According to statement 2) of Theorem III.8, the resistance is invariant under augmentation. Hence, identity (34) applied to the augmented Laplacian yields identity (35) . Identity (36) follows directly from [39, Theorem 4.9] . According to Theorem III.8, the effective resistance is invariant under Kron reduction. Thus, the effective resistance corresponding to is simply . Hence, the formulas (34), (35) and (36) can be applied to the Kron-reduced matrix as stated in 3).
By Theorem III.8 and Lemma III.10, the effective resistance matrix in the original non-reduced network can be computed from the (pseudo) inverse of the Kron-reduced Laplacian , and vice versa. In some applications, it is desirable to know an explicit algebraic relationship between and without the (pseudo) inverse. However, such an explicit relationship between can be found only if closed-form solutions of , , or are known. These are generally not available. Generally, it is also infeasible to relate bounds on to bounds on since element-wise bounding of inverses of interval matrices is known to be NP-hard [48] . Fortunately, closed forms of , or can be derived in an ideal electric network, with uniform effective resistances among the boundary nodes as well as between the boundary nodes and the ground. This ideal case is equivalent to uniform transfer conductances (weights) in the Kron-reduced network. : The uniformity assumption in statements 1) and 3) corresponds to an ideal network, where all boundary nodes are electrically uniformly distributed with respect to each other and with respect to the shunt loads. In the applications of electrical impedance tomography and smart grid monitoring, this assumption can be met by choosing the boundary nodes corresponding to sensor locations. In the transient stability problem, the generators corresponding to boundary nodes are distributed over the power grid ideally in such a way that the loads can be effectively and uniformly sustained. Hence, the uniformity assumptions are ideally met in man-made networks.
Independently of engineered networks, uniform resistances occur for various graph topologies, even when weights as additional degrees of freedom are neglected. In the trivial case, , Theorem III.11 reduces to [10, Corollary 4.41] and the resistance among the boundary nodes is clearly uniform. Second, if the boundary nodes are 1-connected leaves of a highly symmetric graph among the interior nodes, such as a star, a complete graph, or a combination of these two, then the resistance among the boundary nodes is uniform. Third, the effective resistance in large random geometric graphs, small world networks, and lattices and their fuzzes becomes uniform among sufficiently distant nodes, see [16] for further details.
To prove Theorem III.11, we need the following identities. These identities can be verified by direct computation. (27) - (28) for the effective resistance stated in Theorem III.8, the relations between effective resistance and the Kron-reduced impedance matrix in statement 3) of Lemma III.10, and the Laplacian identities in Lemma III.13. Given these formulas, the proof of Theorem III.14 reduces to mere computation. For the sake of brevity, it will be omitted.
D. Sensitivity of Kron Reduction to Perturbations
In the final subsection of our analysis we discuss the sensitivity of the Kron-reduced matrix to perturbations in the original matrix . A number of interesting perturbations can be modeled by the perturbed matrix , where is the nominal loopy Laplacian and is a symmetric matrix. The case when is diagonal is fully discussed in Theorem III.6. A perturbation of the form when is a non-zero matrix and all other entries of are zero can model the emergence, loss, or change of a self-loop or an edge among boundary nodes. Such a perturbation acts additively on as (37) If the perturbation affects the interior nodes, then is a non-zero matrix. Inspired by [12] , [13] , we put more structure on the perturbation matrix and consider symmetric rank one perturbations of the form , where
. Such a perturbation changes the weight of the edge from to and also can model the loss or emergence of the edge . Since a perturbation among the boundary nodes is fully captured by (37), we consider now perturbations of the edge between the th and th interior node.
Theorem III.14 (Perturbation of the Interior Network): Consider the Kron-reduced matrix , the accompanying matrix , and a symmetric rank one perturbation for distinct , and such that the perturbed matrix remains an irreducible loopy Laplacian. The following statements hold: 1) Algebraic perturbation: undergoes the rank one perturbation given by (38) where . 2) Resistive perturbation: Let and be the matrices of effective resistances corresponding to and , respectively. For any , it holds that
If (respectively ) then it holds that (respectively ). The term in (38) is the effective resistance between the perturbed nodes in the interior network. Likewise, the physical interpretation of the term is well-known in network theory. The perturbation has the same effect on the equations as the current injection , that is, the perturbation of the interior edge by a value is equivalent to injecting the current into the th interior node and extracting it from the th interior node. In the reduced equations (2) the current injection translates to the current injection at the boundary nodes. The term , known as sensitivity factor [12] , [20] , is the potential drop between nodes and if a unit current is injected in the th interior node and extracted at the th interior node, see also Remark I.1.
Finally, we note that various interesting spectral bounds can be derived from identity (38) by applying Weyl's inequalities (22) , the interlacing inequalities (18) , or [43, Theorem 4.3.4] .
Proof of Theorem III.14: Since the perturbed matrix is a symmetric and irreducible loopy Laplacian, the Schur complement exists by Lemma II.1. By the matrix identity (25) , the reduced matrix further simplifies to identity (38) in statement 1). For the proof of statement 2), we initially consider the strictly loopy case. Here, can be obtained from identity (25) as A multiplication of from the left by and from the right by yields then identity (39) . In the loop-less case when is singular, the same arguments can be applied on the image of by considering the non-singular matrix for and identity (30) . This results in the more general identity (39) . The second part of statement 2) follows again from Rayleigh's monotonicity law [40] .
IV. CONCLUSIONS
We studied the Kron reduction process from the viewpoint of algebraic graph theory. Our analysis is motivated by various applications spanning from classic circuit theory over electrical impedance tomography to power network applications and Markov chains. Prompted by these applications, we presented a detailed and comprehensive graph-theoretic analysis of Kron reduction. In particular, we carried out a thorough topological, algebraic, spectral, resistive, and sensitivity analysis. This analysis led to novel results in algebraic graph theory and new physical insights in the application domains of Kron reduction.
Of course, the results contained in this paper can and need to be further refined to meet the specific problems in each application area. Our analysis also demands answers to further general questions, such as the extension of this work to directed graphs or complex-valued weights occurring in all disciplines of circuit theory. Whereas many of our results can be formally extended to directed and complex-weighted graphs, the resulting formulas are cluttered and obscure the physical meaning, the physical interpretation of certain concepts such as the effective resistance is lost for directed graphs, and the spectra of the resulting non-symmetric (or complex-symmetric) Laplacian matrices are not necessarily real and thus hardly comparable. Finally, it would be of interest to analyze the effects of Kron reduction on centrality measures, clustering coefficients, and graph-theoretic distance measures.
