Space information network (SIN) is an innovative networking architecture to achieve near-realtime mass data observation, processing and transmission over the globe. In the SIN environment, it is essential to coordinate multi-dimensional heterogeneous resources (i.e., observation resource, computation resource and transmission resource) to improve network performance. However, the time varying property of both the observation resource and transmission resource is not fully exploited in existing studies. Dynamic resource management according to instantaneous channel conditions has a potential to enhance network performance. To this end, in this paper, we study the multi-resource dynamic management problem, considering stochastic observation and transmission channel conditions in SINs.
I. INTRODUCTION
It is well recognized that Earth observation plays an indispensable role in realizing a plethora of applications, e.g., environment monitoring, weather forecast, target surveillance, and disaster relief [1] , [2] . Everyday, huge volumes of data (e.g., some 700 Gbytes of data daily for ALOS [3] ) are generated by versatile applications, which leads us to the era of big Earth observation data [4] .
To accommodate the ever-increasing Earth observation demands, the space information network (SIN) [5] - [9] stands out as a promising solution by integrating multi-layered heterogeneous space platforms such as geostationary Earth orbit (GEO) satellites, low Earth orbit (LEO) satellites, high-altitude platforms, and so on. Through SIN, it is feasible to achieve near-real-time mass data acquisition, processing and transmission [10] .
In the dynamic and complex SIN environment, multi-resource needs to be well coordinated for cooperative Earth observation [11] . Specifically, to fulfill an Earth observation task, observation, computation and transmission resources are required. However, the multi-dimensional heterogeneous resources are normally unbalanced and constrained in SINs. This constraint can lead to a dilemma that the captured large-volume observation data cannot be transmitted to specified destinations in due time. To address the issue, several offline multi-resource coordinate scheduling algorithms have been proposed in the literature [11] - [15] . Particularly, the joint observation and transmission scheduling problem for the COSMO-SkyMed constellation is first introduced in [12] . In [13] , a constraint satisfaction optimization model is used to describe Earth observation satellite (EOS) observation tasks and data transmission jobs in an integrated way, and a genetic algorithm based meta-heuristic is proposed. In our earlier studies, we exploit an extended time expanded graph (ETEG) method and propose an analytical framework to characterize multiresource evolution in the complex and dynamic SIN environment [14] , [15] . As an extension, multi-resource coordinate scheduling problem is studied and an iterative optimization technique with low complexity is applied to efficiently solve the problem in [11] .
The multi-dimensional resources normally exhibit time varying characteristics in the SIN context. To be specific, on one hand, for the observation resource, the resultant image quality depends heavily on the weather condition of the target area at the time of taking images. An imaging request for a certain observation area may fail due to bad weather conditions (raining or with cloud coverage) over that area [16] . On the other hand, for the transmission resource, the satellite downlink contact capacity changes with time due to physical phenomena related to the propagation of radiowaves through the atmosphere, especially for satellite communication systems operating at Ku, Ka and V frequency bands. Further, the capacity of intersatellite contacts also changes due to varying distance, noise and interference [17] - [19] . The above observations have given rise to the need for efficient multi-resource management while considering the time varying property of different resources.
It is technically challenging to develop dynamic multi-resource coordination strategies for SINs, due to several reasons: 1) Highly dynamic network topology [20] , [21] . The continuously changing network topology brings a resource availability issue. A certain type of resource (e.g., observation resource) is usable only when two related nodes are within the line-of-sight range.
Besides, the resource combinations to accomplish a task are highly complex. As a consequence, it is difficult to model the multi-resource correlation relationship in the presence of topology dynamics; 2) Multi-resource conflicts [22] - [24] . Both the observation and transmission resources are limited in SINs. These multi-resource limitations can lead to infeasibility of all potential observation and transmission opportunities, and thus induce observation and transmission conflicts. To make matter worse, the above conflicts can change in a small time period due to the dynamic network topology evolution; and 3) Balancing the stochastic observation and transmission processes. Since both the observation process and transmission process exhibit time varying characteristics, it is difficult to match the two stochastic processes without prior knowledge of channel state distribution.
In this paper, to address the technical challenges, we study the multi-dimensional resource dynamic management problem for SINs, while taking into account both the observation and transmission channel variations. Specifically, we first employ an ETEG to characterize multi-resource correlation relationships in the dynamic SIN context. On the basis of ETEG, an aggregate optimization framework is developed for observation scheduling, compression ratio selection and transmission scheduling, and a constrained flow optimization problem is formulated to maximize the sum network utility. We then transform the optimization problem on ETEG as a queue stability-related stochastic optimization problem on a multi-queue multi-server queueing model. By exploiting the Lyapunov optimization technique, an online algorithm, i.e., Dynamic MultiResource Cooperation (DMRC) algorithm, is proposed to decompose the optimization problem into separate joint observation scheduling and adaptive processing subproblem and transmission scheduling sub-problem. For the first sub-problem, we utilize the Lagrangian dual theory to optimally solve the transformed convex optimization problem. For the second sub-problem, we transform it into the maximum weighted matching problem in a constructed bipartite graph. The computational complexity and theoretical performance bound of the proposed DMRC algorithm are analyzed in detail. We show that the DMRC algorithm can achieve network utility arbitrarily close to the optimal value without requiring the prior knowledge of channel conditions. Extensive simulation results are provided to demonstrate the efficiency of the proposed algorithm and evaluate the impacts of various network parameters on the algorithm performance.
In a nutshell, the main contributions of this paper are summarized as follows:
1) An optimization framework of observation scheduling, adaptive compression and transmission scheduling based on ETEG is formulated to maximize the sum network utility;
2) We equivalently transform the constrained flow optimization problem on ETEG as a queue stability-related stochastic optimization problem by exploiting a multi-queue multi-server queueing model;
3) We use the Lyapunov optimization method to solve the optimization problem. The performance bound of the proposed DMRC algorithm is theoretically analyzed and proved to be arbitrarily close to the optimality.
The remainder of this paper is organized as follows. Section II introduces the SIN system model under consideration and Section III elaborates on the detailed problem formulation and transformation. We propose an approximate online multi-resource dynamic scheduling algorithm and analyze its complexity as well as performance bound in Section IV. The performance evaluation by simulations is presented in Section V, followed by concluding remarks and future research in Section VI.
II. SYSTEM MODEL
In this section, we first introduce the SIN network model under consideration. Then, an ETEG model is employed to describe the multi-resource correlation relationship over the network.
A. Network Model
Consider a satellite-based SIN system operating in slotted time t ∈ T = {1, 2, ...} [25] . The length of a time slot is denoted as τ . There are three different types of components in the SIN: 1) a set, I = {1, 2, . . . , I}, of I ground targets that need to be continuously monitored; 2) a set, K = {1, . . . , K}, of K EOSs moving in the LEOs to acquire observation images from the targets of interest, perform adaptive compression (i.e., select an appropriate compression ratio for the raw image data), and then transmit those compressed data to specified destinations; and 3) a set, N = {1, . . . , N}, of N destinations (i.e., relay satellites or ground stations) which serve as the sinks for all the observation data. There are I flows in the network, with each flow corresponding to end-to-end service for a target. An example SIN system with 2 targets, 2 EOSs and a destination is shown in Fig. 1 .
As can be seen in Fig. 1 , it encompasses three phases, namely observation phase, compression phase and transmission phase, to serve a flow. Firstly, in the observation phase, an EOS is scheduled to collect observation data (i.e., images) using its onboard imaging camera when it is in the line-of-sight of the associated target. Secondly, in the compression phase, the EOS performs necessary processing and selects an appropriate compression ratio for the collected raw image data. For example, EOS 1 adopts 3 4 compression ratio 1 to process the image data. The compressed observation data are then stored in an onboard buffer. Thirdly, in the transmission phase, the EOS uses the store-and-forward method [26] to download the data to a destination after it enters the coverage of the destination. 
B. Graph Model

1) The Original ETEG Model:
We employ an ETEG [27] , [28] 
the multi-resource correlation relationship over the dynamic SIN context during the whole time horizon T , where V t and E t denote the set of the vertices and edges at time slot t, respectively.
The detailed construction procedure of ETEG is given as follows. t n ) is denoted by C k,n (t). Therefore, at time slot t, the stochastic transmission channel state is expressed by a
Denote y k,n (t) as the transmission scheduling function, where y k,n (t) = 1 indicates that forward- 
represents the image compressing ratio for flow i at time slot t; and 2) to remove the virtual node v d and all associated virtual edges {(s t k,c , v d )}. In this case, the flow conservation constraint can be guaranteed without introducing additional virtual node and edges, since the compressed data are already excluded by the JOC edges. The corresponding graph after transformation is given in Fig. 3 . Clearly, the modified graph is simpler.
On the basis of the transformed ETEG, the flow conservation constraint at an EOS can be expressed as:
To keep notation succinct, we set w(s
It can be seen that, for each flow i on an EOS k, the total observation data volume after compression plus the stored data from time slot t − 1 should equal to that delivered to destinations plus the stored data to time slot t + 1.
III. PROBLEM FORMULATION
In this section, based on ETEG, the network utility maximization problem is formulated. After that, we reformulate the problem by taking advantage of a queueing model.
A. Optimization Problem
Given a constructed ETEG, the problem under consideration is to jointly decide observation scheduling, transmission scheduling and compression ratio selection. Our objective is to maximize the sum long-term average network utility. Note that utility function U i (A i (t)) should be increasing, continuously differentiable and strictly concave in A i (t). The concavity of the utility function is based on that the marginal utility decreases as the amount of collected observation data increases in SIN. Without loss of generality, we define the network utility function 2 as
, [30] . We formulate it as optimization problem (P1):
w(s where X = {x i,k (t)} and Y = {y k,n (t)} are the observation scheduling matrix and transmission scheduling matrix, respectively, w = {w(s t k,c , s t k,b , i)} is the link capacity allocation matrix, and ̺ = {̺ i k (t)} is the compression ratio selection matrix. In problem (P1), C1 ensures flow conservation for all the EOSs. C2 states that each EOS can observe at most one target at a time slot, while C3 states that each target can be observed at most once at a time slot to reduce data redundancy. C4 specifies that each EOS can transmit to at most one destination at a time slot. Similarly, C5 implies that destination n can support at most M n concurrent transmissions at a time slot. C6 is the transmission link capacity constraint. C7 indicates that the long-term average rate A i for flow i is not smaller than a pre-defined threshold a i . C8 and C9 correspond to the binary scheduling variables x i,k (t) and y k,n (t), respectively. C10 restricts the compression ratio to a predefined set Λ = {̺ 1 , ..., ̺ J }, where ̺ j is the j-th compression ratio
It can be seen that problem (P1) is a mixed integer linear programming (MILP) problem, which is generally NP-hard in nature [31] . Moreover, constraints C1 and C7 introduce complex coupling relationships among multiple time slots [32] . This exacerbates the computational complexity to solve the problem. Last but not the least, both the observation and transmission channel conditions are stochastic and cannot be predicted in advance. In this regard, it is challenging to maximize network performance without prior knowledge of channel quality.
B. Problem Transformation
Herein, as shown in Fig. 4 , we present a multi-queue multi-server queueing model to reformulate problem (P1). Let Q i k (t) denote the data queue occupancy of EOS k for flow i at time slot t and Q(t) = (Q 1 1 (t), Q 2 1 (t), . . . , Q I K (t)) represent the vector of data queues for all EOSs. Note that Q i k (t) equals to the data volume w(s
In addition, the data volume carried by a JOC edge (or forward-transmission edge) reflects the arrival process (or service process) to a data queue. Thus, the dynamics of a data queue Q i k (t+1) can be expressed as
where
models the equivalent traffic arrival process. We further denote A i (t) as the sum rate for flow i at time slot t, i.e.,
In the following, we give a useful definition of queue stability. According to the definition, we can gain the following two insights: 1) network stability is guaranteed if the length of all queues is finite; and 2) applying Little's Theorem, we can depict average delay by queue length and further by queue stability for a stable queueing system. Lemma 1. Let queue Q(t) be associated with stochastic arrival and service processes A(t) and u(t). The time averages of both processes converge to A and µ, respectively. The queue, Q(t), is mean rate stable if and only if µ ≥ A holds.
The proof of Lemma 1 can be found in [33] . The intuition behind the lemma is that the network is stable if the traffic arrival can be served by the network in the long-term. As a result, the backlog of all queues is finite. 
For the flow conservation constraint in (1), summing over all time slots, dividing it by T , and taking the limit, we obtain
Recall that w(s
k,b , i) = 0 holds, it can thus be seen
Combining (4), (5) and (6), we obtain A According to Theorem 1, problem (P1) can be reformulated as
C0, C2-C10.
IV. PROPOSED SOLUTION AND PERFORMANCE ANALYSIS
In this section, we first present an online algorithm, i.e., DMRC algorithm, to solve problem (P2).
After that, we theoretically analyze its complexity as well as performance.
A. Dynamic Multi-Resource Cooperation Algorithm
We use the Lyapunov optimization theory [30] , [34] to design an effective online algorithm to solve problem (P2). Firstly, we define a set of virtual queues P (t) = (P 1 (t), P 2 (t), . . . , P I (t)),
with P i (t) being the virtual queue for flow i. The virtual queue P i (t) evolves as
where p i (t) = a i − A i (t). When all virtual queues, P (t), are stable, p i ≤ 0 holds according to Lemma 1. Consequently, C7 is automatically satisfied. Let Θ(t) = [Q(t), P (t)] be a concatenated vector of all actual and virtual queues and define the quadratic Lyapunov function as
Then, the one-slot conditional Lyapunov drift is given by
Lemma 2. Assume B(t) and C(t) are independent identically distributed (i.i.d) over time slot t. Under any feasible scheduling policy that satisfies all the constraints in problem (P1), we have the following inequality:
where V is a control factor to strike a balance between the queue backlog and the network utility, and Γ is a finite constant that satisfies
Proof: See Appendix A.
The fundamental design philosophy of the proposed DMRC algorithm is to minimize the right-hand-side of (10) in each time slot. To be specific, firstly, at every time slot, observe the data queues Q(t), virtual queues P (t), and channel conditions B(t) and C(t). Lemma 3. Problem (12) can be equivalently transformed into the following problem, which is max X(t),̺(t)
Proof: See Appendix B.
Algorithm 1 Dynamic Multi-Resource Cooperation (DMRC) Algorithm 1: At each time slot, observe Q(t), P (t), B(t) and C(t).
2: Obtain the observation scheduling decision X(t) and compression ratio selection ̺(t) by solving the joint observation scheduling and adaptive processing subproblem (12):
3: Find transmission scheduling matrix Y (t) by solving the transmission scheduling subproblem (13):
4: Update Q(t) and P (t) according to (3) and (7), respectively.
Observe that
is a nonlinear function in both ̺ i k (t) and x i,k (t) in (14) . To tackle this difficulty, we can view A i k (t) as a separate decision variable for time slot t and add corresponding constraints in the above optimization problem. This yields max X(t),̺(t),A(t)
Note that ̺ 
L(X(t), A(t), α(t))
where α(t) = {α i,k (t)} are the set of dual variables corresponding to C11. We then rearrange the terms of (16) as follows:
As such, if the optimal value of α(t) is known, the dual objective function L(X(t), A(t), α(t))
is decomposed into two independent parts L 1 (A(t), α(t)) and L 2 (X(t), α(t)), which correspond to (17) and (18), respectively. On the basis, problem (19) can be decomposed into the following two subproblems:
1) Compression Ratio Selection:
The first one is the compression ratio selection problem as
It can be solved using the standard optimization techniques and the KKT conditions [35] . As a result, we derive the optimal value (A i k (t)) * as
The concrete solving procedure can be found in Appendix C. From (21), we can get the optimal compression ratio (̺
into the set Λ.
2) Observation Scheduling:
In LP problem (22) , all constraints are affine, and thus the feasible region is a polytope.
According to [35] , the optimal solution to an LP problem can only be achieved at the extreme point. In what follows, we give a lemma to show that each element within the optimal solution should be binary.
Lemma 4. All elements {x * i,k (t)} within the optimal solution to problem (22) are binary, i.e., x * i,k (t) ∈ {0, 1}, ∀i, k.
Proof: We prove the lemma by contradiction. The detailed procedure is similar to that in [36] . Assume that there exists at least an element x * i,k (t) within x = {x * i,k (t)} being nonbinary, i.e., 0 < x * i,k (t) < 1. On one hand, if constraints C2 and C3 are strict inequalities, we can construct two points
indicates that other elements are the same with those in x, and ǫ is an arbitrarily small positive real number. As such, both x 1 and x 2 are within the polytope, and 0.5x 1 + 0.5x 2 = x holds. Hence, x is not an extreme point. On the other hand, if at least one constraint in C2 and C3 is tight, i.e., the equality holds, there must be another element 0 < x * i, k (t) < 1 in x to guarantee the equality. Similarly, we can find two points
(t) + ǫ · · · } within the polytope, such that 0.5x 1 + 0.5x 2 = x holds as well. This verifies that x is not an extreme point. To this end, Lemma 4 is proved.
From Lemma 4, we can equivalently transform problem (22) as
It can be seen that this problem is a weighted maximum matching problem as discussed in the following, where the weight can be set as corresponding observation link capacity. As a result, it can be solved optimally using existing algorithms. We should emphasize that the observation scheduling problem requires to be executed only once in each time slot, regardless of α(t) in each iteration for solving the dual problem. This property greatly simplifies the solution procedure.
After solving the two subproblems, we need to iteratively update the Lagrange multipliers α(t). For this aim, a subgradient method can be used. More specifically, the l-th update can be performed as where λ l is the sequence of scalar step sizes, and can be set as any square summable but not absolute summable value.
2) Transmission scheduling subproblem: Subproblem (13) can be reformulated into the following problem:
where (25) is replaced by C k,n (t) since it is optimal to serve the flow with maximum transmission link capacity. To solve the reformulated problem, as shown in Fig. 5 , we first utilize a bipartite graph to represent related components in the SIN. The vertices therein can be divided into two disjoint sets, i.e., the set of LEO satellites K and the set of destinations N . A destination n is represented by M n vertices. Accordingly, link weight W k,n (t) is selected as the link capacity weighted queue backlog, Q i * k (t)C k,n (t). It can be observed that the formulated TS subproblem is identical to the maximum weighted matching problem in the constructed bipartite graph, and thereby efficient algorithms, e.g., Hungarian algorithm, can be applied to obtain the optimal solution.
B. Algorithm Analysis
Herein, we first analyze the computational complexity of the proposed DMRC algorithm. The complexity of the DMRC algorithm consists of two main parts: 2) JOSAP subproblem with the complexity of O( 
for Hungarian algorithm to obtain the optimal solution [38] . Note that we make the approximation since the number of EOSs K is generally larger than that of destinations n M n (i.e., virtual vertices corresponding to all destinations); Therefore, the overall computational complexity of DMRC algorithm can be derived as O(
In parallel, we present the performance results of the DMRC algorithm. Specifically, the following theorem is given to characterize its asymptotic queue backlog and network utility.
Theorem 2. The proposed DMRC algorithm yields the following time average queue backlog and network utility bounds:
Proof: See Appendix D.
It can be noticed that Theorem 1 proves the utility optimality of DMRC algorithm. Since
Theorem 1 holds for all V > 0, we can choose a sufficiently large V such that Γ/V is arbitrarily small and the achieved utility of DMRC algorithm is arbitrarily close to optimal.
V. SIMULATION RESULTS
In this section, extensive experiments are conducted using Matlab simulator to evaluate the performance of our proposed DMRC algorithm. We present the simulation results from two aspects.
First, we evaluate both the network utility and queue dynamics by changing the control factor, V . Then, we investigate impacts of different network parameters on the DMRC performance.
We have conducted a set of simulations of SINs operating at the time horizon from 1 Jan. from the set {600, 800, 1000}Mbps, while the transmission link capacity is uniformly distributed in the set {0, 200, 400}Mbps. The set of all compression ratio is assumed to be { }.
A. Network Utility and Queue Dynamics
In Fig. 6 , we evaluate the average network utility performance versus the value of control factor V ranging from 1000 to 8000. Clearly, the average network utility increases with an increase of V . However, the rate of network utility increases reduces with larger V . This is because the network utility is a concave function of V . We take a large value of V to illustrate the optimal network utility (V = 50000 in our setting). We compare the network utility obtained by V ranging from 1000 to 8000 to the network utility obtained by V = 50000. As shown in the figure, the increase of network utility from V = 8000 to V = 50000 is quite limited in comparison to the increasing from V = 1000 to V = 8000. Therefore, the network utility achieved when V = 8000 is close to the value of optimal network utility. 
B. Performance Comparison
We validate the efficiency of proposed DMRC algorithm by comparing it with two benchmark algorithms. The first one is random allocation algorithm (denoted as Random), wherein obser- . We set V = 8000 and M = 2 in the following simulations if not specified otherwise.
1) The number of EOSs :
In this experiment, we study the network performance of different algorithms versus the number of EOSs. The minimum rate requirement for an EOS is set to 0. Fig. 8 demonstrates that, with the increase of the number of EOSs, the average network utility improves for all the tested algorithms. As the number of EOSs grows, there are more observation resources and transmission resources. Therefore, each flow can get more chances to The Number of EOS be served. It is observed that the DMRC algorithm achieves higher network utility than that of Random and Fixed-CR algorithms. The reason lies in that the DMRC algorithm tends to build high quality observation and transmission links. Also, the DMRC algorithm is able to adaptively select compression ratio to process the acquired image data. to serve a flow. Besides, the DMRC algorithm yields the shortest queue length. This can be explained for two aspects. On one hand, the DMRC algorithm prefers to serve EOSs with longer queue length and adopts higher compression ratio to reduce queue backlog. On the other hand, through constructing high quality transmission links, the DMRC algorithm can deliver observation data more quickly. To validate the performance gain of the DMRC algorithm, we further plot the resource utilization ratio for different algorithms. As depicted in Fig. 10 , the proposed DMRC algorithm has the highest utilization ratio of both the observation and transmission resources.
2) Minimum data rate requirements:
We evaluate the effects of minimum required data rate requirements on the network performance. In the following experiments, the number of EOSs is equal to 6. As illustrated in Fig. 11 , with the minimum data rate varying from 0 to 60Mbps, the average network utility for the three algorithms follows a declining trend. This can be accounted by the fact that more resources are assigned to EOSs with poor channel quality to ensure their minimum data rate requirements. Hence, the network utility can be deteriorated to some The Number of EOS extent. From Fig. 12 , we observe that the average queue length becomes larger with the rise of minimum data rate requirement. The trend is expected, because given a higher data rate, the bottleneck EOSs need more resources to counteract undesired channel conditions. This reduces the efficiency in resource allocation. Another observation is that the DMRC algorithm achieves superior performance with respect to average network utility and queue backlog, in comparison with Random and Fixed-CR algorithms, for the reason similar to that stated before.
3) The number of transceivers: In the following simulations, we investigate the performance impacts of the number of transceivers on destination relay satellites. The number of EOSs is 12, and the minimum date rate requirement is zero. Fig. 13 and Fig. 14 depict the average network utility and queue length performance for the three algorithms, respectively. With an increasing number of transceivers, the average network utility for DMRC, Random and Fixed-CR algorithms increases. We attribute the results to more available transmission resources, and thus more observation data can be transferred to destinations. Moreover, a smaller compression ratio can be chosen to yield higher image quality as well as network utility. However, as the number of transceivers further increases, both the average network utility and queue length remain steady. Under this circumstance, the observation resource turns to become the bottleneck, and thus additional transmission resource cannot be used for efficient data delivery.
VI. CONCLUSION
In this paper, we have investigated the problem of multi-resource dynamic coordinate scheduling for SINs. Based on the Lyapunov optimization theory, a low complexity algorithm, i.e., the DMRC algorithm, is proposed to properly balance among the observation, computation and transmission resources. Extensive simulations have been conducted to verify that the newly proposed DMRC algorithm performs arbitrarily close to the optimal without requiring any prior knowledge. According to the queue dynamics in (3), we have
Similarly, based on virtual queue formula (7), we further obtain
Considering the boundness property of A i k (t) and µ i k (t), we can always find a constant, Γ, that satisfies
Combining all the above three formulas, the following inequality holds
Adding V I i=1 U i (A i (t)) to both sides of the above inequation and taking conditional expectations yield (10) . This completes the proof of Lemma 2.
APPENDIX B PROOF OF LEMMA 3
By substituting A i (t) = k A i k (t) into the objective function, we have
Since K k=1 x i,k (t) ≤ 1 and x i,k (t) ∈ {0, 1} holds, there is at most one k * ∈ K for flow i such that x i,k * (t) = 1; Otherwise, x i,k (t) = 0. By extension, there is at most one k * ∈ K for flow i such that A i,k * (t) > 0. To this end, we derive
By substituting (33) into (32), we obtain (14) . This completes the proof of Lemma 3. . Since L 1 (A(t), α(t)) is a monotone increasing function, the optimality is achieved at A i k (t) = ̺ 1 B i,k (t).
3) Otherwise, the optimal value is gained by setting L Summarizing the above cases, we finally attain the optimal solution (A i k (t)) * .
APPENDIX D PROOF OF THEOREM 1
We prove the theorem by comparing the Lyapunov drift with a stationary and randomized algorithm denoted by Π. An algorithm Π makes a decision as a function of the observed state of the random events in each time slot. It is independent of the queue backlog information.
According to the stochastic network optimization theory, given an arbitrarily small ǫ > 0 and constant positive scalars δ 1 and δ 2 , algorithm Π can yield
where A i k (t) and µ i k (t) are corresponding variables generated by algorithm Π. Since the DMRC algorithm minimizes the right-hand-side of (10), we have
Substituting (35)- (37) into (38), we get the following inequation as ǫ → 0 ∆(Θ(t)) − V i E {U i (A i (t))|Θ(t)} ≤ Γ − V U * + δ 1
Taking iterated expectation of (39) over t ∈ {1, ..., T − 1, T } and using the law of telescoping sums result in
Reducing the left-hand-side, increasing its right-hand-side by eliminating all negative terms, and then rearranging it, we get
Similarly, we can obtain
