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Abstract In this paper, we introduce a framework for solving finite-horizon
multistage optimization problems under uncertainty in the presence of auxil-
iary data. We assume the joint distribution of the uncertain quantities is un-
known, but noisy observations, along with observations of auxiliary covariates,
are available. We utilize effective predictive methods from machine learning
(ML), including k-nearest neighbors regression (kNN), classification and re-
gression trees (CART), and random forests (RF), to develop specific methods
that are applicable to a wide variety of problems. We demonstrate that our
solution methods are asymptotically optimal under mild conditions. Addition-
ally, we establish finite sample guarantees for the optimality of our method
with kNN weight functions. Finally, we demonstrate the practicality of our
approach with computational examples. We see a significant decrease in cost
by taking into account the auxiliary data in the multistage setting.
Keywords Data-driven optimization · Multistage optimization
1 Introduction
Many fundamental problems in operations research (OR) involve making deci-
sions, dynamically, subject to uncertainty. A decision maker seeks a sequence
of actions that minimize the cost of operating a system. Each action is followed
by a stochastic event, and future actions are functions of the outcomes of these
stochastic events. This type of problem has garnered much attention and has
been studied extensively by different communities and under various names
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(dynamic programming, multistage stochastic optimization, Markov decision
process, etc.). Much of this work, dating back to Bellman (1952), has focused
on the setting in which the distribution of the uncertain quantities is known
a priori.
In practice, it is rare to know the joint distribution of the uncertain quanti-
ties. However, in today’s data-rich world, we often have historical observations
of the uncertain quantities of interest. Some existing methods work with in-
dependent and identically distributed (i.i.d.) observations of the uncertainties
(cf. Swamy and Shmoys (2005), Shapiro (2006)). However, in general, auxil-
iary data has been ignored in modeling multistage problems, and this can lead
to inadequate solutions.
In practice, we often have data, {y1, . . . , yN}, on uncertain quantities of
interest, Y ∈ Y ⊂ Rdy . In addition, we also have data, {x1, . . . , xN}, on aux-
iliary covariates, X ∈ X ⊂ Rd, which can be used to predict the uncertainty,
Y . For example, Y may be the unknown demand for a product in the coming
weeks, and X may include data about the characteristics of the particular
product and data about the volume of Google searches for the product.
The machine learning (ML) community has developed many methods (cf.
Bishop (2006)) that enable the prediction of an uncertain quantity (Y ) given
covariates (X). These methods have been quite effective in generating predic-
tions of quantities of interest in OR applications (Goel et al (2010), Gruhl
et al (2005)). However, turning good predictions into good decisions can be
challenging. One naive approach is to solve the multistage optimization prob-
lem of interest as a deterministic problem, using the predicted values of the
uncertainties. However, this ignores the uncertainty by using point predictions
and can lead to inadequate decisions.
In this paper we combine ideas from the OR and ML communities to
develop a data-driven decision-making framework that incorporates auxiliary
data into multistage stochastic optimization problems.
1.1 Multistage Optimization and Sample Average Approximation
Before proceeding, we first review the formulation of a multistage optimization
problem with uncertainty. The problem is characterized by five components:
– The state at time t, st ∈ St, contains all relevant information about the
system at the start of time period t.
– The uncertainty, yt ∈ Yt, is a stochastic quantity that is revealed prior to
the decision at time t. Throughout this paper, we assume the distribution
of the uncertainty at time t does not depend on the current state or past
decisions.
– The decision at time t, zt ∈ Zt(st, yt) ⊂ Rpt , which is chosen after the
uncertainty, yt, is revealed.
– The immediate cost incurred at time t, gt(zt), which is a function of the
decision at time t.
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– The dynamics of the system, which are captured by a known transition
function that specifies how the state evolves, st+1 = ft(zt).
We note that it is without loss of generality that the cost and transition func-
tions only depend on the decision variable because the feasible set Zt is allowed
to depend on st and yt. To summarize, the system evolves in the following
manner: at time t, the system is known to be in state st, when the previously
unknown value, yt, is observed. Then the decision zt is determined, resulting
in immediate cost, gt(zt), and the system evolves to state st+1 = ft(zt).
Consider a finite horizon, T + 1 stage problem, in which the initial state,
s0, is known. We formulate the problem as follows:
min
z0∈Z0(s0)
g0(z0) + E[Q˜1(f0(z0);Y1))], (1)
where
Q˜t(st; yt) = min
zt∈Zt(st,yt)
gt(zt) + E[Q˜t+1(ft(zt);Yt+1)]
for t = 1, . . . , T − 1, and Q˜T (sT ; yT ) = min
zT∈ZT (sT ,yT )
gT (zT ). The function
Q˜t(st; yt) is often called the value function or cost-to-go function. It represents
the expected future cost that an optimal policy will incur, starting with a
system in state st with realized uncertainty yt. Of course, in practice it is
impossible to solve this problem because the distributions of Yt are unknown.
All that we know about the distribution of Yt comes from the available data.
A popular data-driven method for solving this problem is sample average
approximation (SAA) (Shapiro and Ruszczynski, 2014). In SAA, it is assumed
that we have access to independent, identically distributed (i.i.d.) training
samples of Y , (yi1, . . . , y
i
T ) for i = 1, . . . , N . The key idea of SAA is to replace
the expectations over the unknown distributions of Y with empirical expec-
tations. That is, we replace E[Q˜T (sT ; yT )] with
1
N
N∑
i=1
Q˜T (sT ; y
i
T ). With these
known, finite distributions of the uncertain quantities, the problem can be
solved exactly or approximately by various dynamic programming techniques.
Additionally, under certain conditions, the decisions obtained by solving the
SAA problem are asymptotically optimal for (1) (Shapiro, 2003). The basic
SAA method does not incorporate auxiliary data. In practice, this can be ac-
counted for by training a generative, parametric model and applying SAA with
samples from this model conditioned on the observed auxiliary data. However,
this approach does not necessarily lead to asymptotically optimal decisions,
so we instead focus on a variant of SAA that starts directly with the data.
1.2 Related Work
Multistage optimization under uncertainty has attracted significant interest
from various research communities. Bellman (1952) studied these problems
under the name dynamic programming. For reference, see Bertsekas (2017).
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These problems quickly become intractable as the state and action space grow,
with a few exceptions that admit closed form solutions, like linear quadratic
control (Dorato et al, 1994). However, there exists a large body of literature
on approximate solution methods (see, e.g., Powell (2007)).
When the distribution of the uncertainties is unknown, but data is avail-
able, SAA is a common approach (Shapiro, 2006). Alternative approaches in-
clude robust dynamic programming (Iyengar, 2005) and distributionally robust
multistage optimization (Goh and Sim, 2010). Another alternative approach
is adaptive, or adjustable, robust optimization (cf. Ben-Tal et al (2004), Bert-
simas et al (2011)). In this approach, the later stage decisions are typically
constrained to be affine or piecewise constant functions of past uncertainties,
usually resulting in highly tractable formulations.
In the artificial intelligence community, reinforcement learning (RL) studies
a similar problem in which an agent tries to learn an optimal policy by in-
telligently trying different actions (cf. Sutton and Barto (1998)). RL methods
typically work very well when the exact dynamics of the system are unknown.
However, they struggle to incorporate complex constraints that are common in
OR problems. A vast literature also exists on bandit problems, which seek to
find a series of decisions that balance exploration and exploitation (cf. Berry
and Fristedt (1985)). Of particular relevance is the contextual bandit problem
(cf. Chapelle and Li (2011), Chu et al (2011)), in which the agent has access to
auxiliary data on the particular context in which it is operating. These meth-
ods have been very effective in online advertising and recommender systems
(Li et al, 2010).
Recently, the single stage optimization problem with auxiliary data has
attracted interest in the OR community. Rudin and Vahn (2014) studied a
news-vendor problem in the presence of auxiliary data. Cohen et al (2016)
used a contextual bandit approach in a dynamic pricing problem with auxil-
iary data. Ferreira et al (2015) used data on the sales of past products, along
with auxiliary data about the products, to solve a price optimization prob-
lem for never before sold products. Bertsimas and Kallus (2014) developed
a framework for integrating predictive machine learning methods in a single-
stage stochastic optimization problem. Recently, Ban et al (2018) developed
a method to solve a multistage dynamic procurement problem with auxiliary
data. They used linear or sparse linear regression to build a different scenario
tree for each realization of auxiliary covariates. Their approach assumes the
uncertainty is a linear function of the auxiliary covariates with additive noise.
Our approach is more general because we do not assume a parametric form of
the uncertainty.
Statistical decision theory and ML have been more interested in the prob-
lems of estimation and prediction than the problem of prescription (cf. Berger
(2013)). However, of integral importance to our work are several highly effec-
tive, yet simple, nonparametric regression methods. These include k-nearest
neighbor regression (Altman, 1992), CART (Breiman et al, 1984), and random
forests (Breiman, 2001).
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1.3 Contributions and Structure
In this paper, we consider the analogue of (1) in the presence of auxilliary
data. For each t = 0, . . . , T − 1, before the decision zt is made, we observe
auxiliary covariates xt ∈ Xt ⊂ Rdt . Therefore, our training data consists of
(x10, . . . , x
1
T−1), . . . , (x
N
0 , . . . , x
N
T−1) and (y
1
1 , . . . , y
1
T ), . . . , (y
N
1 , . . . , y
N
T ). By say-
ing training data is i.i.d., we mean observation i, (xi0, . . . , x
i
T−1, y
i
1, . . . , y
i
T ), was
sampled independently of all other observations from the same joint distribu-
tion on X1 × · · · × XT−1 × Y1 × · · · × YT .
We assume throughout that the auxiliary covariates evolve according to a
Markov process, independently of {Yt}, i.e., Xt is conditionally independent of
X0, . . . , Xt−2, Y1, . . . , Yt−2 given Xt−1. This framework can model more com-
plex dependencies because we are able to choose the auxiliary covariate space.
We could for example, append X0, . . . , Xt−1 to the auxiliary covariates ob-
served at time t. In addition, we assume Yt is conditionally independent of all
past observations given Xt−1.
The problem we seek to solve is defined:
v∗(x0) = min
z0∈Z0(s0)
g0(z0) + E[Q1(f0(z0);Y1, X1)|X0 = x0], (2)
where
Qt(st; yt, xt) = min
z∈Zt(st,yt)
gt(z) + E[Qt+1(ft(z);Yt+1, Xt+1)|Xt = xt]
for t = 1, . . . , T − 2, with
QT−1(sT−1; yT−1, xT−1)
= min
z∈ZT−1(sT−1,yT−1)
gT−1(z) + E[QT (fT−1(z);YT )|XT−1 = xT−1],
and QT (sT ; yT ) = min
z∈ZT (sT ,yT )
gT (z). We summarize our key contributions
here.
1. In Section 2, we extend the framework introduced by Bertsimas and Kallus
(2014) to the multistage setting. Similarly to SAA, we replace the expecta-
tions in (2) with sums over the value functions, evaluated at observations
of Y . However, unlike SAA, we weight the observations according to their
relevance to the current problem’s auxiliary data, using weight functions
inspired by popular machine learning methods.
2. In Section 3, we prove the asymptotic optimality and consistency of our
method with k-nearest neighbor, CART, and random forest weight func-
tions, under fairly mild conditions, for the multistage problem. (We formal-
ize these definitions in that section.) The result for the k-nearest neighbor
weight function is new for the multistage setting, and the results for the
CART and random forest weight functions are new for both the single-stage
and multistage settings.
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3. In Section 4, we establish finite sample guarantees for our method with
k-nearest neighbor weight functions. These guarantees are new for both
the single-stage and multistage problems.
4. In Section 5, we demonstrate the practical tractability of our method with
several computational examples using synthetic data. In addition, our re-
sults show that accounting for auxiliary data can have significant value.
2 Approach
In this section, we introduce our framework for solving multistage optimiza-
tion problems under uncertainty in the presence of auxiliary covariates (2).
Motivated by the framework developed by Bertsimas and Kallus (2014), and
analogous to SAA, we replace the expectations over an unknown distribution
with finite weighted sums of the value functions evaluated at the observations
in the data. The weights we use are obtained from ML methods.
First, we use our training data to learn weight functions, wtN,i(xt−1), which
quantify the similarity of a new observation, xt−1, to each of the training
examples, x1t−1, . . . , x
N
t−1. We then replace the conditional expectations in (2)
with weighted sums. In particular,
vˆN (x0) = min
z∈Z0(s0)
g0(z) +
N∑
i=1
w1N,i(x0)Qˆ1(f0(z); y
i
1, x
i
1)), (3)
where
Qˆt(st; yt, xt) = min
z∈Zt(st,yt)
gt(z) +
N∑
i=1
wt+1N,i (xt)Qˆt+1(ft(z); y
i
t+1, x
i
t+1)
for t = 1, . . . , T − 2, with
QˆT−1(sT−1; yT−1, xT−1)
= min
z∈ZT−1(sT−1,yT−1)
gT−1(z) +
N∑
i=1
wTN,i(xT−1)QˆT (fT−1(z); y
i
T ),
and QˆT (sT ; yT ) = min
z∈ZT (sT ,yT )
gT (z).
We note that this is analogous to the sample average approximation method,
which can be represented in this framework with the weight functions equal
to 1N . The weight functions can be computed from various predictive machine
learning methods. We list here a few examples that we find effective in practice.
Definition 1 Motivated by k-nearest neighbor regression (Altman, 1992), the
kNN weight function is given by
wN,i(x) =
{
1/k, xi is a kNN of x,
0, otherwise.
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Definition 2 Motivated by classification and regression trees (Breiman et al,
1984), the CART weight function is given by
wN,i(x) =
{
1/|R(x)|, xi ∈ R(x),
0, otherwise.
,
where R(x) is the set of training points in the same partition as x in the CART
model.
Definition 3 Motivated by random forests (Breiman, 2001), the random forests
weight function is given by
wN,i(x) =
1
B
B∑
b=1
1
|Rb(x)|1{x
i ∈ Rb(x)},
where Rb(x) is the set of training points in the same partition as x in tree b
of the random forest.
We offer two observations on the formulation in (3) before proceeding.
1. In SAA, we are justified in replacing E[θ] by 1N
N∑
i=1
θi by the strong law of
large numbers. We will see in Section 3 that a conditional strong law of
large numbers holds under certain conditions, and this justifies replacing
E[h(Yt) | X = x] with
N∑
i=1
wN,i(x)h(y
i
t).
2. If the weight functions are nonnegative and sum to one (as is the case
with those presented here), then we can think of this formulation as defin-
ing a dynamic programming problem in which the uncertain quantities
have a known, finite distribution. This means we can readily apply exact
and approximate dynamic programming algorithms to solve (3). For the
reader’s convenience, we provide a decomposition algorithm, tailored to
our approach, in Appendix B, which can be used to exactly solve small to
moderately sized problems.
2.1 Notation
We summarize the relevant notation we use in Table 1. We use lower case let-
ters for xit and y
i
t to denote observed quantities in the data and capital letters,
Xit and Y
i
t , to denote random quantities. When we discuss the asymptotic
optimality of solutions in Definitions 4 and 5, the data are random quanti-
ties, and thus solutions to (3) are also random. For notational convenience, we
sometimes write QT (sT ; yT , xT ) even though QT does not depend on xT (be-
cause the auxiliary data observed after the last decision is made is irrelevant
to the problem).
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xt Auxiliary data observed at time t, xt ∈ Xt ⊂ Rdt
st State of the system at the beginning of time period t, st ∈ St
zt Decision made at time t, zt ∈ Zt(st, yt) ⊂ Rpt
yt Uncertain quantity observed after the decision at time t− 1, yt ∈ Yt
ft(zt) Transition function that gives the evolution of the state to st+1
gt(zt) Cost of decision zt at time t
wtN,i(xt−1) Weight function for stage t, gives weighting for training sample i
Qt(st; yt, xt) Value function in full information problem (2)
Qˆt(st; yt, xt) Value function in approximate problem (3)
v∗(x0) Optimal objective value of full information problem (2)
vˆN (x0) Optimal objective value of approximate problem (3)
Table 1 Summary of notation.
3 Asymptotic Optimality
In the setting without auxiliary covariates, under certain conditions, the SAA
estimator is strongly asymptotically optimal (Shapiro, 2003). Here, we provide
similar results for the multistage setting with auxiliary data.
Definition 4 We say zˆN0 (x0), a sequence of optimal solutions to (3), is strongly
asymptotically optimal if, for x0 almost everywhere (a.e.),
1. The estimated cost of zˆN0 (x0) converges to the true optimal cost:
min
z∈Z0(s0)
g0(z) +
N∑
i=1
w1N,i(x0)Qˆ1(f0(z);Y
i
1 , X
i
1)→ v∗(x), (4)
almost surely.
2. The true cost of zˆN0 (x0) converges to the true optimal cost:
E[g0(zˆN0 ) +Q1(f0(zˆN0 );Y1, X1)|X0 = x0, zˆN0 ]→ v∗(x0),
almost surely.
3. The limit points of {zˆN0 (x0) are contained in the set of true optimal solu-
tions:
L({zˆN0 (x0) : N ∈ N}) ⊂ arg min
z∈Z0(s0)
E[g0(z) +Q0(f0(z);Y1, X1)|X0 = x0],
almost surely, where L(S) denotes the limit points of the set S.
Definition 5 We say zˆN0 (x0), a sequence of optimal solutions to (3), is weakly
asymptotically optimal if, for x0 almost everywhere (a.e.),
1. The estimated cost of zˆN0 (x0) converges to the true optimal cost in proba-
bility:
min
z∈Z0(s0)
g0(z) +
N∑
i=1
w1N,i(x0)Qˆ1(f0(z);Y
i
1 , X
i
1)→P v∗(x). (5)
2. The true cost of zˆN0 (x0) converges to the true optimal cost in probability:
E[g0(zˆN0 ) +Q1(f0(zˆN0 );Y1, X1)|X0 = x0, zˆN0 ]→P v∗(x0).
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3.1 k-Nearest Neighbor Weight Functions
We begin by defining some assumptions under which asymptotic optimality
will hold for (3) with the k-nearest neighbor weight functions.
Assumption 1 (Regularity) For each t = 0, . . . , T , there exists a closed
and bounded set Wt such that for any st and yt, the feasible region, Zt(st, yt),
is contained in Wt.
Assumption 2 (Existence) The full information problem (2) is well defined
for all stages, t = 0, . . . , T − 1: E|gt(zt) + Qt+1(ft(zt);Yt+1, Xt+1)| < ∞ for
all zt ∈Wt and Zt(st, yt) is nonempty for all st and yt.
Assumption 3 (Continuity) The function gt−1(zt−1)+Qt(ft−1(zt−1); yt, xt)
is equicontinuous in zt−1 at all stages. That is, for t = 1, . . . , T , ∀z ∈Wt−1,  >
0, ∃δ > 0 such that
sup
yt∈Yt
sup
xt∈Xt
|gt−1(z) +Qt(ft−1(z); yt, xt)− gt−1(z′)−Qt(ft−1(z′); yt, xt)| ≤ 
for all z′ ∈ {z′ : ||z − z′|| ≤ δ} ∩ Wt. Additionally, the final cost function,
gT (zT ) is continuous.
Assumption 4 (Distribution of Uncertainties) The following hold:
1. The stochastic process X0, X1, . . . , XT−1 satisfies the Markov property.
2. For each t = 1, . . . , T , Yt is conditionally independent of Y1, . . . , Yt−1 and
X0, . . . , Xt−2 given Xt−1.
3. For each t = 0, . . . , T − 1, the support of Xt, Xt, is compact.
4. The noise terms have uniformly bounded tails, i.e., defining Nt(st;xt−1) =
Qt(st;Yt, Xt)− E[Qt(st;Yt, Xt)|Xt−1 = xt−1], there exists λ > 0 such that
max
t=1,...,T
sup
xt−1∈Xt−1
sup
st∈St
E[eλ|Nt(st;xt−1)||Xt−1 = xt−1] <∞.
5. For all t and st, E[Qt(st;Yt, Xt)|Xt−1 = x] is a continuous function of x.
We remark that Assumption 3 does not preclude the possibility of integral
constraints on zt. In fact, if Zt is a finite discrete set, the assumption is auto-
matically satisfied (choose δ < minz,z′∈Zt ||z−z′||). Condition 4 of Assumption
4 can be satisfied if Nt(st;xt−1) are uniformly bounded random variables, are
subgaussian random variables with uniformly bounded subgaussian norms, or
are subexponential random variables with uniformly bounded subexponential
norms. With these assumptions, we have the following result regarding the
asymptotic optimality of (3) with the k-nearest neighbor weight functions.
Theorem 1 Suppose Assumptions 1-4 hold, and the training data is i.i.d. Let
wtN,i(xt−1) be the k-nearest neighbor weight functions for t = 1, . . . , T with
k = min{dCNδe, N − 1} for C > 0, δ ∈ (0, 1). Then {zˆN0 (x)}, a sequence of
optimal solutions to (3), is strongly asymptotically optimal.
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Comparing the result with that of Bertsimas and Kallus (2014) for the
single-stage problem, we see it is quite similar. Both theorems assume reg-
ularity, existence, and continuity. The difference in the multistage setting is
that these assumptions must hold for the value function at each stage. We
also note that Bertsimas and Kallus (2014) listed several sets of regularity as-
sumptions that could hold, whereas we only list one for clarity. However, the
extension of the other sets of regularity assumptions to the multistage setting
is straightforward.
To prove this result, we rely on several technical lemmas. Lemmas 1,3,
and 4 are refined versions of results originally stated in Bertsimas and Kallus
(2014).
Lemma 1 Suppose for each N ∈ N, CˆN (z|x) and C(z|x) are equicontinuous
functions, i.e., ∀ > 0 and z ∈ Z, ∃δ > 0 s.t. sup
z′∈Bδ(z)∩Z
sup
x∈X
|CˆN (z|x) −
CˆN (z
′|x)| ≤ , and likewise for C. If for every z ∈ Z,
sup
x∈X
∣∣∣CˆN (z|x)− C(z|x)∣∣∣→ 0,
then the convergence is uniform over any compact subset of Z.
Proof Let zN ∈ Z be a sequence that converges to z ∈ Z. For any  > 0, by
assumption, ∃δ > 0 such that sup
z′∈Bδ(z)∩Z
|CˆN (z|x)−C(z′|x)| ≤ /2 for all x. By
the convergence of zN , there exists an N1 such that ∀N ≥ N1, zN ∈ Bδ(z)∩Z.
This implies, ∀N ≥ N1, |CˆN (zN |x) − CˆN (z|x)| ≤ /2 for all x. Additionally,
by assumption, ∃N2 s.t. ∀N ≥ N2, sup
x∈X
∣∣∣CˆN (z|x)− C(z|x)∣∣∣ ≤ /2. Therefore,
∀N ≥ max(N1, N2)
sup
x∈X
∣∣∣CˆN (zN |x)− C(z|x)∣∣∣ ≤ .
Therefore, for any convergent sequence in Z, zN → z, sup
x∈X
|CˆN (zN |x) −
C(z|x)| → 0.
Given a compact subset E ⊂ Z, suppose that sup
z∈E
sup
x∈X
CˆN (z|x)−C(z|x)| 6→
0. This implies ∃ > 0 and a sequence zN ∈ E such that sup
x∈X
|CˆN (zN |x) −
C(zN |x)| >  occurs infinitely often. Define zNk to be the subsequence for
which this event occurs. Since E is compact, by the Bolzano-Weirestrass the-
orem, zNk has a convergent subsequence in E. If we define {sN} to be this
subsubsequence, we have that sN → s ∈ E and sup
x∈X
|CˆN (sN |x)−C(sN |x)| > 
for all N . We have sup
x∈X
|CˆN (sN |x) − C(sN |x)| ≤ sup
x∈X
|CˆN (sN |x) − C(s|x)| +
sup
x∈X
|C(s|x) − C(sN |x)|. The first term converges to 0 because of what we
showed above. The second term converges to 0 by the equicontinuity assump-
tion. This is a contradiction, so it must be that sup
z∈E
sup
x∈X
|Cˆ(z|x)−C(z|x)| → 0
for any compact set E ⊂ Z.
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This lemma shows that, given an equicontinuity assumption, pointwise con-
vergence of a function implies uniform convergence over a compact set. We
will apply this with C = Qt. The following two lemmas establish that strong
asymptotic optimality follows from the uniform convergence of the objective
of (3) to that of (2).
Lemma 2 Suppose Z is a compact set and h(z) and g(z) are two continuous
functions. If z∗ ∈ arg min
z∈Z
h(z) and z′ ∈ arg min
z∈Z
g(z), then
|h(z∗)− g(z′)| ≤ sup
z∈Z
|h(z)− g(z)|,
and
|h(z∗)− h(z′)| ≤ 2 sup
z∈Z
|h(z)− g(z)|.
Proof First, because of the optimality of z∗ and z′,
|h(z∗)− g(z′)|
≤
{
|h(z∗)− g(z∗)|, h(z∗) ≤ g(z′)
|h(z′)− g(z′)|, h(z∗) > g(z′)
≤ sup
z∈Z
|h(z)− g(z)|.
Second,
|h(z∗)− h(z′)| ≤ |h(z′)− g(z′)|+ |g(z′)− h(z∗)|
≤ 2 sup
z∈Z
|h(z)− g(z)|.
Lemma 3 Fix x ∈ X and suppose sup
z∈Z
|CˆN (z|x) − C(z|x)| → 0 as N → ∞
and C(z|x) is a continuous function of z. In addition, suppose constraint set
Z is nonempty, closed, and bounded. Any sequence zN ∈ arg min
z∈Z
CˆN (z|x) for
N ∈ N has all of its limit points contained in arg min
z∈Z
C(z|x).
Proof Suppose there is a subsequence zNk , converging to z /∈ arg minz∈Z C(z|x).
(We must still have that z ∈ Z because Z is compact.) Let  = C(z|x) −
min
z∈Z
C(z|x) > 0. By the continuity assumption, ∃k1 such that for all k ≥ k1
|C(zNk |x)−C(z|x)| ≤ /4. Additionally, by assumption, we can find a k2 such
that ∀k ≥ k2, |CˆNk(zNk |x)− C(zNk |x)| ≤ sup
z∈Z
|CˆNk(z|x)− C(z|x)| ≤ /4 This
implies that for any k ≥ max(k1, k2),
min
z∈Z
CˆNk(z|x) = CˆNk(zNk |x) ≥ C(zNk |x)−/4 ≥ C(z|x)−/2 = min
z∈Z
C(z|x)+/2.
From lemma 2, we know that
|min
z∈Z
CˆNk(z|x)−min
z∈Z
C(z|x)| ≤ sup
z∈Z
|CˆNk(z|x)− C(z|x)|,
which goes to 0 as k → ∞, and is thus a contradiction. Therefore, all limit
points of arg minz CˆN (z|x) must be contained in arg minz C(z|x).
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Lemma 4 shows that, given an equicontinuity assumption, if a function
indexed by z converges almost surely for each z in a compact set, then the
convergence holds almost surely for all z.
Lemma 4 Suppose for each N ∈ N, CˆN (z|x) and C(z|x) are equicontinu-
ous functions: i.e., ∀ > 0 and z ∈ Z, ∃δ > 0 s.t. sup
z′∈Bδ(z)∩Z
sup
x∈X
|CˆN (z|x) −
CˆN (z
′|x)| ≤ , and likewise for C. In addition, suppose that for each z ∈ Z,
sup
x∈X
∣∣∣CˆN (z|x)− C(z|x)∣∣∣ → 0 almost surely (CˆN (z|x) is a random quantity).
Furthermore, assume Z is compact. Then, almost surely, sup
x∈X
∣∣∣CˆN (z|x)− C(z|x)∣∣∣
for all z ∈ Z.
Proof Let Z ′ = Z ∩Qd ∪ {isolated points of Z}. Because Z ′ is countable, for
x almost everywhere, P
(⋂
z′∈Z′{supx∈X |CˆN (z′|x)− C(z′|x)| → 0}
)
= 1 by
the continuity of probability measures. For any sample path for which this
occurs, consider any z ∈ Z. We have, for any z′ ∈ Z ′,
sup
x∈X
|CˆN (z|x)− C(z|x)| ≤ sup
x∈X
|CˆN (z|x)− CˆN (z′|x)|+ sup
x∈X
|C(z′|x)− C(z|x)|
+ sup
x∈X
|CˆN (z′|x)− C(z′|x)|.
By equicontinuity and the density of Z ′, we can pick z′ ∈ Z ′ such that each
of the first two terms is less /3 for any  > 0. By assumption, we can also
find an N1 such that the third term is bounded by /3 for all N ≥ N1, so we
have sup
x∈X
|CˆN (z|x) − C(z|x)| ≤  for all N ≥ N1. This is true for any z ∈ Z
for this particular sample path. Since the set of sample paths for which this is
true constitutes a measure 1 event, we have the desired result.
We also restate a result from Biau and Devroye (2015) (Theorem 12.1) re-
garding the uniform consistency of the k-nearest neighbor regression estimator.
Lemma 5 Let (X1, Y 1), . . . , (XN , Y N ) ∈ Rd×R be i.i.d. observations of ran-
dom variables (X,Y ). Assume X has support on a compact set X ⊂ Rd and
there exists λ > 0 such that
sup
x∈Rd
E[exp(λ|Y − E[Y |X = x]|)|X = x] <∞.
In addition, assume E[Y |X = x] is a continuous function. For some C >
0, δ ∈ (0, 1), let kN = min{dCNδe, N−1}. If mN (x) is the kN nearest neighbor
regression estimator for Y and m(x) = E[Y |X = x], then
sup
x∈X
|mN (x)−m(x)| → 0
almost surely.
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From these lemmas, the proof of Theorem 1 follows.
Proof (Theorem 1) We need to show that
sup
z0∈Z
∣∣∣∣∣∑
i
w1N,i(x0)Qˆ1(f0(z0); y
i
1, x
i
1)− E[Q1(f0(z0);Y1, X1)|X0 = x0]
∣∣∣∣∣→ 0
a.s. for x0 a.e. The desired result then follows from lemmas 2 and 3. To begin,
we have:∣∣∣∣∣∑
i
w1N,i(x0)Qˆ1(f0(z0); y
i
1, x
i
1)− E[Q1(f0(z0);Y1, X1)|X0 = x0]
∣∣∣∣∣
≤
∣∣∣∣∣∑
i
w1N,i(x0)Q1(f0(z0); y
i
1, x
i
1)− E[Q1(f0(z0);Y1, X1)|X0 = x0]
∣∣∣∣∣
+
∣∣∣∣∣∑
i
w1N,i(x0)Qˆ1(f0(z0); y
i
1, x
i
1)−
∑
i
w1N,i(x0)Q1(f0(z0); y
i
1, x
i
1)
∣∣∣∣∣ .
Expanding the second term on the right hand side, and using the fact that∑
i w
1
N,i(x0) = 1 and w
1
N,i(x0) ≥ 0, we have:∣∣∣∣∣∑
i
w1N,i(x0)
(
Qˆ1(f0(z0); y
i
1, x
i
1)−Q1(f0(z0); yi1, xi1)
)∣∣∣∣∣
≤
∑
i
w1N,i(x0)
∣∣∣Qˆ1(f0(z0); yi1, xi1)−Q1(f0(z0); yi1, xi1)∣∣∣
≤ sup
x1∈X1
∣∣∣∣ minz1∈W1
(
g1(z1) +
∑
i
w2N,i(x1)Qˆ2(f1(z1); y
i
2, x
i
2)
)
− min
z1∈W1
(g1(z1) + E[Q2(f1(z1);Y2, X2)|X1 = x1])
∣∣∣∣
≤ sup
x1∈X1
sup
z∈W1
∣∣∣∣∣
N∑
i=1
w2N,i(x1)Qˆ2(f1(z); y
i
2, x
i
2)− E[Q2(f1(z);Y2)|x1]
∣∣∣∣∣ ,
where we have used lemma 2. Therefore, we have:∣∣∣∣∣∑
i
w1N,i(x0)Qˆ1(f0(z0); y
i
1, x
i
1)− E[Q1(f0(z0);Y1, X1)|x0]
∣∣∣∣∣
≤
∣∣∣∣∣∑
i
w1N,i(x0)Q1(f0(z0); y
i
1, x
i
1)− E[Q1(f0(z0);Y1, X1)|x0]
∣∣∣∣∣
+ sup
x1∈X1
sup
z1∈W1
∣∣∣∣∣
N∑
i=1
w2N,i(x1)Qˆ2(f1(z1); y
i
2, x
i
2)− E[Q2(f1(z1);Y2, X2)|x1]
∣∣∣∣∣ .
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Repeating the above argument for t = 2, . . . , T − 1, we have:
sup
z0∈Z0
∣∣∣∣∣∑
i
w1N,i(x0)Qˆ1(f0(z0); y
i
1, x
i
1)− E[Q1(f0(z0);Y1, X1)|X0 = x0]
∣∣∣∣∣
≤ sup
z0∈Z
∣∣∣∣∣∑
i
w1N,i(x0)Q1(f0(z0); y
i
1, x
i
1)− E[Q1(f0(z0);Y1, X1)|X0 = x0]
∣∣∣∣∣
+
T−1∑
t=1
sup
xt∈Xt
sup
zt∈Wt
∣∣∣∣∑
i
wt+1N,i (xt)Qt+1(ft(zt); y
i
t+1, x
i
t+1)
− E[Qt+1(ft(zt);Yt+1, Xt+1)|xt]
∣∣∣∣.
To see that each term on the right hand side goes to 0 a.s., we first apply
lemma 5 to each term. This shows that each term (without the supremums
over zt) goes to 0 a.s. for each zt. Next we apply lemma 4 to each term to
show that the convergence holds simultaneously for all zt with probability 1.
Finally, we apply lemma 1 to show the convergence of each term is uniform
over zt a.s. To do so, we let CˆN (z|x) =
∑
i w
t+1
N,i (x)Qt+1(ft(z); y
i
t+1, x
i
t+1)
and C(z|x) = E[Qt+1(ft(z);Yt+1, Xt+1)|x]. We can verify the equicontinuity
assumption holds for each of these functions because of Assumption 3 and
Jensen’s inequality (because wt+1N,i (x) define a probability distribution). This
completes the proof.
3.2 CART Weight Functions
In order to study the asymptotic properties of (3) with the CART and random
forest weight functions, we need to consider modified versions of the original
algorithms of Breiman et al (1984) and Breiman (2001). Since greedy deci-
sion trees have proven difficult to analyze theoretically, we instead consider
a modified tree learner introduced by Wager and Athey (2015). Formally, a
regression tree is defined as
T (x; ξ,X1, Y1, . . . , Xn, Yn) =
1
|{i : Xi ∈ R(x)}|
∑
{i:Xi∈R(x)}
Yi,
where R(x) identifies the region of the tree containing x, and ξ is an auxiliary
source of randomness. Trees are built by recursively partitioning the feature
space. At each step of the training process, for each region, a feature is selected
and a cutoff is chosen to define an axis-aligned hyperplane to partition the
region into two smaller regions. This is repeated until every region contains
some minimum number of training points. In order to guarantee consistency,
we place several restrictions on how the trees are built. We use the following
definitions from Wager and Athey (2015).
Definition 6 (Random-split, regular, and honest trees) Let the regres-
sion tree T (x; ξ,X1, Y1, . . . , Xn, Yn) be the type defined above.
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1. T is a random-split tree if at each step in the training procedure, the
probability that the next split occurs in the jth feature is at least pi/d for
all j = 1, . . . , d, with some pi > 0. This source of this randomness is ξ.
2. T is a regular tree if at each split leaves at least a fraction λ > 0 of the
available training examples on each side of the split. Additionally, the tree
is grown to full depth k ∈ N, meaning there are between k and 2k − 1
training examples in each region of the feature space.
3. T is an honest tree if the splits are made independently of the response
variables {Y1, . . . , Yn}. This can be achieved by ignoring the response vari-
able entirely when making splits or by splitting the training data into two
halves, one for making splits and one for making predictions. (If the latter
is used, the tree is regular if at least a fraction λ of the available prediction
examples are on each side of the split.)
The standard implementation of the CART algorithm does not satisfy these
definitions, but it is straightforward to modify the original algorithm so that it
does. It involves modifying how splits are chosen. If we learn weight functions
using trees that do satisfy these definitions, we can guarantee the solutions
to (3) are weakly asymptotically optimal. We first introduce two additional
assumptions. We note that these assumptions are strengthened versions of
Assumptions 3 and 4.
Assumption 5 (Distribution of Auxiliary Covariates) The distribution
of the auxiliary data, X, is uniform on [0, 1]d (independent in each feature)1.
Assumption 6 (Continuity) For each t = 1, . . . , T , there exists an Lt <∞
such that ∀yt ∈ Yt, zt ∈Wt and ∀z, z′ ∈Wt−1,
|Qt(ft−1(z); yt, xt)−Qt(ft−1(z′); yt, xt)| ≤ Lt||z − z′||.
Furthermore, for each t = 1, . . . , T , E[Qt(st;Yt, Xt)|X = x] is Mt-Lipschitz
continuous in x, for all st.
Theorem 2 Suppose Assumptions 1-6 hold, and the training data is i.i.d. Let
wtN,i(xt−1) be the CART weight functions for t = 1, . . . , T , and assume the
trees are honest, random split, and regular with k, the minimum number of
training examples in each leaf, equal to min{dCNδe, N − 1} for C > 0, δ ∈
(0, 1). Then {zˆN0 (x)}, a sequence of optimal solutions to (3), is weakly asymp-
totically optimal.
The proof of this result follows closely the proof of Theorem 1. To begin,
we prove a result regarding the bias of tree based predictors. It relies on the
same argument Wager and Athey (2015) used in proving their Lemma 2.
1 The result holds under more general distributional assumptions, but uniformity is as-
sumed for simplicity. For example, we could assume X has a continuous density function on
[0, 1]d, bounded away from 0 and ∞. See Wager and Athey (2015) for a further discussion.
16 Dimitris Bertsimas, Christopher McCord
Lemma 6 Suppose T is a regular, random-split tree as in Definition 6, and
the training covariates X1, . . . , XN are i.i.d. uniform([0, 1]
d) random variables.
If R(x) denotes the partition of [0, 1]d containing x ∈ Rd, and N
k
→ ∞ as
N →∞, then
sup
x
diam(R(x))→P 0.
Proof As in the proof of Lemma 2 in Wager and Athey (2015), we define c(x)
to be the number of splits leading to the leaf R(x) and cj(x) to be the number
of these splits that are on the jth coordinate. Following the same arguments
as Wager and Athey (2015), we have, conditional on X1, . . . , XN ,
cj(x) ≥ Bj(x),
where Bj(x) ∼ Binom
(⌊
log(N/(2k − 1))
log λ−1
⌋
,
pi
d
)
. In addition, for N suffi-
ciently large, with probability at least 1− k/N (over the training data),
diamj(R(x)) ≤ (1− λ)0.99cj(x).
We call this event AN . From here, we have, for any  > 0,
P
(
sup
x
diam(R(x)) > 
∣∣∣∣X1, . . . , XN , AN)
≤ P
(
0.99 inf
j
inf
x
cj(x) <
log −1
log(1− λ)−1
∣∣∣∣X1, . . . , XN , AN)
≤ d
(
N
k
)
P
(
cj(x) ≤ log 
−1
0.99 log(1− λ)−1
∣∣∣∣X1, . . . , XN , AN)
≤ d
(
N
k
)
P
(
Bj(x) ≤ log 
−1
0.99 log(1− λ)−1
∣∣∣∣X1, . . . , XN , AN)
≤ d
(
N
k
)
exp
−2⌊ log N2k−1
log λ−1
⌋(
pi
d
⌊
log N2k−1
log λ−1
⌋
− log 
−1
0.99 log(1− λ)−1
)2
≤ d
(
N
k
)
exp
(−C1 log3(N/(2k − 1))) ,
for N/k sufficiently large, where C1 > 0 is a constant that does not depend
on N or k. The second inequality follows from the union bound since there
are a maximum of N/k total partitions in the tree, and the fourth inequality
follows from Hoeffding’s inequality. Putting everything together, we have:
P
(
sup
x
diam(R(x)) > 
)
≤ P
(
sup
x
diam(R(x)) > 
∣∣∣∣AN)+ kN
≤ d
(
N
k
)
exp
(−C1 log3(N/(2k − 1)))+ k
N
.
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It is easy to verify that the final expression goes to 0 as N →∞, so the proof
is complete.
Next, we establish the uniform consistency of the CART regression estimator.
Lemma 7 Suppose T is a regular, random-split, honest tree as in Definition 6,
the training data (X1, Y1), . . . , (XN , YN ) are i.i.d. with Xi uniform on [0, 1]
d,
and E[Y |X = x] is L-Lipschitz continuous. In addition, assume there exists
λ > 0 such that the uniform noise condition is satisfied: sup
x
E[exp(λ|Yi −
E[Yi|Xi = x]|)|Xi = x] <∞. Finally, suppose logN/k → 0 and N/k →∞ as
N →∞. If µˆN (x) denotes the prediction of T at X ∈ Rd and µ(x) = E[Y |X =
x], then
sup
x
|µˆN (x)− µ(x)| →P 0.
Proof To begin, we have
sup
x
|µˆN (x)− µ(x)|
≤ sup
x
|µˆN (x)− E[µˆN (x)|X1, . . . , XN ]|+ sup
x
|E[µˆN (x)|X1, . . . , XN ]− µ(x)|
≤ sup
x
∣∣∣∣∣∑
i
wN,i(x)(Yi − E[Yi|Xi])
∣∣∣∣∣+ supx
∣∣∣∣∣∑
i
wN,i(x)(µ(Xi)− µ(x))
∣∣∣∣∣
≤ sup
x
∣∣∣∣∣∑
i
wN,i(x)(Yi − E[Yi|Xi])
∣∣∣∣∣+ supx ∑
i
wN,i(x) |µ(Xi)− µ(x)|
≤ sup
x
∣∣∣∣∣∑
i
wN,i(x)(Yi − E[Yi|Xi])
∣∣∣∣∣+ L supx ∑
i
wN,i(x)||Xi − x||
≤ sup
x
∣∣∣∣∣∑
i
wN,i(x)(Yi − E[Yi|Xi])
∣∣∣∣∣+ L supx diam(R(x)),
where wN,i(x) is the CART weight function corresponding to tree T . In the
third and fourth inequalities we used Jensen’s inequality and the Lipschitz
continuity assumption. By lemma 6, the latter term goes to 0 in probability. For
the former, we define M(x) = |{i : Xi ∈ R(x)}| to be the number of training
examples in the leaf containing x. For fixed x, if c = sup
x
E[exp(λ|Yi−E[Yi|Xi =
x]|)|Xi = x], then by Lemma 12.1 of Biau and Devroye (2015), we have, for
any  > 0,
P
(∣∣∣∣∣∑
i
wN,i(x)(Yi − E[Yi|Xi])
∣∣∣∣∣ > 
∣∣∣∣X1, . . . , XN
)
≤ 2 exp
(
−M(x)min(,min(1, 2c)/λ)
2λ2
8c
)
.
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Because there are a maximum of N/k leaves in the tree, there are a maximum
of N/k values of the weight function wN,i(x). Therefore, we can use the union
bound to show:
P
(
sup
x
∣∣∣∣∣∑
i
wN,i(x)(Yi − E[Yi|Xi])
∣∣∣∣∣ > 
∣∣∣∣X1, . . . , XN
)
≤ 2N
k
exp
(
−M(x)min(,min(1, 2c)/λ)
2λ2
8c
)
≤ 2N
k
exp
(
−kmin(,min(1, 2c)/λ)
2λ2
8c
)
= exp
(
log(2N)− log k − kmin(,min(1, 2c)/λ)
2λ2
8c
)
where the second inequality follows because M(x) ≥ k by assumption. Taking
the expectation of both sides and the limit as N →∞ completes the proof.
We prove one more intermediate result, and the proof of Theorem 2 will follow.
Lemma 8 Suppose h(z; y) is an L Lipschitz continuous function for all y
(with respect to || · ||p), and Z ⊂ Rd is nonempty, closed, and bounded with
diameter D. It follows that
P
(
sup
z∈Z
h(z;Y ) > 
)
≤
(
2ρDL

)d
sup
z∈Z
P
(
h(z;Y ) >

2
)
,
where ρ > 0 is a constant that depends only on p.
Proof This result follows from a standard covering number argument. We can
construct a ν-net of Z, z1, . . . , zK with K ≤
(
ρD
ν
)d
. That is, ∀z ∈ Z, there
exists i such that ||z−zi|| ≤ ν. If we define i(z) to be the function that returns
this index, then, for all y,
h(z; y) ≤ h(zi(z), y) + |h(z; y)− h(zi(z); y)| ≤ h(zi(z), y) + L||z − zi(z)||
≤ h(zi(z), y) + Lν.
Taking the supremum of both sides over z ∈ Z, we have
sup
z∈Z
h(z; y) ≤ max
i=1,...,K
h(zi; y) + Lν.
Next, we select ν =

2L
, and we have:
P
(
sup
z∈Z
h(z;Y ) > 
)
≤ P
(
max
i=1,...,K
h(zi;Y ) >

2
)
≤
(
2ρDL

)d
sup
z∈Z
P
(
h(z;Y ) >

2
)
,
where the final inequality follows from the union bound.
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Proof (Theorem 2) The proof follows the same outline as the proof of Theorem
1. We need to show
sup
z0∈Z
∣∣∣∣∣∑
i
w1N,i(x0)Qˆ1(f0(z0); y
i
1, x
i
1)− E[Q1(f0(z0);Y1, X1)|X0 = x0]
∣∣∣∣∣→P 0,
for x0 a.e. The desired result then follows from lemma 2. Following the same
steps as in the proof of Theorem 1, we have:
sup
z0∈Z0
∣∣∣∣∣∑
i
w1N,i(x0)Qˆ1(f0(z0); y
i
1, x
i
1)− E[Q1(f0(z0);Y1, X1)|X0 = x0]
∣∣∣∣∣
≤ sup
z0∈Z
∣∣∣∣∣∑
i
w1N,i(x0)Q1(f0(z0); y
i
1, x
i
1)− E[Q1(f0(z0);Y1, X1)|X0 = x0]
∣∣∣∣∣
+
T−1∑
t=1
sup
xt∈Xt
sup
zt∈Wt
∣∣∣∣∑
i
wt+1N,i (xt)Qt+1(ft(zt); y
i
t+1, x
i
t+1)
− E[Qt+1(ft(zt);Yt+1, Xt+1)|xt]
∣∣∣∣.
Next, we have, for all xt,∣∣∣∣∣∑
i
wt+1N,i (xt)Qt+1(ft(z); y
i
t+1, x
i
t+1)− E[Qt+1(ft(z);Yt+1, Xt+1)|xt]
∣∣∣∣∣
−
∣∣∣∣∣∑
i
wt+1N,i (xt)Qt+1(ft(z
′); yit+1, x
i
t+1)− E[Qt+1(ft(z′);Yt+1, Xt+1)|xt]
∣∣∣∣∣
≤
∣∣∣∣∣∑
i
wt+1N,i (xt)(Qt+1(ft(z); y
i
t+1, x
i
t+1)−Qt+1(ft(z′); yit+1, xit+1))
∣∣∣∣∣
+ |E[Qt+1(ft(z);Yt+1, Xt+1)−Qt+1(ft(z′);Yt+1, Xt+1)|xt]|
≤ 2 sup
xt+1,yt+1
|(Qt+1(ft(z); yt+1, xt+1)−Qt+1(ft(z′); yt+1, xt+1))|
≤ 2Lt+1||z − z′||.
Rearranging, and taking the supremum over both sides, we have
sup
xt∈Xt
∣∣∣∣∣∑
i
wt+1N,i (xt)Qt+1(ft(z); y
i
t+1, x
i
t+1)− E[Qt+1(ft(z);Yt+1, Xt+1)|xt]
∣∣∣∣∣
≤ sup
xt∈Xt
∣∣∣∣∑
i
wt+1N,i (xt)Qt+1(ft(z
′); yit+1, x
i
t+1)
− E[Qt+1(ft(z′);Yt+1, Xt+1)|xt]
∣∣∣∣+ 2Lt+1||z − z′||,
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which demonstrates
sup
xt∈Xt
∣∣∣∣∣∑
i
wt+1N,i (xt)Qt+1(ft(z); y
i
t+1, x
i
t+1)− E[Qt+1(ft(z);Yt+1, Xt+1)|xt]
∣∣∣∣∣
is 2Lt+1 Lipschitz. We now apply lemma 8 to get:
P
(
sup
zt∈Wt
sup
xt∈Xt
∣∣∣∣∑
i
wt+1N,i (xt)Qt+1(ft(z); y
i
t+1, x
i
t+1)
− E[Qt+1(ft(z);Yt+1, Xt+1)|xt]
∣∣∣∣ > )
≤
(
2ρDtLt+1

)pt
P
(
sup
xt∈Xt
∣∣∣∣∑
i
wt+1N,i (xt)Qt+1(ft(z); y
i
t+1, x
i
t+1)
− E[Qt+1(ft(z);Yt+1, Xt+1)|xt]
∣∣∣∣ > 2
)
.
By lemma 7, the right hand side goes to 0 in probability. Repeating this
argument for all t completes the result.
3.3 Random Forest Weight Functions
A random forest is an ensemble method that aggregates regression trees as base
learners in order to make predictions. To aggregate the trees into a random
forest, Breiman suggested training each tree on a bootstrapped sample of the
training examples. In order to facilitate the theoretical analysis, we instead
build a forest by training trees on subsamples of size sN of the training data.
The random forest estimator is given by:
R(x; ξ,X1, Y1, . . . , XN , YN ) =
1
B
B∑
b=1
T (x; ξb, XSb , YSb), (6)
where (XSb , YSb) denotes a random subset of training examples of size sN .
Given this definition of a random forest, we have the following asymptotic
optimality result for random forest weight functions.
Theorem 3 Suppose Assumptions 1-6 hold, and the training data is i.i.d. Let
wtN,i(xt−1) be the random forest weight functions for t = 1, . . . , T . Assume the
trees that make up the forest are honest, random split, and regular and k, the
minimum number of training examples in each leaf, equals min{dC1Nδe, N−1}
for C1 > 0, δ ∈ (0, 1). Furthermore, assume sN , the subsample size, equals
min{dC2Nαe, N − 1} for C2 > 0, α ∈ (δ, 1). Then {zˆN0 (x)}, a sequence of
optimal solutions to (3), is weakly asymptotically optimal.
Proof The proof exactly mirrors the proof of Theorem 2, except we use lemma
9 in place of lemma 7.
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This theorem shows it is possible to obtain asymptotically optimal solutions
to (3) with random forest weight functions. The random forest model we use
is slightly different than Breiman’s original algorithm, which is implemented
in common machine learning libraries. For example, we require that k, the
minimum number of training examples in each leaf, grows with N , whereas
the original algorithm has k fixed at 1. We include an additional theorem
in the appendix which proves the strong asymptotic optimality of random
forest weight functions with k fixed for the single stage version of the problem.
However, the proof does not extend to the multistage problem we consider
here. The proof of Theorem 3 uses the following lemma.
Lemma 9 Suppose R is a random forest consisting of B regular, random-split,
honest trees, each trained on a random subset of the training data of size sN .
Assume the training data (X1, Y1), . . . , (XN , YN ) are i.i.d. with Xi uniform on
[0, 1]d, E[Y |X = x] is L-Lipschitz continuous, and there exists λ > 0 such that
the uniform noise condition is satisfied: sup
x
E[exp(λ|Yi − E[Yi|Xi = x]|)|Xi =
x] < ∞. Finally, suppose log sN/kN → 0 and sN/kN → ∞ as N → ∞. If
µˆN (x) denotes the prediction of R at X ∈ Rd and µ(x) = E[Y |X = x], then
sup
x
|µˆN (x)− µ(x)| →P 0.
Proof We define the prediction of the bth tree in the ensemble to equal µˆbN (x),
so we have, by Jensen’s inequality,
sup
x
|µˆN (x)− µ(x)| ≤ 1
B
B∑
b=1
sup
x
|µˆbN (x)− µ(x)|.
By lemma 7, we immediately have that each term on the right hand side goes
to 0 in probability. Because B does not depend on N , this completes the result.
4 Finite Sample Guarantees
In this section, we establish finite sample, probabilistic guarantees for the
difference between the cost of a solution to (3) and the true optimal cost. We
focus on k-nearest neighbor weight functions. To the best of our knowledge,
this is the first finite sample bound for either the single-stage or multistage
setting with auxiliary data.
To facilitate the presentation of our result, we begin by discussing con-
vergence rate results for the single stage setting. Without auxiliary data, the
problem we want to solve is given by
min
z∈Z
E[c(z;Y )].
If zˆN represents the SAA approach applied to this problem, then, under ap-
propriate conditions, the regret, E[c(zˆN , Y )] − min
z∈Z
E[c(z;Y )], is O˜p
(
1√
N
)
,
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where the O˜p notation suppresses logarithmic dependencies (see, for example,
(Shapiro and Ruszczynski, 2014)). This implies that for any confidence level,
α, we know that the regret is bounded by a term of order 1/
√
N with probabil-
ity at least 1−α. We contrast this with the setting in which we have auxiliary
data,
min
z∈Z
E[c(z;Y )|X = x].
If zˆN (x) represents a solution to this problem using the approach of Bert-
simas and Kallus (2014) with the k-nearest neighbor weight functions, then
the regret, E[c(zˆN (x), Y )|X = x] − min
x∈X
E[c(z;Y )|X = x] is O˜p
(
1
N1/2d
)
for
d ≥ 2, where d is the dimension of the auxiliary covariate space. The problem
with auxiliary data is clearly harder. The baseline with respect to which we
compute the regret is smaller because it takes into account the value of the
auxiliary covariates. Furthermore, many of the xis in the training data will be
very different from the x we are concerned with. In fact, with the k-nearest
neighbor weight functions, we effectively throw out all but the k most rele-
vant training examples. Because of this, we pay a penalty that depends on the
dimension of the auxiliary covariate space.
To formalize the above discussion for the multistage setting, we add two
additional assumptions.
Assumption 7 (Distribution of auxiliary covariates) For each t, Xt has
its support contained in [0, 1]dt and ∀xt ∈ support(Xt) and ∀ > 0, P (X ∈
B(xt)) > g
d with g > 0, where B(x) = {x′ : ||x− x′|| ≤ }.
This assumption is satisfied, for example, if Xt is uniformly distributed or has
finite support and, thus, is more general than Assumption 5.
Assumption 8 (Subgaussian noise terms) The noise terms are uniformly
subgaussian, i.e., defining Nt(st;xt−1) = Qt(st;Yt, Xt)−E[Qt(st;Yt, Xt)|Xt−1 =
xt−1], there exists σ2 > 0 such that
max
t=1,...,T
sup
xt−1∈Xt−1
sup
st∈St
E[eλNt(st;xt−1)|Xt−1 = xt−1] ≤ exp(λσ2/2),
for all λ > 0.
This assumption implies condition 4 of Assumption 4. With these additional
assumptions, we have the following theorem.
Theorem 4 Suppose Assumptions 1-4 and Assumptions 6-8 hold, the training
data, (X1, Y1), . . . , (XN , YN ), is i.i.d., and w
t
N,i(xt) are the kN nearest neigh-
bor weight functions with kN = min{dCNδe, N − 1} for C > 0 and δ ∈ (0, 1).
We define
RN (x0) = g0(zˆ
N
0 ) + E[g0(zˆN0 ) +Q1(f0(zˆN0 );Y1, X1)|X0 = x0]− v∗(x0),
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where zˆN0 is an optimal solution to (3). For any α ∈ (0, 1), with probability at
least 1− α,
RN (x0) ≤ TC1
Nδ/2
(√
log
1
α
+
√
2d logN + C2
)
+ TC3
((
1
N
log
1
α
)1/2d
+ C4N
(δ−1)/d +
C5
N1/2d
)
,
for N ≥ 25d, for x0 almost everywhere. (Here, d = maxt dt.) C1, C2, C3, C4,
and C5 are constants that may depend only logarithmically on T and log
1
α and
are defined in (7) in the proof.
RN (x0) represents the regret of the solution to (3), i.e., the difference between
the cost of the solution and the true optimal cost, v∗(x0). We can optimize
the bound by choosing δ =
2
2 + d
and restate the result more prosaically:
RN (x0) =

O˜p
(
T
N1/3
)
, d = 1,
O˜p
(
T
N1/2d
)
, d ≥ 2.
As before, this result is best understood in comparison with the multistage
SAA problem without any auxiliary covariates. For this problem, regret is
O˜p
(
T√
N
)
(Shapiro and Ruszczynski, 2014, ch. 5). We pay a penalty that
depends on d, the maximum dimension of the auxiliary covariate spaces, Xt.
To prove this result, we rely on the following lemma, which provides a finite
sample guarantee on the error of the kNN regression estimator.
Lemma 10 Suppose X has support X ⊂ [0, 1]d, P (X ∈ B(x)) > gd for
all x ∈ X , and Y − E[Y |X = x] is conditionally subgaussian given X = x
with variance proxy σ2, uniformly for all x ∈ X . Assume the training data,
(X1, Y1), . . . , (XN , YN ) is i.i.d. and that E[Y |X = x] is L-Lipschitz. If µˆN (x)
denotes the kNN regression estimator at x and µ(x) = E[Y |X = x], then
P
(
sup
x∈X
|µˆN (x)− µ(x)| > 
)
≤
(
4
√
dρL

)d
exp
(
− 2
N
(
Ng
( 
4L
)d
+ 1− k
)2)
+ 2
(
25
d
)d
N2d exp
(
− k
2
8σ2
)
,
for any  ≥ 2L
(
k − 1
Ng
)1/d
and N ≥ 2d.
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Proof (Lemma 10) We decompose sup
x∈X
|µˆN (x)−µ(x)| into a sum of two terms:
sup
x∈X
|µˆN (x)−E[µˆN (x)|X1, . . . , XN ]| and sup
x∈X
|µ(x)−E[µˆN (x)|X1, . . . , XN ]|. For
the latter term, we utilize the Lipschitz assumption to show
sup
x∈X
|µ(x)− E[µˆN (x)|X1, . . . , XN ]| ≤ L sup
x∈X
1
k
k∑
i=1
||X(i)(x)− x||,
where X(i)(x) denotes the ith nearest neighbor of x out of X1, . . . , XN , as
measured by Euclidean distance. Next, we note that 1k
∑k
i=1 ||X(i)(x)− x|| ≤
||X(k)(x)− x||. This gives:
P
(
sup
x∈X
|µ(x)− E[µˆN (x)|X1, . . . , XN ]| > L
)
≤ P
(
sup
x∈X
||X(k)(x)− x|| > 
)
= P
(
inf
x∈X
|{i : Xi ∈ B(x)| ≤ k − 1
)
.
Next, we construct an /2-net for X , xˆ1, . . . , xˆm, with m ≤
(
2
√
dρ

)d
. For
any x ∈ X , there exists a j such that B/2(xˆj) ⊂ B(x). Therefore, we can
upper bound the above expression by
P
(
min
j=1,...,m
|{i : Xi ∈ B/2(xˆj)| ≤ k − 1
)
≤
(
2
√
dρ

)d
P (B ≤ k − 1),
where B ∼ Binom(N, g(/2)d). Applying Hoeffding’s bound, we have:
P
(
sup
x∈X
|µ(x)− E[µˆN (x)|X1, . . . , XN ]| > 
)
≤
(
2
√
dρL

)d
exp
(
− 2
N
(
Ng(/2L)d + 1− k)2) ,
for any  ≥ 2L
(
k − 1
Ng
)1/d
.
For the second part, we use Theorem 12.2 of Biau and Devroye (2015),
which says the number of possible distinct orderings of neighbors ofX1, . . . , XN ∈
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Rd is less than or equal to
(
25
d
)d
N2d for all N ≥ 2d. Therefore,
P
(
sup
x∈X
|µˆN (x)− E[µˆN (x)|X1, . . . , XN ]| > 
∣∣∣∣X1, . . . , XN)
≤
(
25
d
)d
N2d sup
x∈X
P
(
|µˆN (x)− E[µˆN (x)|X1, . . . , XN ]| > 
∣∣∣∣X1, . . . , XN)
=
(
25
d
)d
N2d sup
x∈X
P
(∣∣∣∣∣1k
k∑
i=1
(Y(i)(x)− µ(X(i)(x)))
∣∣∣∣∣ > 
∣∣∣∣X1, . . . , XN
)
,
where Y(i) denotes the observation Y corresponding to X(i)(x). It is easy
to verify, see Proposition 8.1 of Biau and Devroye (2015) for example, that
Y(1)(x) − µ(X(1)(x)), . . . , Y(k)(x) − µ(X(k)(x)) are conditionally independent
given X1, . . . , XN . Therefore, we apply Hoeffding’s bound for sums of sub-
gaussian random variables to get, for any  > 0,
P
(
sup
x∈X
|µˆN (x)− E[µˆN (x)|X1, . . . , XN ]| > 
∣∣∣∣X1, . . . , XN)
≤ 2
(
25
d
)d
N2d exp
(
− k
2
2σ2
)
.
Taking the expectation of both sides and combining with the previous part
completes the result.
Now, we can prove the main result.
Proof (Theorem 4) By lemma 2, the regret is bounded by
2 sup
z0∈Z
∣∣∣∣∣∑
i
w1N,i(x0)Qˆ1(f0(z0); y
i
1, x
i
1)− E[Q1(f0(z0);Y1, X1)|X0 = x0]
∣∣∣∣∣ .
Following the same steps as in the proof of Theorem 1, we have:
2 sup
z0∈Z0
∣∣∣∣∣∑
i
w1N,i(x0)Qˆ1(f0(z0); y
i
1, x
i
1)− E[Q1(f0(z0);Y1, X1)|X0 = x0]
∣∣∣∣∣
≤ 2 sup
z0∈Z
∣∣∣∣∣∑
i
w1N,i(x0)Q1(f0(z0); y
i
1, x
i
1)− E[Q1(f0(z0);Y1, X1)|X0 = x0]
∣∣∣∣∣
+ 2
T−1∑
t=1
sup
xt∈Xt
sup
zt∈Wt
∣∣∣∣∑
i
wt+1N,i (xt)Qt+1(ft(zt); y
i
t+1, x
i
t+1)
− E[Qt+1(ft(zt);Yt+1, Xt+1)|xt]
∣∣∣∣.
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We next apply lemma 8, as in the proof of Theorem 2, to see, for each t,
P
(
2 sup
zt∈Wt
sup
xt∈Xt
∣∣∣∣∑
i
wt+1N,i (xt)Qt+1(ft(z); y
i
t+1, x
i
t+1)
− E[Qt+1(ft(z);Yt+1, Xt+1)|xt]
∣∣∣∣ > T
)
≤
(
4TρDtLt

)pt
P
(
sup
xt∈Xt
∣∣∣∣∑
i
wt+1N,i (xt)Qt+1(ft(z); y
i
t+1, x
i
t+1)
− E[Qt+1(ft(z);Yt+1, Xt+1)|xt]
∣∣∣∣ > 4T
)
.
Next, we use lemma 10 to upper bound this expression by
(
4TρDtLt

)pt [(16T√dtρMt

)dt
exp
− 2
N
(
Ng
(

16TMt
)dt
+ 1− kN
)2
+ 2
(
25
dt
)dt
N2dt exp
(
− kN 
2
64T 2σ2
)]
,
for any  ≥ 8TMt
(
kN − 1
Ng
)1/dt
and N ≥ 2dt. Combining the results for
t = 0, . . . , T − 1 with the union bound, and plugging in for the definitions of
kN , d, p, L, M , and D, we have:
P
(
2 sup
z0∈Z
∣∣∣∣∣∑
i
w1N,i(x0)Qˆ1(f0(z0); y
i
1, x
i
1)− E[Q1(f0(z0);Y1, X1)|X0 = x0]
∣∣∣∣∣ > 
)
≤ T
(
4TρDL

)p [(
16T
√
dρM

)d
exp
(
− 2
N
(
Ng
( 
16TM
)d
+ 1− CNδ
)2)
+ 2
(
25
d
)d
N2d exp
(
− CN
δ2
64T 2σ2
)]
,
for all  ≥ 8TM
(
CNδ − 1
Ng
)1/d
and N ≥ 2d. From this we deduce that for
any α ∈ (0, 1),
P
(
2 sup
z0∈Z
∣∣∣∣∑
i
w1N,i(x0)Qˆ1(f0(z0); y
i
1, x
i
1)− E[Q1(f0(z0);Y1, X1)|X0 = x0]
∣∣∣∣ > )
≤ α
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is implied by the following system of inequalities:
CNδ2
64T 2σ2
≥ log 1
α
+ 2d logN + p log
1

+ log
(
4T
(
25
d
)d
(4TρDL)p
)
,
2
(√
Ng
( 
16TM
)d
− CNδ−1/2
)2
≥ log 1
α
+ (p+ d) log
1

+ log(2T (4TρDL)p(16T
√
dρM)d),
 ≥ 8TM
(
CNδ−1
g
)1/d
.
Following some algebraic manipulations, we see the above system of inequali-
ties is implied by:
 ≥ TC1
Nδ/2
(√
log
1
α
+
√
2d logN + C2
)
+ TC3
((
1
N
log
1
α
)1/2d
+ C4N
(δ−1)/d +
C5
N1/2d
)
,
where
C1 =
8σ√
C
, (7)
C2 =
√√√√log(4T (25
d
)d
(4TρDL)p
)
+
√√√√pδ
2
log
2
TC1
√
log 1α
,
C3 =
16M
(
√
2g)1/d
,
C4 =
(√
2C
)1/d
+
8M
C3
(
C
g
)1/d
,
C5 =
(
log(2T (4TρDL)p(16T
√
dρM)d)
)1/2d
+
(p+ d)δ log 2
TC1
√
log 1α
1/2d .
5 Computational Examples
In this section, we illustrate the practical applicability of our approach with
two examples using synthetic data. These examples also serve to demonstrate
the value of accounting for auxiliary data.
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5.1 Multistage Inventory Control
First, we consider a multistage inventory control problem (Bertsimas and
Georghiou, 2015), in which we manage the inventory level of a single prod-
uct subject to T periods of uncertain demand. At each time step, we observe
auxiliary data, which may include data about the product as well as data on
time-varying external factors that may be used to predict demand, such as
the season of the year, the price of the S&P 500 index, or the demand for a
similar product during the previous time period. We also have historical data
of the demand for products we’ve sold in the past as well as the corresponding
auxiliary data for each of these products.
At the beginning of time period t, we observe the demand yt and the new
auxiliary covariates xt. Demand can be served by ordering z
2
t units at price c2
for immediate delivery or by ordering z1t units at price c1 < c2 for delivery at
the beginning of the next time period. If there is a shortfall in the inventory,
orders can be backlogged, incurring a cost of −cb per unit. If there is excess
inventory at the end of a time period, we pay a holding cost of ch per unit.
In addition, there is an ordering budget, so the cumulative advance orders
(
∑
s≤t z
1
s) must not exceed z¯tot,t at any time t. We assume all ordering and
inventory quantities are continuous, and we represent the amount of inventory
at the end of time period t by It (with I−1 = 0 and z1−1 = 0). If demand is
known, we have the following deterministic formulation of the problem.
min
T∑
t=0
c1z
1
t + c2z
2
t + max{cbIt, chIt}
s.t. It+1 = It + z
1
t + z
2
t+1 − yt+1 ∀t = −1, . . . , T − 1
t∑
s=0
z1s ≤ z¯tot,t ∀t = 0, . . . , T
z1t , z
2
t ≥ 0 ∀t = 0, . . . , T.
We used the parameters c1 = 5, c2 = 10, ch = 5, and cb = −10. We assumed
the initial inventory to be 0 and set z¯tot,t = 50(t + 1). To generate training
data, we sampled xit independently from a 3 dimensional AR(1) process such
that xit = 0.7x
i
t−1 + w
i
t, where w
i
t is a sample of a N (0, I3) random variable.
We used a factor model for the demand.
yit = max
{
0, 50 + 12aTt (x
i
t−1 + 0.25φt) + 5b
T
t x
i
t−1θt
} ∀t = 1, . . . , T
where {φt} are drawn independently from a 3 dimensional standard Gaussian
and {θt} are drawn independently from a 1 dimensional standard Gaussian. At
each time step, the factor loadings, at and bt, are permutations of
(
0.8 1 1
)T
and
(−1 1 0)T , respectively (held constant for all samples). The results we
present here show the average cost of policies based on out-of-sample testing
as a function of the amount of training observations,N . All results are averaged
over one hundred realizations of training sets.
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Fig. 1 Out of sample results with various weight functions for a twelve stage inventory
control problem. Vertical axis represents expected cost of policy (smaller is better).
Figure 1 shows the expected cost of policies learned using our method
versus the number of training samples. We see that the SAA approach, which
ignores the auxiliary data, is suboptimal. Our method, using the k-nearest
neighbor and random forest weight functions, is asymptotically optimal. We
obtain a reduction in cost of over 15% by accounting for auxiliary data.
5.2 Multistage Lot Sizing
For our second computational example, we consider a multistage lot sizing
problem (Bertsimas and Georghiou, 2015). This problem is similar to the mul-
tistage inventory control problem, but it includes binary decision variables.
The continuous ordering decision for immediate delivery, z2t , is replaced with
M binary ordering decisions, z2tj , j = 1, . . . ,M . Each of these decisions cor-
responds to a quantity, qj , which is delivered immediately for cost c2j > c1
per unit. Additionally, there is no longer the option to backorder demand. All
demand must be satisfied immediately. These restrictions make the problem
more realistic because it is often not feasible to produce an arbitrary amount of
a product immediately, and it is difficult to estimate the cost of lost customer
goodwill due to backordering. Instead, in order to meet demand, the decision
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Fig. 2 Average out-of-sample cost of policies computed using various weight functions for
twelve stage lot sizing problem. Horizontal axis shows number of training examples.
maker must buy from another supplier a fixed quantity of product at a higher
price.
If demand is known, we have the following deterministic formulation (where
we assume I−1 = 0, z1−1 = 0, and y0 = 0).
min
T∑
t=0
c1z
1
t +
M∑
j=1
c2jqjz
2
tj + chIt
s.t. It+1 = It + z
1
t +
M∑
j=1
c2jqjz
2
tj + chIt
t∑
s=0
z1s ≤ z¯tot,t ∀t = 0, . . . , T
z1t , It ≥ 0 ∀t = 0, . . . , T
z2tj ∈ {0, 1} ∀t = 0, . . . , T ∀j = 1, . . . ,M
We used the same parameters and data generating procedure as in the mul-
tistage inventory control example. The only differences were that we capped
yt at 200 (to ensure feasibility) and we drew c2j independently from a uniform
distribution on (5, 10) for each j.
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To solve the problem, we use an approximate DP algorithm. To develop
the algorithm, we recall that basestock policies are optimal for a wide vari-
ety of inventory control problems. A basestock policy is one in which there is
some ideal amount of inventory, rt, which we desire at the start of time pe-
riod t. If we have less than rt, we place advanced orders (if available) to have
this amount. If we have more than rt, we order nothing in advance. We then
serve the remaining demand with immediate orders. A basestock policy will
not be optimal for the lot sizing problem because of the nonconvexity of the
value function, but it does provide a reasonable approximation. To account for
auxiliary data, we have N different basestock amounts for each time period.
Therefore, rit denotes the target basestock at time t when the observed axuil-
iary data is xit. Parametrizing the policy space with NT parameters greatly
reduces the amount of computation required to solve the problem and allows
us to solve much larger problem instances than we could otherwise.
Figure 2 shows the results of our method for the SAA, k-nearest neighbor,
and random forest weight functions on a twelve stage lot sizing problem. The
SAA method is again clearly suboptimal. We see that the static kNN and
static RF methods, which only use the auxiliary covariates at time 0, offer
a significant improvement over the SAA method. However, the kNN and RF
methods which take into account the auxiliary data that arrives over time
outperforms all of the above methods, again illustrating the value of auxiliary
data. With very little additional computational cost, we are able to obtain an
improvement in cost of nearly 15%.
6 Conclusion
In this paper, we introduced a data-driven framework for solving multistage
optimization problems under uncertainty with auxiliary covariates. We demon-
strated how to develop specific methods by integrating predictive machine
learning methods such as kNN, CART, and random forests. Our approach is
well suited for multistage optimization problems in which the distribution of
the uncertainties is unknown, but samples of the uncertainty and auxiliary
data are available.
We demonstrated that our method with the k-nearest neighbor, CART,
and random forest weight functions are asymptotically optimal. We also pro-
vided finite sample guarantees for the method with kNN weight functions.
Additionally, we showed how to apply the framework with two computational
examples. Because we can think of (3) as a dynamic programming problem,
we have at our disposal a variety of exact and approximate solution tech-
niques. The problem is often tractable in practice and can lead to significant
improvements over methods that ignore auxiliary data.
We leave for future work the extension in which the decision affects the
distribution of the uncertainty. This type of problem appears in applications
such as pricing where the choice of price affects the distribution of the demand.
We also leave for future research the development of efficient variants of our
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methods for specific applications. In a world in which the availability of data
continues to grow, our proposed approach utilizes this data efficiently and has
the potential to make a significant impact in OR applications.
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A Additional Results on Random Forest Weight Functions
Here we provide an additional result on the strong asymptotic optimality of the method
with random forest weight functions in the single stage setting. Here, we consider random
forests as defined in Wager and Athey (2015). The random forest consists of an ensemble
of trees, each trained on a subsample of the data of size s. Each of the trees in the forest is
a regular, random-split, and honest regression tree as in Definition 6. The prediction of the
random forest at x is given by
R(x,X1, Y1, . . . , XN , YN ) =
(N
s
)−1 ∑
i1,...,is
Eξ[T (x, ξ,Xi1 , Yi1 , . . . , Xis , Yis )]. (8)
In practice, this is estimated by training trees on random subsamples of the data and random
draws of ξ.
Assumption 9 (Random Forest Specification) The random forest, as defined in (8),
has random-split, regular, and honest regression trees as its base learners. In addition,
λ ≤ 0.2, and the subsample size, sN , scales with Nβ . That is, sN = min(bCNβc, N − 1)
with C > 0 and β ∈
[(
2 +
pi log(1−λ)
d log λ
)−1
, 1
2
)
.
This assumption ensures the forest consists of diverse trees, each with low bias, so they can
be aggregated into a consistent regressor.
Theorem 5 Suppose Z ⊂ Rp is nonempty and compact, and the training data is i.i.d.
In addition, suppose |c(z; y)| ≤ 1, for all z ∈ Z, y ∈ Y, and that c(z; y) is a well-defined
L-Lipschitz continuous function of z for all y. Finally, suppose Xi is uniformly distributed
on [0, 1]d and E[c(z;Y )|X = x] is an M-Lipschitz continuous function of x for all z. Let
wN,i(x) be the random forest weight function, satisfying assumption 9. Then {zˆN0 (x)}, a
sequence of optimal solutions to
min
z∈Z
N∑
i=1
wN,i(x)c(z; y
i),
is strongly asymptotically optimal with respect to the true problem, min
z∈Z
E[c(z;Y )|X = x].
This result shows that our method can be strongly asymptotically optimal for the single
stage problem with random forest weight functions. Some of the assumptions are slightly
stronger than in Theorem 3. For example, we require that the value functions are bounded
and the random forests are slightly different. However, we do not require that the minimum
number of training samples per leaf, k, grows with N as we do for Theorem 3. This is
consistent with Breiman’s original random forest algorithm in which k is fixed at 1. To
prove this theorem, we first prove a result on the strong consistency of the random forest
estimator.
Lemma 11 Suppose (X1, Y1), . . . , (XN , YN ) ∈ Rd+1 are i.i.d. samples, the distribution of
X1 uniform on [0, 1]d, and |Y | ≤ 1, a.s. Let µ(x) = E[Y1|X1 = x] be a Lipschitz continuous
function. Define µˆN (x) to be the prediction of a random forest that satisfies Assumption 9.
Then, almost surely,
µˆN (x)→ µ(x)
for x a.e.
Proof We first note that the bias of the predictions goes to 0, |EµˆN (x)−µ(x)| → 0, for x a.e.
by Theorem 3 from Wager and Athey (2015). (The assumptions are satisfied by Assumption
9.) Next, we define hx(Z1, . . . , ZN ) = µˆN (x), where Zi = (Xi, Yi). We note that for any
Zk, Z
′
k ∈ X × Y,
|hx(Z1, . . . , Zk, . . . , ZN )− hx(Z1, . . . , Z′k, . . . , ZN )| ≤
2sN
N
.
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This is due to the assumption that |Yi| ≤ 1. Since each tree predicts at x by averaging the
Yis corresponding to training samples in the same partition of the feature space as x, the
prediction of any tree is bounded between -1 and 1. Changing a single training sample only
affects the trees trained on subsets of the data including that example. This only affects a
fraction sN/N of the trees in the forest. Since the prediction of the random forest is the
average of the predictions of all the trees, the most the prediction can be changed by altering
a single training sample is 2sN/N . Applying McDiarmid’s inequality, we have, for  > 0,
P (|µˆN (x)− EµˆN (x)| > ) ≤ 2 exp
(
−N
2
2s2N
)
.
By our assumption, this can be rewritten
P (|µˆN (x)− EµˆN (x)| > ) ≤ 2 exp
(
−N
1−2β2
C22
)
,
where β < 1/2. From this we see
∑∞
N=1 P (|µˆN (x) − EµˆN (x)| > ) < ∞, so, by the Borel
Cantelli lemma, |µˆN (x) − EµˆN (x)| → 0 a.s. Combining the two results with the triangle
inequality completes the proof.
Proof (Theorem 5) We need to show
sup
z∈Z
∣∣∣∣∣
N∑
i=1
wN,i(x)c(z; y
i)− E[c(z;Y )|X = x]
∣∣∣∣∣→ 0
a.s. for x a.e. The desired result then follows from lemmas 2 and 3. If we ignore the supremum,
we can apply lemma 11 to see it goes to 0 a.s. Next, we apply lemma 4 to see that the
convergence holds simultaneously for all z with probability 1. Finally, we apply lemma 1 to
show the convergence is uniform over z a.s.
B Decomposition Algorithm
For the reader’s convenience, we present a decomposition algorithm, similar to that of
Shapiro (2011), tailored for use with our methods. Given weight functions, which we compute
from an appropriate machine learning algorithm, our goal is to solve (3). If the decisions
spaces and state spaces are finite sets with small cardinality, it may be possible to solve
the problem exactly using the classical dynamic programming algorithm (see, for example,
Bertsekas (2017)). However, in many OR problems, this is not the case, and we need to deal
with continuous decision and state spaces.
We note that it is possible to formulate (3) as a large, but finite sized, single stage
optimization problem. To do so, we create N copies of z1, N2 copies of z2, etc. These copies
of the decision variables represent our contingency plan. For each potential realization of
Y1, . . . , Yt, we have a distinct copy of zt. If the ft and gt functions are linear and the Zt
sets are polyhedral, the resulting problem will be a linear optimization problem, which can
be solved in time that is polynomial in the size of the formulation. However, the number
of variables in the formulation is O(NT ), and this formulation becomes impractical for
moderately sized N and T . In order to solve larger problems, we resort to a Benders-like
decomposition approach. (For a review of Benders decomposition methods, see, for example,
Murphy (2013).)
Algorithm 1 describes the approach. The main idea is that we maintain a piecewise lin-
ear, convex lower bound, ψt(st, xt−1), on
N∑
i=1
wtN,i(xt−1)Qˆt(st; y
i
t, x
i
t) for each t = 1, . . . , T .
We have the relaxed problems:
Pt(st, xt, yt, ψt+1) := min
zt∈Zt(st,yt)
gt(zt) + ψt+1(ft(zt), xt) (9)
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(For t = 0, there is no dependence on y0.) If gt and ft are linear functions and Zt is
a polyhedral set, then the relaxed problem can be reformulated as a linear optimization
problem because ψt+1 is the maximum of a finite set of linear functions.
The algorithm consists of two main steps, which are repeated until convergence. First,
M sample paths for X and Y are sampled (with replacement) from the training data. Then,
in the forward step, for each of these sample paths, trial states are computed by solving
the relaxed problems from t = 0 to t = T , assuming the system evolves according to the
corresponding sample path. Using the costs of each of these sample paths, we can compute
a statistical upper bound on the optimal value of (3) (assuming M and N are such that a
central limit theorem is a reasonable approximation).
In the backward step, we update the ψt functions. We proceed backwards, starting with
t = T , and solve Pt for each of the trial states. We compute the cut coefficients (which we
will discuss in more detail next), and then average them across all possible realizations yjt
and xjt , according to the distribution {wtN,i(xjt−1)}Ni=1. We then update ψt with this new
cut. Finally, we update the lower bound on the optimal value of the problem by solving
P0(s0, x0, ψ1).
There are several possible stopping criteria we can use. One is to stop when the statistical
upper bound (line 15 in Algorithm 1) is within a specified  > 0 of the lower bound (line
26). This will give us an -optimal solution with probability at least 1 − α (assuming M
is sufficiently large and N is much larger than M so that the central limit theorem is a
reasonable approximation). Alternatively, we can stop when the lower bound stabilizes or
after a fixed number of iterations. All three of these can allow the algorithm to construct
lower bounds, {ψt}, that are reasonable approximations to the value functions.
The crucial component required for this algorithm to work is the cuts. We begin with a
definition from Zou et al (2016).
Definition 7 (Valid, tight, and finite cut) Let (βt, pit) be the stage t cut coefficients
computed in the backward step of Algorithm 1. We say that the cut is:
1. Valid if
N∑
i=1
wtN,i(xˆt−1)Qˆt(st; y
i
t, x
i
t) ≥ βt + piTt st ∀st.
2. Tight if
N∑
i=1
wtN,i(xˆt−1)P
∗
t (sˆt, x
i
t, y
i
t, ψt+1) = βt + pi
T
t sˆt,
where P ∗t represents the optimal value of (9), sˆt is the trial state computed during the
corresponding forward pass of the algorithm, and xˆt−1 is the auxiliary covariate from
the forward pass of the algorithm.
3. Finite if solving (9) for fixed ψt+1 can only generate finitely many possible cuts.
Under the conditions that ft and gt are linear functions, Zt are polyhedral sets, and at
every stage, (9) is feasible with finite optimal value, it is shown in Shapiro (2011) that the
SDDP algorithm will converge to an optimal solution in a finite number of iterations with
probability 1, provided the cuts used are valid, tight, and finite. Zou et al (2016) showed
that this result also holds if the state variables are purely binary, instead of continuous.
The validity of the cuts ensures that the {ψt} functions maintain lower bounds on the
value functions at each stage. Next, we describe several classes of valid cuts that can be used
within the SDDP algorithm.
Benders’ Cut
A well known class of cuts is the Bender’s cut (Benders, 1962). These cuts are valid for linear
problems, even with integer constraints, and are tight for linear optimization problems (or
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Algorithm 1: SDDP algorithm for multistage optimization.
Input: s0, x0, weight functions {wtN,i(xt−1)}i=1,...,N ;t=1,...,T
1 Initialize: LB ← −∞, UB ←∞, and initial lower bounds {ψt}Tt=1
2 while stopping criterion not satisfied do
3 Sample M scenarios {yj1, xj1, yj2, . . . , xjT−1, yjT }Mj=1 with replacement from the
training set, such that yj1 and x
j
1 are sampled from the probability distribution
defined by w1N,i(x0), y
j
2 and x
j
2 are sampled from the probability distribution
defined by w2N,i(x
j
1), etc.
4 /* Forward step */
5 for j = 1, . . . ,M do
6 Initialize sj0 ← s0
7 for t = 0, . . . , T do
8 Solve problem Pt(s
j
t , x
j
t , y
j
t , ψt+1) for optimal solution z
j
t
9 Update state sjt+1 ← ft(zjt )
10 end
11 vj ←
T∑
t=0
gt(z
j
t )
12 end
13 /* Statistical upper bound */
14 µˆ← 1
M
M∑
j=1
vj and σˆ2 ← 1
M−1
M∑
j=1
(vj − µˆ)2
15 UB ← µˆ+ zα/2 σˆ√M
16 /* Backward Step */
17 for t = T, . . . , 1 do
18 for j = 1, . . . ,M do
19 for i = 1, . . . , N do
20 Solve Pt(s
j
t , x
i
t, y
i
t, ψt+1) to compute cut coefficients (β
ji
t , pi
ji
t )
21 end
22 Update
ψt(st, x
j
t−1)← max
{
ψt(st, x
j
t−1),
N∑
i=1
wtN,i(x
j
t−1)(β
ji
t + (pi
ji
t )
T st)
}
23 end
24 end
25 /* Lower bound update */
26 Solve P0(s0, x0, ψ1) and set LB to its optimal value
27 end
more generally convex optimization problems) in which strong duality holds. To compute
the cuts for stage t in the SDDP algorithm we solve the following form of Pt(s
j
t , x
i
t, y
i
t, ψt+1):
min
zt,st
gt(zt) + ψt+1(ft(zt), x
i
t)
s.t. zt ∈ Zt(st, yit)
st = s
j
t .
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We then let pijit be the optimal dual solution (of the LO relaxation if there are integer
variables) corresponding to the indicated constraint and set βjit = P
∗
t (s
j
t , x
i
t, y
i
t, ψt+1) −
(pijit )
T sjt , where P
∗
t (s
j
t , x
i
t, y
i
t, ψt+1) is the optimal value of the above problem. In order for
these cuts to be finite, we should always use basic solutions for pijit .
Integer Optimality Cut
If the state space is binary, the SDDP algorithm with Benders’ cuts is not guaranteed to
produce an optimal solution. This is because they are not guaranteed to be tight. Instead,
we can solve the above integer optimization problem to optimality and choose cuts defined
by the linear expression:
(P ∗t (s
j
t , x
i
t, y
i
t, ψt+1)− Lt)
(∑
k
(stk(1− sjtk) + (1− stk)sjtk)
)
+ P ∗t (s
j
t , x
i
t, y
i
t, ψt+1).
These cuts are valid, tight, and finite when the state space is binary. However, they tend to
be very ineffective in practice.
Lagrangian Cut
The third class of cut we describe was introduced by Zou et al (2016) and shown to be
valid and tight when the state space is binary. They are much more effective than the
integer optimality cuts in practice. These cuts are computed by solving the Lagrangian dual
problem:
max
pi
ji
t
Lt(pijit ) + (pijit )T sjt ,
where
Lt(pijit ) = minzt,st gt(zt) + ψt+1(ft(zt), x
i
t)− (pijit )T st
s.t. zt ∈ Zt(st, yit)
st ∈ [0, 1]p.
We then use the cut with pijit equal to the optimal solution of the Lagrangian dual problem
and βjit equal to the optimal value of Lt(pijit ).
These three classes of cuts allow us to solve problems where the state space is continuous
or pure binary with the SDDP algorithm. When the state space is a mixed integer set, we
can perform a binary expansion to desired accuracy on the continuous variable to convert
the problem to the pure binary case. Of course, we can also combine different classes of cuts,
and this can speed convergence.
