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Abstract
We study quasi-linear stochastic partial differential equations with dis-
continuous drift coefficients. Existence and uniqueness of a solution is
already known under weaker conditions on the drift, but we are interested
in the regularity of the solution in terms of Malliavin calculus. We prove
that when the drift is bounded and measurable the solution is directional
Malliavin differentiable.
1 Introduction
We consider the quasi-linear stochastic partial differential equation
∂
∂t
u(t, x) =
∂2
∂x2
u(t, x)+b(u(t, x))+
∂2
∂t∂x
W (t, x), (t, x) ∈ (0, T ]× (0, 1) (1)
with the initial condition u(0, x) = u0(x), u0 ∈ C0((0, 1)). We will consider
Neumann boundary conditions,
∂
∂x
u(t, 0) =
∂
∂x
u(t, 1) = 0.
In (1) ∂
2
∂t∂xW (t, x) denotes space-time White noise and we assume b : R→ R
is bounded and measurable, i.e. we allow for for discontinuities.
Existence and uniqueness of a strong solution to (1) is already known un-
der weaker conditions on the drift. More specifically, in [5] the authors prove
existence and uniqueness of a strong solution to (1) when b is allowed to be of
linear growth.
In this paper we are restricting ourselves to bounded drift, but we show that
the solution has regularity properties. Indeed, the solution is Malliavin differ-
entiable in every direction, h ∈ L2([0, T ]× [0, 1]), denoted Dhu(t, x). Although
we are not yet able to prove existence of the usual Malliavin derivative, i.e.
D·u(t, x) ∈ L2(Ω;L2([0, T ]× [0, 1]))
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such that
∫ T
0
∫ 1
0
Dθ,ξu(t, x)h(θ, ξ)dξdθ = D
hu(t, x), this paper has some major
contributions:
• This work shows that the solution behaves more regular than one could
expect by considering the drift. The classical way of studying Malliavin
calculus and S(P)DE’s is to show that the solutions ’inherit’ regularity
from the coefficients. In the current paper we show that this technique
does not reveal all properties of S(P)DE’s.
• It is an example of an infinite-dimensional generalization of [7]. Here,
the authors show that SDE’s with bounded and measurable drift has a
unique strong solution using a new technique which moreover show that
the solution is Malliavin differentiable.
• Very recently, the authors of [1] show that there is strong uniqueness (and
thus strong existence) in the Hilbert-space valued SDE
dXt = (AXt +B(t,Xt))dt + dWt ∈ H
when B : [0, T ] × H → H is bounded and measurable. Thus proving a
generalization of the famous result by Veretennikov [9] and Zvonkin [10]
to SPDE’s.
The current paper suggest that the technique in [7] could be used to show
that the solutions obtained in [1] are even Malliavin differentiable.
See also [3] where the authors prove Malliavin differentiability in the case
of Hölder-continuous drift.
• The Malliavin calculus is tailored to investigate regularity properties of
densities of random variables. Perhaps the most well known explicit for-
mula for this is the following: for a random variable F ∈ D1,2, h ∈ H such
that 〈DF, h〉 6= 0 and h〈DF,h〉 ∈ domδ (the Skorohod-integral) the density
of F is given by
pF (x) = E
[
1(F>x)δ
(
h
〈DF, h〉
)]
.
See [8] Proposition 2.1.1 and Exercise 2.1.3 for details and precise formula-
tions. In the above we note that only the directional Malliavin derivative
appears.
Let us briefly explain the idea of the proof: assume first that b ∈ C1 and
u solves (1). The directional Malliavin derivative should then satisfy, for any
direction h ∈ L2([0, T ]× (0, 1)),
∂
∂t
Dhu(t, x) =
∂2
∂x2
Dhu(t, x) + b′(u(t, x))Dhu(t, x) + h(t, x).
For a fixed sample path, we regard the above equation as a deterministic equa-
tion and we can use the Feynman-Kac formula to solve it as a functional of∫ t
0 b
′(u(s, ·)))ds. Since the solution of (1) is very irregular as a function of t, the
2
local time L(t, ·) is continuously differentiable in the spatial variable. Therefore
we can write ∣∣∣∣
∫ t
0
b′(u(s, x))ds
∣∣∣∣ =
∣∣∣∣
∫
R
b′(y)L(t, y)dy
∣∣∣∣
=
∣∣∣∣−
∫
R
b(y)L′(t, y)dy
∣∣∣∣
≤ ‖b‖∞
∫
R
|L′(t, y)| dy
where we have used integration by parts. We then obtain a priori bounds of
E[(Dhu(t, x))2] which do not depend on the norm of b′, but rather on ‖b‖∞.
Finally we approximate a general b by smooth functions and use comparison
to generate strong convergence (in L2(Ω)) of the corresponding sequence of
solutions to the solution of (1).
The paper is organized as follows: In Section 2 we introduce the Malliavin
calculus and some results we need. In Section 3 we state rigorously the equation
(1). In Section 4 we prove that the local time of the solution to (1) with b = 0
has nice regularity properties. We then study (1) when the drift is smooth in
Section 5 and use the results from Section 4 to obtain derivative-free estimates.
The main result, Theorem 6.1, and its proof is in Section 6.
2 Basic concepts of Malliavin Calculus
Let (Ω,F , P ) be a complete probability space. We assume that F is the com-
pletion of σ{W (h) : h ∈ L2([0, T ]× [0, 1])} with the P -null sets. Here
W : L2([0, T ]× [0, 1])→ L2(Ω) is a linear mapping such that W (h) is a centered
Gaussian random variable. The covariance is given by E[W (h)W (g)] = 〈h, g〉
where the right hand side denotes the inner product in L2([0, T ]× [0, 1]).
We have the orthogonal Wiener chaos decomposition
L2(Ω) =
∞⊕
n=0
Hn,
where Hn := span{In(f) : f ∈ L2(([0, T ] × [0, 1])n)} and In(f) is the n-fold
Wiener-Itô integral of f . For a random variable F ∈ L2(Ω) with Wiener chaos
decomposition F =
∑∞
n=0 In(fn) we have
E[F 2] =
∞∑
n=0
n!‖fn‖2L2(([0,T ]×[0,1])n).
We call a random variable F smooth if it is of the form
F = f(W (h1), . . . ,W (hn))
for h1, . . . hn ∈ L2([0, T ]× [0, 1]) and f ∈ C∞c (Rn). For such a random variable
we define the Malliavin derivative
Dθ,ξF =
n∑
j=1
∂
∂xj
f(W (h1), . . . ,W (hn))hj(θ, ξ)
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as an element of L2(Ω;L2([0, T ]× [0, 1])). We denote by D1,2 the closure of the
set of smooth random variables with respect to the norm
‖F‖21,2 := E[F 2] +
∫ T
0
∫ 1
0
E[(Dθ,ξF )
2]dξdθ.
Furthermore we define the directional Malliavin derivative in the direction
h ∈ L2([0, T ]× [0, 1]) as
DhF = 〈DF, h〉 =
∫ T
0
∫ 1
0
Dθ,ξFh(θ, ξ)dξdθ
and by Dh,2 the closure of the set of smooth random variables with respect to
the norm
‖F‖2h,2 := E[F 2] + E[(DhF )2].
The integration by parts formula
E[DhF ] = E[FW (h)]
is well known, and can be found in [8].
We have the following characterization of Dh,2 which is obtained by modify-
ing the proof of Proposition 1.2.1 in [8]:
Proposition 2.1. For F =
∑∞
n=0 In(fn) ∈ L2(Ω) we have that F belongs to
D
h,2 if and only if
∞∑
n=1
nn!‖
∫ 1
0
fn(·, s, y)h(s, y)dy‖2L2(([0,T ]×[0,1])n−1) <∞,
in which case the above is equal to E[(DhF )2].
Let us prove the following technical result which is inspired by Lemma 1.2.3.
in [8]:
Lemma 2.2. Suppose {FN}N≥1 ⊂ Dh,2 is such that
• FN → F in L2(Ω)
• supN≥1E[(D
hFN )
2] <∞
Then F ∈ Dh,2 and DhFN converges to DhF in the weak topology of L2(Ω).
Proof. We write
F =
∞∑
n=0
In(fn)
and
FN =
∞∑
n=0
In(fn,N ).
Since {DhFN}N≥1 is bounded in L2(Ω) we may extract a subsequence DhFNk
converging in the weak topology to some element α =
∑∞
n=0 In(αn). We note
that
DhFNk =
∞∑
n=1
nIn−1(〈fn,Nk , h〉)
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and we see that 〈fn,Nk , h〉 converges weakly in L2(([0, T ]× [0, 1])n−1) to αn. It
follows that αn coincides with 〈fn, h〉 and we have
∞∑
n=1
nn!‖〈fn, h〉‖2L2(([0,T ]×[0,1])n−1) ≤ sup
k≥1
∞∑
n=1
nn!‖〈fn,Nk , h〉‖2L2(([0,T ]×[0,1])n−1)
which is finite by assumption. From Proposition 2.1 we have F ∈ Dh,2.
If we take any other weakly converging subsequence of {DhFN}N≥1 its limit
must converge, by the preceding argument, to DhF . This implies that the full
sequence converges weakly.
3 Framework and solutions
With the notation from the previous section, we define W (t, A) := W (1[0,t]×A)
which is the White noise on [0, T ] × [0, 1] and for h ∈ L2([0, T ] × [0, 1]) the
Wiener-Itô-integral w.r.t. dW (t, x) is equal to∫ T
0
∫ 1
0
h(t, x)dW (t, x) = W (h).
Throughout this paper we will assume we have a filtration {Ft}t∈[0,T ], where
Ft is generated by {W (s, x) : (s, x) ∈ [0, t] × [0, 1]} augmented with the set of
P -null sets.
We denote by G(t, x, y) the fundamental solution to the heat equation, i.e.
∂
∂t
G(t, x, y) =
∂2
∂x2
G(t, x, y), (t, x) ∈ (0, T ]× (0, 1)
with boundary conditions ∂∂xG(t, 0, y) =
∂
∂xG(t, 1, y) = 0 and limt→0G(t, x, y) =
δx(y) - the Dirac delta distribution in x.
It is well known that
G(t, x, y) =
1√
2pit
∑
n∈Z
{
exp{− (y − x− 2n)
2
4t
}+ exp{− (y + x− 2n)
2
4t
}
}
,
and there exist positive constants c and C such that uniformly in t′ < t and
y ∈ [0, 1] we have
c
√
t− t′ ≤
∫ t
t′
∫ 1
0
G2(t− s, x, y)dyds ≤ C√t− t′. (2)
Assume we are given a bounded and measurable function b : R → R. By
a solution to our main SPDE, (1), we shall mean an adapted and continuous
random field u(t, x) such that
u(t, x) =
∫ 1
0
G(t, x, y)u0(y)dy (3)
+
∫ t
0
∫ 1
0
G(t− s, x, y)b(u(s, y))dyds+
∫ t
0
∫ 1
0
G(t− s, x, y)dW (s, y).
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4 Local Time estimates
The local time of a process (Xt)t∈[0,T ] is defined as follows: we define the occu-
pation measure
µt(A) = |{s ∈ [0, t] : Xs ∈ A}|, A ∈ B(R)
where |·| denotes the Lebesgue measure. The process X has local time on [0, t] if
µt is absolutely continuous w.r.t. Lebesgue measure, and the local time, L(t, ·),
is defined as the corresponding Radon-Nykodim derivative. I.e.
µt(A) =
∫
A
L(t, y)dy.
The local time satisfies the occupation time density formula∫ t
0
f(Xs)ds =
∫
R
f(y)L(t, y)dy, P − a.s. (4)
for any bounded and measurable f : R→ R.
The aim of this section is to study local times of the driftless stochastic heat
equation
∂
∂t
u(t, x) =
∂2
∂x2
u(t, x) +
∂2
∂t∂x
W (t, x), (t, x) ∈ [0, T ]× (0, 1)
with Neumann boundary conditions. We assume u0 = 0 for simplicity. The
solution is given by
u(t, x) =
∫ t
0
∫ 1
0
G(t− s, x, y)dW (y, s),
where G is the fundamental solution of the heat equation.
Fix x ∈ [0, 1] and let ω ∈ C([0, T ]; [−x, 1 − x]). We are interested in the
stochastic process
Xt = u(t, x+ ω(t)) =
∫ t
0
∫ 1
0
G(t− s, x+ ω(t), y)dW (y, s).
Notice that we are not expanding the dynamics in t of the composition of u and
ω. Indeed, x 7→ u(t, x) is P -a.s. not differentiable so it is not clear how such a
dynamic evolves. And even worse - there is no Itô formula for this process.
Nevertheless, Xt is a Gaussian process and we have for t > t
′
E[(Xt −Xt′)2] =
∫ T
0
∫ 1
0
{
G(t− s, x+ ω(t), y)1[0,t](s)
−G(t′ − s, x+ ω(t′), y)1[0,t′](s)
}2
dyds
≥
∫ t
t′
∫ 1
0
G2(t− s, x+ ω(t), y)dyds ≥ c√t− t′
from (2).
From [4], Theorem 28.1 we have
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Theorem 4.1. Suppose Xt is a Gaussian process such that∫ T
0
∫ T
0
(
E[(Xt −Xt′)2]
)−p−1/2
dtdt′ <∞.
Then, there exists a local time LX(t, ·) of X which moreover is ⌊p⌋ times differ-
entiable.
We see that the local time of Xt is in C
1.
Moreover, Xt satisfies the following strong local non-determinism:
Lemma 4.2. For all t1 < . . . tn < t ∈ [0, 1] we have
V ar(Xt|Xt1 , . . .Xtn) ≥ c
√
t− tn
Proof. The conditional variance of Xt given Xt1 , . . . Xtn is the square of the
distance between Xt and the subspace span{Xt1 , . . .Xtn}. By distance here, we
mean in the Hilbert-space L2(Ω). We have that for α1, . . . αn ∈ R
Xt −
n∑
j=1
αjXtj
=
∫ T
0
∫ 1
0
1[0,t]G(t−s, x+ω(t), y)−
n∑
j=1
αn1[0,tj]G(tj−s, x+ω(tj), y)dW (y, s).
We get that
E[(Xt −
n∑
j=1
αjXtj )
2] ≥
∫ t
tn
∫ 1
0
G2(t− s, x+ ω(t), y)dyds
≥ c√t− tn.
We have the following estimates on the local time
Lemma 4.3. There exists a constant C, not depending on m such that
E[|∂yLX(t, y)|m] ≤ C
mtm/4m!
(Γ(m4 + 1))
1/3
.
Proof. We note that it is sufficient to prove that
E[|LX(t, y + h)− LX(t, y)|m] ≤ C
m|h|mtm/4m!
(Γ(m4 + 1))
1/3
for all real numbers h. To this end, we will use the local time formula
LX(t, y) = (2pi)−1
∫ t
0
∫
R
exp{iu(Xs − y)}duds
i.e. using the Fourier transform method.
We have
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|L(t, y + h)− L(t, y)|m = (2pi)−m|
∫ t
0
∫
R
exp{iu(Xs − y)}
(
e−iuh − 1) duds|m
= (2pi)−mm!
∫
0<s1<...sm<t
∫
Rm
m∏
j=1
exp{iuj(Xsj − y)}
×
m∏
j=1
(
e−iujh − 1) du1 . . . dumds1 . . . dsm.
= (2pi)−mm!
∫
0<s1<...sm<t
∫
Rm
exp{i
m∑
j=1
vj(Xsj −Xsj−1 )}
×
m∏
j=1
(
e−i(vj−vj+1)h − 1
)
dv1 . . . dvmds1 . . . dsm.
Above we have used the change of variables um = vm and uj = vj − vj+1,
that is u = Mv where
M =


1 −1 . . . 0 0
0 1 . . . 0 0
...
...
. . .
...
...
0 . . . . . . 1 −1
0 . . . . . . 0 1

 .
For notational convenience we have used Xs0 = y and vm+1 = 0.
Taking the expectation we get
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E[|L(t, y + h)− L(t, y)|m] = (2pi)−mm!
∫
0<s1<...sm<t
∫
Rm
|E[exp{i
m∑
j=1
vj(Xsj −Xsj−1)}]|
×
m∏
j=1
∣∣∣e−i(vj−vj+1)h − 1∣∣∣ dv1 . . . dvmds1 . . . dsm.
= (2pi)−mm!
∫
0<s1<...sm<t
∫
Rm
exp{−1
2
V ar(
m∑
j=1
vj(Xsj −Xsj−1))}
×
m∏
j=1
∣∣∣e−i(vj−vj+1)h − 1∣∣∣ dv1 . . . dvmds1 . . . dsm.
≤ (2pi)−mm!
∫
0<s1<...sm<t
∫
Rm
exp{− c
2
m∑
j=1
v2jV ar(Xsj −Xsj−1))}
×
m∏
j=1
∣∣∣e−i(vj−vj+1)h − 1∣∣∣ dv1 . . . dvmds1 . . . dsm.
≤ (2pi)−m|h|mm!
∫
0<s1<...sm<t
∫
Rm
exp{−c
2
2
m∑
j=1
v2j
√
sj − sj−1}
×
m∏
j=1
|vj − vj+1| dv1 . . . dvmds1 . . . dsm.
where we have used the local non-determinism in the second-to-last inequal-
ity, and V ar(Xsj −Xsj−1) ≥ c
√
sj − sj−1 in the last.
We write∫
Rm
exp{−c
2
2
m∑
j=1
v2j
√
sj − sj−1}
m∏
j=1
|vj − vj+1| dv1 . . . dvm
= (2pi)m/2|Σ|1/2E[
m∏
j=1
|Xj −Xj+1|]
where X ∼ N (0,Σ), and we have defined (Σ)j,k = δj,k(c2√sj − sj−1)−1.
Let Y = MX , so that Y ∼ N (0,MΣMT ) and it follows from [6] that
E[
m∏
j=1
|Xj −Xj+1|] = E[
m∏
j=1
|Yj |] ≤
√
per(MΣMT ).
Above, per(A) denotes the permanent of the matrix A. Consequently∫
Rm
exp{−c
2
2
m∑
j=1
v2j
√
sj − sj−1}
m∏
j=1
|vj − vj+1| dv1 . . . dvmds1 . . . dsm
≤ (2pi)m/2
√
|Σ|
√
per(MΣMT ).
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Using Hölder’s inequality we get
∫
0<s1<···<sm<t
√
|Σ|per(MΣMT )ds ≤
(∫
0<s1<···<sm<t
|Σ|p/2ds
)1/p
×
(∫
0<s1<···<sm<t
|per(MΣMT )|q/2ds
)1/q
.
One can check that there exists a constant C1 > 0, such that∫
0<s1<···<sm<t
|Σ|p/2ds = c−pm
∫
0<s1<···<sm<t
m∏
j=1
|sj − sj−1|−p/4ds
≤ C
m
1 t
(4−p)m/4
Γ( (4−p)m4 + 1)
when p < 4. We can find a constant C2 > 0 such that∫
0<s1<···<sm<t
|per(MΣMT )|q/2ds ≤ Cm2
when q < 2. The proof is technical and is postponed to the Appendix, Section
7.
This gives
E[|L(t, y + h)− L(t, y)|m] ≤ C
m|h|mtm/4m!
(Γ( (4−p)m4 + 1))
1/p
for an appropriate constant C, and we choose p = 3 and q = 3/2 to get the
result.
We are ready to conclude this section with its most central result:
Proposition 4.4. There exists a constant C > 0 such that
E
[(∫
R
|∂yL(t, y)|dy
)m]
≤ C
mtm/4
√
(2m)!
(Γ(m2 + 1))
1/6
Proof. We begin by noting that for any p ≥ 1 we have E[sup0≤t≤T |Xt|p] <∞.
To see this, note that we may regard u(t, x) as a C([0, T ]×[0, 1])-valued Gaussian
random variable. From [2] we get that E[‖u‖p∞] <∞ for all p ≥ 1, so that
E[ sup
0≤t≤T
|Xt|p] = E[ sup
0≤t≤T
|u(t, x+ ω(t))|p] ≤ E[ sup
(t,y)∈[0,T ]×[0,1]
|u(t, y)|p] <∞.
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We may write
E
[(∫
R
|∂yL(t, y)|dy
)m]
= E
[(∫
R
|∂yL(t, y)|dy
)m]
≤ 2m−1E
[(∫
|y|<1
|∂yL(t, y)|dy
)m]
+ 2m−1E
[(∫
|y|≥1
|∂yL(t, y)|dy
)m]
.
For the first term we can estimate
E
[(∫
|y|<1
|∂yL(t, y)|dy
)m]
≤
∫
|y|≤1
E[|∂yL(t, y)|m]dy
≤ sup
y∈R
(
E[|∂yL(t, y)|2m]
)1/2
.
For the second term, we note that from (4) that the support of L(t, ·) is
included in the interval [−X∗t , X∗t ]. This gives
E
[(∫
|y|≥1
1{|y|≤X∗t }|∂yL(t, y)|dy
)m]
=
∫
B
E

 m∏
j=1
1{|yj|≤X∗t }|∂yL(t, yj)|

 dy
≤
∫
B
m∏
j=1
(
E
[
1{|yj|≤X∗t }|∂yL(t, yj)|m
])1/m
dy.
Above we have denoted B = {y ∈ Rm| |yj| ≥ 1 ∀j }. We use the estimate
E
[
1{|yj|≤X∗t }|∂yL(t, yj)|m
] ≤ (P (|yj | ≤ X∗t ))1/2 (E[|∂yL(t, yj)|2m])1/2
≤ (E[|X∗t |4])1/2|yj |−2 sup
y∈R
(
E[|∂yL(t, y)|2m]
)1/2
where we have used Chebyshevs inequality in the last step. This gives
E
[(∫
|y|≥1
1{|y|≤X∗t }|∂yL(t, y)|dy
)m]
≤ sup
y∈R
(
E[|∂yL(t, y)|2m]
)1/2
(E[|X∗t |4])1/2
(∫
|y|≥1
|y|−2dy
)m
.
The result follows from Lemma 4.3.
5 Derivative free estimates
In this section we assume that b ∈ C1c (R) and denote by u the solution to (1).
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Since b is continuously differentiable it is well known that u(t, x) is Malliavin
differentiable, and we have
Dθ,ξu(t, x) = G(t− θ, x, ξ) +
∫ t
θ
∫ 1
0
G(t− s, x, y)b′(u(s, y))Dθ,ξu(s, y)dyds.
Let now h ∈ C2([0, T ]× [0, 1]). Then the random field
v(t, x) :=
∫ T
0
∫ 1
0
Dθ,ξu(t, x)h(θ, ξ)dξdθ
=
∫ t
0
∫ 1
0
Dθ,ξu(t, x)h(θ, ξ)dξdθ
satisfies the following linear equation
v(t, x) =
∫ t
0
∫ 1
0
G(t−θ, x, ξ)h(θ, ξ)dξdθ+
∫ t
0
∫ 1
0
G(t−s, x, y)b′(u(s, y))v(s, y)dyds,
or, equivalently
∂
∂t
v(t, x) =
∂2
∂x2
v(t, x) + b′(u(t, x))v(t, x) + h(t, x), (t, x) ∈ (0, T ]× (0, 1),
with initial condition v(0, x) = 0 and Neumann boundary conditions.
If we let µx denote the measure on (C([0, T ]),B(C([0, T ])) such that ω 7→
ω(s) is a doubly reflected (in 0 and 1) Brownian motion starting in x, then we
get from the Feynman-Kac formula that the above equation is uniquely solved
by
v(t, x) =
∫
C([0,T ])
∫ t
0
h(t− r, ω(r)) exp{
∫ r
0
b′(u(t− s, ω(s)))ds}drdµx(ω). (5)
Lemma 5.1. There exists an increasing continuous function
C : [0,∞)→ [0,∞) such that
E[v2(t, x)] ≤ C(‖b‖∞)
(∫
C([0,T ])
∫ t
0
|h(t− r, ω(r))|drdµx(ω)
)2
.
Proof. Define the measure P˜ by
dP˜ := ZdP
Z := exp{−
∫ T
0
∫ 1
0
b(u(s, y))dW (y, s)− 1
2
∫ T
0
∫ 1
0
b2(u(s, y))dyds}.
Then P˜ is a probability measure and under P˜ ,
dW˜ (y, s) := b(u(s, y))dsdy + dW (y, s)
is space-time white noise. Under this measure we have that u is Gaussian, and
more precisely
u(t, x) =
∫ t
0
∫ 1
0
G(t− s, x, y)dW˜ (y, s).
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From (5) we double the variables to get
E[v2(t, x)] =
∫
C([0,T ])
∫
C([0,T ])
∫ t
0
∫ t
0
h(t− r1, ω(r1))h(t− r2, ω˜(r2))
× E
[
exp{
∫ r1
0
b′(u(t− s, ω(s)))ds}
× exp{
∫ r2
0
b′(u(t− s, ω˜(s)))ds}
]
dr1dr2dµx(ω)dµx(ω˜)
≤
∫
C([0,T ])
∫
C([0,T ])
∫ t
0
∫ t
0
|h(t− r1, ω(r1))||h(t− r2, ω˜(r2))|
×
(
E
[
exp{2
∫ r1
0
b′(u(t− s, ω(s)))ds}
])1/2
×
(
E
[
exp{2
∫ r2
0
b′(u(t− s, ω˜(s)))ds}
])1/2
dr1dr2dµx(ω)dµx(ω˜)
Now we write
E
[
exp{2
∫ r
0
b′(u(t− s, ω(s)))ds}
]
= E˜
[
exp{2
∫ r
0
b′(u(t− s, ω(s)))ds}Z−1
]
≤
(
E˜[exp{4
∫ r
0
b′(u(t− s, ω(s)))ds}]
)1/2
×
(
E˜[Z−2]
)1/2
Denote by L(r, y) the local time of the process (u(t− s, ω(s)))s∈[0,r]. From
the occupation time density formula and integration by parts:
E˜[exp{4
∫ t
0
b′(u(t− s, ω(s)))ds}] = E˜[exp{4
∫
R
b′(y)L(r, y)dy}]
= E˜[exp{−4
∫
R
b(y)∂yL(r, y)dy}].
≤ E˜[exp{4‖b‖∞
∫
R
|∂yL(r, y)|dy}]
From Proposition 4.4 we have
E˜[exp{4‖b‖∞
∫
R
|∂yL(r, y)|dy}] =
∑
m≥0
(4‖b‖∞)m
m!
E˜
[(∫
R
|∂yL(r, y)|dy
)m]
≤
∑
m≥0
(4‖b‖∞)mCm
√
(2m)!
m!(Γ(m2 + 1))
1/6
=: C˜(‖b‖∞)
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which converges by Stirling’s formula.
It is easy to see that we can bound E˜[Z−2] by a function only depending on
‖b‖∞.
Combining the above we get
E[v2(t, x)] ≤ C(‖b‖∞)
∫
C([0,T ])
∫
C([0,T ])
∫ t
0
∫ t
0
|h(t− r1, ω(r1))|
× |h(t− r2, ω˜(r2))|dr1dr2dµx(ω)dµx(ω˜)
= C(‖b‖∞)
(∫
C([0,T ])
∫ t
0
|h(t− r, ω(r))|drdµx(ω)
)2
for an appropriate function C, and the result follows.
In the above we assumed that h ∈ C2([0, T ]× [0, 1]). We may extend this to
h ∈ L2([0, T ]× [0, 1]).
Corollary 5.2. For any h ∈ L2([0, T ]× [0, 1]) we have
E[(Dhu(t, x))2] ≤ C(‖b‖∞)
√
t‖h‖2L2([0,T ]×[0,1])
Proof. We know that the random variable ω 7→ ω(r) has density G(r, x, ·) under
µx. From Lemma 5.1 we see that for h ∈ C2([0, T ]×[0, 1]), by Hölder’s inequality
E[(Dhu(t, x))2] ≤ C(‖b‖∞)
(∫ t
0
∫ 1
0
|h(t− r, y)|G(r, x, y)dydr
)2
≤ C(‖b‖∞)
∫ t
0
∫ 1
0
|h(r, y)|2dydr
∫ t
0
∫
R
G2(r, x, y)dydr
≤ C(‖b‖∞)‖h‖2L2([0,T ]×[0,1])C
√
t.
Consequently we may extend the linear operator
L2([0, T ]× [0, 1])→ L2(Ω)
h 7→ Dhu(t, x)
by continuity. The result follows.
6 Directional Derivatives when the drift is dis-
continuous
In [5] the authors successfully generalize the famous results by Zvonkin [10] and
Veretennikov [9] to infinite dimension, i.e. they show that (1) has a unique
strong solution when b is bounded and measurable. In fact, they show that this
holds true even when the drift is of linear growth.
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Let us briefly explain the idea of the proof; let b be bounded and measurable
and define for n ∈ N
bn(x) := n
∫
R
ρ(n(x− y))b(y)dy
where ρ is a non-negative smooth function with compact support in R such that∫
R
ρ(y)dy = 1.
We let
b˜n,k :=
k∧
j=n
bj , n ≤ k
and
Bn =
∞∧
j=n
bj ,
so that b˜n,k is Lipschitz. Denote by u˜n,k(t, x) the unique solution to (1) when
we replace b by b˜n,k. Then one can use comparison to show that
lim
k→∞
un,k(t, x) = un(t, x), in L
2(Ω)
where un(t, x) solves (1) when we replace b by Bn. Furthermore,
lim
n→∞
un(t, x) = u(t, x), in L
2(Ω)
where u(t, x) is a solution to (1). For details see [5].
We are ready to prove our main theorem:
Theorem 6.1. Assume b is bounded and measurable. Denote by u the solution
of (1). Then for every h ∈ L2([0, T ]× [0, 1]) we have
u(t, x) ∈ Dh,2.
Proof. From the discussion above we know that we have un(t, x) → u(t, x) in
L2(Ω). From Lemma 5.1 we see that
sup
n≥1
E[(Dhun(t, x))
2] <∞
for any h ∈ L2([0, T ]× [0, 1]). It follows from Lemma 2.2 that u(t, x) ∈ Dh,2.
7 Appendix
Consider the matrices from Section 4,
Σ =


(s1 − s2)−1/2 0 . . . 0
0 (s2 − s3)−1/2 . . . 0
...
...
. . .
...
0 . . . (sm−1 − sm)−1/2 0
0 . . . 0 s
−1/2
m


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and
M =


1 −1 . . . 0 0
0 1 . . . 0 0
...
...
. . .
...
...
0 . . . . . . 1 −1
0 . . . . . . 0 1

 .
The purpose of this section in to show that the function fm(s1, . . . sm) :=
per(MΣMT ) is such that for β ∈ (0, 1) we have∫
0<sm<...s1<t
|fm(s1, . . . , sm)|βdsm . . . ds1 ≤ Cm
for some constant C = C(t, β).
We start by noting that
MΣMT =


a1 b1 0 . . . . . . 0
b1 a2 b2 . . . . . . 0
0 b2 a3 . . . . . . 0
...
...
. . . . . .
...
0 . . . . . . 0 am−1 bm−1
0 . . . . . . 0 bm−1 am


where
aj =


(sj − sj+1)−1/2 + (sj+1 − sj+2)−1/2 for j = 1, . . .m− 2
(sm−1 − sm)−1/2 + s−1/2m for j = m− 1
s
−1/2
m for j = m
and bj = −(sj+1 − sj+2)−1/2 for j = 1, . . . ,m− 2.
Using the definition of the permanent of a matrix we see that we have the
following recursive relation
fm(s1, . . . , sm) =
(
(s1 − s2)−1/2 + (s2 − s3)−1/2
)
fm−1(s2, . . . , sm)
+ (s2 − s3)−1fm−2(s3, . . . , sm)
with
f1(s1) = s
−1/2
1 and f2(s1, s2) = (s2 − s1)−1/2s−1/22 + s−12 .
We write fm(s1, . . . , sm) = pm((s1 − s2)−1/2, . . . , (sm−1 − sm)−1/2, s−1/2m )
where pm is the polynomial recursively defined by
pm(x1, . . . , xm) = (x1 + x2)pm−1(x2, . . . , xm) + x
2
2pm−2(x3 . . . , xm)
with
p1(x1) = x1 and p2(x1, x2) = x1x2 + x
2
2.
If we denote by degxipm the degree of the polynomial in the variable xi, for
i = 1, . . .m we see from the recursive relation that
degx1pm = 1 and degxjpm ≤ 2, for j = 2, . . . ,m.
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Moreover, if we denote by γm the number of terms in this polynomial, it is
clear from the recursive relation that
γm = 2γm−1 + γm−2
and
γ1 = 1 and γ2 = 2.
So that we have γm ≤ Cm for C large enough.
It follows that we may write
pm(x1, . . . , xm) =
∑
α
cαx
α
where the sum is taken over all multiindices α ∈ Nm with αi ≤ 2 and α1 ≤ 1.
Here we have denoted xα = xα11 . . . x
αm
m . Moreover, there are at most C
m terms
in this sum with C as above and one can show that |cα| ≤ 3m for all α.
Consequently
|f(s1, . . . , sm)|β ≤ 3m
∑
α
|s1 − s2|−βα1/2 · · · |sm−1 − sm|−βαm−1/2s−βαm/2m .
Since βαi2 < 1 for all i = 1, . . . ,m, each of the above terms are integrable over
0 < sm < · · · < s1 < t, and there are at most Cm such terms. The result
follows.
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