Abstract-This letter offers several new insights into the maximum-likelihood direction-of-arrival (DOA) estimation problem, when the number of sources exceeds the number of sensors. Two maximum-likelihood problems are studied: one for estimating the Toeplitz-structured coarray covariance matrix from the measurements, and the other for estimating the DOAs directly from the measurements. We establish the equivalence of both problems when the number of sources is assumed to be unknown and can potentially exceed the number of sensors. Additionally, it is shown that when the source waveforms satisfy certain orthogonality conditions, the Toeplitz-constrained maximum-likelihood covariance estimation framework provably produces the true DOAs without requiring to know the number of sources. When the number of sources exceeds the number of sensors, the maximum-likelihood algorithms studied in this letter outperform other recently studied methods, as demonstrated through numerical experiments.
I. INTRODUCTION

D
IRECTION-OF-ARRIVAL (DOA) estimation is a central problem in array signal processing with applications in radar, sonar, neural signal processing, and high-resolution optical imaging [1] , [2] . Conventional DOA estimation algorithms are based on uniform linear antenna arrays (ULAs) [3] - [5] , and classical subspace-based methods such as MUSIC [6] , ESPRIT [7] , MODE [8] , and SPICE [9] rely on the key assumption that the number of active sources D is less than the number (M ) of sensors. On the other hand, sparse linear arrays like coprime arrays [10] and nested arrays [11] are known to be able to resolve more sources than sensors, and coarray-based MUSIC algorithms have been developed to uniquely recover O(M 2 ) sources with M sensors [11] - [13] .
However, coarray MUSIC relies on the Toeplitz structure of ideal coarray covariance matrix, and the performance degrades when only a finite number of temporal snapshots are available. To address the challenging problem of obtaining a good estimation of the coarray covariance matrix, several algorithms have been proposed in recent times. Two common approaches include the direct augmentation approach [14] , [15] and spatial smoothing [11] . In [13] , the authors improve the smoothing method in [11] by including a denoising-based preprocessing step that exploits the low rank of the coarray covariance matrix. In [16] , the coarray covariance matrix is estimated using LASSO with positive semidefinite (PSD) Toeplitz constraints. Both [13] and [16] need to tune regularization parameters for their respective convex problems. Recently, the statistical performance of coarray MUSIC has been analyzed in [12] and [17] . Another closely related problem is to identify the unknown number (D) of sources. The algorithm proposed in [18] examines all possible source numbers and chooses the smallest one based on a modified likelihood-ratio test. In [19] , a method based on minimum description length (MDL) principle was proposed, which outperforms [18] .
In this letter, we focus on the maximum-likelihood (ML) approach for DOA estimation of more sources than sensors. We consider a certain constrained ML problem (with Toeplitz and PSD constraints) for estimating the coarray covariance matrix. As a new result, we show that this is equivalent to computing the ML estimate of the DOAs directly from the measurements, when the number of sources is treated as an unknown parameter in the ML formulation. Such equivalence holds for both D < M and D ≥ M . The framework is regularization-free, and unlike [12] , [18] , and [19] , no separate algorithm is necessary for estimating the number of sources prior to solving the ML DOA estimation problem. Moreover, when the source signals satisfy a certain orthogonality constraint [20] , we further show that this ML framework can exactly recover the true DOA's even with a finite number of snapshots. To the best of the authors' knowledge, these results are the first of their kind that establish important connections among different ML problems to resolve more sources than sensors using nested arrays.
Notations: Boldface uppercase and lowercase letters, respectively, represent matrices and vectors. Z + and R ++ denote positive integers and positive real numbers, respectively. 
Here, A(θ ) ∈ C 
A central problem in array processing is to estimate θ given time samples of the vector y[k]. Traditional DOA estimation algorithms operate in the regime D < M, in which case the matrix R sig ∈ C M ×M is low-rank (rank D ). Classical subspacebased methods (such as MUSIC) identify the null space of R sig directly from the data covariance matrix R y y and exploit its structure to estimate the DOAs. This has been referred to as "direct MUSIC" in recent literature, in order to distinguish it from "Coarray MUSIC" which we review next.
Given a set of antenna locations (normalized with respect to λ/2) {z i , i = 1, . . . , M}, its "difference coarray" is the set S ca of all pairwise differences: and A ca (θ ) ∈ C M c a ×D , respectively, denote the array manifolds corresponding to the nested array and the positive half of its difference coarray, where
Then, it can be easily verified that [11] , [21] 
where S ∈ R M ×M c a is a row-selection matrix
The covariance matrix R y y of the signals received at a nested array satisfies
Here, T ca represents the (noiseless) covariance matrix of the signals, as though it was received at the virtual difference coarray with M ca elements. Since S ca is a ULA, T ca is Toeplitz structured. As long as D < M ca , T ca is rank-deficient and the DOAs θ can be uniquely identified by using the MUSIC algorithm on T ca . This is also known as "Coarray MUSIC" [12] , [15] .
In practice, however, we do not have access to R y y and can only estimate it from a finite number (say, L) snapshots
Obtaining a reliable estimate of T ca fromR y y becomes a challenging task, especially when D > M [15] . In recent times, nuclear-norm-and atomic-normbased regularized least-squares algorithms have been proposed to estimate T ca fromR y y [16] , [22] . In this letter, we focus on certain constrained ML methods for estimating T ca fromR y y .
Unlike [16] and [22] , this framework is regularizer-free, and we show that it provably produces the ML estimate of the DOAs θ as well without assuming the number of sources D to be known.
III. CONSTRAINED ML COARRAY COVARIANCE AND DOA ESTIMATION WITH FINITE SNAPSHOTS
Under the Gaussian stochastic signal model [12] , the L snapshots y[k], 1 ≤ k ≤ L of the signal received at a nested array with M antennas are assumed to be independent and identically distributed random vectors as
Since T ca is a PSD Toeplitz matrix, we consider the following constrained ML problem for estimating T ca :
and
y y ). LetT be a global optimum of (5). Then,T is guaranteed to be a PSD Toeplitz matrix, and therefore, it permits the following Vandermonde Decomposition, owing to Carathéodory's Lemma [4] , [22] 
Here,
is column-rank deficient and θ can be uniquely identified using the MUSIC algorithm [6] onT ca =T − σ I. We denote the overall framework for ML estimation of T ca , followed by MUSIC, as "Coarray ML-MUSIC" or (Co-MLM). Since D < M ca and M ca can be as large as O(M 2 ), it is possible to estimate as many as O(M 2 ) sources with only M physical sensors. We now show that θ also serves as the ML estimate of θ when the number of sources is considered to be an unknown integer-valued parameter in the ML objective.
A. ML DOA estimation With Unknown Source Number
Under the stochastic signal model (1), the ML estimate of the DOAs are obtained by solving the following optimization problem:
where
Comparing (5), (3), and (7), we obtain
Note that in (7), the number of sources D has been assumed to be known. This is a common practice in traditional ML estimation, where the model order (or the number of sources)
is either assumed to be known, or estimated using the Akaike information criterion or MDL criterion [19] , [23] . When the number of sources (D ) is unknown, one may treat it as an unknown (integer-valued) parameter D and jointly minimize the negative log-likelihood function (8) with respect to D and the other parameters: (D, θ, p, σ) . (10) Solving (10) with respect to D, θ, p, and σ is equivalent to jointly finding the ML estimates for the number of sources, and the DOAs. Notice that the number of sources in (10) is allowed to be larger than M . At first glance, (10) may appear to be a mixed discrete-continuous optimization problem (since D is a positive integer and θ, p, and σ are real valued parameters). However, the following theorem establishes a direct connection between the ML DOA estimate obtained from (10) and θ obtained from the (Co-MLM) algorithm. For the remainder of the letter, we will assume thatR y y is full rank, which is valid when L is large enough.
1
Theorem 1: Assume that the empirical covariance matrix R y y is full rank. LetT be a global minimum of (5) and (D , θ , p , σ ) be the parameters associated with its Carathéodory representation (6), obtained from the (Co-MLM) algorithm. Then, (D , θ , p , σ ) represents a global minimum of the ML problem (10) .
Proof: We prove by contradiction. If (D , θ , p , σ ) does not represent a global minimum of (10), there exists
Using (6), construct a PSD Toeplitz matrixT
(2), (9), and (11) imply that L(T) < L(T).
SinceT is feasible for (5), this contradicts the claim thatT is a global minimum of (5) and proves the theorem.
Theorem 1 establishes that the solution of (Co-MLM) is guaranteed to be a global minimum of the ML problem (10). This is true for every finite value of L (such thatR y y is full rank), as well as when the number of sources exceeds the number of sensors, i.e., D > M.
B. Exact Recovery With Orthogonal Source Waveforms
We have shown that D and θ obtained from the (Co-MLM) algorithm are also the ML estimates of D and θ . However, with finite number (L) of snapshots, usually D = D and θ = θ . We will now show that under certain conditions on the source waveforms, it is possible to ensure exact recovery of the source DOAs, i.e., D = D and θ = θ even with finite number of snapshots. 2 We make the following assumptions:
A1) The measurements are noiseless, i.e., n = 0 in (1), and the number (D ) of sources satisfies M ≤ D < M ca . A2) The source signals are orthogonal [20] , i.e., for
. , s[L]]
Theorem 2: Under assumptions A1 and A2, there exists a unique global minimumT of (5), and the parameters (D , θ , p , σ ) associated with its Carathéodory Representation (6) 
Proof: Recall thatR y y is assumed to be full rank, implying that it is the unique minimum of min R 0 L gen (R) = log det(R) + Trace(R −1R y y ) [24] , [25] . Moreover, due to (A1),R y y = ST S T , where T is a Toeplitz matrix:
Comparing L gen (R) and (5), we can see that T is also a global minimum of (5) . SinceR y y is the unique global minimum of L gen (R), it follows that any other global minimum T * of (5) must also satisfyR y y = ST * S T . Due to the properties of nested arrays [11] , [21] , for any Toeplitz matrices T 1 and T 2 :
This implies that T * = T and (5) has a unique global minimum at T = T . Finally, since D < M ca , the Carathéodory representation of T is unique and given by (12) , implying that
Remark III.1: Theorem 2 shows that in spite of being highly nonconvex, the (Co-MLM) algorithm can exactly recover the true DOAs if the source waveforms are orthogonal, even when the number of sources is unknown and exceeds the number of sensors.
IV. NUMERICAL RESULTS
We compare the performance of the (Co-MLM) framework with several other algorithms that attempt to estimate the coarray covariance matrix T ca fromR y y . Since the ML problem (5) is highly nonconvex, we adopt the idea of extended invariance principle proposed in [26] , which provides an approximation of the ML objective given sufficient number of snapshots [27] , [28] . In particular, we solve the following convex problem:
We compare (14) with the nuclear-norm-based algorithm in [16] (henceforth referred as nuclear-psd) and the Coarray MUSIC algorithm of [11] and [14] . We first compute an estimateT of the coarray covariance matrix using the three algorithms and then apply the MUSIC algorithm onT to estimate the DOAs. The smallest singular value ofT serves as an estimate of the noise power. After estimating the DOAs, the source powers can be obtained fromT using the least-squares method. A typical MUSIC spectrum for all three algorithms is shown in Fig. 1 . It can be seen that for this realization, (Co-MLM) correctly identifies the DOAs, whereas the other two algorithms exhibit spurious peaks.
We also study the mean squared error (MSE) of DOA estimates for all three algorithms. Following [27] and [28] , to compute the MSE, we use the estimated DOAs that correspond to the D largest values of the estimated source powers. Fig. 2 shows the MSE as a function of σ n and L. For both cases, (Co-MLM) outperforms the other two algorithms, and the gap in the MSE is larger for smaller L.
V. CONCLUSION
We studied the ML problem for estimating the DOAs of O(M 2 ) sources that exploits the coarray structure of a nested array with M antennas. We showed that a certain constrained ML framework (with PSD and Toeplitz constraints) for estimating the coarray covariance matrix provably produces an ML estimate for the DOAs when the number of sources is assumed to be unknown. In addition, under a certain orthogonality condition on the source signal waveforms, the PSD Toeplitz-constrained ML algorithm can exactly recover the true DOAs even with a finite number of temporal snapshots. In future, we will develop a customized nonconvex algorithm for solving (5) with provable guarantees.
