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Cyclotomic p-adic Multi-Zeta Values in Depth Two
Sinan U¨nver
Abstract. In this paper we compute the values of the p-adic multiple poly-
logarithms of depth two at roots of unity. Our method is to solve the fun-
damental differential equation satisfied by the crystalline frobenius morphism
using rigid analytic methods. The main result could be thought of as a com-
putation in the p-adic theory of higher cyclotomy. We expect the result to be
useful in proving non-vanishing results since it gives quite explicit formulas.
1. introduction
Let Gm := SpecQ[z, z
−1] denote the multiplicative group and µM , the kernel
of multiplication by M on Gm, for M ≥ 1. Let YM := Gm \ µM , and Y
′
M denote
the base change of YM to L := Q(ζ), where ζ is a primitive M -th root of unity.
Choosing appropriate (tangential) basepoints Deligne and Goncharov define the
unipotent motivic fundamental group pimot1 (Y
′
M , ·) of Y
′
M whose ring of functions is
an ind-object in the tannakian category of mixed Tate motives over OL[M
−1] [4,
§5].
The comparison between the Betti and de Rham realization of this fundamental
group is completely described by the cyclotomic versions of multi-zeta values [4,
Proposition 5.17]. Namely, fix an imbedding of L in C, and identify L with its
image. The Lie algebra of the de Rham fundamental group of Y ′M over C is the free
pro-nilpotent Lie algebra with generators {ei}0≤i≤M , where e0 (resp. ei) correspond
to taking residues at 0 (resp. ζi) (cf. §2.1.3 below). Hence the C-valued points
of the de Rham fundamental group is the set of group-like elements in the (non-
commutative) formal power series ring C〈〈e0, · · · , eM 〉〉 (loc. cit.). The image of
the Betti path from the tangential basepoint 1 at 0 to the tangential basepoint
-1 at 1 under the de Rham-Betti comparison isomorphism then gives a group-like
element 1γ0 in C〈〈e0, · · · , eM 〉〉. Then by [4, Proposition 5.17], the coefficient of
esm−10 eim · · · e
s1−1
0 ei1 in 1γ0, where M ≥ im, · · · , i1 ≥ 1 and sm > 1, is
(−1)m
∑
nm>···>n1>0
ζim(nm−1−nm)+···+(−i1n1)
nsmm · · ·n
s1
1
.
The study of these numbers is the Hodge-theoretic analog of higher cyclotomy [6].
The main result below is the crystalline analog of the above for m ≤ 2. We de-
scribe this in more detail. Letting p be a prime which does not divideM, pimot1 (Y
′
M , ·)
has good reduction modulo p, and hence one would expect a crystalline realization
of this motive at p. This is completely described by the frobenius action on the
de Rham fundamental group pi1,dR(X
′
M , ·), where X
′
M is the base change of Y
′
M to
Qp(ζ). Let gi denote the image of the canonical de Rham path from the tangential
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basepoint 1 at 0 to the tangential basepoint 1 at ζi/p (c.f. §2.2.3). As above gi
is naturally in Qp(ζ)〈〈e0, · · · , eM 〉〉. The main result of the paper, Theorem 6.4.3
below, gives an explicit formula for the coefficient of eje
s−1
0 eke
t−1
0 in gi, in terms
of iterated sums, exactly as above. Since gi is group-like, this also determines the
coefficients of terms of the form er−10 eje
s−1
0 eke
t−1
0 . This might be thought of as the
p-adic theory of higher cyclotomy in depth two.
Next we describe the contents of the paper. In §2, we review the de Rham and
crystalline fundamental groups of a curve in a way which will be suitable for our
purposes. In particular, using the horizontality of the frobenius with respect to
the canonical connection we arrive at the fundamental differential equation (2.2.8).
At the end of this section, we fix the notation for what follows. In §3, we obtain
a certain relation between the coefficients of the power series expansions of rigid
analytic functions on UM , which is essential for the computations (Corollary 3.0.4).
In §4, we compute of the polylogarithmic part which is fairly straightforward. Next
there is a section on the type of iterated sums that appear in the computations.
These functions will appear as coefficients of the power series expansions above
and will satisfy the hypotheses of Corollary 3.0.4, so the inductive process will
continue. In §6, we will proceed with the computation, and finish with the main
result in Theorem 6.4.3.
2. The fundamental differential equation
Fix a prime p, which does not divideM. Let XM and X
′
M denote the base change
of YM to Qp and Qp(ζ). Let AM and A
′
M denote the rings of regular functions on
XM and X
′
M respectively. Finally, let DM := X
′
M \X
′
M .
2.1. The de Rham fundamental group of X ′M . We review the theory of the
de Rham fundamental group [2, 10.24-10.53, §12], [8, §4, §5] in the case of X ′M .
2.1.1. The fundamental torsor. Let K be any field of characteristic 0 and X/K be
a smooth and geometrically connected curve and Micuni(X/K) denote the category
of vector bundles with integrable connection which are unipotent, i.e. that have
a finite separated and exhaustive filtration by sub-bundles with connection such
that the non-zero graded pieces are the trivial line bundle with connection. This
category naturally forms a tensor category over K in the sense of [2, §5.2], [3].
Let S/K be a scheme over K and let VecS denote the category of locally free
sheaves of finite rank on S and ω : Micuni(X/K) → V ecS be a fiber functor [2,
§5.9]. Then to ω there is associated a K-groupoid acting over S [3, §1.6] called
the fundamental groupoid of X at ω and denoted by PdR(X,ω). The fundamental
groupoid is faithfully flat and affine over S ×K S and represents the functor on the
category of S ×K S-schemes whose T -valued points for any pi : T → S ×K S is the
set of ⊗-isomorphisms from pi∗p∗2ω to pi
∗p∗1ω, where p1, p2 : S ×K S → S are the
projections [3, §1.11, The´ore`me 1.12].
Taking the cartesian product of PdR(X,ω)→ S×K S with the diagonal ∆ : S →
S ×K S gives pi1,dR(X,ω), the fundamental group of X at the fiber functor ω.
Let x ∈ S(K) then attaching F(x), the fiber of F at x, to F ∈ VecS gives rise
to a fiber functor
ωx : Micuni(X/K)→ VecK .
Pulling back PdR(X,ω) → S ×K S via the inclusion S → S ×K S that sends s
to (s, x) we obtain a torsor TdR(X,ω)x on S under the group scheme pi1,dR(X,ωx).
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2.1.2. The de Rham fiber functor on XM . From now on we assume that the smooth
projective model X of X is isomorphic to P1. In this case, there is a canonical fiber
functor [2, §12]:
ω(dR) : Micuni(X/K)→ VecK
defined as follows.
For any (E,∇) ∈ Micuni(X/K) let (Ecan,∇) denote the unique vector bundle
with connection on X that has logarithmic singularites with nilpotent residues at
X \X. The pair (Ecan,∇) is called the canonical extension of the unipotent vector
bundle with connection (E,∇). Since H1(X,O) = 0, the bundle Ecan is trivial [2,
Proposition 12.3] and the functor ωdR defined as
ωdR(E,∇) := Γ(X,Ecan)
is a fiber functor [2, §12.4]. For a subscheme Y of X let
ω(Y ) : Micuni(X/K)→ VecY
denote the fiber functor that sends (E,∇) to Ecan|Y . There are canonical isomor-
phisms
ωdR ⊗K OY ∼= ω(Y )(2.1.1)
of fiber functors.
Let PdR := PdR(X,ω(X)), TdR,x := TdR(X,ω(X))x, PdR := PdR(X,ω(X)) and
T dR,x := TdR(X,ω(X))x. Finally let TdR and T dR denote the torsors TdR,x and
T dR,x after the identification (2.1.1) of ωdR with ω(x). Thus they are torsors under
pi1,dR(X) := pi1,dR(X,ωdR) and depend only on X.
2.1.3. Connection on the fundamental torsor. Let ∆X denote the diagonal in X×K
X and ∆
(1)
X denote its first infinitesimal neighborhood. By the definition of PdR, the
sections of its restriction to ∆
(1)
X are ⊗-isomorphisms from p
(1)∗
2 ω(X) to p
(1)∗
1 ω(X)
where p
(1)
i : ∆
(1)
X → X are the two projections. If (E,∇) ∈ Micuni(X/K), then
p
(1)∗
i ω(X)(E,∇) = p
(1)∗
i (E) and the connection ∇ induces an isomorphisms from
p
(1)∗
2 (E) to p
(1)∗
1 (E) reducing to the identity on the diagonal. This in turn induces
an isomorphism between the above fiber functors, and hence a section of PdR|∆(1)
X
over ∆
(1)
X which is the identity section when restricted to ∆X .
Therefore there is a canonical section of the restriction of PdR to ∆
(1)
X which is
the identity section on ∆X . This gives a connection on the pi1,dR(X)-torsor TdR.
Note that because of the canonical isomorphisms (2.1.1) TdR ∼= pi1,dR(X)×KX and
T dR ∼= pi1,dR(X) ×K X. A connection on TdR is nothing other than a morphism
∆
(1)
X → pi1,dR(X) whose restriction to ∆X is the constant map to the identity
element of pi1,dR(X). This in turn is equivalent to giving a section of Liepi1,dR(X)⊗K
Γ(X,Ω1X/K). By [2, §12.12], the connection on TdR is the one that corresponds to
the canonical section α of H1dR(X )ˇ⊗K H
1
dR(X) ⊆ Liepi1,dR(X)⊗K Γ(X,Ω
1
X/K).
From now on we letX = X ′M andK = Qp(ζ). The image of α in Liepi1,dR(X)⊗K
Γ(X,Ω1X/K) under the canonical maps above can be described as follows. For any
x ∈ X \X and (E,∇), we have the residue endomorphism
resx : Ecan(x)→ Ecan(x),
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induced by the map that sends the local section u of Ecan near x, to (∇(u), t
∂
∂t ),
where t is a uniformizer at x. The residue endomorphism is independent of the
choice of a uniformizer and satisfies,
resx((E1,∇1)⊗ (E2,∇2)) = 1⊗ resx(E2,∇2) + resx(E1,∇1)⊗ 1.
Hence resx ∈ Liepi1,dR(X,ω(x)).
Under the identification (2.1.1), for 1 ≤ i ≤ M, we let ei ∈ Liepi1,dR(X
′
M )
correspond to resζi and e0 to res0. If we also put ω0 := dlogz and ωi := dlog(z−ζ
i),
for 1 ≤ i ≤M, then the section of Liepi1,dR(X
′
M )⊗ˆKΓ(X,Ω
1
X′
M
/K) that corresponds
to the connection on TdR is
∑
0≤i≤M eiωi.
The de Rham fundamental group of X ′M has a simple description. For any K-
algebra A, denote the associative (non-commutative) algebra of formal power series
in {ei|0 ≤ i ≤ m} over A by A〈〈e0, · · · , eM 〉〉 and let
UdR(A) := A〈〈e0, · · · , eM 〉〉.
Then the universal enveloping algebra of pi1,dR(X
′
M ) is UdR(X
′
M )(K).The co-product
of the Hopf algebra structure on UdR(A) is induced by the fact that ei are primitive
elements: ∆(ei) = 1⊗ei+ei⊗1, for 1 ≤ i ≤M. The A-valued points of pi1,dR(X
′
M )
then correspond to the group-like elements in UdR(A), i.e. elements g satisfying
∆(g) = g⊗ˆg and with constant term equal to 1. For any g let g denote the image
of g under the Hopf algebra automorphism of UdR(A) that sends ei to p
−1ei, for all
i.
The canonical connection on TdR = pi1,dR(X
′
M )×X
′
M can be described as follows.
A section of TdR overX
′
M is given by a group-like element in α(z) ∈ UdR(A
′
M ), where
z denotes the parameter on SpecA′M = X
′
M ⊆ A
1
K . Let
d : UdR(A
′
M )→ UdR(A
′
M )⊗ˆA′MΩ
1
A′
M
/K
denote the continuous differential extending the canonical differentialA′M → Ω
1
A′
M
/K
such that d(ei) = 0, for 0 ≤ i ≤ M. In other words, applying d to an element α(z)
amounts to applying d to each coefficient of α(z).
With this notation, the image of α(z) in Liepi1,dR(X
′
M )⊗ˆΩ
1
A′
M
/K under the
canonical connection ∇ on TdR is:
∇(α(z)) = α(z)−1dα(z)− α(z)−1(
∑
0≤i≤M
eiωi)α(z).
2.2. Crystalline fundamental group of X ′M . We review the theory of the crys-
talline fundamental group as described in [2, §11] and [8, §2.4]. The comparison
theorem between the crystalline and de Rham fundamental groups will give us the
frobenius map which will be central to what follows.
2.2.1. The de Rham-crystalline comparison. Let k be a perfect field of characteristic
p, withW the ring of Witt vectors and K its field of fractions. For a smooth variety
Y/k, we have Isoc†uni(Y/W ), the category of unipotent overconvergent isocrystals
on Y/W [8, §2.4.1], whose fundamental group at a fiber functor ω is the crystalline
fundamental group, pi†1,crys(Y, ω), of Y. Now suppose that Y has a smooth com-
pactification Y /k such that D := Y \ Y is a simple normal crossings divisor in Y ,
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and let Y log denote the canonical log structure on Y associated to the divisor D.
Shiho’s theorem [7] implies that the restriction functor
Isoccuni(Y log/W )→ Isoc
†
uni(Y/W ),(2.2.1)
from the category of unipotent convergent log isocrystals on Y log to Isoc
†
uni(Y/W ),
is an equivalence of categories [8, Lemma 2].
This is in complete analogy with the situation over the fieldK of characteristic 0.
If X/K is a smooth variety with a smooth compactification X/K and with simple
normal crossings divisor E := X \X in X then the restriction
Micuni(X log/K)→ Micuni(X/K)(2.2.2)
gives an equivalence of categories [1, II.5.2].
The de Rham-crystalline comparison can be described as follows. Suppose that
Z/W is a smooth, projective scheme with geometrically connected fibers and with
F ⊆ Z a relative simple normal crossings divisor. Let Z := Z\F , and let (X,X,E)
and (Y , Y,D) denote the corresponding data over the generic and special fibers
respectively. The canonical functor
Micuni(X log/K)→ Isoc
c
uni(Y log/W )
is an equivalence which, when combined with (2.2.2) and (2.2.1) gives the equiva-
lence
Micuni(X/K)→ Isoc
†
uni(Y/W ).(2.2.3)
Choosing a (tangential) basepoint z on Z, we get an isomorphism
pi†1,crys(Y, y)
∼
→ pi1,dR(X, x),
where x and y are the generic and special fibers of z.
Let σ : W → W denote the lifting of the p-power frobenius map on k, and
let Z(p), denote the base change of Z/W via σ and X(p), Y (p) etc. the cor-
responding fibers of Z(p). The relative frobenius morphism induces a ⊗-functor
F ∗ : Isoc†uni(Y
(p)/W ) → Isoc†uni(Y/W ), and hence a map F∗ : pi
†
1,crys(Y, y) →
pi†1,crys(Y
(p), y(p)). This, together with the above isomorphism, gives a morphism
F∗ : pi1,dR(X, x)→ pi1,dR(X
(p), x(p)).(2.2.4)
Similarly, for a pair of (tangential) basepoints z1 and z2 we obtain a morphism
F∗ : x2PdR(X)x1 → x(p)2
PdR(X
(p))
x
(p)
1
.(2.2.5)
2.2.2. Tangential basepoints in the crystalline case. Tangential basepoints in di-
mension 1 are explained in detail in [2, §15] and [8, §3].
Let Z/W be as above with relative dimension 1, for simplicity, and let z ∈
(Z \ Z)(W ) with fibers x and y. Let T×z (Z)/W denote the tangent space of Z at
z with the zero section removed. It is (non-canonically) isomorphic to Gm/W. Fix
w ∈ T×z (Z)(W ), with fibers v ∈ T
×
y (Y )(k) and u ∈ T
×
x (X)(K). The crystalline
tangential basepoint at u is a fiber functor
ωu : Isoc
†
uni(Y/W )→ VecK .
Corresponding to the lifting Z, z and w and the identification of Isoc†uni(Y/W ) with
Micuni(X/K) described above this fiber functor corresponds to the fiber functor
ωv : Micuni(X/K)→ VecK
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which associates to (E,∇) the fiber Ecan(x) of its canonical extension at x. The ef-
fect of choosing different liftings and the frobenius action of the tangential basepoint
are explained in detail in [8, §3].
2.2.3. Cyclotomic p-adic multi-zeta values. Let t0 denote the tangent vector 1 at 0
and ti denote the tangent vector 1 at ζ
i, for 1 ≤ i ≤ M. Also for 1 ≤ i ≤ M, let
i denote the unique integer such that 1 ≤ i ≤ M and M |(i − pi). Similarly, let i
denote the unique integer such that 1 ≤ i ≤ M and M |(i − pi) and let 0 = 0 = 0.
By (2.1.1), for (tangential) basepoints xi on X
′
M , there are canonical isomorphisms
between ωxi . This gives a canonical element x2γx1 of x2PdR(X
′
M )x1 , which we call
the canonical de Rham path from x1 to x2.
For any 1 ≤ i ≤M, we have elements t0γti · F∗( tiγt0) ∈ pi1,dR(X
′
M , t0)(K), with
K = Qp(ζ). Identifying ωt0 with ωdR using (2.1.1), we obtain elements
gi ∈ pi1,dR(X
′
M )(K) ⊆ K〈〈e0, · · · , eM 〉〉,
for 1 ≤ i ≤ M. Let g := gM . We denote the coefficient of the monomial ei1 · · · ein
in g by g[ei1 · · · ein ] and call it a cyclotomic p-adic multi-zeta value.
The p-adic cyclotomic multi-zeta values completely determine the frobenius ac-
tion on pi1,dR(X
′
M , t0)
∼
→ pi1,dR(X
′
M ) as follows.
First note that
F∗(e0) = pe0, F∗(ei) = pg
−1
i
eigi.(2.2.6)
On the other hand, all the gi are determined by g through functoriality. Let αi
denote the automorphism of X ′M given by αi(z) = ζ
iz. Then αi∗(e0) = e0 and
αi∗(ej) = ei+j , where i + j is between 1 and M computed modulo M. On the
special fiber we have F ◦ αi = αi ◦ F. By the functoriality of frobenius we have
αi∗(gj) = gi+j .(2.2.7)
2.2.4. The differential equation satisfied by the frobenius. Let us first recall the
explicit description of the frobenius on Micuni(X
′
M,log/K), explained in detail in
[8, §2.4.2]. Let PM/W denote the formal scheme which is the completion of X
′
M
along the closed fiber and let DM denote the divisor obtained by completing DM .
Let {Pi}1≤i≤n be an open cover of PM , and Fi : Pi → P i be a lifting of the
frobenius such that F∗i (DM ∩ P i) = p · (DM ∩ P i). For a formal scheme P/W,
let PK denote the associated rigid analytic space over K. Now given (E,∇) in
Micuni(X
′
M,log), its pull-back via the frobenius is defined as the vector bundle with
connection whose restriction to P iK is given by F
∗
i,K(E,∇)|Pi,K . The isomorphisms
between the different pull-backs are given by using the fact that the connections
converge within a p-adic disk of radius one and that the different liftings of the
frobenius lie in the same disk [8, §2.4.2].
Let P denote the completion of X ′M ∪ {0,∞} along the closed fiber and let
F(z) = zp. Then F : P → P is a lifting of frobenius that satisfies F∗(0) = p · (0)
and F∗(∞) = p · (∞). We identify the pi1,dR(X
′
M , t0)-torsor of paths that start at
t0 (§2.1.1) with T dR (§2.1.3) by using the identification of ω(t0) and ωdR (§2.1.2).
The principal part of F sends t0 to itself [8, §3.2.(ii)]. Then by the description of
the frobenius map above, we obtain the following commutative diagram:
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T dR|UM
F∗−−−−→ F∗T dR|UMy∇
yF∗∇
Liepi1(X
′
M )⊗ˆΩ
1
UM
(log(0))
LieF∗−−−−→ Liepi1(X
′
M )⊗ˆΩ
1
UM
(log(0)),
where UM := PK . Let AM denote the ring of rigid analytic functions on UM .
Applying frobenius to the section γt0 of T dR|UM and denoting F∗(γt0) ∈ UdR(AM )
by gF(z), we obtain the differential equation
−
∑
0≤i≤M
F∗(ei)ωi = g
−1
F dgF − g
−1
F (
∑
0≤i≤M
eiF
∗ωi)gF .(2.2.8)
Putting g0 = 1, and 0 = 0 = 0, we can rewrite this as:
dgF = (
∑
0≤i≤M
eiF
∗ωi)gF − gF (
∑
0≤i≤M
pg−1i eigiωi).(2.2.9)
Notation. In the following, we let n0 = 0 and di := ni − ni−1, for i ≥ 1.
Suppose that s = (s1, · · · , sk), where sj are positive integers, i := (i1, · · · , ik),
where 1 ≤ ij ≤M, and α := {α1, · · · , αr} ⊆ {ni|1 ≤ i ≤ k} ∪ {di|1 ≤ i ≤ k}. Then
we let
S(s; i;α)(z) := p
∑
i si
∑ znk
ns11 · · ·n
sk
k ζ
i1d1+···+ikdk
,
where the sum is taken over all 0 < n1 < · · · < nk, which satisfy both of the
following two properties:
(i) p 6 |n1 and
(ii) p|αi, for all 1 ≤ i ≤ r.
If we take the sum over all 0 < n1 < · · · < nk which satisfy (ii) then we denote
the resulting series by T (s, i, α)(z). We use S(·) and T (·) to denote S(·) and T (·)
without the p
∑
i
si factors.
For any power series f ∈ K[[z]], we let f [w] denote the coefficient of zw in f.
Let
F (s; i;α)(n) := p
∑
i
si
∑ ζi1n1+···+iknk
ns11 · · ·n
sk
k
,
where the sum is over all 0 < n1 < · · · < nk < n that satisfy (i) and (ii) above.
We denote the function obtained by taking the sum over 0 < n1 < · · · < n that
satisfies (ii), by G(s, i, α)(n). Similarly, let F and G be the versions without the
p-power factor. Clearly,
S(s; i)[n] =
ζ−ikn
nsk
F (s′, i′)(n),
where s′ = (s1, · · · , sk−1) and i
′ = (i2 − i1, · · · , ik − ik−1), and there are similar
relations for any α as above.
Using the definition of L(k) for an M -power series function L in Example 5.0.4
(iv), we define F (s1, (s2); i, j) as follows. Noting that
F (s1, s2; i, j)(n) = p
s2
∑
0<k<n
F (s1; i)(k)
ks2
ζjk,
we put
F (s1, (s2); i, j)(n) = p
s2
∑
0<k<n
F (s2)(s1; i)(k)ζ
jk.
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We define F (s1, (s2); i, j;α) analogously, and we let F
(·)(·) := F (·)(·).
If we put i = (i, j, k), then we define S(a, (b), c; i) and S(a, (b), (c); i) as follows:
S(a, (b), c; i)[n] =
pcζ−kn
nc
F (a, (b); i′)(n)
and
S(a, (b), (c); i)[n] = pcζ−knF (c)(a, (b); i′)(n).
We define S(a, b, (c); i;α) and S(a, (b), c; i;α) and S(a, (b), (c); i;α) with analogous
identities.
When the limit exists, we let X (·)(·) := limN→∞ F
(·)(·)(qN ).
3. Rigid analytic functions on UM
Let D(a, r) and D(a, r)◦ denote the closed and open disks of radius r around a.
Then UM = P
1
K \ ∪1≤i≤MD(ζ
i, 1)◦. We will need the following proposition, which
is a generalization of (Prop. 2, [8]).
Proposition 3.0.1. Let f be a rigid analytic function on UM with f(0) = 0 and a
power series expansion
f(z) =
∑
0<n
anz
n
around 0. Then the sequence of rational functions
fN (z) :=
1
1− zMpN
∑
0<n≤MpN
anz
n
converge uniformly on UM to f. The value of f at ∞ is given by
f(∞) = − lim
N→∞
aMpN .
Proof. Since f is rigid analytic on the affinoid UM , it is a uniform limit of rational
functions with poles outside UM (§2.2, [5]). We may also assume, without loss of
generality, that these rational functions are 0 at 0.
Claim 3.0.2. If r(z) is a rational function with poles outside UM , then r(z) is a
linear combination of functions of the form
zi
(1 − azM)k
,
for some 0 ≤ k, 0 ≤ i < M, and |1− a| < 1.
Proof of the claim. By the method of partial fractions, r(z) is a linear combina-
tion of rational functions of the form
1
(1− bz)t
,(3.0.10)
with |b − ζi| < 1, for some 0 ≤ i < M, and 0 ≤ t. Therefore, we need to prove the
statement only for rational functions as in (3.0.10). Note that
1
(1− bz)t
=
p(z)
(1− azM )t
=
∑
0≤i≤M−1
zi
qi(1− az
M )
(1− azM )t
,
for some polynomials p(z) and qi(z), 0 ≤ i ≤M − 1 and a = b
M . Since |1− a| < 1,
and the left hand side does not have a pole at ∞, the right hand side is exactly as
in the form stated in the claim. This proves the claim. ✷
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Using the claim above, we will prove the following estimate on the coefficients
of the Taylor expansion of f :
Claim 3.0.3. For n ∈ N := {1, 2, 3, · · · }, let n|N denote the unique integer such
that 0 < n|N ≤Mp
N , and MpN divides n−n|N . If we let cN := supn∈N |an−an|N |,
then
lim
N→∞
cN = 0.
Proof of the claim. First we note that, for 1 ≤ k, 0 ≤ i < M and |1− a| < 1,
zi
(1− azM )k
=
∑
0≤n
(
n+ k − 1
k − 1
)
anzi+Mn =:
∑
0≤n
anz
n;
satisfy the property in the claim. If n 6≡ i(modM) then an = 0 and hence
cN = sup
n∈N
n≡i(modM)
|an − an|N | ≤ sup
s,t≥0
|ai+M(t+spN ) − ai+Mt|
= sup
t≥0
s≥1
|q(t+ spN)asp
N
− q(t)| =: dN ,
where q(t) :=
(
t+k−1
k−1
)
is a polynomial of degree k − 1 in t. Let α denote the
maximum of the absolute value of the coefficients of q(t), and β := |a−1| < 1. Since
|ap − 1| ≤ max(β/p, βp), choosing N0 sufficiently large |a
pN0 − 1| ≤ p−1, and hence
for N ≥ N0, |a
pN − 1| ≤ p−(N−N0). Then for N ≥ N0, dN ≤ α(p
−N + p−(N−N0)),
and hence limN→∞ dN = limN→∞ cN = 0.
Since any rational function r(z), whose poles are outside UM , is a linear com-
bination of functions as above (Claim 3.0.2), the statement is true for r(z). Note
that for any power series g(z) :=
∑
0≤n bnz
n, which is convergent on D(0, 1)◦ :
sup
0≤n
|bn| ≤ sup
|z|<1
|g(z)|.(3.0.11)
Let (rm) be a sequence of rational functions which are 0 at 0, have poles outside
UM , and which converge, uniformly on UM , to f. Letting
rm(z) :=
∑
0<n
a(m)n z
n,
and c
(m)
N := supn∈N |a
(m)
n − a
(m)
n|N |; we know that limN→∞ c
(m)
N = 0, for all m. By
uniform convergence and (3.0.11), limm→∞ supN∈N |c
(m)
N − cN | = 0. This implies
the claim. ✷
Now, note that
fN+1(z)− fN (z) =
1
1− zMpN+1
∑
0<n≤MpN+1
(an − an|N )z
n.
Note that z ∈ UM if and only if 1 ≤ |1− z
M |. Letting 0 < n ≤MpN+1,
|
zn
1− zMpN+1
| = |zn| < 1,
if |z| < 1; and
|
zn
1− zMpN+1
| ≤
1
|(1/zM)pN+1 − 1|
≤ 1,
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if 1 ≤ |z| and z ∈ UM . Therefore,
sup
z∈UM
|fN+1(z)− fN(z)| ≤ cN ,
and we conclude, by Claim 3.0.3, that (fN ) converges uniformly to a rigid analytic
function on UM . To see that this function, indeed, is f, we note that for |z| < 1,
|f(z)−fN(z)| ≤ cN . Then again Claim 3.0.3 implies the assertion. The last assertion
follows from fN (∞) = −aMpN . 
Corollary 3.0.4. Let f(z) =
∑
0<n anz
n be as in Proposition 3.0.1, and 0 < l ≤
pM then
lim
N→∞
|alqN+1 − alqN | = 0.
If limN→∞ lq
NalqN exists then it is equal to 0.
Proof. SinceM |(q−1), MpN |(lqN+1−lqN) and hence |alq(N+1)−alqN | ≤ 2cN . Since
limN→∞ cN = 0, the first statement follows. Assume that limN→∞ lq
NalqN = α.
Then
qα = lim
N→∞
(lqN+1alqN + lq
N+1(alqN+1 − alqN )) = lim
N→∞
lqN+1alqN+1 = α.
Hence α = 0. 
4. Computation of the polylogarithmic part
In this section we determine the frobenius action on the polylogarithmic quotient
of the fundamental group of X ′M .
4.1. Computation of gj[e
s
0ei]. Let e∞ ∈ Liepi1,dR(X
′
M ) denote the element which
is obtained by res∞, the residue at ∞, as in §2.1.3.
Applying F∗ to the identity ∑
0≤i≤M
ei + e∞ = 0,
we get ∑
0≤i≤M
g−1i eigi = gF(∞)
−1(
∑
0≤i≤M
ei)gF(∞).
Rewriting this, we obtain the fundamental identity
gF(∞)(
∑
0≤i≤M
g−1i eigi) = (
∑
0≤i≤M
ei)gF(∞).(4.1.1)
From the equation (2.2.9), we obtain
dgF [e0] = F
∗ω0 − pω0 = 0,
and hence that gF [e0] = 0, since gF(0) = 1.
Similarly, for 1 ≤ i ≤M,
dgF [ei] = F
∗ωi − pωi,
which gives that
gF (z)[ei] = p
∑
1≤n
p 6 |n
(ζ−iz)n
n
,
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for z ∈ D(0, 1)◦. Since gF [ei] is a rigid analytic function Proposition 3.0.1 implies
that
gF(z)[ei] = lim
N→∞
p
1− zMpN
∑
0<n≤MpN
p 6 |n
(ζ−iz)n
n
,
for z ∈ UM , and
gF(∞)[ei] = 0.(4.1.2)
Comparing the coefficients of eie0 in both sides of (4.1.1) gives
gF(∞)[ei] + gi[e0] = gF (∞)[e0].
Using (4.1.2), this gives gi[e0] = 0. That gi is group-like implies that
gi[e
n
0 ] = 0,(4.1.3)
for all 0 < n, and 0 ≤ i ≤M.
Using this and the equation (2.2.9) we see, by induction, that
gF(z)[e
s−1
0 ei] = S(s; i)(z),(4.1.4)
for z ∈ D(0, 1)◦. Note that if α is a group-like element with α[e0] = 0 then
α[ea0eie
b
0] = (−1)
b
(
a+ b
a
)
α[ea+b0 ei].(4.1.5)
This gives
gF(z)[e
a
0eie
b
0] = (−1)
b
(
a+ b
a
)
S(a+ b + 1; i).
Using Proposition 3.0.1 as above, we get
gF (∞)[e
a
0eie
b
0] = 0.(4.1.6)
Using (2.2.9) and (4.1.3) we obtain that dgF [eie
s−1
0 ej ] =
F∗ωigF [e
s−1
0 ej ]− p
(
gi[e
s−1
0 ej ]ωi + gF [eie
s−1
0 ]ωj + g
−1
j [eie
s−1
0 ]ωj
)
.
From (4.1.6) and the fact that the above differential is regular at ∞, we get
g−1j [eie
s−1
0 ] = −gi[e
s−1
0 ej ].
Using this and solving the differential equation we obtain that
gF(z)[eie
s−1
0 ej ] =
−S(s, 1; j, i; d2) + (−1)
s−1S(s, 1; i, j) + gi[e
s−1
0 ej](T (1; i)− T (1; j)).
This gives that
gF(∞)[eie
s−1
0 ej ] = (−1)
sps+1 lim
N→∞
1
MpN
∑
0<n<MpN
p 6 |n
ζ(j−i)n
ns
.
Using this we find a formula for gj [e
s
0ei], with s ≥ 1, as follows. First upon
comparing the coefficients of e0eie
s−1
0 ej in (4.1.1) and using (4.1.3) and (4.1.6) we
find that
gF(∞)[eie
s−1
0 ej] = g
−1
j [e0eie
s−1
0 ].
Again by (4.1.3), g−1j [e0eie
s−1
0 ] = −gj[e0eie
s−1
0 ] and by (4.1.5), gj [e0eie
s−1
0 ] =
(−1)s−1sgj[e
s
0ei]. Combining these we get the following expression.
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Proposition 4.1.1. For s ≥ 1,
gj[e
s
0ei] =
ps+1
s
lim
N→∞
1
MpN
∑
0<n<MpN
p 6 |n
ζ(j−i)n
ns
.
4.2. An alternative expression for gj [e
s−1
0 ei] when i 6= j. First note that by
the expression for gF [eie
s−1
0 ej ] in §4.1
qNgF [eie
s−1
0 ej ][q
N ] = p((−1)s−1ζ−jF (s; j − i)(qN ) + gi[e
s−1
0 ej ](ζ
−i − ζ−j))
Claim 4.2.1. limN→∞ q
NgF [eie
s−1
0 ej][q
N ] = 0
Proof. By Corollary 3.0.4 it is enough to show that the above limit exists. This
follows from the observation that
∑
0<n<qN+1
p 6 |n
ζn
ns
−
∑
0<n<qN
p 6 |n
ζn
ns
=
∑
1≤t≤q−1
∑
0<n<qN
p 6 |n
ζn+tq
N
(n+ tqN )s
is congruent modulo qN to
∑
1≤t≤q−1
ζt ·
∑
0<n<qN
p 6 |n
ζn
ns
= 0.

Then the above claim gives the following:
Proposition 4.2.2. For i 6= j, we have
gi[e
s−1
0 ej ] =
(−1)s−1
1− ζj−i
X (s; j − i).
4.3. Computation of gj [ei]. By (2.2.7), gj[ei] = (αj∗(g))[ei] = g[ei−j ]. Let ι :
X ′M → X
′
1 denote the inclusion. If i = j then using the functoriality of frobenius
wiht respect to ι we see that g[ei−j ] computed on X
′
M is equal to g[e1] computed
on X ′1. But this last expression is 0 by [8, §5.6]. Suppose now that i 6= j. Then
gj[ei] = αi∗(gj−i)[ei] = gj−i[eM ]. Then as above, by the functoriality of frobenius
for ι, gj−i[eM ], which is computed on X
′
M , is equal to
( t0γz′ · F∗( zγt0))[e1],(4.3.1)
which is computed on X ′1. Here z = ζ
j−i and z′ = ζj−i. Note that F is good lifting
of frobenius on U1 ⊆ X
′
1. Since i 6= j, z ∈ U1, and since F(z) = z
p = z′, we see
that (4.3.1) is equal to gF [ζ
j−i][e1]. The last expression is computed by Proposition
3.0.1 to be
lim
N→∞
p
1− ζ(j−i)p
N
∑
0<n<pN
p 6 |n
ζ(j−i)n
n
.
Therefore we have the following expression for gj [ei].
Proposition 4.3.1. If i = j then gj[ei] = 0. Otherwise
gj[ei] = log
1− ζj−i
(1 − ζj−i)p
.
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5. M -power series functions
In order to compute the higher depth part of the frobenius action we first study
the type of functions that appear in these computations.
Definition 5.0.2. Let n ∈ N and let f : N≥n → Qp[ζ] be any function. We say that
f is anM -power series function, if there exist power series pi(x) ∈ Qp[ζ][[x]], which
converge on D(0, ri) for some ri > |p|, for 0 < i ≤ pM, such that f(a) = pi(a− i),
for all a ≥ n and pM |(a− i). We let the absolute value of f to be the maximum of
the absolute values of the pi.
Remark 5.0.3. (i) By the Weierstrass preparation theorem, the power series pi in
the above definition are unique.
(ii) Fix 0 < l ≤ pM, and let f be as above. Then there is a power series
p(x) ∈ Qp[ζ][[x]] which converges on some D(0, r) with r > |p| and
f(lqN ) = p(lqN),
for N sufficiently large.
Example 5.0.4. (i) Let s ∈ Z and f(k) := ζikks, for p 6 |k and f(k) = 0 for p|k.
Then f is an M -power series function.
(ii) Clearly the sums and products of M -power series functions are M -power
series functions.
(iii) Let f be an M -power series function. For any 0 < l ≤ pM, with p|l let
fl := lim
n→0
pM|(n−l)
f(n).
Let f [1] be defined by
f [1](k) =
f(k)− fl
k
,
if p|k and pM |(k− l); and f [1](k) = 0, if p 6 |k. We then see that f [1] is an M -power
series function. In fact, if p|l, and p is a power series around 0 such that f(n) = p(n)
for all pM |(n− l) then f [1](n) = q(n), for all pM |(n− l), where
q(x) =
p(x) − p(0)
x
.
Inductively, we let f [k+1] := (f [k])[1].
(iv) Using the notation as above, let f1 be defined by f (1)(k) := f [1](k), if p|k;
and f (1)(k) = f(k)k , if p 6 |k. Then f
(1) is also an M -power series function.
Proposition 5.0.5. Let f : N≥n0 → Qp[ζ] be an M -power series function. If we
define F : N≥n0 → Qp[ζ] by
F (n) :=
∑
n0≤k≤n
f(k)
then F is also an M -power series function.
Proof. Note that f is uniquely extended to an M -power series function f˜ which
is defined on all N. Then since F˜ (n) :=
∑
1≤k≤n f˜(k) = F˜ (n0 − 1) + F (n) for all
n ≥ n0, that F˜ is an M -power series function implies the same for F. Therefore,
without loss of generality, we will assume that n0 = 1.
14 Sinan U¨nver
For 1 ≤ t ≤ pM, let
Ft(n) :=
∑
1≤k≤n
pM|(k−t)
f(k) =
∑
0≤α≤n−t
pM|α
pt(α),
for t ≤ n and Ft(n) = 0 otherwise.
Since F (n) =
∑
1≤t≤pM Ft(n), it suffices to prove that each Ft is an M -power
series function. Fix 1 ≤ i, t ≤ pM and suppose first that t ≤ i. Let pt(x) =∑
0≤j ajx
j . By assumption there is an ε > 0 such that limn→∞ ajp
j(1−ε) = 0.
Recall the formula for the sum of the j-th powers:
∑
1≤m≤n
mj =
1
j + 1
∑
0≤k≤j
(
j + 1
k
)
(−1)kBkn
j+1−k
where Bk are the Bernoulli numbers defined by
x
ex − 1
=
∑
0≤k
Bkx
k
k!
.
The Von Staudt-Clausen theorem gives the bound |Bk| ≤ p.
Then for n ≥ 0
Ft(i+ npM) =
∑
0≤k≤j
aj(pM)
j
j + 1
(
j + 1
k
)
(−1)kBkn
j+1−k
=
∑
1≤l
0≤k
al+k−1(pM)
k−1
l + k
(
l + k
k
)
(−1)kBk(npM)
l.
Therefore letting qt(x) =
∑
1≤l blx
l, with
bl =
∑
0≤k
al+k−1(pM)
k−1
l+ k
(
l + k
k
)
(−1)kBk,
we have Ft(i+ npM) = qt(npM).
Note that
|blp
l(1−ε/2)| ≤ p1+εmaxk|al+k−1p
(l+k−1)(1−ε) p
(l/2+k)ε
l + k
|.
Since liml→∞ al+k−1p
(l+k−1)(1−ε) = 0 and
lim
l→∞
|
p(l/2+k)ε
l + k
| ≤ lim
l→∞
|
p(l+k)
ε
2
l + k
| = 0,
we see that liml→∞ blp
l(1−ε/2) = 0.
On the other hand if i < t, then we have
Ft(i+ npM) = Ft(t+ npM)− f(t+ npM) = qt(npM)− pt(npM).
This proves that Ft is an M -power series function as desired. 
Corollary 5.0.6. If f1, f2 · · · , fk are M -power series functions, then the function
G defined by
G(nk) :=
∑
0<n1<n2<···<nk
f1(n1)f2(n2) · · · fk(nk)
is an M -power series function.
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6. Computation of the higher depth part
6.1. Computation of gi[ejek]. The regularity of gF at ∞ implies the regularity
of dgF [eiejek] at ∞. By (2.2.9), this gives
−gF(∞)[ejek] + gF(∞)[eiej ] + g
−1
k [eiej ] + g
−1
j [ei]gj[ek] + gi[ejek] = 0.(6.1.1)
Since by §4.1,
gF(∞)[eiej] = −gj[e0ei] =
X (2; i− j)
1− ζi−j
for i 6= j, we have, for i, j, k all distinct, g−1k [eiej] =
X (2; j − k)
1− ζj−k
−
X (2; i − j)
1− ζi−j
+ gj [ei]gj [ek]− gi[ejek].(6.1.2)
Recall that
gF [elem] = −S(1, 1;m, l; d2) + S(1, 1; l,m) + gl[em](T (1; l)− T (1;m)).
6.1.1. Computation of gi[ejei]. Using (6.1.1) with k = i, the fact that gF and gl
are group-like we obtain:
gi[ejei] =
1
2
gj[ei]
2 − gF(∞)[eiej].
Then Proposition 4.3.1 gives the following expression.
Proposition 6.1.1. Assuming that i 6= j, we have
gi[ejei] =
1
2
(X (1; i − j)
1− ζi−j
)2
−
X (2; j − i)
1− ζj−i
.
6.1.2. Computation of gi[ejek]. Using the differential equation above gives that
gF [eiejek] = S(1, 1, 1; k, j, i; d2, d3)− S(1, 1, 1; j, k, i; d3)− S(1, 1, 1; j, i, k; d2)
+S(1, 1, 1; i, j, k)− gj[ek](T (1, 1; j, i; d2)− T (1, 1; k, i; d2))
+gi[ej ](T (1, 1; i, k)− T (1, 1; j, k))− gk[ej ]S(1, 1; i, k) + g
−1
k [eiej ]T (1, k)
+gj [ek]S(1, 1; i, j)− gj [ei]gj [ek]T (1; j) + gi[ejek]T (1; i).
Let us group the terms as follows.
(i) qNS(s; i; d2, d3)[q
N ] = 0, for any s := (s1, s2, s3) and i := (i1, i2, i3).
(ii) qNT (1; i)[qN ] = ζ−i
(iii) qNS(s, 1; i, j)[qN ] = ζ−jF (s; j − i)(qN ). Hence the limit is
lim
N→∞
qNS(s, 1; i, j)[qN ] = ζ−jX (s; j − i).
(iv) qNS(s1, s2, 1; j, i, k; d2)[q
N ] = ζ−kF (s1, s2; i− j, k − i; d2)(q
N )
Hence limN→∞ q
NS(s1, s2, 1; j, i, k; d2)[q
N ] = ζ−kX (s1, s2; i− j, k − i; d2).
(v) qN (S(1, 1, 1; j, k, i; d3) + gj [ek](T (1, 1; j, i; d2)− T (1, 1; k, i; d2)))[q
N ]
is equal to
ζ−i(F (1, 1; k − j, i− k;n2)(q
N ) + g
j
[ek]((G(1; i− j;n1)−G(1; i− k;n1))(q
N )))
Let us rewrite the same expression as
ζ−i
∑
0<n2<q
N
p|n2
ζn2(i−k)
n2
(
g
j
[ek](ζ
(k−j)n2 − 1) + F (1; k − j)(n2)
)
.
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Lemma 6.1.2. Let 0 < l ≤ pM such that p|l, and 1 ≤ t then
lim
n→0
pM|(n−l)
F (t; i)(n) = (−1)t−1g[et−10 ei](1 − ζ
il).
Proof. By Corollary 5.0.6, F (t; i) is an M -power series function. Therefore the
limit exists and is equal to
lim
N→∞
F (t; i)(lqN ) = pt lim
N→∞
∑
0<n1<lq
N
p 6 |n1
ζin1
nt1
= pt
∑
0≤a<l
ζia lim
N→∞
∑
0<n<qN
p 6 |n
ζin
nt
,
which is equal to g[et−10 ei](1 − ζ
il), if 0 < i < M, by Proposition 4.2.2. On the
other hand, if i = M, then the equality follows since both sides of the expressions
are 0 [8, §5.11]. 
The main expression is then equal to
ζ−i
∑
0<n2<q
N
p|n2
ζn2(i−k)F (1)(1; k − j)(n2) =: ζ
−iF (1, (1); k − j, i− k;n2)(q
N ).
By Example 5.0.4 (iii), F (1)(1; k − j;n1) is an M -power series function. Then by
Proposition 5.0.5, and Remark 5.0.3 (ii), the limit exists as N → ∞ and is equal
to ζ−iX (1, (1); k − j, i − k;n2).
(vi) qN (S(1, 1, 1; i, j, k) + g
i
(ej)(T (1, 1; i, k)− T (1, 1; j, k)))[q
N ]
= ζ−k
∑
0<n2<qN
ζ(k−j)n2
n2
(g
i
[ej](ζ
(j−i)n2 − 1) + F (1; j − i))
= ζ−k
∑
0<n<qN
ζ(k−j)nF (1)(1; j − i)(n)
= ζ−kF (1, (1); j − i, k − j)(qN )
As above the limit of the main expression as N → ∞ exists and is equal to
ζ−kX (1, (1); j − i, k − j).
Therefore we have, gi[ejek] = −ζ
i−kg−1k [eiej] + ζ
i−jgj[ei]gj[ek]
−ζi−jX (1; j − i)gj[ek] + ζ
i−kX (1; k − i)gk[ej] + ζ
i−kX (1, 1; i− j, k − i; d2)
+X (1, (1); k − j, i− k;n2)− ζ
i−kX (1, (1); j − i, k − j).
Using equation (6.1.2), we see that, for i, j, k distinct:
(1− ζi−k)gi[ejek] =
X (1, (1); k − j, i− k;n2)− ζ
i−kX (1, (1); j − i, k − j)
+ζi−kX (1, 1; i− j, k − i; d2)−
ζi−kX (2; j − k)
1− ζj−k
+
ζi−kX (2; i− j)
1− ζi−j
−
ζi−jX (1; j − i)X (1; k − j)
1− ζk−j
+
ζi−kX (1; j − k)X (1; k − i)
1− ζj−k
+
(ζi−j − ζi−k)X (1; i − j)X (1; k − j)
(1− ζi−j)(1 − ζk−j)
.
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Corollary 6.1.3. We have gF [eiejek] =
S(1, 1, 1; k, j, i; d2, d3)− S(1, (1), (1); j, k, i; d3)− S(1, 1, (1); j, i, k; d2)
+S(1, (1), (1); i, j, k)− gk[ej ]S(1, (1); i, k) + gj[ek]S(1, (1); i, j),
where gk[ej ] is given by Proposition 4.2.2.
6.2. An explicit formula for F (t; i). The following very simple proposition will
be crucial throughout the paper.
Proposition 6.2.1. Let f be a rigid analytic function on UM such that
df = dg + hω0 +
∑
1≤i≤M
αiωi,
with g(z) =
∑
0<n anz
n, h(z) =
∑
0<n bnz
n, αi ∈ Cp. Suppose that for 0 < l ≤ pM,
limN→∞(lq
NalqN + blqN ) exists. Then
lim
N→∞
(lqNalqN + blqN ) =
∑
1≤i≤M
ζ−ilαi.
Proof. This is an immediate consequence of Corollary 3.0.4. 
Suppose that t ≥ 1 and s ≥ 2, the equation (2.2.9) gives that
dgF [eje
t−1
0 eke
s−1
0 ] = F
∗ωjgF [e
t−1
0 eke
s−1
0 ]−pgF [eje
t−1
0 eke
s−2
0 ]ω0−pgj[e
t−1
0 eke
s−1
0 ]ωj.
Since gF [e
t−1
0 eke
s−1
0 ] = (−1)
s−1
(
s+t−2
t−1
)
S(s+ t−1; k) by (4.1.4), and letting (x)k :=
x(x+ 1) · · · (x+ (k − 1)), we see that
(−1)s
(t− 1)!
(s)t−1dS(s+ t− 1, 1; k, j; d2) = F
∗ωjgF [e
t−1
0 eke
s−1
0 ].
This gives that dgF [eje
t−1
0 eke
s−1
0 ] =
(−1)s
(t−1)! (s)t−1dS(s+ t− 1, 1; k, j; d2)
−pgF [eje
t−1
0 eke
s−2
0 ]ω0 − pgj[e
t−1
0 eke
s−1
0 ]ωj.
Proposition 6.2.2. If we let gF(z)[eje
t−1
0 eke
s−1
0 ] =
∑
0<n cnz
n, then
lim
N→∞
clqN = ζ
−jlgj[e
t−1
0 eke
s
0],
for any 0 < l ≤ pM.
Proof. We will prove the proposition by induction on s. Note that gF [eje
t−1
0 ek] =
−S(t, 1; k, j; d2) + (−1)
t−1S(t, 1; j, k) + gj [e
t−1
0 ek](T (1; j)− T (1; k)),
by §4.1. The coefficient of zn in g
F
[eje
t−1
0 ek] is
K(n)
n where K(n) :=
−ζ−njF (t; j − k; d2)(n) + (−1)
t−1ζ−knF (t; k − j)(n) + g
j
[et−10 ek](ζ
−jn − ζ−kn).
By Lemma 6.1.2 we see that
lim
N→∞
F (t; k − j)(lqN ) = (−1)t−1gj [e
t−1
0 ek](1− ζ
(k−j)l).
This implies by Example 5.0.4 (iv) that K(n)n =
K(1)(n) = −ζ−njF (t; j − k; d2)(n) + ζ
−knF (1)(t; k − j)(n),
is an M -power series function and hence by Remark 5.0.3 (ii),
lim
N→∞
K(1)(lqN ) = lim
N→∞
ζ−kF (1)(t; k − j)(lqN )
18 Sinan U¨nver
exists, for any 0 < l ≤ pM.
Since dgF [eje
t−1
0 eke0] = tdS(t+1, 1; k, j; d2)−pgF [eje
t−1
0 ek]ω0−pgj[e
t−1
0 eke0]ωj,
the existence of the above limit and Proposition 6.2.1 implies that
lim
N→∞
K(1)(lqN ) = lim
N→∞
ζ−kF (1)(t; k − j)(lqN ) = ζ−jlg
j
[et−10 eke0].
This gives that gF [eje
t−1
0 eke0] =
1
(t− 1)!
∑
0≤r≤1
(r + 1)t−1S(t+ r, 2− r; k, j; d2) + (−1)
tS(t, (2); j, k),
and the coefficient of zn in this expression is
ζ−nj
(t− 1)!
∑
0≤r≤1
(r + 1)t−1
F (t+ r; j − k; d2)(n)
n2−r
+ (−1)tζ−nkF (2)(t; k − j;n1)(n).
Since F (t;i;d2)nk = F
(k)(t; i; d2), we inductively we arrive at the following expression
for gF [eje
t−1
0 eke
s−1
0 ] =
(−1)s
(t− 1)!
∑
0≤r≤s−1
(r + 1)t−1S(t+ r, s− r; k, j; d2) + (−1)
s+tS(t, (s); j, k),
and the coefficient of zn in this expression is
(−1)sζ−nj
(t− 1)!
∑
0≤r≤s−1
F (s−r)(t+ r; j − k; d2)(n) + (−1)
s+tζ−nkF (s)(t; k − j)(n).
Now let gF [eje
t−1
0 eke
s−1
0 ] =
∑
cnz
n. Since cn is expressed in terms of the values
of an M -power series function by the above expression, the limit limN→∞ clqN
exists. In order to find this limit, we employ Proposition 6.2.1 in the differential
equation for dgF [eje
t−1
0 eke
s
0] and find that
lim
N→∞
clqN = ζ
−jlgj[e
t−1
0 eke
s
0].
Using the expression above this gives limN→∞ F
(s)(t; k − j)(lqN ) =
(−1)s+tζ(k−j)lgj [e
t−1
0 eke
s
0] =
(−1)t
(t− 1)!
ζ(k−j)l(s+ 1)t−1gj[e
s+t−1
0 ek].
These limits determine the M -power series function F (t; i) completely as
F (t; i)(n) = (−1)t−1(g[et−10 ei](1 − ζ
in)−
1
(t− 1)!
∑
1≤r
ζin(r + 1)t−1g[e
r+t−1
0 ei]n
r),
for p|n. 
The proof of the above proposition has the following corollaries.
Corollary 6.2.3. For t ≥ 1, p|n and M 6 |i, we have
pt
∑
0<k<n
p 6 |k
ζik
kt
= (−1)t−1(g[et−10 ei](1− ζ
in)−
1
(t− 1)!
∑
1≤r
ζin(r+1)t−1g[e
r+t−1
0 ei]n
r).
Cyclotomic p-adic Multi-Zeta Values in Depth Two 19
Corollary 6.2.4. For, t, s ≥ 1 and j 6= k, we have gF [eje
t−1
0 eke
s−1
0 ] =
(−1)s
(t− 1)!
∑
0≤r≤s−1
(r + 1)t−1S(t+ r, s− r; k, j; d2) + (−1)
s+tS(t, (s); j, k).
6.3. Computation of gi[ejeke
s
0]. We already made this computation for s = 0 in
§6.1. We will do induction on s. So we assume that s > 0.
The differential equation gives dgF [eiejeke
s
0] = gF [ejeke
s
0]F
∗ωi
−pgF [eiejeke
s−1
0 ]ω0 − pgi[ejeke
s
0]ωi − pg
−1
j [ei]gj [eke
s
0]ωj − pgF [ei]gj[eke
s
0]ωj.
We will use Proposition 6.2.1 to make the computation. Using Corollary 6.2.4,
gF [ejeke0]F
∗ωi = d(−
∑
0≤r≤1 S(1+ r, 2− r, 1; k, j, i; d2, d3)+S(1, (2), 1; j, k, i; d3))
and −gF [ei]ωj = dS(1, 1; i, j).
Note that lqNS(a, b, 1; k, j, i; d2, d3)[lq
N ] = 0,
lqNS(a, (b), 1; j, k, i; d3))[lq
N ] = ζ−ilF (a, (b); k − j, i − k;n2)(lq
N )
and
lqNS(a, 1; i, j)[lqN ] = ζ−jlF (a; j − i)(lqN ).
On the other hand using Corollary 6.1.3 we obtain an expression for gF [eiejek],
and noting that:
(i) S(a, (b), (1); j, k, i; d3)[lq
n] = ζ−ilF (1)(a, (b); k − j, i− k;n2)(lq
N )
(ii) S(a, b, (1); j, i, k; d2)[lq
N ] = ζ−klF (1)(a, b; i− j, k − i; d2)(lq
N )
(iii) S(a, (b), (1); i, j, k)[lqN ] = ζ−klF (1)(a, (b); j − i, k − j)(lqN)
(iv) S(a, (1); i, k)[lqN ] = ζ−klF (1)(a; k − i)(lqN).
Since the above limits exist as N → ∞ we can use Proposition 6.2.1 and
obtain that the limit of the following as N → ∞ is equal to −gi[ejeke0]ζ
−il −
g−1j [ei]gj[eke0]ζ
−jl :
ζ−ilF (1, (2); k − j, i− k;n2)(lq
N ) + gj[eke0]ζ
−jlF (1; j − i)(lqN )
+ζ−ilF (1)(1, (1); k − j, i− k;n2)(lq
N ) + ζ−klF (1)(1, 1; i− j, k − i; d2)(lq
N )
−ζ−klF (1)(1, (1); j − i, k − j)(lqN ) + gk[ej ]ζ
−klF (1)(1; k − i)(lqN )
−gj[ek]ζ
−jlF (1)(1; j − i)(lqN ).
This gives the following formula, with i, j, and k pairwise distinct, for gi[ejeke0] :
−X (1, (2); k − j, i− k;n2)−
ζi−j
1− ζk−j
X (2; k − j)X (1; j − i)
−X (1)(1, (1); k − j, i− k;n2)− ζ
i−kX (1)(1, 1; i− j, k − i; d2)
+ζi−kX (1)(1, (1); j − i, k − j) +
ζi−jX (1; i− j)X (2; k − j)
(1 − ζi−j)(1 − ζk−j)
−
ζi−kX (1; j − k)X (1)(1; k − i)
1− ζj−k
+
ζi−jX (1; k − j)X (1)(1; j − i)
1− ζk−j
.
Now Proposition 6.2.1 implies that gF [eiejeke0] =
−
∑
0≤p,q,r≤1
p+q+r=1
S(1 + p, 1 + q, 1 + r; k, j, i; d2, d3) + S(1, (2), (1); j, k, i; d3)
+S(1, (1), (2); j, k, i; d3) + S(1, 1, (2); j, i, k; d2) + gj [eke0]S(1, (1); i, j)
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−S(1, (1), (2); i, j, k) + gk[ej ]S(1, (2); i, k)− gj [ek]S(1, (2); i, j).
We use this information in the differential equation for dgF [eiejeke
2
0] above and
this gives a formula for gi[ejeke
2
0]. Inducting on s, we find the following formulas
for gF [eiejeke
s−1
0 ] and gi[ejeke
s
0]. Namely, gF [eiejeke
s−1
0 ] =
(−1)s−1
∑
0≤p,q,r
p+q+r=s−1
S(1 + p, 1 + q, 1 + r; k, j, i; d2, d3) + (−1)
sgk[ej]S(1, (s); i, k)
+(−1)s
∑
0≤p,q
p+q=s−1
S(1, (1 + p), (1 + q); j, k, i; d3) + (−1)
sS(1, 1, (s); j, i, k; d2)
+
∑
0≤r≤s−1
(−1)rgj[eke
s−1−r
0 ]S(1, (1 + r); i, j) + (−1)
s−1S(1, (1), (s); i, j, k).
Then using the differential equation for dgF [eiejeke
s
0] and using Proposition 6.2.1
and noting that
(i) S(a, (b); i, k) contributes ζ−kX (b)(a; k − i)
(ii) S(a, (b), (c); j, k, i; d3) contributes ζ
−iX (c)(a, (b); k − j, i − k;n2)
(iii) S(a, b, (c); j, i, k; d2) contributes ζ
−kX (c)(a, b; i− j, k − j; d2)
(iv) S(a, (b); i, j) contributes ζ−jX (b)(a; j − i)
(v) S(a, (b), (c); i, j, k) contributes ζ−kX (c)(a, (b); j − i, k − j).
Therefore we obtain that −ζ−igi[ejeke
s
0]− ζ
−jg−1j [ei]gj[eke
s
0] =
(−1)s+1ζ−kgk[ej ]X
(s)(1; k − i) + (−1)s+1ζ−kX (s)(1, 1; i− j, k − j:d2)
+(−1)s+1ζ−i
∑
0≤r≤s
X (r)(1, (s+ 1− r); k − j, i− k;n2)
+ζ−j
∑
0≤r≤s
(−1)rgj [eke
s−r
0 ]X
(r)(1; j − i) + (−1)sζ−kX (s)(1, (1); j − i, k − j).
This proves the following proposition.
Proposition 6.3.1. Assume that i, j and k are pairwise distinct and that s > 0.
Then we have gi[ejeke
s
0] =
(−1)sζi−k
X (1; j − k)
1− ζj−k
X (s)(1; k − i) + (−1)sζi−kX (s)(1, 1; i− j, k − j; d2)
+(−1)s
∑
0≤r≤s
X (r)(1, (s+ 1− r); k − j, i− k;n2)
−
ζi−j
1− ζk−j
∑
0≤r≤s
(−1)rX (s− r + 1; k − j)X (r)(1; j − i)
+(−1)s+1ζi−kX (s)(1, (1); j − i, k − j) + ζi−j
X (1, i − j)
1− ζi−j
X (s+ 1; k − j)
1− ζk−j
.
6.4. Computation of gi[eje
s−1
0 eje
t−1
0 ]. We know the answer if s = 1 from the
previous section. Let us assume that s > 1. Also first assume that t = 1.
6.4.1. Computation of gi[eje
s−1
0 ej ]. Assume that s > 1. The differential equation
gives dgF [eieje
s−1
0 ek] =
gF [eje
s−1
0 ek]F
∗ωi − pgi[eje
s−1
0 ek]ωi − pgF [ei]gj[e
s−1
0 ek]ωj − pg
−1
j [ei]gj [e
s−1
0 ek]ωj
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−pgF [eieje
s−1
0 ]ωk − pgF [ei]g
−1
k [eje
s−1
0 ]ωk − pg
−1
k [eieje
s−1
0 ]ωk.
Computing residues at∞ in the above expression, we obtain that gi[eje
s−1
0 ek] =
gF(∞)[eje
s−1
0 ek]− gF(∞)[eieje
s−1
0 ]− g
−1
j [ei]gj [e
s−1
0 ek]− g
−1
k [eieje
s−1
0 ]
Computing the residues in the differential equation for dgF [eieje
s
0] we obtain
that
gF(∞)[eieje
s−1
0 ] = gF (∞)[eje
s
0]− gi[eje
s
0] = (−1)
s+1gi[e
s
0ej ].
Using the expression gF [eje
s−1
0 ek] = (−1)
ssgk[e
s
0ej ] that we found in §4.1, we
obtain that gi[eje
s−1
0 ek] =
gk[eieje
s−1
0 ] + (−1)
s(sgk[e
s
0ej ] + gi[e
s
0ej ] + gk[ei]gk[e
s−1
0 ej ]) + gj [ei]gj [e
s−1
0 ek].
This proves the following proposition.
Proposition 6.4.1. Assume that i, j, and k are pairwise dinstinct and that s > 1.
Then gi[eje
s−1
0 ek] =
gk[eieje
s−1
0 ] +
sX (s+ 1; j − k)
1− ζj−k
+
X (s+ 1; j − i)
1− ζj−i
−
X (1; i− k)
1− ζi−k
X (s; j − k)
1− ζj−k
+(−1)s−1
X (1; i− j)X (s; k − j)
(1− ζi−j)(1 − ζk−j)
,
where gk[eieje
s−1
0 ] is given by Proposition 6.3.1.
Using the expression for gF [ele
a
0eme
b
0] above we see that dgF [eieje
s−1
0 ek] =
d(S(s, 1, 1; k, j, i; d2, d3)) + (−1)
sS(s, (1), 1; j, k, i; d3) + gj [e
s−1
0 ek]S(1, 1; i, j)
+g−1k [eje
s−1
0 ]S(1, 1; i, k) + (−1)
s
∑
0≤r≤s−1
S(1 + r, s− r, 1; j, i, k; d2)
+(−1)s+1S(1, (s), 1; i, j, k)) +
∑
1≤i≤M
αiωi,
for some αi ∈ Qp[ζ]. By the same arguments as above we see that the hypotheses
of Proposition 6.2.1 are satisfied, and then this proposition implies the following.
Proposition 6.4.2. Suppose that s ≥ 1, then we have gF [eieje
s−1
0 ek] =
S(s, 1, 1; k, j, i; d2, d3)) + (−1)
sS(s, (1), (1); j, k, i; d3) + gj[e
s−1
0 ek]S(1, (1); i, j)
+g−1k [eje
s−1
0 ]S(1, (1); i, k) + (−1)
s
∑
0≤r≤s−1
S(1 + r, s− r, (1); j, i, k; d2)
+(−1)s+1S(1, (s), (1); i, j, k).
6.4.2. Computation of gi[eje
s−1
0 eke
t−1
0 ]. Assume that s, t > 1. Then the differential
equation gives that dgF [eieje
s−1
0 eke
t−1
0 ] =
gF [eje
s−1
0 eke
t−1
0 ]F
∗ωi − pgF [eieje
s−1
0 eke
t−2
0 ]ω0 − pgi[eje
s−1
0 eke
t−1
0 ]ωi
−pg−1j [ei]gj [e
s−1
0 eke
t−1
0 ]ωj − pgF [ei]gj [e
s−1
0 eke
t−1
0 ]ωj .
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We will use Proposition 6.2.1 and do induction on t, starting with the formulas we
found above for gF [eieje
s−1
0 ek] and gF [eae
l
0ebe
m
0 ].We find that gF [eieje
s−1
0 eke
t−1
0 ] =
(−1)t−1
(s− 1)!
∑
0≤r,q
r+q≤t−1
(r + 1)s−1S(s+ r, 1− q, t− (q + r); k, j, i; d2, d3)
+
∑
0≤r≤t−1
(−1)rgj[e
s−1
0 eke
t−1−r
0 ]S(1, (1 + r); i, j)
+(−1)t−1g−1k [eje
s−1
0 ]S(1, (t); i, k) + (−1)
s+tS(1, (s), (t); i, j, k)
+(−1)s+t+1
∑
0≤r≤s−1
S(1 + r, s− r, (t); j, i, k; d2)
+(−1)s+t+1
∑
1≤r≤t
S(s, (t+ 1− r), (r); j, k, i; d3),
for s ≥ 1 and t ≥ 1.
We also obtain that −ζ−igi[eje
s−1
0 eke
t−1
0 ]− ζ
−jg−1j [ei]gj[e
s−1
0 eke
t−1
0 ] =
ζ−j
∑
0≤r≤t−2
(−1)r+1gj [e
s−1
0 eke
t−2−r
0 ]X
(1+r)(1; j − i)
+ζ−k(−1)t−1g−1k [eje
s−1
0 ]X
(t−1)(1; k − i) + ζ−k(−1)s+tX (t−1)(1, (s); j − i, k − j)
+ζ−k(−1)s+t+1
∑
0≤r≤s−1
X (t−1)(1 + r, s− r; i− j, k − i; d2)
+ζ−i(−1)s+t+1
∑
1≤r≤t−1
X (r)(s, (t− r); k − j, i− k;n2)
+ζ−i(−1)s+t+1X (s, (t); k − j, i − k;n2) + ζ
−jgj[e
s−1
0 eke
t−1
0 ]X (1; j − i).
Using the formula for the polylogarithmic part above, we obtain the following.
Theorem 6.4.3. Assume that s, t ≥ 2. Then gi[eje
s−1
0 eke
t−1
0 ] =
(−1)s−1ζi−j
(
s+ t− 2
s− 1
)
X (1; i− j)
1− ζi−j
X (s+ t− 1; k − j)
1− ζk−j
−ζi−j
∑
0≤r≤t−2
(−1)r+s
(
s+ t− r − 3
s− 1
)
X (s+ t− r − 2; k − j)
1− ζk−j
X (1+r)(1; j − i)
−ζi−k((−1)t
X (s; j − k)
1− ζj−k
X (t−1)(1; k − i) + (−1)s+tX (t−1)(1, (s); j − i, k − j)
+(−1)s+t+1
∑
0≤r≤s−1
X (t−1)(1 + r, s− r; i − j, k − i; d2))
+(−1)s+t(
∑
1≤r≤t−1
X (r)(s, (t− r); k − j, i− k;n2) + X (s, (t); k − j, i− k;n2))
+(−1)s
(
s+ t− 2
s− 1
)
ζi−j
X (s+ t− 1; k − j)
1− ζk−j
X (1; j − i),
for distinct i, j, k.
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