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operator with discrete spectrum is extended to an arbitrary self-adjoint operator on 
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1. INTRODUCTION 
In [lo], Zemanian presents an elegant theory of eigenfunction expan- 
sions for certain classes of generalized functions. Briefly, his method 
involves the construction of a countably multinormed space A(Z), tailor- 
made for a differential expression 
T := &,D”~(j, 0”s.. . D”“(j 
k (DEdfdx, nieN) 
which satisfies 
(I) for each i= 0, . . . . k, BiE Cm(Z) and 0,(x) #O VXEZ where Z 
denotes an interval in R, 
(II) e,Dn’~,D”2...Dnkek=~k(-D)na...(-D)nz8,(-D)”1Bo, where 
Bi is the complex conjugate of Bi, 
(III) T has a complete orthonormal set of eigenfunctions { $n}rz 0 in 
the Hilbert space L*(Z) corresponding to the eigenvalues {&,};z,. 
For such an expression T, the space A(Z) is defined by 
A(z) := (4 E cm(z) : uk(($) := (1 Tk42 < co, 
(Tk4, tin)2 = (4, Tk$,L, n, k = 0, 1, -.> 
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where I(. )I 2 and ( ., .)2 denote the usual norm and inner product in L.‘(Z). 
and Tkc,d = q4 when k = 0. 
Equipped with the topology generated by the countable multinorm, 
s= f@kliT=O, A(Z) is a test-function space [lo], and therefore its dual A’( I) 
is a space of generalized functions. 
By establishing that 
where the series converges in A(Z), not simply in L*(Z), for each 4 E A(Z), 
and noting that each VE L*(Z) generates a regular generalized function 
ij E A’( I) via 
(here, (6, 4) denotes the action of a functional Q E .4’(Z) on 4 E ,4(Z)), it is 
shown [lo] that each f E A’(Z) has a series expansion 
f= f (fdioJn. (1.1) 
n=O 
Moreover, it is shown that 
Ff= f &(f, bo?,, (1.2) 
FZ = 0 
where F: A’( I) H A’(Z) is the distributional version of T defined by 
Crf, d):=(f, T#), fEA'(O, dEA(4. 
In each of (1.1) and (1.2), the convergence of the infinite series is with 
respect to the weak*-topology on A’(Z) (i.e., f,, s f E A’(Z) o (f,, 4) -+ 
(f, 9) @EA(O). 
Several extensions of Zemanian’s theory have been developed. For exam- 
ple, Judge [4] relaxes the condition that the operator T should have empty 
continuous spectrum and, by utilizing the Weyl-Kodaira expansion 
theorem and using an alternative but equivalent definition of the space 
A(Z), obtains an integral version of (1.1 t( 1.2). Extensions of a different 
nature have been developed by Pathak [6] and Pilipovic [7]. In each case, 
attention is restricted to the class of differential operators with discrete 
spectra considered by Zemanian. Pathak considers the case when the 
operator T is defined on a weighted Lp space, 1 <p < CC, whereas Pilipovic 
240 LAMB AND MCGHEE 
remains within the Hilbert space framework of L’(I) but chooses to work 
with a smaller space of test functions resulting of course in a larger space 
of generalized functions. 
Although not explicitly noted by Zemanian, (1.1) and (1.2) can be 
regarded as extensions to the space A’(Z) of the well-known spectral results 
Tq=s AdE(R)q, ~ED(T)cL'(Z) (1.4) 
R 
for a self-adjoint operator T in the special case where the spectrum o(T) 
contains only eigenvalues. It seems natural to consider whether distribu- 
tional versions of (1.3) and (1.4) can be obtained for a more general self- 
adjoint operator T with a non-empty continuous spectrum. In this paper, 
we demonstrate that, for suitable functionals f, (1.3) and (1.4) generalize to 
(1.5) 
(1.6) 
where p and E(L) denote appropriately defined extensions of the operators 
T and E(1), respectively. 
Formulae (1.5) and (1.6), which reduce to (1.1) and (1.2) when T is a 
differential operator of the type examined by Zemanian, and f l ,4’(Z), lead 
readily to the development of a functional calculus for 7; which can be 
used, for example, to define semigroups and groups of distributional 
operators. By considering some examples, we shall indicate how solutions 
of evolution equations involving distributional initial conditions may be 
obtained. 
Our approach here, although similar to that in [lo], is more general. In 
particular, we only require that the operator T is self-adjoint in some 
Hilbert space H (not necessarily L*(Z)). 
Certain conventions and notations are used throughout. H will always 
denote a complex separable Hilbert space with inner product (., .)H and 
norm II . IJH = da. T will denote a self-adjoint operator with domain 
D(T) dense in H. Functionals on H or any other space will be denoted, 
usually, by lower-case italic letters, f, g, etc., and their action on a typical 
element, 4, will be denoted by (f, 4). L(X) will denote the set of all 
continuous linear mappings on a space X. N, R, and C denote the sets 
of positive integers, real numbers, and complex numbers, respectively; 
N, :=Nu (0). 
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2. THE SPACES D, AND 0: 
DEFINITION 2.1. D, is the countably multinormed space consisting of 
the set 
,i, D(T”) c H 
with multinorm S = { ak}~=O where 
Zk(4) := II Tk411 HY k = 0, I, 2, . 
(see [lo] for details on multinormed spaces). 
THEOREM 2.2. For each r = 1, 2, . . . . the operator T’ is a continuous linear 
mapping from D, into D,. 
Proof: Let (b,, + 0 in D, . Then 
Udn) = II Tk4,, II H -+ 0 as n+m,k=0,1,2 ,... 
* %k+ r(d,,) = 11 T”(T’A)lI H 
= slk( T’&) -+ 0 as n -+ 30, k = 0, 1, 2, . . . . r = 1, 2, 
- Trq5,, -+ 0 inD,asn+a,r=l.2,3 ,..., 
and the result is proved. 
THEOREM 2.3. D, is a FrPchet space. 
Proof. We require to prove only completeness. 
Let {d,},:= , be a Cauchy sequence in D Ic. Then 
a,(4,, - d,) -+ 0 as m,n-+a Qk=0,1,2 ,... 
* II TkbA - 4,)II H -+ 0 as m, n -+ ‘CC Qk = 0, 1, 2, . . 
o { Tkq5, 1 ,T= 1 is Cauchy in H Qk=O, 1, 2, . . . 
Since H is complete, there exists 1,9~ E H such that 
Tk4n + $k in H as n -+ x8, k = 0, 1, 2, . . . 
Since T is self-adjoin& it follows that Tk is self-adjoint and therefore closed 
for each k = 0, 1,2, . . . . and so $0 E D, and 
Tkh = +k, k = 1, 2, 3, . 
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Moreover, 
THEOREM 2.4. D, is dense in H. 
ProoJ: See Reed and Simon [8, p. 2003. 
DEFINITION 2.5. The space of continuous linear functionals on D, is 
denoted by D’,. Convergence in D’, is defined by the weak*-topology, that 
is, f’ +fin Db, if and only if (f,, 4) -+ (f, 4) V$E D,. 
THEOREM 2.6. D’, is sequentially complete. 
ProojI This follows immediately from the completeness of D, (see 
ClOl). 
THEOREM 2.7. Each VE H generates, uniquely, a continuous linear 
functional ij E Db, via the formula 
ProoJ: It is obvious that 9 is a linear functional on D,. Further, 
A,+0 inD,asn+oo 
0 d&J = II Tkh II H + 0 as n+ co, k=O, 1,2 ,... 
*A-,0 in H as n + co 
=P (dm V)” + 0 as n+o0 
* 07, $4J + 0 as n+co, 
that is, 6 is continuous. Finally, 
+p in Dk, 
* ($4 ?I” = (475)H @ED, 
-=rl=5 since D, is dense in H. 
As a consequence of Theorem 2.7, we can regard H as a subspace of Db, 
and hence we can write 
D,cHcDb,. 
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Theorem 2.2 shows that the restriction of T to D,, is continuous. We now 
turn our attention to the problem of obtaining a continuous extension T of 
T to D’,. In particular, we require 
TV= T7; VVED(T) 
i.e., 
(%4,=(i”r;l4,=(4, Tv)n=(Td,v), 
= (6 T4) V’d E D % 
Thus, we are led to the following definition of F. 
DEFINITION 2.8. T, the extension of T from D(T) to D’, is defined by 
(?T-, 4) := (f, T4) Vf ED:_, #ED,, 
that is, T:= T’, the D,-adjoint of T. 
THEOREM 2.9. ? is a continuous linear mapping from DL, into D’,,. 
Proof: This follows immediately from our last remark since T is a 
continuous linear mapping from D, into D, (see [ 10, p. 291). 
If p, k EN, is defined as in Definition 2.8, but with T replaced by Tk, 
then the following is immediate. 
THEOREM 2.10. ?= T” VkEN. 
Proof: (TNkf,f,):=(f, TkqS)=(pkf,q5)VfJfDj,, $ED,. 
An exact characterization of the elements of D’, is given by the following 
structure theorem. 
THEOREM 2.11. f E Dk, if and only if there exist a non-negative integer n 
and {y1,}:1,~c H (both dependent upon f) such that 
f = i ?T’ij,. 
r=O 
Prooj (Sufficiency) It follows from Theorem 2.7 and Theorem 2.10 that 
rlr~H=>ii,~D’,~Trii,~D’,, r=0,1,2 ,..., n, 
and hence 
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(Necessity) Let f E DA. Then, by [lo, Lemma 1.10-l], there exist 
c>O and a non-negative integer n such that 
I(f? 411 yy, {IIWIH) Q~ED,. . . 
Let H n+l :=HxHx . . . x H, the Cartesian product of n + 1 copies of H, 
with inner product defined by 
(6, WI := i (dil Il/i)ff> g=(~o,~,,...,~,)~H”+‘, 
i=O 
w= ($0, $1, . . . . hJ~ff”+‘. 
Let J: D, H H”+’ be defined by 
Jd := (4, @, T2d, . . . . TV), fpED,. 
Clearly, Jq5 = Jt,b if and only if 4 = II/, so that J is one-to-one. Define F on 
J(Dm) by 
f'(4, T4, T24,..., TV) :=(f, i), 4~Dm. 
Now, 
IF(d, Td, T*4, . . . . T”b)l Gco~;:, {IlT’dll,) -.. 
so that F is a continuous linear functional on J(D,). By the Hahn-Banach 
theorem, F extends to a continuous linear functional on H”+‘, and, for 
simplicity, we shall continue to denote this extension by F. 
Now, by the Riesz Representation theorem, there exists 
q=(ylo,yl ,,..., q,)tzH”” such that 
Hence, 
f’(4) = t&q) = i (dry YI,)H QQE H”+‘. 
r=O 
(f, 4) = F(d, Td, . ..> TV)= i (T’h V,)H 
r=O 
as required. 
For certain operators, T, it is possible to classify elements in 0; in an 
alternative way. The following result is a generalization of [lo, Theorem 
9.6-21. 
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THEOREM 2.12. Let 04 a,(T), the continuous spectrum of T. Then, 
.f E 0: if and only if there exist a non-negative integer n and q E H such that 
.f = P’Fj + IJ, (2.1 1 
where tj E N(T), the null space qf T. 
Proof: (Necessity) Under the given hypotheses, both the range, R(T). 
and the null space, N(T), are closed subspaces of H, and we have the 
orthogonal direct sum decomposition 
H= N(T)@R(T). 
Now, applying Theorem 2.11 to .f E 0: , we obtain 
since T’q,, = 0, r = 1, 2, . . . . n. 
Now, 
and, on repeating this argument a further n - 1 times, we get 
vr2 = PI,> i, E D( TN) n R(T). 
Hence 
.f = tjo, + i TrTT, 
,=O 
= t&J, + wj, q = i T’[,. 
i-=0 
This completes the proof of necessity and sufficiency is trivial, 
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If we examine Theorem 2.12 in the case where N(T) is finite dimensional 
with orthonormal basis { $i}y=, , then (2.1) gives 
(2.2) 
where n is a non-negative integer and tie C, i= 1, . . . . m. Formula (2.2) 
generalizes that in [lo, Theorem 9.6-21 for the case where T is a self- 
adjoint differential expression and H = L2(1). 
3. SPECTRAL THEORY AND FUNCTIONAL CALCULUS ON D, AND Db, 
It is well known that each 4 E H can be represented in the form 
4 =i dE(AM (3.1) 
where {E(A), A E R} is the spectral family associated with the self-adjoint 
operator T, and the integral converges in the structure of the Hilbert space 
H. Similarly, 
T’4 = j-R ArdE(1)q5 VOTED, HEN (3.2) 
and, for a given Bore1 measurable function F defined on R, an operator 
F(T) may be defined by 
W’(T)) := 4eH: Jh IF(n dllEWlI:,~ a] 1 
(3.3) 
F( T)q4 := 1. F(1) dE(A)q% 
Our aim in this section is to obtain generalizations of (3.1)-(3.3) to the 
spaces D, and Ok,. We begin with the space D, and firstly examine the 
spectral projections E(A), 2 E R. 
LEMMA 3.1. E(1) E L(D,) for each ;1 E R. 
Proof: This follows immediately from the definition of the multinorm S 
on D, and the fact that 
TkE(A)q4 = E(R) TkqS ‘ikEN,, AER, +ED,. 
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THEOREM 3.2. Let 4 E D,x. Then 
4 = jR dE(iM (3.4) 
where the integral converges in D, . 
Proof. The integral in (3.4) converges in H; we require to prove 
convergence in D, . 
Let B := (-h, h] c R, where b is finite, and for any partition of B, 
{I,, i,, . . . . A,,}, & = - b, A, = b, let I, := (i., , , A,], j = 1, 2, . . . . n. Then, for 
any LED, 
Tk i E(Z,)$= i E(Zj)TkqS, k = 0, 1, 2, . . . . (3.5) 
,=1 /=I 
where we use the notation 
E(Z,) := E(nj) - E(q ,). 
Now, for any C$E D,, 
= T”d- Tk i E(Z,)q5 
!I ,=I Ii H 
Tkq5 - i E(Zj)Tkq5 by (3.5) 
j= I H 
-+ II Tkd - E(B) Tk411 t, as n+ar: such that max IZ,l---+O I</<rl 
+O as b+co, 
which shows that the integral converges in D ~. 
THEOREM 3.3. For each r E N 
the integral converging in D, . 
Proof If 4 E D, then 4 E D( T’) for each r = 1,2, . . . . and hence, by (3.3 ), 
where the integral converges in H. A similar argument to that in Theorem 
3.2 establishes the convergence of the integral in D, . 
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Theorem 3.3 demonstrates that functions F which are unbounded on the 
spectrum o(T) can give rise to continuous operators on D, (T’: D, H D, 
is continuous by Theorem 2.2). The next theorem gives a complete 
classification of functions which give rise to continuous operators on D, 
via the formula (3.3). 
THEOREM 3.4. Let F be a Bore1 measurable function defined on R. Then 
F(T) defined via (3.3) is a continuous operator on D, if and o&y if there 
exist m EN, and M < cc such that 
sup IF(A)1 (1 + A2)+ = M, (3.6) 
iGO 
that is, if and only if there exists m EN, such that F( T)( 1 + T2)--m E L(H), 
where 1 denotes the identity operator on H. The integral in (3.3) converges 
in the structure of D,. 
Proof: (Sufficiency) Suppose F satisfies (3.6). Then, for any 4 E D, and 
any HEN,, 
5 A2k VW2 d IIE(WIl:, R 
= I R (1 +%2)-z” (1 +%2)2mA2k /F(A)(‘d IjE(i)q#, 
GM2 s (1 + 12)2” 12k d IIE(Wll’, R 
= M2 /)Tk(l + T2)m &I’, 
=M2[ak((l + T2)“q5)12< CO. 
Hence, defining Gk(A) := Ak, it follows that 
4 E D((FG,)(T)) ‘@ED,, kENo. 
By [9, Theorem 3(iv), p. 3431, we deduce that 
@D(F(T)Tk)nD(TkF(T)) VkENO, 
and, by the above estimate, 
ak(F(TM) <Ma,((l+ T21m 4) @ED, 
Since (1 + T*)“E L(D,) for each meNO, it follows that F( T)EL(D,). 
(Necessity) Now suppose that F(T) E L(D,). Then, by [ 10, Theorem 
1.10-l], there exist c>O and mE:N, such that 
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Hence 
Thus, F(T)(l + PPm~L(H) and so (3.6) holds. 
To prove the convergence of the integral in the structure of D , , let 
B= (-h, b], {A,, A,, . . . . A,, >, and I,, j = 1, . . . . n, be as defined in the proof 
of Theorem 3.2. Then, for all 4 E D x , and k E N,, 
,cl F(j.j) E(I,)/-FtT))) 
= 1 Tk c F(l.,)E(Z,)d- T”F(T)& 
I 1 II” 
F(1) dE(I) Tkq5 - F(T) Tkc+5 iI 
1, H 
as n-+cc such that max II,1 -+O 
lS,~,l 
This shows the required convergence. 
Remark 3.5. Suppose that the spectrum of T contains only eigenvalues 
iAJ20~ repeated according to multiplicity, and corresponding ortho- 
normal eigenvectors { +!I,} ,“= 0. Then, formulae (3.1))( 3.3) reduce to 
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where, in each case, the series converges in D, . These formulae are genera1 
versions of the results of Zemanian. 
THEOREM 3.6. Let F, G be Bore1 measurable functions on R such that 
F(T), G(T)EL(D,). Then 
(a) (aF)( T) = c1F( T) E L(D,) V’cr E C; 
(b) (F+G)(T)=F(T)+G(T)EL(D,); 
(c) (FG)(T)=F(T)G(T)EL(D,). 
Proof: The proofs of (a) and (b) are trivial. To prove (c), we note 
firstly that, by Theorem 3.4, there exist m, n EN,, and A4, N < co, such that 
sup (1 +A’))m IF(L)1 =M, 
lea(T) 
(3.7) 
Hence, 
sup (1 +A’)-’ [G(n)1 = N. 
/.EU(T) 
sup (1 +A*)- (m+n) /F(1) G(A)1 <MN, 
Aso 
(3.8) 
and it follows that (FG)( T) E L(D,). 
To complete the proof we merely note that D, c D(F( T) G(T)) and 
hence, by standard results of spectral theory, 
We now turn our attention to the space D’,. Firstly, we can extend the 
spectral family {E(A) : AER} to the space D’,. We define E(A): D’, H D’, 
as 
bmf? 4) := (f> E(AM) QED,, f ED),, JER. 
That is, &A) = [E(A)]‘, the D,-adjoint of E(1), and since E(1) E L(D,), it 
follows that ,?(A) E L(D’,). 
THEOREM 3.7. Let f E D’,. Then 
f=J"*WL 
where the integral converges in D’,. 
ProoJ: Let B := (-6, b] t R, b < co, {A.,, A,, . . . . A,}, and I,, j= 1, .,., n, 
be as in the proof of Theorem 3.2. Then, for each q5 E D, 
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where ,?(I,) :=B(A,)-E(Aj,_,). Lettingn-+ CC such that max,,iC,, II,\ +O, 
we obtain, by the continuity off on D, , 
Now, letting h -+ CC and using Theorem 3.2, we obtain 
that is, 
f= jR dE(i)f. 
THEOREM 3.8. For each r EN. 
T1f= jR;‘d&?)f, .f~ D: 3 
where the integral converges in Dj. 
Proof: As in Theorem 3.7, we find 
= jR 1.’ d(f, E(IM) =jR 1,’ d(E(J.)f, 4) 
z 
(1 
Zd&A)f,q5 . 
R ! 
More generally, (3.3) can be extended to define operators F(T) on D’, 
THEOREM 3.9. Let F be a Bore1 measurable function on R which satisjiies 
(3.6) for some m ENS, M-C co. Then, F(F) defined on Dt, by 
F(T)f =I F(i,)d@)f, .f E D’, 
R 
is an operator in L( D’, ) and 
F(T) = [F(T)]‘. (3.9) 
Proof. The results follow in an analogous way to those in Theorem 3.8. 
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THEOREM 3.10. Let F, G be Bore1 measurable functions on R which 
satisfy (3.7) and (3.8) for some m, n E N, A4, N< 00. Then 
(a) (c@I(F)=~F(T)EL(D~,) V~EC; 
(b) (F+G)(F)=F(~)+G(F)EL(D;); 
(c) (FG)@)=F(F)G(F)EL(D’,). 
ProoJ The proofs of (a) and (b) are trivial. To prove (c), let f e Db,, 
LED,. Then 
W'G)@')fd)=(f, (FG)(TM) by (3.9) 
=(f,F(T)G(TM) by Theorem 3.6(c) 
=(f, G(T)F(TM) 
=(F@')G(~')fd) by (3.9). 
Thus, (FG)(~)=F(~)G(~)EL(D~,). 
Comments analogous to those in Remark 3.5 can be made when 
o(T) = Q,( 2”). In this case, we obtain 
Vf ED:,, VrEN, (3.10) 
F(F’)f = f FtMf, $n,$n V’ E D&, VF such that F(T) E L(D,), 
fl=O 
where, in each case, the series converges in 0;. Formulae (3.10) are more 
general versions of results presented in [lo]. 
An extension, Fp) to Db, of the operator F(T) on D, can be defined 
by 
(F@-)f,cO:=(f,F(TM), feD&,, 4~Dcoo, 
the complex conjugate appearing here because the Hilbert space adjoint of 
- 
F(T) is F(T). It follows immediately that F(T) E L(Db,) whenever F is a 
Bore1 measurable function on R satisfying (3.6). Moreover, under the 
hypotheses of Theorem 3.6, standard arguments involving adjoints show 
that 
[crF( T)] - = EFF) E L(D’,) VaEC; 
[F(T)+G(T)]- =F~)+G+)EL(D&); 
[(FG)(T)] - = Fp) Ge) E L(Dl,); 
Fp) = F(T) o F is real valued. (3.11) 
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4. SEMIGROUPS OF OPERATORS 
To illustrate the preceding theory and to demonstrate its applicability in 
determining the existence of solutions to distributional initial-boundary 
value problems, we consider the family of functions {F, : t 3 0) defined by 
F,(A) := 8, I E R. 
We assume that we have a self-adjoint operator T: D(T) c Hw H which 
satisfies a(T) c ( - a, m] for some m < cc and examine the corresponding 
families of operators {r(t) := F,(T) : r 3 0) defined by (3.3) and 
{T7;)=F,(p):t>O} by (3.11). 
It is well known that the family of operators ( T(t) : t 2 0} forms a semi- 
group of bounded operators on H. Moreover, given any @ED(T), 
u(t) := T(t)ql is the solution of the abstract Cauchy problem 
(4.1 ) 
u(j) -+ 4 in Has t-+0+, (4.2) 
where du/dt represents the strong derivative of u in H. Our aim here is to 
show that the solution of the following weak version of (4.1) and (4.2), 
du 
-& (t) = wr t>o (4.3 ) 
u(t) -+f in II’-, as t-+0+, (4.4 1 
where du/dt now represents the weak*-derivative of u in D&, can be 
obtained in a similar fashion for any f~ 0;. Since D(T) c H c DL, this 
weaker formulation of the problem has the advantage of permitting a 
larger class of admissible initial data to be used. Moreover, as we shall 
demonstrate in examples, the solution of the weak version of the problem 
may satisfy the differential equation in a classical sense, in which case the 
notions of generalised functions and weak*-limits are required only for the 
correct interpretation of the initial data (4.4). 
We use semigroup methods to solve (4.3))(4.4). In order to do so, we 
must show that {T?;) : t > 0) is a semigroup of operators on 0;. This 
follows from the fact that { T(t) : t > 0) is a semigroup of operators on D ~ 
These statements are proved in the following two theorems. 
THEOREM 4.1. The family of operators {T(t) : t 2 0) satisfy 
(a) T(t) E L(D,) Vt 2 0; 
(b) T(0) = 1; 
(c) T(t) T(s) = T(t + s); 
(d) T(t)q5+q5 in D, as t-+0+ t/c$~D,; 
409/163’1-17 
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(e) (T(h)@-b)/h-+T4 in D, as h-+0+ VIED,, that is, 
(d/dt) T(tMlt=o= @ VIED,, where d/dt denotes the strong derivative 
in D,. 
ProoJ: Since a(T) c (- 00, m], m < cc, F, satisfies a condition of the 
form (3.6) for all t > 0, and results (a)(c) follow easily from Theorems 3.4, 
3.2, and 3.6, respectively. 
To prove (d), we note that 
TkT(t)q4= T(t)Tkd @ED,, kENo, 
and therefore 
%(T(tb#-4)= IIW)Tk4- Tk~/lH+O as t-+0+ VkEN,. 
The proof of (e) follows similarly on using the result 
I 
T(O+bTd +. 
h II 
as t-+0+ V#ED(T). 
H 
THEOREM 4.2. The results of Theorem 4.1 remain valid when T, D, , and 
4 E D, are replaced by F, D’, , and f E D’, , respectively. 
ProojI The results follow from simple adjoint arguments. For example, 
-(f, Q)=@?-,,) as h -+ 0, by Theorem 4.1(e), 
and therefore 
COROLLARY 4.3. A solution of (4.3)-(4.4) is given by 
u(t)= T(t)f. 
Proof: For u(t) = F(t) f, we have 
$ (t) = f Cmfl 
= lim n:ct + h)f - F(t)f 
h+O h 
= lim ~(:(h)(~(t)f) - F(t)f 
h-0 h 
= m(t) f = %(t). 
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LEMMA 4.4. For each r E N, and each t > 0, T(t) Tr = TrF( t). 
Proof: For allfED&, USED, 
The next result shows that the solution u(t) = T(t)f’of the weak formula- 
tion of the problem, (4.3) and (4.4), is a function u: (0, a) tr D(T) and 
therefore satisfies the classical equation (4.1) (which of course may include 
boundary conditions in the definition of D(T)) in the usual sense. Thus the 
notion of a generalized function is only required to interpret the initial data 
40). 
THEOREM 4.5. For each t > 0 and f E D!, , there exists Q,(t) E D(T) such 
that 
F(t)f= qi,. 
Proof. Firstly, we note that T(t)4 E D x VC$ EH, Vt > 0; this follows from 
[9, Theorem 3(iv), p. 3433 since eArAk is a bounded function of i on 
a(T)c(-oc,m] VkeN,, Vt>O. 
Let f E D:, Then, by Theorem 2.11, there exist yO, q,, . . . . 4, E H such 
that 
Hence, for each t > 0, 
T(t)f= i T(t)T’?j,= i TT(t)q, 
r=O r=O 
(by Lemma 4.4) 
= i FrTGq,= i [T’T(t)q,]- (since T(t)q,ED, 
r=O r=O Vr = 0, 1, . . . . n) 
=: qt,. 
Finally, 
T(t)rl,~D, Vr = 0, 1, . . . . n, t > 0 
* T’T(t)q,E D, Vr =O, 1, . . . . n, t >O 
* @f(t) E D(T) vt>0. 
EXAMPLE 4.6. Let T be defined by 
(Td)(x) *=Q (x) 
’ dx= ’ -~E(O, ~1, #ED(T), (4.5 1 
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where 
D(T) := 4 E L*(O, K) : d and 4’ are absolutely continuous on (0, rt), 
2 E L'(O, 7~) and 4(O) = 4(rc) = 0). (4.6) 
In this case, T is a self-adjoint operator with compact resolvent so that 
a(T) = o,,(T). The eigenvalues are 1, = - n2, n E N, with corresponding 
eigenfunctions $Jx) = J2/ . rc sm nx, n E N, forming a complete orthonor- 
ma1 set in L*(O, n). Consequently, the solution of the generalized initial- 
boundary value problem (4.3)-(4.4) for this particular operator T is 
u(t)= T(t)f= f e-n2r(f, &J$,, t>o. (4.7) 
n=l 
It follows from Theorem 4.5 that u(t) given by (4.7) may be identified with 
a classical function Qf( t) E D(T) for each t > 0. Moreover, on defining 
qcx, t) := (@f(f))(X), O<X<K, t>o, 
we can state that 
@f(O, t) = @,(x9 t) = 0 vt>o. 
In fact, more can be said about QP From Theorem 2.11, there exist 
(~r}~ZO c L*(O, rc) such that 
@#, t)= f 2 e-“2’(FrVr, II/,) $&I 
n=l r=O 
(4.8) 
Uniform convergence arguments can be applied to justify any number of 
term-by-term differentiations of (4.8) with respect to t for t >O and 
x E (0, rr). Consequently, Gr is a classical solution of the heat equation 
( > z-g @,(x, t)=O, t > 0, x E (0, 7L). 
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EXAMPLE 4.7. Let T be defined by (4.5)(4.6). Then, by arguing as in 
Example 4.6, we can show that, for any fe D> , 
exp(-(-W2 t),f‘= f em”‘(f, $,)tJ,, 
,I= I
=@,It) (r>O), (4.9) 
where Q,(t) E D(T) for each t > 0. Defining, as before, G/(x, t ) := 
(@/-(t))(x), it follows that 
O<.v<Tc. t>o 
@f(O, t) = @.f(7c, 1) = 0, t>o 
P&T-it)? 4) + (.L 4) as t-rO+ @ED,. 
This particular problem is examined in [ 10, Sect. 9.91 where the same 
solution is obtained by a slightly different approach. 
The next example shows that our present development has a much wider 
application than previous theories. 
EXAMPLE 4.8. Let To be defined by 
(Tad)(x) := t@)(x), x E R”, 4 E D( To), 
where A denotes the n-dimensional Laplacian and 
D(T,) := (@E C’(R”) : Ad E L’(R”)}. 
In this case, the closure T := T, of T, is self-adjoint in L2(R”) and may be 
represented by 
Tqh = - 27 ~ ‘x2F& #ED(T), 
where .Y denotes the Fourier Transform, defined for 4 E C;(R”) by 
(9$)(k) := (271. ‘I2 1. e-‘5’Xcj(x) dx (PER”) 
and extended in the usual way to a unitary isomorphism on L’(R”), x2 is 
the maximal operator of multiplication by 151’ in L2(R”), that is, 
(x24)(k) := 151’ $03, D(;x2) := {qS E L2(Rn) : ~‘4 E L’(R”)f 
and 
D(T) = (4 E L’(R”) : x294 E L’(R”)}. 
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Properties of T can readily be established from those of x2. For example, 
(T(T)=~(-x~)=(-co,O] 
and, for each 4 E L’(R”) and t > 0, 
I 
0 
pqj = e”dE(A)q3 = G(t)d, 
-cc 
where {G(t) : t > 0} is the Gauss-Weierstrass emigroup defined by 
(G(tMKx) = 
(4nt)F JRn exp( - Ix - 512/4t) &5) 4, t > 0, 
d(x), t = 0, 
XER”. 
Details on this semigroup may be found in [3]. 
From the results of this section, it follows immediately that 
(G(t) : t 3 0} c L(D,) where 
Similarly, { Gy) : t 2 0) c L(Dk, ) where GF) is defined by 
(c?t)f, d) := (.L G(t)41 VfcD',,dED,, t>O, 
and u(t) := CT) f satisfies (4.3)-(4.4) where D’, and T are appropriately 
defined. 
To enable further properties of u(t) to be established, it is worth 
examining the results obtained in [S] for an analogous problem where the 
space of test-functions and generalized functions used are the Schwartz 
spaces D,, and DLp (1 <p < co), where 
D,, = (4 E C”(R”) : as4 E LP(R”) for all multi-indices s E N;} 
and convergence is defined via the multinorm 
bdseN;;~ I, := IWllp. 4~ Do. 
If we consider the case p = 2, then it is clear that DLz is continuously 
imbedded in our space D,. Conversely, 
I$ ED, =+- ~‘~9q3 EL2(R”) QkENo 
=s (1 + x2)k pd E L’(R”) QkeN, 
*dEHzc ‘ikEN,, 
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where H,, is the Sobolev space of order 2k (see [ 1, pp. 2399245)], and, on 
applying the Sobolev Lemma, we conclude that 4 E C “(R”). Moreover, 
Y,(d) = ll~s~l12 = Ilk”(~~)(S)ll* 
G II ISI’” (~+-4)(5)112 Vs: JsI d 2k 
= l~~-‘p~(?ll*=LQ(~). 
Therefore D yj is continuously imbedded in D,z. Thus D, = D,l and 
0; = D)L2, so that, by referring to [S], we can now state that 
u(t) = G(t)f= @Tr) vt > 0, 
where, again using Q/(x, t) := Qf(t)(x), 
XER”, t>O 
and 
(@f(t), 4) * (ST 4) as t-0, VcjeD,, fEDI,-. 
5. CONCLUDING REMARKS 
It should be noted that there is an alternative approach to generalized 
eigenfunction expansions due to Gelfand and Shilov [2]. Their approach 
involves the construction of a perfect nuclear space X equipped with a 
suitable inner product. By completing the space X with respect o this inner 
product, a Hilbert space H is obtained which is imbedded in the 
generalized function space X’. It is shown that a symmetric operator 
T: XH X which admits a self-adjoint extension in H possesses a complete 
system of eigenfunctionals .f; E X’ satisfying 
where T is an appropriately defined extension of T to X’. 
Clearly, our present theory has certain features in common with the 
Gelfand-Shilov approach, but we believe that our method is in some 
respects more direct since it involves an explicit algorithm for constructing 
the test function and generalized function spaces D, and 02. 
It is our intention to investigate in future work the connections between 
the two approaches and to examine further applications of our theory, 
particularly with regard to obtaining distributional versions of integral 
transforms. 
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