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Abstract
In this paper the problem of identifying a fuzzy model from noisy data is addressed.
The piecewise-ane fuzzy model structure is used as non-linear prototype for a multi–
input, single–output unknown system. The consequents of the fuzzy model are identified
from noisy data which are collected from experiments on the real system. The identi-
fication procedure is formulated within the Frisch scheme, well established for linear
systems, which is extended so that it applies to piecewise-ane, constrained models.
Ó 1999 Elsevier Science Inc. All rights reserved.
1. Introduction
Many of the systems studied in engineering feature non-linear behaviors and
the development of systematic approach to their modeling is surely a hot topic
of research.
Given the tremendous variety of non-linear behaviors no approach to non-
linear modeling can be regarded as optimum and a large number of specialized
models can be devised. Fuzzy models, even in their simplest forms, are surely
among the most general approaches as they are able to approximate any non-
pathological behavior with an accuracy increasing as more information is
obtained [1–5].
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Though encouraging, this property opens two fundamental problems. The
first is to devise a systematic procedure to determine the final model from
measurement. The second is the need, in such a procedure, for a noise rejection
scheme which discriminates between real information which can improve the
model accuracy and noise in the data which if considered, may reduce model
fitting.
Actually, noise rejection schemes are a common need and appear in many
other fields such as classification and pattern recognition. Whatever the op-
erative framework, they are based on some kind of a-priori knowledge about
the system to identify, to classify or recognize, and result in a plethora of well-
known technique such as Regularization [6,7], Bayes-based methods [7,8], etc.
Many of these techniques can be shown to reduce one to the other if particular
conditions are met, thus demonstrating that the noise rejection problem has
considerable generality.
Some of the previously mentioned techniques are almost independent of the
type of non-linearity of the model and have already been applied in the field of
fuzzy model identification [9].
Yet, the particular family of piecewise-ane fuzzy models considered here,
can greatly benefit also from the application of techniques borrowed from the
well-developed environment of linear system theory. This kind of systems is
receiving an increasing attention as they are an intermediate solution between
linearity and full non-linearity, retain the interesting semantical features of
fuzzy logic based identification [10] and may also result in extremely ecient
implementations [11].
Identification of linear algebraic models from data aected by noise has been
proposed in literature by Kalman, who, in his latest work [12] formalized the
definition of a scheme as an explicit set of rules for setting the features of the
noise overlaying the data and, therefore, the whole class of models compatible
with the measure. Ordinary Least Squares, Generalized Least Squares, Least
Eigenvalue Scheme and the Principal Component Scheme are classical algo-
rithms of algebraic system identification and can be seen in a unifying ap-
proach as the scheme first proposed by Frisch [13].
The aim of this work is to extend the classical results of that theory to
piecewise-ane fuzzy modeling. In doing so some new features are encoun-
tered which can be discussed to reveal themselves a potential help in the
identification task. Once that a general theoretical background is set, the ap-
plication to fuzzy models results in a series of guidelines to achieve noise re-
jection when identifying fuzzy systems from data.
The paper is organized as follows. In Section 2 the piecewise-ane fuzzy
system structure is discussed, then in Section 3 the general theory is presented.
Relying on this, some examples are reported in Section 6 also highlighting the
core dierences between the conventional linear and piecewise-ane cases.
Some conclusions will be finally drawn.
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2. Piecewise-ane fuzzy systems
Consider a fuzzy system mapping m real variables x1; . . . ; xm into a single
real variable. For each xi, define ni fuzzy sets Fi1; . . . ; Fini depending on an in-
creasing sequence of points min xi  zi16 zi26    6 zini  max xi so that
Fijxi 
0 if xi6 zijÿ1 j  2; . . . ; ni;
xi ÿ zijÿ1
zij ÿ zijÿ1 if zijÿ1 < xi < zij j  2; . . . ; ni;
zij1 ÿ xi
zij1 ÿ zij if zij6 xi < zij1 j  1; . . . ; ni ÿ 1;
0 if xi P zij1 j  1; . . . ; ni ÿ 1:
8>>><>>>:
With these quite classical membership functions we may construct the
preconditions of the rules defining the system. They are all the possible m-
conjunctions x1 2 F1j1 ^    ^ xm 2 Fmjm modeled by the following operator [10]
Hmt1; . . . ; tm  1
2m
X
I1;I2
max min
i2I1
ftig

min
i2I2
ftig ÿ 1; 0

; 1
where the ti are the truth values to be and-ed, the sum is over all the possible
I1 [ I2  f1; . . . ;mg, I1 \ I2  ; and the minimum of the empty set is assumed
to be 1.
Operator Hm is the m-dimensional extension of the t-norm used in [14] for
the analog implementation in the case m  2, and fulfills the semantic re-
quirements for the logical conjunction of m truth values [15]. In fact, direct
verification easily shows that
(c0) H1t1  t1,
(c1) Hm is symmetric, i.e. invariant for any permutation of its arguments,
(c2) Hm is non-decreasing in each of its arguments,
(c3) Hmt1; . . . ; tiÿ1; 1; ti1; . . . ; tm  Hnÿ1t1; . . . ; tiÿ1; ti1; . . . ; tm 8i.
It can also be easily seen that from (c1),(c2) and (c3) it follows that
(c4) Hmt1; . . . ; tm6 minft1; . . . ; tmg,
(c5) Hmt1; . . . ; tiÿ1; 0; ti1; . . . ; tm  0 8i.
As an example, Fig. 1 shows how two triangular membership functions are
combined by means of the proposed conjunction which reduces to
H2t1; t2  minft1; t2g maxft1  t2 ÿ 1; 0g=2. Note that the fulfillment of
the semantic requirements for logical conjunction guarantees that the combi-
nation of convex membership functions results in a classical convex, bell-
shaped truth function.
If a crisp consequence cj1;...;jm is associated to the premise and-ing
F1j1 ; . . . ; Fmjm , and if center-of-gravity defuzzification is adopted, the output of
the system is
f x1; . . . ; xm 
P
j1;...;jm
cj1;...;jmHmF1j1x1; . . . ; FmjmxmP
j1;...;jm
HmF1j1x1; . . . ; Fmjmxm
: 2
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Let us now consider the sequences z0ij made of the zij along with the middle
points of the intervals zij; zij1, i.e. such that z0ij  zij1=2 when j is odd or
z0ij  12 zij=2  zij=21 when j is even (j  1; . . . ; 2ni ÿ 1). With this, let us first
construct the m quantities ki, based on the indexes |i such that z0i|i 6 xi < z
0
i|i1
and
ki 
xi ÿ z0i|i
z0i|i1 ÿ z0i|i
 2Fi|i3=2xi if |i is odd;
z0i|i1 ÿ xi
z0i|i1 ÿ z0i|i
 2Fi|i=2xi if |i is even:
8>><>>: 3
Let now p : f1; 2; . . . ;mg 7! f1; 2; . . . ;mg be a permutation such that
kp1P kp2P    P kpm. As final step, construct the m 1 points v0; . . . ; vm
starting from v0  v01; . . . ; v0m such that v0i  z0i|i if |i is odd, while v0i  z0i|i1
if it is even and continuing with
vki  z
0
i|i
 z0i|i1 ÿ vkÿ1i if i  pk;
vkÿ1i otherwise:

4
It can be proved [10] that x belongs to the simplex rp which is the convex
hull of v0; . . . ; vm, and that f is ane in rp. Fig. 2 shows the anity region which
are generated by two triangular overlapping membership functions on each of
Fig. 1. The and connective in Eq. (1) applied to two triangular membership functions.
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the three input axes. In general, the input space is partitioned by a grid passing
through the points z0ij, into
Qn
i12ni ÿ 1 hyper-rectangular cells. The collection
of all the possible simplexes rp is nothing but a further partition of each of
these cells into m! simplexes. All the simplexes in the same cell share one of the
main diagonals [10], which changes from cell to cell.
Though piecewise-anity may seem a constraint, it does not impair the
universal approximation capabilities of the model. In fact it can be proved [10]
that, given any target function f^ with a bounded Hessian, a piecewise-ane
fuzzy (2) system exists which is able to approximate both the values of f^ and of
its derivatives to any degree of accuracy.
Hence, the inference model in Eq. (2) is semantically correct and general
enough to be applied to any non-pathological task. Moreover, despite the
apparent complexity of Eq. (1), the resulting inference mechanism can be
surprisingly simple and ecient [11].
3. Piecewise-ane identification in stochastic environments
From the previous section we know that piecewise-ane fuzzy systems (5)
are such that M simplex-shaped regions R1; . . . ;RM , so that an m 1-
dimensional parameter column vector ai  ai0 ; ai1 ; . . . ; aim T exists for every
region verifying:
1 xT y a
i
ÿ1
 
 0 8x 2 Ri; 5
where x  x1; . . . ; xmT.
We also know that f is continuous so that the parameter vectors are con-
strained to satisfy certain linear relations stemming from the equality of left
Fig. 2. Anity regions defined by triangular membership functions when a piecewise-ane con-
junction is used.
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and right limits in boundary points common to dierent regions. Note that any
ane function is completely defined in any simplex by the values it assumes at
the vertexes. Thus, as the boundaries between the regions are simplexes whose
vertexes are also vertexes of the regions continuity constraints can be formu-
lated ensuring that the parameter vector of all the regions with a vertex in
common set the same value at that vertex. A matrix V exists which can be
applied to the global parameter vector a  a1; . . . ; aMT to give the values of
the local model at every vertex of the region in which it holds as Va.
To have a piecewise-ane fuzzy system, those values in turn must be a given
function of the consequents. Such dependence can be obtained recursively from
the basic relation stated by the following theorem [11].
Theorem 1. For any ı such that |ı is even we have
f z01|1 ; . . . ; z
0
i|ı
; . . . ; z0m|m
 
 1
2
f z01|1 ; . . . ; z
0
i|ıÿ1; . . . ; z
0
m|m
 h
 f z01|1 ; . . . ; z0i|ı1; . . . ; z0m|m
 i
:
Proof. Recall first that (cf. [10]) the denominator of Eq. (2) is always 1. Then
define m index sets Ji  fd|i=2e; d|i=2e  1g and exploit (c5) to limit the sum in
Eq. (2) to the conjunctions of membership functions which are not necessarily
vanishing to obtain
f z01|1 ; . . . ; z
0
ı|ı
; . . . ; z0m|m
 
 P
j12J1
. . .
P
jm2Jm
cj1;...;jı;...;jmHm F1j1 z
0
1|1
 
; . . . ; Fıjı z
0
ı|ı
 
; . . . ; Fmjm z
0
m|m
 h i
;
where (c5) has been used to limit the sum to conjunctions of membership
functions which are not necessarily vanishing. Moreover, as |ı is even, we have
Fıd|ı=2ez0ı|ı  Fıd|ı=2e1z0ı|ı  1=2 and the above expression can be rewritten as
f z01|1 ;    ; z0ı|ı ;    ; z0m|m
 
 P
j12J1
. . .
P
jıÿ12Jıÿ1
P
jı12Jı1
. . .
P
jm2Jm
cj1 ;...;d|ı=2e;...;jm HmF1j1z01|1; . . . ; 1=2; . . . ; Fmjmz0m|m
 P
j12J1
   P
jıÿ12Jıÿ1
P
jı12Jı1
   P
jm2Jm
cj1 ;...;d|ı=2e1;...;jmHmF1j1z01|1; . . . ; 1=2; . . . ; Fmjmz0m|m:
6
Yet, as Fijiz0i|i can only be either 0 or 1 or 1=2, it may be directly verified by
means of (c3), (c5) and Eq. (1) that HmF1j1z01|1; . . . ; 1=2; . . . ; Fmjmz0m|m 
1
2
HmF1j1z01|1; . . . ; 1; . . . ; Fmjmz0m|m as well as HmF1j1z01|1; . . . ; 1=2; . . . ;
Fmjmz0m|m  12 HmF1j1z01|1; . . . ; 1; . . . ; Fmjmz0m|m.
With this and noting that Fıd|ı=2ez0ı|ıÿ1  1 as well as Fıd|ı=2e1z0ı|ı1  1
we may identify the two summands of Eq. (6) with the two summands in the
theorem statement. 
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Note how Theorem 1 can be applied to express the values of f at any pos-
sible vertex depending on the values of f at the vertexes whose indexes ji are all
odd. In fact, by definition, z0i2jÿ1  zij so that f z1j1 ; . . . ; zmjm  cj1;...;jm . Hence,
a matrix C with power-of-two entries exists which can be applied to the con-
sequence vector c  c11; . . . ; c1n1 ; c21; . . . ; cmnm T to obtain the values at the
vertex of every region as Cc. If we indicate with CT
ÿ ?
a matrix whose column
vector are all the possible vectors orthogonal to the columns of CT, then the
conditions CT
ÿ ?
Va  0 alone summarizes the continuity constraint as well as
the constraint imposing the dependence on the consequents [16].
Assume now that the set of constrained parameters a must be identified
relying on M sets of noisy samples such that there are Ni samples falling in Ri
aected by white noise and collected in the matrix:
Xi 
1 x
iT
1 y1
..
. ..
. ..
.
1 x
iT
Ni yNi
26664
37775: 7
Assuming that the disturbances are of additive type, we may highlight true
(X^i) and noisy ( ~Xi) components writing Xi  X^i  ~Xi.
If we further assume that each noise contribution has zero mean, is un-
correlated with every other noise contribution and is uncorrelated with every
true variable, we have:
Xi
T
Xi  X^iT X^i 
0 0 . . . 0 0
0 rix1 0 . . . 0
0 0 rix2 . . . 0
..
. ..
. . .
. ..
. ..
.
0 0 0 . . . riy
266666664
377777775; 8
where for each component of x we have rixj 
PNi
k1~xij;k2, while for y we have
riy 
PNi
k1~yik 2.
Let now, Ri  XiT Xi, R^i  X^iT X^i and ~Ri be the diagonal matrix in
Eq. (8). Identification with noise rejection is accomplished in Ri choosing a
matrix ~Ri such that Ri ÿ ~Ri is positive semidefinite and solving
Ri ÿ ~Ri a
i
ÿ1
 
 0; 9
for ai [17].
Though this derives from classical linear identification theory, the piecewise-
ane case diers from conventional one at least on two aspects which can be
exploited to bring the ill-posed identification problem within more reasonable
terms.
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First the parameter space is constrained and the constraint matrix CT
ÿ ?
V
aects the existence and uniqueness of the solution a. Second, depending on
which kind of relationship is known to exists between noise characteristics in
dierent regions, a further constraint can be put on the matrices ~Ri allowing a
more accurate noise identification. The two following Sections discuss the
implications of these facts.
4. Enhanced noise identification
For each region Ri let us define the set Ci of all admissible noise variance
matrices ~Ri, i.e. those making Ri ÿ ~Ri positive semidefinite.
In an m 1-dimensional space having rix1 ; . . . ; rixm , ry as coordinates, Ci
is a convex hyper-surface belonging to first orthant. Such hyper-surface sep-
arates two regions of the noisy space: points above the hyper-surface corres-
pond to non-definite matrices ~R, those under it to positive definite matrices
[18].
In some cases, it may be reasonable to assume that the noise characteristics
are common to all the regions Ri, as the physical nature of the process gen-
erating the noise is independent of the model structure (i.e. of the partition of
the domain in simplexes). If this holds a common noise matrix ~R exists which
must satisfy:
~R 2
\M
i1
Ci: 10
There may be some circumstances under which the right-hand side of Eq.
(10) degenerates to a single point in the noise space. This lucky condition al-
lows univocal identification of noise and therefore its complete rejection. A
sucient condition for Eq. (10) to precisely indicate an unique common noise
matrix for all the regions is in the following theorem.
Theorem 2. Let Rij be obtained from R
i deleting its jth row and column,
concerning to the noise on jth variables. If for any j0; j00 there are two indices i0; i00;
corresponding to the regions Ri0 Ri00 ; such that
det Ri
0
j0
 
ÿ det Ri00j0
 
det Ri
0
j00
 
ÿ det Ri00
j00
 
6 0; 11
and M > m then the right-hand side of Eq. (10) degenerates into a single point.
Proof. Multiplying Eq. (11) by detRi0 detRi00 and dividing it by
detRi0j0  detRi
00
j0  detRi
0
j00  detR
i00
j00 , we obtain
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det Ri
0
 
det Ri
0
j0
 
0@ ÿ det Ri0
 
det Ri
0
j00
 
1A det Ri00
 
det Ri
00
j0
 
0@ ÿ det Ri00
 
det Ri
00
j00
 
1A6 0: 12
From Theorem 1 in Ref. [18] it follows that detRi= detRij  is the inter-
section of Ci with the jth axis of the noise space. Thus the intersection of Ci
0
and Ci
00 with the plane defined by the two axes j0 and j00 are of the kind re-
ported in Fig. 3 where the continuity and convexity of the Ci surface allow for
just a single common point.
Yet, if Eq. (11) holds, then for any other axis j either
det Ri
0
j
 
ÿ det Ri00j
 
det Ri
0
j0
 
ÿ det Ri00j0
 
6 0
or
det Ri
0
j
 
ÿ det Ri00j
 
det Ri
0
j00
 
ÿ det Ri00
j00
 
6 0;
so that we can ensure that Ci
0 and Ci
00 have at least m points in common each
on a dierent coordinate plane. Let us indicate with Qi
0i00
1 ; . . . ;Q
i0i00
m these in-
tersections.
Note now that each Ci is included in set of the zeros of detRi ÿ ~R which
is an m 1-linear function of the noise variances. Thus Ci0 \ Ci00 is
an mÿ 1-dimensional hyper-surface parameterized by means of m non-
linear functions 06 gi
0i00
k t1; . . . ; tmÿ16 1, t1; . . . ; tmÿ1 2 0; 1, such that
gi
0i00
1 1; 0; . . . ; 0  1 while gi
0i00
k 1; 0; . . . ; 0  0 for k 6 1, gi
0i00
2 0; 1; . . . ; 0  1
while gi
0i00
k 0; 1; . . . ; 0  0 for k 6 2 etc.
This parameterization allows to express any point P 2 Ci0 \ Ci00 as
P 
Xm
k1
Qi
0i00
k g
i0i00
k t1; . . . ; tmÿ1;
where the convexity of each Ci makes each gi
0i00 monotonic andPm
k1 g
i0i00
k P 1.
Fig. 3. An example of Ci
0  and Ci
00  surfaces.
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Since Eq. (11) holds for any couple of axes we may find a set of m 1 pairs
i0; i00 such that the corresponding set of points Qi0i00 have at least two elements
on dierent coordinate planes.
The intersection of all the corresponding Ci cannot contain more than one
point. As the same intersection cannot vanish the right-hand side of Eq. (10)
degenerate to that single point. 
In other more realistic applications the noise characteristics may not be
independent of the region in which samples are taken. If it is still reasonable
that non-correlation assumptions hold so that Eq. (9) remains valid, the
derivation may arrive up to Eq. (11) to verify that, in general, the intersection
of all the admissible matrix subsets is empty. If the noise characteristics are,
however, at least statistically known a good estimation is still possible.
To formalize this point we may assume that a probability density function
f~R1; . . . ; ~RM exists regulating the joint distribution of all the noise variances
in all the regions. The best noise estimate is then the result of the following
optimization problem
max
~R1;...;~RM
f ~R1; . . . ; ~RM
 
s:t: Ri ÿ ~Ri
 
ai
ÿ1
 
 0
CT
ÿ ?
Va  0:
13
Such an approach may be particularly eective when the noise can be as-
sumed ‘‘almost invariant’’ from region to region so that f has a sharp maxi-
mum when ~R1 ’ ~R2 ’    ’ ~RM. Note how the special but interesting case
of Gaussian dispersion of noise characteristics fits in this framework. To delve
a little deeper in its detail assume that the noise characteristic ~Ri in each region
is nothing but a realization of a white Gaussian process with average ~R0 and
probability density eÿk~R
iÿ~R0kQ , where k  kQ is an Euclidean norm depending on
the square matrix Q which accounts for dierent dispersion of the noise vari-
ance along dierent axes. From the whiteness of the dispersion process we
obtain f~R1; . . . ; ~RM  eÿ
PM
i1 k~R
iÿ~R0kQ which could be substituted into Eq.
(13) if ~R0 were known.
Though this is not usually the case, an alternative formulation of Eq. (13)
exists in which also ~R0 must be determined changing max~R1;...;~RM into
max~R0;~R1;...;~RM . The following theorem holds.
Theorem 3. If ~Ri are given by a white Gaussian process with unknown average
~R0 but known covariance matrix Q then solving Eq. (13) in ~R0; ~R1; . . . ; ~RM is
equivalent to solving
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min
~R1;...;~RM
PM
i1
PM
ji1
k~Ri ÿ ~Rjk2Q
s:t: Ri ÿ ~Ri a
i
ÿ1
 
 0
CT
ÿ ?
Va  0:
14
and setting ~R0  1M
PM
i1 ~R
i.
Proof. For any given set of ~Ri we may compute the gradient of f~R1; . . . ; ~RM
with respect to ~R0 to reveal that the minimum of f is obtained when
~R0  1M
PM
i1 ~R
i.
Hence, we may substitute it into f to obtain that (13) is actually equivalent
to minimizing
PM
i1 kM ~Ri ÿ
PM
j1 ~R
jk2Q.
Let us now take the gradient of this last cost function with respect to ~Rk to
obtain
r~Rk
PM
i1
M ~Ri ÿPM
j1
~Rj


2
Q
 2PM
i1
M ~Ri ÿPM
j1
~Rj
 !T
Qr~Rk M ~Ri ÿ
PM
j1
~Rj
 !24 35
 2M M ~Rk ÿPM
j1
~Rj
 !T
Q:
Consider now the cost function in Eq. (14) and take the gradient with re-
spect to the same ~Rk to obtain
r~Rk
PM
i1
PM
j1
k~Ri ÿ ~Rjk2Q
 2PM
i1
PM
j1
~Ri ÿ ~Rj
 T
Qr~Rk ~Ri ÿ ~Rj
  
 2 PM
i1
~Rk ÿ ~Ri
 
ÿPM
j1
~Rj ÿ ~Rk
 " #T
Q
 4 M ~Rk ÿPM
j1
~Rj
 !T
Q;
which shows that the two gradients are always parallel. Hence, as the con-
straints in Eqs. (13) and (14) are the same, the two problems share also the
same solutions. 
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5. Constraints satisfaction
The optimization problems in Eqs. (13) and (14) feature quite complex
constraints. The aim of this section is to discuss the role and structure of such
constraints.
To do so, we assume that each inverse matrix Ri
ÿ1
has all strictly positive
entries. Well-known results [17] ensure that, once that the noise is identified,
the corresponding ai satisfying Ri ÿ ~Rai  0 is unique and can be
expressed as an ane combination
ai 
Xm1
j1
wij a
i
j ; 15
of the m 1 solutions aij , the jth of which is obtained assuming that only one
the jth noise variance is non-null. Recall that, with this definition, a
i
j is also
the jth column of Ri
ÿ1
as these solutions are nothing but the ordinary least
square solutions of a regression problem. Thus Ri
ÿ1  ai1 . . . a
i
m1 and we
may define the block-diagonal matrix
A


R1
ÿ1
0 . . . 0
0 R2
ÿ1
. . . 0
..
. ..
. . .
. ..
.
0 0 . . . RM
ÿ1
;
26664
37775
and the corresponding weight vector as w, to substitute Eq. (15) into Eq. (16)
and obtain
CT
ÿ ?
V A

w  0: 16
The null subspace ker CTÿ ?V A can be computed a-priori and only its
elements with non-negative components give raise to a continuous model. As
the weight vector is constrained by
Pm1
j1 w
i
j  1 for i  1; 2; . . . ;M , the subset
of continuous model is a manifold with not more than corank CTÿ ?V A ÿM
dimensions.
An explicit parameterization of such manifold can be obtained for m  1
exploiting the following general results.
Theorem 4. For each region Ri; all the submodels satisfying Eq. (9) contain the
point
xi  1
Ni
XNi
j1
x
i
j ; y
i  1
Ni
XNi
j1
yj: 17
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Proof. Let us consider Eq. (9). In that equation, the matrix ~Ri has the first row
with all zero entries, therefore, multiplying the first row of the matrix Ri by the
column vector ai ÿ 1T, we obtain:
Ni  ai
XNi
j1
x
i
j ÿ
XNi
j1
yj  0;
dividing the above equality by Ni the thesis is proved. 
Indicate with v
i
0 ; . . . ; v
i
m be the vertices of the simplex Ri and indicate with
I
i
k the set of values assumed in v
i
k by all the submodels satisfying Eq. (9). The
following theorem holds.
Theorem 5. The set Iik is an interval going from min
m
j01 vik a
i
j to
maxmj01 vik a
i
j .
Proof. If the submodel satisfies Eq. (9), then its parameter vector ai satisfies
Eq. (15) so that
1 vik ai 
Xm1
j1
wij 1 vik a
i
j :
Hence, I
i
k is a one dimensional convex set, i.e. an interval spanning from the
minimum to the maximum attainable values. 
The above two theorems can be eectively exploited when m  1 as the
domain of the system is the interval between vmin and vmax. In this case Ri is
also an interval and can be sorted so that vmin  v10 < v11  v20 < v21
 v30 <    < vM1  vmax. Theorem 5 also simplifies as Iik goes from
minf1 vik a
i
1 ; 1 vik a
i
2 g to maxf1 vik a
i
1 ; 1 vik a
i
2 g.
Further on, indicate with Wi a transformation such that given an interval
I  a; b produces the interval WiI  2yi ÿ b; 2yi ÿ a. Theorem 4 guar-
antees that WiIik   Ii3ÿk and that, for any parameter vector satisfying Eq. (9)
if 1 vik ai 2 I then 1 vi3ÿkai 2 WiI. With this the following theorem holds.
Theorem 6. A model is continuous if and only if it assumes at vM1 a value in the
interval
WM I
M
1 \WMÿ1 IMÿ11 \   W2 I21 \W1 I11
    
:
Proof. Proceed by induction on M. For M  1 the thesis is trivial as all the
models satisfying Eq. (9) assume at v
1
1 a value within I
1
2  W1I11 .
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Assume now that a model is continuous in the first M ÿ 1 regions if and only
if it assumes at v
Mÿ1
1 a value within WMÿ1IMÿ11 \   W2I21 \W1I11 .
Yet, all the submodels satisfying Eq. (9) in the Mth region assume at v
M
0 
v
Mÿ1
1 values within I
M
1 . As continuity means coincidence of left and right
limits, a model is continuous on the first M regions if and only if it assumes at
v
M
0 a value within the intersection of I
M
1 and the above interval. If we finally
apply WM we obtain the set of values characterizing the continuous models at
v
M
1 as indicated in the theorem statement. 
6. Examples
To summarize the results which have been proposed in the previous section,
let us consider two examples, in which the data samples are aected by white
Gaussian noise with zero mean and 0.1 average variance along the x1 axis and
0.2 average variance along the y axis.
These examples are concerned with the identification of a piecewise-ane
function. This problem is a natural evaluation test for the proposed method, as
the target and the fuzzy model share a common structure so that the modeling
error is totally related to the noise. The target function is:
F x 
x 4 if ÿ 36 x6 ÿ 1;
ÿ0:5x 2:5 if ÿ 16 x6 1;
1:5x 0:5 if 16 x6 3:
8<: 18
One thousand data pairs F x; x have been obtained sampling the function
(18). The one-dimensional domain of the fuzzy model is partitioned in M  3
regions (R1  ÿ3;ÿ1;R2  ÿ1; 1;R3  1; 3). The admissible noise loci are
shown in Fig. 4, they intersect in the point ~r1; ~r2, corresponding to the noise
variances 0:1; 0:2, i.e. the actual data noise. In fact, the assumptions on which
Theorem 2 is based hold in this case allowing us to uniquely define ~R and and
solve Ri ÿ ~Rai  0 for ai in each region.
The target system and the fuzzy model are shown in Fig. 5. As the noise
added to the data has been perfectly estimated and the dierence between the
fuzzy model and the target function is negligible.
As a second example we consider noise variances which generated by a
Gaussian process whose average is 0:1; 0:2 and whose variance matrix is di-
agonal with entries equal to 0:05. In particular we set r1x1  0:0922,
r1y  0:1203, r1x1  0:0818, r1y  0:2384, r1x1  0:1036, r1y  0:1793.
Fig. 6 shows that the admissible noise loci C1;C2 and C3 do not intersect
in a single point. In this case the continuity constraints and the Gaussian na-
ture of the process generating the noise variances can be of help in model
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identification. Theorem 6 easily allows to parameterize all the possible piece-
wise-ane fuzzy models by its value in v
3
1  3. Easy calculations lead to set
I
3
1  4:980; 5:122 so that, substituting all the constraints in the cost function
Fig. 5. Actual (F x) and identified (f x) functions in ideal noise conditions.
Fig. 4. Curves of admissible noise points when the noise variances are identical in the three con-
sidered regions.
Fig. 6. Curves of admissible noise points when the noise variances are generated by a Gaussian
process.
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of Eq. (14) reduces the identification problem to the numerical minimization of
the function reported in Fig. 7 whose minimum is in f x31   5:008.
In Fig. 6 the corresponding estimate R1, R2 and R3 are reported which
are extremely close to the real noise variances.
As a final example, we consider the identification of the target function
y  F x  sinx, for x 2 ÿp; p. Again, one thousand noisy samples have
been collected from the target function (see Fig. 8). The fuzzy model has seven
regions obtained from an equally spaced partition of the function domain.
The admissible sets of noise variances are shown in Fig. 9. Note that the
hypotheses of Theorem 2 do not hold (in particular the noise term is due to a
real random contribution plus a local non-linearity contribution from the ac-
tual shape of the target function) and the admissible surfaces do not intersect in
a single point. Due to the local non-linearity contribution to noise, Theorem 3
Fig. 7. One-parameter version of the minimization problem 14.
Fig. 8. Noisy samples.
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cannot be formally applied. Yet, the minimization problem in Eq. (14) can still
be solved by numerical means to give a unique, continuous solution.
This unique solution is matched against the target function in Fig. 10
showing that good fitting is still achievable.
7. Conclusions
In this paper a procedure for piecewise fuzzy model identification from noisy
data has been presented. The procedure is based on the well known Frisch
scheme, extended to piecewise fuzzy models which are characterized by mul-
tiple anity region and continuity constraints.
Fig. 9. Curves of admissible noise points for the considered seven intervals mono-dimensional
system.
Fig. 10. Actual and identified functions in noise conditions.
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To attempt noise rejection the admissible set of the noise variance matrices,
each corresponding to an input region, are computed. A constructive theorem
assures that, assuming that the noise characteristics are constant through all
the regions, the admissible set reduces to a single point and, therefore, the
solution to the identification problem may be unique.
Whenever noise characteristics are not constant but vary slightly from one
region to another a sensible approach is that of reducing the modeling problem
to a constrained minimization problem. The formal validity of this approach
can be formally demonstrated when the noise characteristics are generated in
each region by a white Gaussian process.
To ease the solution of the constrained minimization problem involved in
the modeling procedure, the particular case of one-input system is analyzed in
detail giving an explicit parameterization for the constraint manifold.
Some examples show how the techniques introduced in the theoretical sec-
tions are eective in identifying piecewise-ane systems whose samples are
perturbed by a Gaussian noise whose average variances are some percents of
the available ranges. It is shown how modeling is still possible when these
variances themselves are generated by a Gaussian process whose variance is
50% of its average. A final example also clarifies that proper modeling may be
feasible even when the target system is not piecewise-ane.
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