1. INTRODUCTION THATEXPECTATIONS of economic variables may be subject to error has, for some time, been recognized as an important part of most explanations of changes in the level of business activity. The "ex ante" analysis of the Stockholm School-although it has created its fair share of confusion-is a highly suggestive approach to short-run problems. I t has undoubtedly been a major motivation for studies of business expectations and intentions data.
As a systematic theory of fluctuations in markets or in the economy, the approach is limited, however, because it does not include an explanation of the way expectations are formed. To make dynamic economic models complete, various expectations formulas have been used. There is, however, little evidence to suggest that the presumed relations bear a resemblance to the way the economy works.* What kind of information is used and how it is put together to frame an estimate of future conditions is important to understand because the character of dynamic processes is typically very sensitive to the way expectations are influenced by the actual course of events. Furthermore, it is often necessary to make sensible predictions about the way expectations would change when either the amount of available information or the struc-ture of the system is changed. (This point is similar to the reason we are curious about demand functions, consumption functions, and the like, instead of only the reduced form "predictors" in a simultaneous equation system.) The area is important from a statistical standpoint as well, because parameter estimates are likely to be seriously biased towards zero if the wrong variable is used as the expectation.
The objective of this paper is to outline a theory of expectations and to show that the implications are-as a first approximation-consistent with the relevant data.
Two major conclusions from studies of expectations data are the following: 1. Averages of expectations in an industry are more accurate than naive models and as accurate as elaborate equation systems, although there are considerable cross-sectional differences of opinion.
2. Reported expectations generally underestimate the extent of changes that actually take place.
In order to explain these phenomena, I should like to suggest that expectations, since they are informed predictions of future events, are essentially the same as the predictions of the relevant economic theory. 3 At the risk of confusing this purely descriptive hypothesis with a pronouncement as to what firms ought to do, we call such expectations "rational." I t is sometimes argued that the assumption of rationality in economics leads to theories inconsistent with, or inadequate to explain, observed phenomena, especially changes over time (e.g., Simon [29]). Our hypothesis is based on exactly the opposite point of view: that dynamic economic models do not assume enough rationality.
The hypothesis can be rephrased a little more precisely as follows: that expectations of firms (or, more generally, the subjective probability distribution of outcomes) tend to be distributed, for the same information set, about the prediction of the theory (or the "objective" probability distributions of outcomes).
The hypothesis asserts three things: (1) Information is scarce, and the economic system generally does not waste it. (2) The way expectations are formed depends specifically on the structure of the relevant system describing the economy. (3) A "public prediction," in the sense of Grunberg and Modigliani [14], will have no substantial effect on the operation of the economic system (unless it is based on inside information). This is not quite the same thing as stating that the marginal revenue product of economics is zero, because expectations of a single firm may still be subject to greater error than the theory.
I t does not assert that the scratch work of entrepreneurs resembles the system of equations in any way; nor does it state that predictions of entrepreneurs are perfect or that their expectations are all the same.
For purposes of analysis, we shall use a specialized form of the hypothesis. In particular, we assume :
1. The random disturbances are normally distributed. 2. Certainty equivalents exist for the variables to be predicted.
3. The equations of the system, including the expectations formulas, are linear. These assumptions are not quite so strong as may appear at first because any one of them virtually implies the other two.4
PRICE FLUCTUATIONS I N AN ISOLATED MARKET
We can best explain what the hypothesis is all about by starting the analysis in a rather simple setting: short-period price variations in an isolated market with a fixed production lag of a commodity which cannot be stored. 5 The market equations take the form
where: P t represents the number of units produced in a period lasting as long as the prgduction lag, C t is the amount consumed, pt is the market price in the tth period, pi is the market price expected to prevail during the tth period on the basis of information available through the (t-1)'st period, ut is an error term-representing, say, variations in yields due to weather. All the variables used aye deviations from equilibriu~~z values. The quantity variables may be eliminated from (3.1)to give The error term is unknown at the time the production decisions are made, but it is known-and relevant-at the time the con~modity is purchased in the market.
The prediction of the model is found hy replacing the error term by its expected value, conditional on past events. If the errors have no serial correlation and Ezht = 0, we obtain If the prediction of the theory were substantially better than the expectations of the firms, then there would be opportunities for the "insider" to profit from the knowledge-by inventory speculation if possible, by operating a firm, or by selling a price forecasting service to the firms. The profit opportunities would no longer exist if the aggregate expectation of the firms is the same as the prediction of the theory:
Referring to (3.3) we see that if y//3 # -1 the rationality assumption (3.4) implies that 9; = 0, or that the expected price equals the equilibrium price.
As long as the disturbances occur only in the supply function, price and quantity movements from one period to the next would be entirely along the demand curve.
The problem we have been discussing so far is of little empirical interest, because the shocks were assumed to be completely unpredictable. For most markets it is desirable to allow for income effects in demand and alternative costs in supply, with the assumption that part of the shock variable may be predicted on the basis of prior information. By retracing our steps from (3.2), we see that the expected price would be If the shock is observable, then the conditional expected value or its regression estimate may be found directly. If the shock is not observable, it must be estimated from the past history of variables that can be measured. The price will be a linear function of the same independent disturbances; thus
The expected price given only information through the (t -1)'st period has the same form as that in (3.7), with the exception that ~t is replaced by its expected value (which is zero). We therefore have If, in general, we let pt,L be the price expected in period t +L on the basis of information available through the tth period, the formula becomes Substituting for the price and the expected price into (3. I), which reflect the market equilibrium conditions, we obtain Equation (3.10) is an identity in the E'S; that is, it must hold whatever values of sj happen to occur. Therefore, the coefficients of the corresponding ~g in the equation must be equal.
The weights W iare therefore the following:
give the parameters of the relation between prices and price expectations functions in terms of the past history of independent shocks. The problem remains of writing the results in terms of the history of observable variables. We wish to find a relation of the form We solve for the weights Vj in terms of the weights Wj in the following manner. Substituting from (3.7) and (3.8), we obtain Since the equality must hold for all shocks, the coefficients must satisfy the equations This is a system of equations with a triangular structure, so that it may be solved successively for the coefficients V1, Vg, V3,. .. .
If the disturbances are independently distributed, as we assumed before, then wo = -l / p and all the others are zero. Equations (3.14) therefore imply
These are the results obtained before. Suppose, at the other extreme, that an exogenous shock affects all future conditions of supply, instead of only the one period. This assumption would be appropriate if it represented how far technological change differed from its trend. Because ut is the sum of all the past ~j , w 6 = 1 (i= 0,1,2,. ..).
From (3.14) it can be seen that the expected price is a geometrically weighted moving average of past prices:
This prediction formula has been used by Nerlove [26] to estimate the supply elasticity of certain agricultural commodities. The only difference is that our analysis states that the "coefficient of adjustment" in the expectations formula should depend on the demand and the supply coefficients. The geometrically weighted moving average forecast is, in fact, optimal. under slightly more general conditions (when the disturbance is composed of both permanent and transitory components). In that case the coefficient will depend on the relative variances of the two components as well as the supply and demand coefficients. (See [24] .)
Deviations from Rationality. Certain imperfections and biases in the expectations may also be analyzed with the methods of this paper. Allowing for cross-sectional differences in expectations is a simple matter, because their aggregate effect is negligible as long as the deviation from the rational forecast for an individual firm is not strongly correlated with those of the others. Modifications are necessary only if the correlation of the errors is large and depends systematically on other explanatory variables. We shall examine the effect of over-discounting current information and of differences in the information possessed by various firms in the industry. Whether such biases in expectations are empirically important remains to be seen. I wish only to emphasize that the methods are flexible enough to handle them.
Let us consider first what happens when expectations consistently overor under-discount the effect of current events. Equation (3.8), which gives the optimal price expectation, will then be replaced by
In other words the weight attached to the most recent exogenous disturbance is multiplied by the factor fl, which would be greater than unity if current information is over-discounted and less than unity if it is underdiscounted.
If we use (3.18) for the expected price instead of (3.8) to explain market price movements, then (3.11) is replaced by
The effect of the biased expectations on price movements depends on the statistical properties of the exogenous disturbances.
If the disturbances are independent (that is, wo = 1 and w g = 0 for i 2 I), the biased expectations have no effect. The reason is that successive observations provide no information about future fluctuations.
On the other hand, if all the disturbances are of a permanent type (that is, wo = wl = ... = I), the properties of the expectations function are significantly affected. To illustrate the magnitude of the differences, the parameters of the function are compared in Figure 3 .1 for P = 2y and various values of fl. If current information is under-discounted (fl = 1/2), the weight V1 attached to the latest observed price is very high. With over-discounting (fl -2), the weight for the first period is relatively low. The model above can be interpreted in another way. Suppose that some of the firms have access to later information than the others. That is, there is a lag of one period for some firms, which therefore form price expectations according to (3.8) . The others, with a lag of two periods, can only use the following:
Then the aggregate price expectations relation is the same as (3.18), if fl represents the fraction of the firms having a lag of only one period in obtaining market information (that is, the fraction of "insidersJJ).
E F F E C T S O F INVENTORY SPECULATION
Some of the most interesting questions involve the economic effects of inventory storage and speculation. We can examine the effect by adjoining to (3.1) an inventory demand equation depending on the difference between the expected future price and the current price. As we shall show, the price expectation with independent disturbances in the supply function then turns out to have the form where the parameter 1 would be somewhere between zero and one, its value depending on the demand, supply, and inventory demand parameters.
Speculation with moderately well-informed price expectations reduces the variance of prices by spreading the effect of a market disturbance over several time periods, thereby allowing shocks partially to cancel one another out. Speculation is profitable, although no speculative opportunities remain. These propositions might appear obvious. Nevertheless, contrary views have been expressed in the literature. 6 Before introducing inventories into the market conditions, we shall briefly examine the nature of speculative demand for a commodity.
Optimal S$ecztlation. We shall assume for the time being that storage, interest, and transactions costs are negligible. Anindividual has an opportunity to purchase at a known price in the tth period for sale in the succeeding period. The future price is, however, unltnown. If we let It represent the speculative inventory at the end of the tth period,' then the profit to be realized is Of course, the profit is unknown at the time the commitment is to be made. There is, however, the expectation of gain.
The individual demand for speculative inventories would presumably be based on reasoning of the following sort. The size of the commitment depends on the expectation of the utility of the profit. For a sufficiently small range of variation in profits, we can approximate the utility function by the first few terms of its Taylor's series expansion about the origin:
The expected utility depends on the moments of the probability distribution of n: From (4.2) the first two moments may be found to be where p;+l is the conditional mean of the price in period t + l (given all information through period t) and ot2,1 is the conditional variance. The expected utility may therefore be written in terms of the inventory position as follows:
The inventory therefore satisfies the condition
The inventory position would, to a first approximation, be given by If +' (0) > 0 and $" (0) < 0, the above expression is an increasing function of the expected change in prices (as long as it is moderate). At this point we make two additional assumptions: (1) the conditional 2 variance, ot,l, is independent of p:, which is true if prices are normally distributed, and (2) the square of the expected price change is small relative to the variance. The latter assumption is reasonable because the original expansion of the utility function is valid only for small changes. Equation Note that the coefficient ar depends on the commodity in only one way: the variance of price forecasts. The aggregate demand would, in addition, depend on who holds the stocks as well as the size of the market. For some commodities, inventories are most easily held by the firms.9 If an organized futures exchange exists for the commodity, a different population would be involved. In a few instances (in particular, durable goods), inventory accumulation on the part of households may be important.
The original assumptions may be relaxed, without affecting the results significantly, by introducing storage or interest costs. Margin requirements may, as well, limit the long or short position of an individual. Although such requirements may primarily limit cross-sectional differences in positions, they may also constrain the aggregate inventory. In this case, we might reasonably expect the aggregate demand function to be nonlinear with an upper "saturation" level for inventories. (A lower level would appear for aggregate inventories approaching zero.)
Because of its simplicity, however, we shall use (4.9) to represent inventory demand.
Market Adjztstnzents. We are now in a position to modify the model of Section 3 to take account of inventory variations. The ingredients are the supply and demand equations used earlier, together with the inventory equation. We repeat the equations below (Pt represents production and Ct consumption during the tth period: (Inventory speculation) .
The market equilibrium conditions are Substituting (4.10) into (4.1 l), the equilibrium can be expressed in terms of prices, price expectations, and the disturbance, thus
The conditions above may be used to find the weights of the regression functions for prices and price expectations in the same way as before. Substituting from (3.6), (3.7), and (3.8) into (4.12), we obtain
In order that the above equation hold for all possible E'S, the corresponding coefficients must, as before, be equal. Therefore, the following system of equations must be satisfied:lO 1,2,3,...) .
Provided it exists, the solution of the homogeneous system would be of the form A unique, real, and bounded solution to (4.14) will exist if the roots of the characteristic equation are real. The roots occur in reciprocal pairs, so that if they are real and distinct exactly one will have an absolute value less than unity. For a bounded solutio~l the coefficient of the larger root vanishes; the initial condition is then fitted to the coefficient of the smaller root.
The response of the price and quantity variables will be dynamically stable, therefore, if the roots of the characteristic equation are real. I t is easy to see that they will be real if the following inequalities are satisfied:
The first condition requires that speculators act in the expectation of gain (rather than loss). The second is the condition for Walrasian stability.
Hence an assumption about dynamic stability implies rather little about the demand and supply coefficients. I t should be observed that (4.17) are not necessary conditions for stability. The system will also be stable if both inequalities in (4.17) The weights V k may be found either from (3.14) or by noting that the resulting stochastic process is Markovian. At any rate, the weights are
The expected price is therefore correlated with the previous price, and the rest of the price history conveys no extra information, i.e., (4.20) pt" = )apt-1 , where the parameter depends on the coefficients of demand, supply, and inventory speculation according to (4.16) and is between 0 and 1 . If inventories are an important factor in short-run price determination, 21 will be very nearly unity so that the time series of prices has a high positive serial correlation.11 If inventories are a negligible factor, 1 1is close to zero and leads to the results of Section 3.
Effects of Inve+ttory Speculation. Substituting the expected price, from (4.20) ,into (4.10),we obtain the following system to describe the operation of the market :
The market conditions can be expressed in terms of supply and demand by including the inventory carryover with production and inventory carry- 11 If the production and consumption flows are negligible compared with the speculative inventory level, the process approaches a random walk. This would apply to daily or weekly price movements of a commodity whose production lag is a year. Cf. Kendall[22] . forward with consumption; thus, (Demand) , (Supply) .
Substituting from (4.21) we obtain the system:
The coefficient in the supply equation is reduced while that of the demand equation is increased. The conclusions are not essentially different from those of Hooton [IS]. The change is always enough to make the dynamic response stable. If price expectations are in fact rational, we can make some statements about the economic effects of commodity speculation. (The relevant formulas are summarized in Table 4 .1.) Speculation reduces the variance of prices by spreading the effect of a disturbance over several time periods. From Figure 4 .2, however, we see that the effect is negligible if a is much less than the sum of P and y. The standard deviation of expected prices first increases with a because speculation makes the time series more predictable and then decreases because of the small variability of actual prices. The variability of factor inputs and production follows roughly the same pattern (cf. Kaldor In Figure 4 .3 we see that mean income to speculators is always positive and has a maximum value slightly to the left of that for expected prices. Producers' revenue and consumers' expenditures both increase with a. Consumers' expenditures increase at first a little faster than the revenue of the producers. The effect of speculation on welfare is therefore not obvious. 
RATIONALITY A N D COBWEB THEOREMS
I t is rather surprising that expectations have not previously been regarded as rational dynamic models, since rationality is assumed in all other aspects of entrepreneurial behavior. From a purely theoretical standpoint, there are good reasons for assuming rationality. First, it is a principle applicable to all dynamic problems (if true). Expectations in different markets and systems would not have to be treated in completely different ways. Second, if expectations were not moderately rational there would be opportunities for economists to make profits in commodity speculation, running a firm, or selling the information to present owners. Third, rationality is an assumption that can be modified. Systematic biases, incomplete or incorrect information, poor memory, etc., can be examined with analytical methods based on rationality.
The only real test, however, is whether theories involving rationality explain observed phenomena any better than alternative theories. In this section we shall therefore compare some of the empirical implications of the rational expectations hypothesis with those of the cobweb "theorem." The effects of rational expectations are particularly important because the cobweb theorem has often been regarded as one of the most successful attempts a t dynamic economic theories (e.g., Goodwin [13] ). Few students of agricultural problems or business cycles seem to take the cobweb theorem very seriously, ho\vever, but its implications do occasionally appear. For example, a major cause of price fluctuations in cattle and hog markets is sometimes believed to be the expectations of farmers themselves (Jesness [19] ).Dean and Heady [lo] have also suggested more extensive governmental forecasting and outlook services in order to offset an increasing tendency toward instability of hog prices due to a secular decrease in the elasticity of demand.
ImpZications of Cobweb Theorems.
If the market equilibrium conditions of (3.1) are subjected to independent shocks in the supply function, the prediction of the theory would be As a result, the prediction of the cobweb theory would ordinarily have the sign opposite to that of the firms. This, of course, has been known for a long time. Schultz noted that the hypothesis implies farmers do not learn from experience, but added: "Such a behavior is not to be ruled out as extremely improbableJ ' [27, p. 781. 
That is, a certain fraction of the latest change is added on to the latest observed price. Depending on the sign of e, which should be between -1 and +1, we can get a greater variety of behavior. I t is still the case, however, that farmers' expectations and the prediction of the model have the opposite sign.
A third expectations formula is much more recent. The adaptive expectations model, used by Nerlove [25] ,satisfies the following equation:
The forecast is changed by an amount proportional to the most recently observed forecast error. The solution of the difference equation gives the price expectation as a geometrically weighted moving average:
Certain properties of the cobweb models are compared with the rational model in Table 5 .1 for shocks having no serial correlation. Such comparisons are a little treacherous because most real markets have significant income effects in demand, alternative costs in supply, and errors in both behavioral equations. To the extent that these effects introduce positive serial correlation in the residuals, the difference between the cobweb and rational models would be diminished. Subject to these qualifications, we shall compare the two kinds of models according to the properties of firms' expectations and the cyclical characteristics of commodity prices and output.
Expectations of Firms.
There is some direct evidence concerning the quality of expectations of firms. Heady and Kaldor [16] have shown that, for the period studied, average expectations were considerably more where vi is a random disturbance. Estimated values of b are positive, but less than unity (see, e.g., Theil [33]). Such findings are clearly inconsistent with the cobweb theory, which ordinarily requires a negative coefficient. We shall show below that they are generally consistent with the rational expectations hypothesis.
Bossons and Modigliani [6] have pointed out that the size of the estimated coefficient, 6,may be explained by a regression effect. Its relevance may be seen quite clearly as follows. The rational expectations hypothesis states that, in the aggregate, the expected price is an unbiased predictor of the actual price. That is, The probability limit of the least squares estimate of b in (5.6) would then be given by Cycles. The evidence for the cobweb model lies in the quasi-periodic fluctuations in prices of a number of commodities. The hog cycle is perhaps the best known, but cattle and potatoes have sometimes been cited as others which obey the "theorem." The phase plot of quantity with current and lagged price also has the appearance which gives the cobweb cycle its name.
A dynamic system forced by random shocks typically responds, however, with cycles having a fairly stable period. This is true whether or not any characteristic roots are of the oscillatory type. Slutzky [30] and Yule [34] first showed that moving-average processes can lead to very regular cycles. A comparison of empirical cycle periods with the properties of the solution of a system of differential or difference equations can therefore be misleading whenever random shocks are present (Haavelmo [15] ).
The length of the cycle under various hypotheses depends on how we measure the empirical cycle period. Two possibilities are: the interval Note: The disturbances are assumed to be normally and independently distributed with a constant variance. @ and y are both assumed to be positive.
between successive "upcrosses" of the time series (i.e., crossing the trend line from below), and the average interval between successive peaks or troughs. Both are given in Table 5 .2, which summarizes the serial correlation of prices and mean cycle lengths for the various hypotheses.12 That the observed hog cycles were too long for the cobweb theorem was first observed in 1935 by Coase and Fowler [8, 91 . The graph of cattle prices presented given by Ezekiel [I 11 as evidence for the cobweb theorem implies an extraordinarily long period of production (five to seven years). The interval between successive peaks for other commodities tends to be longer than three production periods. Comparisons of the cycle lengths should be interpreted cautiously because they do not allow for positive serial correlation of the exogenous disturbances. Nevertheless, they should not be construed as supporting the cobweb theorem.
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