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The Development of Data Infrastructures for eHealth:  
A Socio-Technical Perspective
1. Introduction 
The HealthGrid concept is a response to the eHealth vision of accelerated progress in biomedical 
research and healthcare delivery.1 Realising this eHealth vision (in common with e-Research2 more 
generally), calls for radical changes in the ways in which research is conducted, including how 
researchers share and reuse data and collaborate (Jirotka et al. 2005). The role of HealthGrids is to 
harness innovations in digital infrastructure that can enable the seamless access to, sharing and 
reuse data (e.g., clinical records, genomic data, and images) irrespective of source. These 
innovations in digital infrastructure, known as the Grid or, increasingly commonly, as e-Infrastructure 
(Cyberinfrastructure in the USA), comprise networked, interoperable, service-oriented, scalable 
computational tools and services. Ontologies — formalised ways of describing the semantics of data 
(Gruber 2007a) that can be interrogated by distributed human users and computers so as to facilitate 
discovery, linking, and reasoning across datasets — are a key element of this e-Infrastructure. 
 
In this paper, we examine a number of challenges for the design and development of HealthGrids. We 
focus on recurring problems, where assumptions about data sharing and reuse were contested or 
broke down at different stages and intervention points in the HealthGrid development process, and 
the implications they have for successful deployment and long-term sustainability. Exploring these 
problems provides us with a better understanding of the ways in which assumptions can affect the 
quality, usefulness, and currency of shared data, and of the costs, risks, and benefits for different 
users. Finally, we note the impact of governance issues raised when data is shared across 
organizational and national boundaries. 
2. Challenges in Realising the Vision 
The challenges we examine in this paper came to light at a road-mapping workshop in the UK 
National e-Science Centre,3 where several HealthGrid project teams4 came together to identify a 
number of common concerns at different stages in the data and information lifecycle (Ure et al. 2006, 
2007a, 2007b). These projects were charged with (a) designing infrastructure for sharing and re-using 
imaging, genetic, and clinical data in overlapping or related disease domains, and (b) developing 
ontologies (formal encodings of the concepts within a particular knowledge domain and their 
relationships) to support this.  The paper also draws on the outcomes of a related UK e-Social 
Science workshop addressing social and semantic aspects of this infrastructure development.5 
 
Duguid and Brown (2000) and Bowker and Star (2000) have underlined the social and often political 
nature of the collection, classification, and representation of information, and how such processes can 
be facilitated or frustrated by the particular design choices of technical artifacts intended to support 
them. These sorts of issues were evident in the problems encountered by HealthGrid project teams in 
their efforts to develop common semantic models capable of representing and sharing data across 
diverse sites and scales. In addition, difficulties reflected very optimistic assumptions about the 
potential of standardised protocols and automated data cleaning to address problems of data quality 
from disparate contexts. 
 
HealthGrids are co-evolving, socio-technical complexes (Joslyn and Rocha 2000) whose key 
challenge is achieving the effective alignment of coupled technical and human information 
                                                     
1 See http://initiative.healthgrid.org/the-initiative/healthgrids-concept.html 
2 Known originally as ‘e-Science’, in the UK the term ‘e-Research’ has emerged as the more inclusive label. For a 
summary of e-Science aims, see Berman, F. and Hey, T. (2004), “The Scientific Imperative”, Chapter 2 in: Foster, I. 
and Kesselman, C. (eds.), The Grid: Blueprint for a New Computing Infrastructure, 2nd edition, Morgan Kaufman 
Publishers. 
3  http://www.nesc.ac.uk/esi/events/709/ and https://wikis.nesc.ac.uk/mod/Main_Page  
4 Participating projects included UK: NeuroGrid (http://www.neurogrid.ac.uk/), PsyGrid (http://www.psygrid.org/), 
CARMEN (http://www.carmen.org.uk/), P3G (http://www.p3gconsortium.org/), Generation Scotland 
(www.generationscotland.org/); EU: HealthGrid Share (http://initiative.healthgrid.org/the-initiative/share-project.html), 
HealthAgents (http://www.healthagents.net/); US: Bio-Informatics Research Network (http://www.nbirn.net/). 
5  http://www.ncess.ac.uk/events/item/?item=169 
 
 
417 Journal of the Association for Information Systems Vol. 10 Special Issue pp. 415-429 May 2009 
Ure et al./Data Infrastructures for eHealth 
infrastructure. The aim of those involved in the design and implementation of HealthGrids must be to 
manage unanticipated problems and, where possible, to gain useful synergies, whether these are 
technical (e.g., through enhanced interoperability of services) or human (e.g., through increased 
sharing and reuse of data and collaboration in research).  
 
To understand the alignment challenge, we begin by following the data lifecycle (see Figure 1) 
through data collection, cleaning, and quality control (detecting and eliminating errors) to explore the 
implications of local working practices and knowledge for the sharing and reuse of data collected 
across different sites. Local variations in practices cannot be entirely eliminated by standardization of 
data lifecycle protocols but, more importantly, the protocols themselves will be subject to change as 
the technologies for data collection evolve. Other solutions must be sought if the goal is to ensure 
data remains re-usable in the face of such changes. In these circumstances, the capture of metadata 
(i.e., data about data) that documents the way in which data has been collected and prepared for use 
(i.e., its provenance) becomes critical to success.  
 
The importance of providing metadata is already recognised among those research communities that 
have established routines for data archiving. However, with the eHealth vision (and that of e-
Research more generally), which demands greater sharing and reuse of data, more sophisticated 
forms of provenance are seen as being necessary (Moreau et al. 2008). Chief among these are 
models known as ontologies which formally define the semantics of metadata and so enable 
machine-based reasoning, linking and analysis. However, looking to ontologies to manage this 
diversity and change merely shifts the problem of standardization rather than eliminates it. 
 
Figure 1. Aligning technical and human processes at different stages of the data lifecycle. 
 
We move on to explore problems experienced by several HealthGrid projects in their attempts to 
define ontologies to apply within particular research domains. In particular, we contrast the view of 
ontology builders – that stable and common metadata standards are necessary to support large-scale 
data sharing (and the assumptions about the nature of distributed knowledge production, 
representation and governance that follow from this view) — with the need expressed by users for 
approaches that are compatible with more diverse local aims and practices. Such practices are 
sensitive to the kinds of practical problems likely to be experienced on the ground at the different sites 
where HealthGrid infrastructures are expected to be embedded and used (Hartswood et al. 2006, 
Randall et al. 2007).  
3. The Data Lifecycle: the Reality behind the Assumptions 
For all of the HealthGrid projects, significant issues were evident in the initial stages of the data 
lifecycle, where project managers acknowledged that high error rates during data collection as a 
problem. Data might be entered in the wrong boxes on forms, for example, or might be incomplete or 
even contradictory. While data checking and data cleaning procedures could identify particular kinds 
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of anomalies, it was often impossible to differentiate between variance due to disease effects, 
population differences, or other unspecified differences between sites and data collection teams. 
Such examples highlighted the (often unrecognised) role of local knowledge and communication in 
identifying and rectifying data quality issues, and the difficulty of replicating this in large scale, 
multidisciplinary and distributed collaborations, where informal opportunities for face-to-face 
communication are greatly reduced.6  
 
The experience of the projects was that quality assurance mechanisms were able to identify 
unexpected data values, but input about the population, the local context, and the processes on the 
ground was necessary as the study was carried out. For example, differences in resting heart rate 
between two populations in one of the projects was initially thought to reflect higher rates of blood 
pressure between samples in different cities, but information gleaned from research nurses led to the 
discovery that, due to the fact that the lift in one hospital had broken, one group of patients had been 
tested for resting heart rate after climbing several flights of stairs. Again, this was an accidental 
discovery arising from an anomaly being discussed while one of the nurses was present and able to 
draw on this knowledge of the local context. Data sharing and reuse on the scale presumed by the 
eHealth vision has often been predicated on assumptions about the potential to harmonize protocols 
and tools consistently across sites. However, in practice, local changes could not be anticipated, and 
would not be kept current after the end of the project. 
 
Local knowledge and agency was seen to often be central to the ongoing maintenance of data quality, 
particularly in the face of unanticipated and unpredictable changes in local context and practice. The 
NeuroGrid project provided a good example of this in the federation of brain scans between multiple 
sites. A variety of technical procedures are involved in image acquisition, transfer, and storage, and it 
is often difficult for true disease-related effects to be separated from artifacts of the technical process 
(Geddes et al. 2006). One technique used here is a harmonisation algorithm that accounts for 
variation due to the different makes and calibrations of scanners. It became clear from a chance 
exchange among hospital staff on one site that scanners were being serviced on a monthly basis and 
recalibrated, rendering the algorithm useless. Before this had become evident to the wider team, 
differences between sites due to calibration would be read as representing disease effects, or 
possibly population differences.  
 
This highlights the limitations of assumptions about automated data quality mechanisms in large scale, 
distributed processes, and the importance of local knowledge and agency in ensuring data quality. 
More worryingly, it also highlights the extent to which unknown bias and errors can reduce the 
reliability of federated data on this scale. While such issues are not new to the Computer-Supported 
Cooperative Work (CSCW) research community, their cumulative impact on large multi-site projects 
of the sort studied here raises particularly acute questions around the interpretation and quality of 
data, and poses a fundamental challenge to the premise of seamless data sharing, linking, and reuse 
assumed by the HealthGrid projects. 
 
The projects discovered that data linkage required the coordination and alignment of knowledge and 
agency at multiple local sites. The mechanisms for achieving this are problematic, however. For 
example, the EU HealthAgents project7 (Gonzalez-Velez et al. 2009) focuses on the diagnosis and 
prognosis of brain tumors using magnetic resonance imaging (MRI) and spectroscopy (MRS) data, 
with MRI/MRS records located in different hospital and clinical centres in Europe and Asia. Here, the 
challenge was not only to manage data from different makes and versions of MRI scanners, but also 
to manage the substantially different regulatory infrastructures governing the use of that data, since 
partners were obliged to comply with the different regional and national governance frameworks 
relevant to the confidentiality of patient records in the source and target countries.  
 
As a response to this problem, members of one of the genomic HealthGrid projects described how 
                                                     
6 Less frequently discussed is the extent to which data can meaningfully be considered as a  
    transferable asset per se (see, for example, Fortier 2006).  
7 http://www.healthagents.net/  
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they have evolved alternative scenarios for designing infrastructure to manage secure data linkage of 
confidential patient data. Traditional “role-based” access to data “pulled” from different sites was 
replaced by locally controlled data “push” led by local managers of data quality and security 
(McGilchrist et al. 2007).  
4. Problems in Agreeing on Semantics  
Bringing together in the workshop a number of projects in the same disease domain (schizophrenia) 
allowed for consideration of those datasets required across projects. Core symptom datasets for 
psychosis were seen as a useful starting point for facilitating data sharing across these projects. 
These same projects were also finding, however, that reaching agreement on shared data models 
was exceptionally difficult, even within individual projects. Expectations these projects might have had, 
that users already engaged in multiple other studies and using familiar conventions for data definition 
and measurement might adopt new ones without significant incentives or pressure to do so, proved 
problematic.  
 
The projects also were struggling to align the (often competing) interests of researchers, clinicians 
and ontologists. For ontologists designing semantic applications for logical inference, the need for 
well-defined definitions of classes of data and relationships in the disease domain was paramount if 
they were to create a logically consistent application for integrating or analysing data from disparate 
sources. For clinicians, the diagnosis of disease states from symptomatology was fuzzier, and more 
processual than is often imagined. The underlying mechanisms are not always clear, and 
practitioners’ conceptualisations can change significantly as new knowledge comes into play. In the 
more tangible context of describing physiological characteristics of organs or systems in the body, the 
variance is more a function of historical preference for particular ways of defining parts and wholes. In 
imaging studies, for example, the same organ may be broken up into zones that are arbitrary or that 
follow historical conventions, and data is interpreted and represented in that context.  
 
More worryingly, participants in the projects had also discovered that apparently straightforward 
semantic classifications often turned out to have different interpretations and implications in different 
contexts, and for different purposes. As evidenced at the HealthGrid workshop on schizophrenia,8 
there is some dispute among clinicians as to whether this can even be considered a single disease 
classification, or is simply an umbrella term for a variety of conditions as Turetsky et al. (2002) 
suggest. Many common diseases are multi-factorial and open to a wide range of shifting 
interpretations and reinterpretations in the light of emerging findings. If such classifications are difficult 
in hard sciences, they are considerably more so in bio-medical domains, where disease concepts are 
often fluid, ambiguous, and evolve within and between professional and national communities of 
practice (Dupre 2006). 
Standardising Domain Models 
Data at the molecular level on synaptic proteins involved in human mental illness, such as 
schizophrenia, are more valuable when integrated with scanning data, genetic data, and data on 
treatment, as illustrated in the BioInformatics Research Network (BIRN) test-bed. Achieving this kind 
of integration requires convergence on a common model for mapping data from different sites, and at 
different scales, as illustrated in Figure 2.  
 
For some of the HealthGrid project design teams, there was an implicit assumption that the domain 
was “out there” and that the challenge was to facilitate the documentation and the clarification of this 
at a relevant level of detail and in an acceptable format. While there was some acceptance of the fact 
that concepts of disease would vary, and that compromise was required, there was an 
underestimation of the extent to which tangible physical structures were differently conceptualized, 
bounded, or defined in relation to other structures for specific purposes. On closer examination, these 
were not merely semantic differences. Often they reflected the different practical purposes for which 
                                                     
8 Re-use or Re-invention - a Roadmap for Data Integration (Schizophrenia as a Test Case)  
    http://www.nesc.ac.uk/esi/events/709/  
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this information was required, the context of use, and the power of particular groups to shape 
adoption in practice within communities (Bodenreider et al. 2004, Bergman and Lyytinen 2002). 
Decisions about the adoption of particular standards or coding formats, for example, have 
implications for costs and benefits to different groups.  
 
 
Figure 2. Data integration across sites in the BIRN ( Potkin et al. 2003). 
 
To some extent, these existing taxonomies for coding medical data played a role in shaping or 
constraining usable models of the domain. Within NeuroGrid, for example, the Stroke research node 
benefited from using SNOMED9 as a common frame of reference, with the health service community 
dealing daily with stroke patients on a large scale. The psychosis research node, however, had a 
particular interest in cross referencing with classification systems related to brain morphology, given 
the research focus on the size and location of lesions in psychosis. The Foundational Model of 
Anatomy (FMA) ontology,10 cross-referenced to the Unified Medical Language System (UMLS)11 
frameworks used by the BIRN and other brain-mapping communities, was the preferred reference 
framework for sharing and integrating disparate data sets. The difficulty in reaching agreement on 
codes, classifications, and models was often dependent on historical and professional dependencies 
that are not easily reconfigured, even if agreement can be reached in principle.  
 
Ontologies have been presented as semantic infrastructures through which data from many sites can 
be brought together in a framework that is meaningful to both technical and human agents. The belief 
in such ontological solutions to practical diversity is widespread; as Goguen (2005: p. 1) has 
observed, “many ontologists seem to believe in the possibility of a single unified ontology that attracts 
consensus because it ‘reflects the real underlying reality’ of a domain.” Accepting conceptual diversity 
as a starting point, argues Goguen, suggests a different view, in which knowledge engineering 
“should seek ways to support it, rather than ways to overcome, suppress, or subvert it” (ibid: p. 1).  
 
Problems reported by ontologists in a number of projects suggest that biological and bio-medical 
concepts often have socially constructed attributes that do not lend themselves to shared ontological 
representation using the conventions of formal logic used to specify classes and relations in 
ontologies (Martone et al. 2004, Martone 2006). Rector and Rogers (2001) and Dupre (2006) 
highlight the inconsistencies in many of our current concepts of biological entities and the difficulty, 
therefore, of achieving logically consistent shared models of spatio-anatomical elements, borders and 
relationships to support automated data integration and analysis. Bodenreider et al. (2004) described 
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the problem as “the intrusion of the epistemological in the ontological.” It is perhaps less than 
surprising, then, that the initial vision has evolved in response to the challenges thrown up in real 
world contexts. 
5. Aligning Distributed Technical and Human Infrastructure 
The workshop provided an opportunity to expose for discussion and reflection the tensions between 
the premise of a stable, interoperable infrastructure for data sharing and re-use, and the reality that 
community-based information infrastructure is dynamically reconfigured, with multiple task-specific 
variants. Examples from other domains allowed HealthGrid project teams to consider different 
alignments of technical and distributed human information systems that have evolved to square this 
circle, and indicate how different arrangements impact the quality and usability of e-Infrastructure in 
real world contexts.  
 
It is, however, unusual for different scenarios to be presented clearly to the wider project community 
in an effort to transparently evaluate the costs, risks and benefits to different groups. (Researchers 
were anxious to optimise access, for example, while gate-keepers and patient representatives were 
understandably anxious to minimise data linkage that could identify patients and sensitive data.) The 
process and its different stages here are consonant with the picture of requirements engineering 
described by Bergman et al. (2002), who argue that large-scale system requirements are constructed 
through a political decision process in complex socio-technical spaces, at different stages, where 
technical, social, economic, and institutional factors are brought together in a current solution space 
that provides the baseline for construction by stake-holding parties.   
 
Within the different sites collaborating in HealthGrid projects, community interaction was actively 
sought as a resource for validating, updating, adapting and enhancing the quality of data and 
processes, and in dealing with the confidentiality and security issues associated with sensitive data. 
However, HealthGrid project leaders saw attempts to support communication in distributed 
communities of users as hard to sustain due to the time commitments required and also because of 
the barriers to access. For instance, users were required to obtain and install Grid access certificates 
and remember passwords. Representative users and, in particular, clinical users were often unable or 
unwilling to devote time to work that seemed distant from or irrelevant to the immediate local 
concerns of patients. This was seen as a significant weakness in the design of a genuinely usable 
data infrastructure, geared to real concerns and problems on the ground. 
 
Figure 3. Evolving socio-technical abstractions for e-Infrastructure. 
 
 













Multiple context or purpose specific models 
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We identified four basic design strategies used in the different HealthGrid projects as means to 
resolve the tensions between interoperability and local usability (see Figure 3). These range from 
generic models that are scalable (but not locally usable) to local models that are easily understood 
and used in practice, but may not be interoperable with those of other communities. The early “one 
size fits all” approach was based on a top down classification that was hard to implement in practice. 
This has evolved to allow for local variants, and in the most recent models, onotologies are created 
bottom up from local models, for specific purposes. 
One Size Fits All 
The ontology community’s initial ambitions to create a “one world” view where all knowledge of a bio-
medical domain might be encoded within a single, unified ontology is increasingly under challenge. 
Attempts to develop an ontologically consistent, machine-readable model of human physiology 
drawing on the Foundational Model of Anatomy (Rosse et al. 1998) make assumptions about the 
nature of data, which, in practice, have been harder to realize than perhaps originally anticipated. For 
example, many of the features of physiology that must be represented are not overtly evident on 
inspection, but are rather constructed. In the context of neuroscience, different groups segment and 
label the hippocampus in different ways that relate to constructions within the community over time 
rather than to observable characteristics of the hippocampus. Goguen (2005) challenges the one 
world view and suggests, instead, a need to support multiple, evolving ontologies for single domains 
and to provide tools to help construct partial mappings or so-called “faceted” ontologies (Motta 2007).  
 
An interesting variation on the one world view is the use of the collaboratory (Olson et al. 1998, Kling 
et al. 2003) to shape/construct common understandings where possible and to manage diversity 
through collaboration, critical mass, and open access to tools and resources. In common with open 
source software strategies (Metcalfe 2007, Feller et al. 2007), open access can align the work of 
distributed groups to common ends, adding value for the network as a whole. The collaboratory 
approach allows collective and collaborative knowledge acquisition, annotation, and integration, and 
provides incentives for alignment with shared standards. The Neuroscience Information Framework 
(http://nif.nih.gov/) is a good example of this, building on the earlier work of the BIRN.12 One outcome 
of the HealthGrid workshop was the recommendation that the participating projects collaborate in this 
initiative. 
Core and Local Variants  
A central issue in defining shared ontologies is the difficulty of balancing the benefits of a stable 
semantic infrastructure against the need to accommodate the diverse preferences of user groups and 
the speed of change within the knowledge domain. Such trade offs are rarely evident to ontology 
builders until the initial prototype is demonstrated to clinicians at different sites, but can require costly 
redesign or compromise if the ontology is to be deployed in ways that allow users to work effectively 
with it. Building ontologies is a high cost investment, and ensuring their usability and sustainability is, 
to a large extent, dependent on squaring this circle.  
 
One common strategy is the separation of a fairly stable core from those elements that are likely to 
differ among domains and user communities, or are likely to evolve and change over time. It is clear, 
for example, that there will be a need to incorporate new tests and treatments. The ontology task 
force on the BIRN project found it helpful to separate the more stable structural aspects of 
classification in brain imaging from the more functional ones with contextual and purpose-specific 
dependencies (Martone 2006).  
 
A variation on the core and local strategy is the separation of a higher order conceptualisation of the 
domain (so-called “upper” ontologies13) to which more domain or purpose-specific ontologies can 
then be mapped. In effect, the upper ontology serves as “semantic glue” between different application 
domains. For this reason, three of the participating HealthGrid projects that were working on different 
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Figure 4. DOLCE as a unifying top-level structure in OntoNeuroBase (Temal et al. 2008). 
 
An emerging approach for managing change over time is to capture core (i.e., stable) elements using 
a formal ontology language and to allow a range of less formal representations to evolve “at the edge” 
around different views and different (and often transient) purposes. A workshop on building 
ontologies 14  hosted by the UK National Centre for e-Social Science provided examples of this 
approach applied in other domains and of how it could be taken further in a user-centered direction. 
PolicyGrid (Edwards et al. 2009), for example, uses a core ontology in combination with folksonomies 
(i.e., user-generated metadata or tags). The former provides an element of formal structure to meet 
the need for machine-based reasoning, while the latter enables the leveraging of users’ knowledge to 
meet evolving community requirements (see Figure 5). Gruber (2005, 2007a, 2007b) has also 
highlighted the potential benefits of integrating ontologies and user-generated tags in this way.  
 
This view of semantic infrastructure not only supports local use but provides for subsequent leverage 
of distributed expertise and local agency in generating, managing, and sustaining content. Such 
approaches are particularly relevant in domains where the dynamic, evolving, and socially 
constructed nature of concepts is of the essence.15 It draws also on a long tradition of work (e.g., 
Resnick 2002) on the leverage of social capital in system design. 
Purpose- and User-Specific Strategies  
Motta (2007) predicts that in the next generation of semantic technologies, there will be a move from 
the goal of a centrally designed, monolithic ontology, through core and local variants, toward more 
purpose-specific solutions. These would be created through the automatic integration of ontology 
fragments, sourced bottom up from users to meet transient needs at different times and for different 
purposes. According to Motta (2007), this will enable data infrastructures to “aggregate data in a 
much more dynamic fashion, automatically identifying the semantic resources relevant to the current 
need, doing away with the single ontology assumption and performing both ontology mapping and co-
reference resolution on the fly.”  
                                                     
14 http://www.ncess.ac.uk/events/item/?item=169&active=&subactive= 
15 Tagging data aligns formal reasoning (logical inference, database query etc) with context-dependent community 
based semantics (labels, groupings, online identities). 
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Figure 5. Combining Ontologies and Folksonomies in PolicyGrid  (Edwards 2007). 
 
This “automated” solution seems somewhat in tension with some of the points made earlier in relation 
to local practice and social intermediation, however, it highlights the move to infrastructure that might 
support a “many worlds” view, where the design challenge is to provide infrastructure that is 
compatible with and shaped by diverse constructions of the world, rather than seeking to constrain 
these to fit a pre-existing one. The diversity that has until recently been regarded as a challenge for 
designers of scalable standardized infrastructure has, paradoxically, been seen as an opportunity in 
eBusiness. Sites such as Amazon, for example, leverage user and community knowledge and agency 
as means of individualizing content and services.  
6. Conclusions 
The experiences of various HealthGrid projects show clearly that there is a tension between the 
technical ideal of a stable, interoperable infrastructure for data sharing and reuse, and the reality of 
knowledge as evolving, socially and locally constructed, and often disputed. This was most evident in 
projects where applications were very diverse, or where there was rapid change. 
 
Diversity and change was seen as an unwelcome challenge by HealthGrid project teams. In other 
sectors, however, there is evidence that this challenge can be met through the adoption of strategies that 
set out to leverage distributed human resources more effectively (Comfort 2002, Tapscott and Williams 
2006). We argue that similar approaches could be used to drive the evolution of e-Infrastructures in 
eHealth. Recent developments such as Google Health provide infrastructure for patients to access, edit, 
and link their health records and already provide a sandpit for exploring a radically different paradigm 
(Vascellaro 2008, Mandl and Kohane 2008) where infrastructure is shaped by and for users. 
 
Some of the key issues faced by the HealthGrid projects relate to the reconfiguring of disparate local, 
regional, and national governance structures for the use of data. The ethical, legal, professional, and 
political implications of wider access and linkage of patient data were generally not fully anticipated by 
the project teams, leading to delays in acquiring ethical approval and in addressing the risks of legal 
challenge where patient confidentiality might be breached. Jirotka et al. (2005) examine this issue in 
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the context of the UK eDiamond project,16 and this was also widely reported at other EU eHealth17 
road-mapping workshops. These risks can be severe as, for example, when legal challenges forced 
the shelving of a national bio-banking project in Iceland (Abbott 2004). This example illustrates the 
extent to which new technical infrastructures can outstrip the ability of existing ethical, legal, and 
governance infrastructures to police them (Spinardi and Williams 2005).  
 
When critical design decisions are made early and have unanticipated implications for practice, they 
will often be hard to change within the constraints of project time scales or budgets. McGilchrist et al. 
(2007) outline a range of design scenarios that redistribute the risks and benefits of different 
architectures for managing record linkage and the security of patient data in very different ways and 
would allow for such issues to be explored before crucial design decisions are made. Similar issues 
were also raised in relation to harmonisation among European HealthGrids (Breton et al. 2005, 
Wilson and Lessens 2006), underlining a need for a transnational consensus process if HealthGrids 
are to share data across national boundaries.  
 
The collective experiences of the HealthGrid projects’ infrastructure development reveal recurrent 
challenges faced at different stages, from data collection through to the creation of mechanisms for 
governance, and highlights the need for changes in design and development strategies. Some of 
these challenges are specific to eHealth, but many are arguably also evident in other sectors (Ure et 
al. 2002, 2005). This suggests a need, in particular, for: 
 
1. better understanding, documentation, dissemination, and reuse of recurring problem: solution 
scenarios (Williams 2006); 
2. opportunities for knowledge transfer from other sectors addressing similar challenges (Sawhney 
and Parikh 2001, Jha et al. 2007, Tapscott and Williams 2006) and from studies of other 
examples of infrastructural innovations (Edwards et al. 2007); 
3. enhanced support from funding and support organisations such as e-Research centres to extend 
the opportunities for providing shared spaces for bringing stakeholders together in this way, and 
the provision of incentives for doing so. 
 
We have seen how workshops at the UK National Centre for e-Science and UK National Centre for e-
Social Science have helped exploration of the challenges of developing technical and human 
infrastructure for eHealth. We argue that the priority now must be for national organizations for e-
Research to play a more significant role in bringing stakeholders together across domains to share 
recurring problem: solution scenarios, and to provide a forum for collaborative governance – by 
design rather than by default. 
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