Top-k maximum inner product search (MIPS) is a central task in many machine learning applications. This paper extends topk MIPS with a budgeted setting, that asks for the best approximate top-k MIPS given a limit of B computational operations. We investigate recent advanced sampling algorithms, including wedge and diamond sampling to solve it. Though the design of these sampling schemes naturally supports budgeted top-k MIPS, they suffer from the linear cost from scanning all data points to retrieve top-k results and the performance degradation for handling negative inputs.
INTRODUCTION
Maximum inner product search (MIPS) is the task of, given a point set X ⊂ R d of size n and a query point q ∈ R d , finding the point p ∈ X such that, p = arg max x∈X x · q .
MIPS and its variant top-k MIPS, which finds the top-k largest inner product points with a query, are central tasks in the retrieval phase of standard collaborative filtering based recommender systems [7, 16] . They are also algorithmic ingredients in a variety of machine learning tasks, for instance prediction tasks on multi-class learning [8, 25] and neural network [6, 28] , and as a black-box procedure to speed up learning and inference algorithms [21] .
Modern real world online recommender systems, e.g. Xbox or Netflix often deal with very large-scale data sets and limited amount of response time [2, 4] . Such collaborative filtering based systems often present users and items as low-dimensional vectors. A large inner product between these vectors indicates that the item is relevant to the user preferences and should be in the recommendation list to the user. The recommendation is often performed in the online manner since the user vector is updated online with ad-hoc contextual information only available during the interaction [2, 15, 16] . For instance, new users in a recommendation system often want to see the list of recommended items immediately when they already input their preferences. A personalized recommender needs to infer user preferences based on online user behavior, e.g. recent search queries and browsing history, as implicit feedback in order to return relevant results [13, 24] . Since the retrieval of recommended items is only performed online, the result of this task might not be "perfect" given a small amount of waiting time but its accuracy/relevance should be improved given more waiting time. Hence, it is challenging to not only speed up the MIPS process, but to trade the search efficiency for the search quality for improving performance of recommender systems.
Motivated by the computational bottleneck in the retrieval phase of modern recommendation systems, this work investigates the budgeted MIPS problem, a natural extension of MIPS with a computational limit for the search efficiency and quality trade-off. Given that d = O (log n), our budgeted MIPS addresses the following question:
Given a data structure built inÕ (n) time 1 and a budget B computational operations, can we have an algorithm to return the best approximate top-k MIPS?
In our budgeted setting, we limit the time complexity of building a data structure toÕ (n) since when a context is used in a recommender system, the learning phase cannot be done entirely offline [2, 15] . In other words, the items vectors are also computed online and hence a high cost of constructing the data structure will degrade the performance. Furthermore, since user preferences often change over time, a recommender system needs to frequently update its factorization model to address such drifting user preferences. This means that the items vectors and our data structure will be updated frequently.
It is worth noting that the budgeted MIPS has been recently studied in [31] given a budget of B = ηn inner product computations where η is a small constant, e.g. 5%. Furthermore, such budget constraints on the number of computational operations or on accessing a limit number of data points are widely studied not only on search problems [18, 23] but also on clustering [19, 26] and other problems [11, 32] when dealing with large-scale complex data sets.
Prior art on solving MIPS and its limit on budgeted MIPS
It is well-known that due to the "curse of dimensionality", any exact solution for MIPS based on data or space partitioning indexing data structures generally degrades when dimensionality increases. It is no better than a simple sequential scanning when dimensionality is larger than 10 [17, 30] . Hence recent work on solving MIPS focuses on speeding up sequential scanning by pruning the search space [17, 29] . Even though such methods can solve MIPS exactly, it requires Θ(n) operations. Hence it does not fit well to the budgeted MIPS setting since we might need o(n) operations for some query. Furthermore, these methods do not provide any trade-off between the search quality and efficiency for online queries. Another research direction is investigating approximation solutions which trade accuracy for efficiency. Since locality-sensitive hashing (LSH) [1, 12] has emerged as a basic algorithmic tool for similarity search in high dimensions due to the sublinear query time guarantee, several approaches have followed this direction to obtain sublinear solutions for approximate MIPS [14, 22, 27] . Due to the inner product not being a metric, these LSH-based solutions have to convert MIPS to near neighbor search problem by applying order preserving transformations, in order to exploit the LSH framework.
Although LSH-based approaches can guarantee sublinear query time, the top-k inner product values are often very small compared to the vector norms in high dimensions. This means that the distance gap between "close" and "far apart" points in the LSH framework is arbitrary small. That leads to not only the space usage (i.e. number of hash tables) blow up, but also degrading LSH performance. Furthermore, the LSH trade-off between search quality and search efficiency is somewhat "fixed" for any query since it is governed by specific parameters of the LSH data structure, e.g. number of hash tables. More important, the learning phase of a recommender system has to be executed in the online manner when a context is used [2, 15] . Hence, the subquadratic cost of building LSH tables will be a bottleneck for handling online recommendations.
An alternative efficient solution is applying sampling methods to estimate the vector-matrix multiplication derived by topk MIPS [3, 5] . The basic idea is to sample a point x with probability proportional to the inner product x · q. The larger inner product values the point x has, the more occurrences of x in the sample set. By the end of the sampling process, we retrieve top-m budgeted points (m > k) with largest occurrences in the sample set via a counting histogram. The top-k points, with the largest inner product with the query among these m points, will be returned as an approximation for top-k MIPS. It is clear that sampling schemes naturally fit to the budgeted setting since the more samples we use, the higher accuracy we can achieve. However, the linear cost of scanning all data points to return top-m candidate points limits sampling methods to o(n) budget.
Our contribution
This work investigates sampling methods for solving the budgeted MIPS since these methods naturally fit to the class of budgeted problems. Sampling schemes provide not only the tradeoff between search quality and search efficiency but also a flexible mechanism to control this trade-off via the number of samples. Our contributions are as follows:
(1) We revise popular sampling methods for MIPS, including basic sampling, wedge sampling [5] , and the stateof-the-art diamond sampling methods [3] . We show that diamond sampling is essentially a combination between basic sampling and wedge sampling.
(2) Our novel theoretical analysis and empirical evaluation illustrate that wedge is competitive (often superior) to diamond on approximating top-k MIPS regarding both efficiency and accuracy. (3) In order to deploy wedge sampling on budgeted top-k MIPS, we propose a series of algorithmic engineering techniques, including (1) a simple shifting technique which transforms a MIPS with general inputs to a non-negative one while preserving the inner products order; (2) a novel greedy sampling generator which carefully selects representative modes of a discrete distribution, leading to a deterministic version of wedge sampling; and (3) a fast wedge-based algorithm running in O (B) time, which completely governs the trade-off between search quality and efficiency in the budgeted setting. (4) Our empirical results confirm the efficiency of our proposed algorithm on standard recommender system data sets. In particular, our deterministic wedge-based method returns top-5 MIPS with the accuracy at least 80%, and runs significantly faster than the state-of-the-art methods for budgeted [31] and exact top-k MIPS [17] .
NOTATION AND PRELIMINARIES
We use lower-case fonts for scalars, upper-case fonts for random variables, bold lower-case fonts for vectors, and bold uppercase fonts for matrices. For convenience, we present the point set X as a matrix X ⊂ R n×d where each point x i corresponds to the ith row, and the query point q as a column vector q = (q 1 , . . . , q d ) T . We use i ∈ [n] to index row vectors of X, i.e.,
Since we will describe our investigated methods using the column-wise matrix-vector multiplication Xq, we use j ∈ [d] to index column vectors of X, i.e. y j = (x 1j , . . . , x nj ) T ∈ R n . For each column j, we define c j = n i =1 x i j . We also define the minimum and maximum values of y j as α j = min(y j ) = min(x 1j , x 2j , . . . , x nj ) and β j = max(y j ) = max(x 1j , x 2j , . . . , x nj ), respectively.
We briefly review sampling approaches for estimating inner products x i · q and provide corresponding algorithms for MIPS and its potential extension for budgeted MIPS. For simplicity, we first assume that X and q are non-negative. Then we show how to extend these approaches to handle negative inputs with their limits. We will present sampling algorithms based on the column-wise matrix-vector multiplication Xq, i.e. sum of d rankone matrices, as follows.
. . .
. .
Basic Sampling
Basic sampling is a very straightforward method to estimate the inner product x i · q for the point x i . For any row i, we sample a column j with probability q j / q 1 and return x i j . Define a random variable Z i = x i j , we have
The basic sampling suffers large variance when most of the contribution of x i · q are from a few of coordinates. In particular, 2 the variance will be significantly large when the main contributions of x i · q are from a few coordinates x i j q j and q j are very small. Note that this basic sampling approach has been used in [10] as an efficient sampling technique for approximating matrix-matrix multiplication.
Negative cases: To handle the negative cases, one can change the sampling probability to |q j |/ q 1 and return Z i = sgn(q j )x i j where sgn is the sign function, i.e. sgn(u) = −1 if u < 0 and
This scheme also incurs large variance when the contributions of inner product are skewed.
Given that a sample requires a constant cost, the basic sampling needs s = Ω(n) samples for estimating n inner products and an additional O (n log k) cost to return top-k MIPS. Hence it is not suitable for budgeted MIPS settings with o(n) required computational resources.
Wedge Sampling
Cohen and Lewis [5] proposed an efficient sampling approach, called wedge sampling, to approximate matrix multiplication and to isolate the largest inner products as a byproduct. Wedge sampling needs to pre-compute some statistics, including the sum of all inner products, i.e. z = i z i where z i = x i · q and norm-1 of columns c j = y j 1 . Since we can precompute c j in advance,
The basic idea of wedge sampling is to randomly sample a row index i corresponding to x i with probability z i /z. Hence, the larger the inner product z i = x i · q, the larger the number of occurrences of i in the sample set. Consider Equation (1), wedge sampling first samples a column j corresponding to y j with probability q j c j /z, and then samples a row i corresponding to x i from y j with probability x i j /c j . By Bayes's theorem,
Applying wedge sampling method on Xq, we obtain a sample set where each index i corresponding to x i is sampled according to an independent Bernoulli distribution with parameter p i = z i /z. Next, a counting algorithm will be used to find the points with largest counters. Given s samples and a constant cost for each sample, such counting algorithm runs in O (s + n log k) time to answer approximate top-k MIPS. Note that we can compute the exact inner products for the m > k points with largest counters for post-processing. The post-processing phase with an additional O (dm + m log k) computational cost will provide higher accuracy for top-k MIPS in practice.
We note that since wedge sampling uses the term q j c j when sampling the column j, it alleviates the effect of skewness of x i ·q where large contributions are from a few coordinates. Hence wedge sampling achieves lower variance than the basic sampling in practice. At the query phase, wedge sampling with careful implementation [5] needs only simple counting and sequential memory access operations, which are always faster than expensive floating-point multiply-add operations required by any bruteforce method.
Xq is presented as a weighted tripartite graph above. Diamond sampling randomly picks a wedge (i, j, 1) by first choosing column j with probability q j c j /z, then choosing x i j for x i with probability x i j /c j . After that, it randomly chooses column j ′ with probability q ′ j / q 1 to form a diamond (i, j, 1, j ′ ).
Negative cases: Again, we can use the sign trick to deal with negative cases. We note that this trick has been also exploited in the diamond sampling approach [3] . In particular, we execute wedge sampling on absolute values of X and q, and return
proportional to x i · q. Hence we can leverage an efficient implementation of wedge sampling [5] to answer top-k MIPS with negative inputs.
Diamond Sampling
Ballard et al. [3] proposed diamond sampling to find the largest magnitude elements from a matrix-matrix multiplication XQ without computing directly the final matrix. The method presents XQ as a weighted tripartite graph. The number of nodes on the left (right) present the number of rows (columns) of X (Q) while the number of nodes in the middle correspond to the number of columns (rows) of X (Q). Then it samples a diamond, i.e. four cycles from such graph with probability proportional to the value (XQ) 2 i j , which claims to amplify the focus on the largest magnitude elements.
Consider a vector q as an one-column matrix Q, it is clear that diamond sampling can be applied to solve MIPS. Indeed, for the matrix-vector multiplication Xq, diamond sampling is essentially a combination between wedge sampling and basic sampling, as shown in Figure 1 . In particular, diamond sampling first makes use of wedge sampling to return a random row i corresponding to x i with probability z i /z. Given such row i, it then applies basic sampling to sample a random column j ′ with probability q ′ j / q 1 and return x i j ′ as a scaled estimate of (x i · q) 2 . Define a random variable Z i = x i j ′ corresponding to x i , using the properties of wedge sampling and basic sampling we have
Since diamond sampling builds on basic sampling, it suffers from the same drawback as basic sampling. To answer top-k MIPS, diamond sampling follows the same procedure as wedge sampling; hence it shares the same asymptotic running time, O (s + n log k).
Negative cases: Handling negative cases using diamond is similar to wedge. We apply diamond sampling on absolute values of X and q then return Z i = sgn(q j )sgn(x i j )sgn(q j ′ )x i j ′ where j is the column sampled by wedge sampling first and j ′ is the column sampled by basic sampling later. We can verify that
Although diamond sampling can deal with negative inputs, its concentration bound only works on non-negative cases. This is due to the complex analysis of dependent sign random variables. Furthermore, the implementation of diamond sampling [3] requires significant time overhead due to the sampling process from a discrete distribution derived from the query q and random access operations to access x i j ′ .
Sampling Methods for Budgeted Top-k MIPS
It is clear that the design of sampling algorithms naturally supports budgeted MIPS. Since the more samples used the less variance of the estimate, these methods are able to govern the tradeoff between search efficiency and search quality. Note that in practice advanced sampling algorithms with the post-processing step often achieves higher search quality [3, 5, 31] . Hence, given a budget B of computational operations, we distribute it into the two procedures, including candidate screening and candidate ranking. The candidate screening will return top-m candidate point indexes with largest estimate values. This step requires O (s + n logm) time where s is the total sampling cost. Then a post-processing of O (dm + m log k) time manipulates the candidate ranking procedure by computing exactly these m inner products and returning top-k MIPS.
Drawbacks of advanced sampling: In theory, the time complexity of the candidate screening O (s + n logm) limits the use of these sampling methods on budgeted MIPS with B = o(n) operations. In practice, these sampling schemes are not suitable to solve MIPS with general inputs. Diamond sampling indeed solves a different problem, i.e. arg max i (x i · q) 2 , which will give a completely different result on negative inputs. Although wedge sampling can handle general inputs, it is executed on absolute values of X and q, similar to diamond sampling. Hence it essentially uses more samples for the largest magnitude dot products since it tends to sample the point x i with large j |x i j q j |.
WEDGE SAMPLING FOR BUDGETED TOP-k MIPS
This section presents a series of algorithmic engineering techniques to deploy wedge sampling on budgeted top-k MIPS. We first propose a simple shifting technique to convert a MIPS with general inputs to non-negative MIPS while preserving the inner product order, which enables advanced sampling methods for various MIPS applications. Exploiting the shifting technique, we then propose a fast wedge sampling algorithm which runs in time O (B), completely governing the trade-off between search efficiency and quality for the budgeted setting.
Our new theoretical concentration bound shows that wedge sampling requires fewer samples than diamond sampling on topk MIPS. Finally, we introduce a novel greedy sampling generator which carefully selects representative modes of a discrete distribution, leading to efficient deterministic versions of both wedge and diamond sampling. The combination of these techniques yields a novel deterministic wedge-based algorithm, called dfsWedge, which runs significantly faster than the state-of-the-art methods for budgeted and exact top-k MIPS.
Order Preserving Transformations
This subsection will present a simple shifting technique to map a MIPS with some negative inputs to a non-negative MIPS while preserving the inner product order. This enables proposed advanced sampling methods to solve MIPS with a negligible loss of efficiency.
Considering the column-wise matrix-vector multiplication in Equation (1), our intuition is that shifting each vector y j a constant factor preserves the order of x i ·q. Hence, we can transform both X and q to non-negative representations while preserving their inner product order.
Definition 3.1. Given a point set x 1 , . . . , x n ∈ R d and a query q ∈ R d , we assume that x 1 ·q ≤ x 2 ·q ≤ . . . ≤ x n ·q. Asymmetric non-negative transformations f :
Note that we restrict the new transformation space to have d dimensions since this will not affect the running time of algorithms in this space. We now describe f and which transform X and q, respectively, to non-negative representations while preserving their inner product order.
First, let us consider the case where X has some negative values. We compute the minimum value for each column j of X, i.e. α j = min(y j ) and consider the mapping
According to this mapping, we have a new representation of x i as follows.
It is clear that x ′ i is non-negative. The following lemma states that this transformation is order preserving regarding inner product. L 3.2. Given a query q, the non-negative transformation (2) satisfies arg max i x i · q = arg max i x ′ i · q and
Since α is fixed regarding any query q, the lemma holds.
We now examine the case where q has some negative values and without loss of generality, let us assume that q j < 0 for some j. Since the Equation (1) can be written as Xq = y 1 q 1 + . . . + (−y j )(−q j ) + . . . + y d q d , flipping the sign of both vector y j and q j preserves all inner product values.
We denote by β j = max(y j ), the maximum value of each column j of X. Note that β j = −min(−y j ) and −y j + β j 1 ∈ R n + . Combine the sign flipping trick with the non-negative transformation (2), the following theorem holds. T 3.3. The non-negative transformation f : x → x ′ , such that x j → x j −α j if q j ≥ 0; otherwise, x j → −x j + β j and the non-negative transformation : q → q ′ = |q| are order preserving regarding inner product. Moreover,
Since we do not know the sign of q j in advance, we will keep two mapping values x j −α j and −x j +β j . In other words, we maintain two mapping vectors y + j = y j − α j 1 and y − j = −y j + β j 1 corresponding to q j ≥ 0 and q j < 0, respectively. Exploiting these order-preserving transformations, we are able to apply advanced sampling methods to solve MIPS with general inputs.
Algorithm 1 Pre-processing
Require: Matrix X ∈ R n×d presenting for the data set X, the maximum number of pre-samples s max Ensure: Vectors c + , c − ∈ R d + contain norm-1 of columns of the data in the transform space, matrices X + , X − ∈ N
Compute α j = min(y j ) and β j = max(y j ).
3:
Compute y + j = y j − α j 1 and y − j = −y j + β j 1.
4:
Compute and store norm-1 c + j = y + j 1 and c − j = y − j 1 in the dimension j of c + and c − , respectively.
5:
Generate and store s max random variables from the discrete distributions y + j and y − j as the column j of X + and X − , respectively. 6: end for 7: return X + and X − , c + and c − corresponding to nonnegative and negative coordinates of q, respectively.
Algorithm 2 fsWedge
Require: Matrices X + and X − , vectors c + and c − , the query q, and the budget B Ensure: Approximate top-k MIPS for q 1:
Step 1: Determine the total number of samples s based on the budget B.
2:
Step 2: Compute statistics values: z = i x ′ i · q ′ and the number of samples s j for each dimension j based on s. 3: Step 3: For each dimension j, randomly access s j point indexes from the column j of X + if q j ≥ 0; otherwise, X − , and insert them into the counting and tracking histograms. 4: Step 4: Return top-m points with largest estimate values from the histograms. 5: Step 5 (post-processing): Compute these m inner products and return top-k points with largest inner product values.
Fast Wedge-based Algorithm for Budgeted Top-k MIPS
We now describe our novel wedge-based algorithms, including query-independent and query-dependent phases, for answering top-k MIPS with a budget B.
In the offline query-independent phase, we execute order-preserving transformations to convert to non-negative MIPS, and pre-compute some statistics needed for wedge sampling. Then we pre-sample point indexes based on specific discrete distributions for speeding up the query-dependent process.
In the online query-dependent phase, we determine the total number of samples s based on the budget B. Then we compute the number of samples s j for each dimension j and access these s j samples from the pre-sample set. For each sampled point x i , we insert it into additional data structures which support fast retrieval of the top-m points with the largest counter values in only O (s) time. A post-processing step for candidate ranking will compute these m inner products and return top-k MIPS.
3.2.1
ery-independent constructions: We perform sequential operations by traversing column vectors y j of X, as shown in Algorithm 1. First, we execute order-preserving transformations which generate column vectors y + j and y − j corresponding to non-negative and negative values of q, respectively. We Before processing x i , its counter value is 1, hence x i locates in the 1st cell of the tracking histogram. After processing x i , its counter value is updated to 2, hence x i moves to the 2nd cell of the tracking histogram.
also store their norm-1 in vectors c + and c − in order to compute the statistics needed for wedge sampling in O (d) time. We sample the point x i based on the discrete distribution presented by y + j (and y − j ) and store them as the columns j of the matrix X + (and X − ) for non-negative (and negative) coordinates of q. One of the most popular and fastest method to generate random variables from a discrete distribution κ ∈ R d + is the so-called alias method [9] , which requires O (d) time for setup and O (1) for each sample. This alias method has been used in both diamond and wedge sampling [3] . Given the maximum number of samples s max for each dimension, the query-independent step takes O (dn + ds max ) time and requires O (ds max ) additional space to store the two pre-sample sets. In practice, we often set the budget B = o(n), hence the setting s max = n suffices and the space overhead and time complexity of this step is O (dn).
3.2.2
ery-dependent construction: Given a query with a budget B of computational operations, we execute Algorithm 2, called fsWedge, to answer budgeted top-k MIPS.
Step 1 computes the total number of samples s based on the budget B and specific settings. In Step 2, we compute some statistics for wedge sampling. We compute the sum of all inner products in the new transformed space z = i x ′ i · q ′ = j c j |q j | and number of samples s j = ⌈sc j |q j |/z⌉ required for each dimension j in O (d) time. Note that c j = y + j 1 if q j ≥ 0 and c j = y − j 1 otherwise. Then, we randomly access s j point indexes from the column j of X + if q j ≥ 0; otherwise of X − , and insert them into the counting and tracking histograms (Step 3).
In
Step 4, we extract the top-m points with largest estimate values using these histograms. In Step 5, we compute these m inner products, and use the standard priority queue to return more accurate top-k MIPS.
Counting and tracking histograms to return top-m points in Step 4: We now describe new data structures that enable us to retrieve top-m points with largest occurrences in O (s) time, as illustrated in Figure 2 . First, we need a counting histogram of size n to count up-to-date occurrences of n points. Second, we need a tracking histogram to keep track of all point indexes with the same number of occurrences. Such tracking histogram can be implemented as an array and its cell is a hash table containing all point indexes with the same counter value. When sampling x i , we get its old occurrences in the counting histogram in order to find it in the tracking histogram. Then, we increase the counter of x i by 1 and move it into the hash table of the next cell. When we finish Step 3, we simply traverse the tracking array from end to front and return the m different points with largest occurrences. It is clear that we only spend O (1) cost for each sample, which leads to O (s) time for Step 3 and O (m) time for
Step 4.
Parameter Settings and Time complexity

Parameter se ings:
If the post-processing is not allowed, we simply set the total samples s = B. In practice, we observe that the post-processing often increases the search quality. Hence we will exploit this step with additional O (dm + m log k) time. For the time balance between the post-processing step and the other steps, we set s = dm = B/2. Note that this setting has been used on the very recent work on budgeted MIPS [31] . 
Analysis of Wedge Sampling
Given a query q, we denote by δ = d j=1,q j ≥0 α j q j + d j=1,q j <0 β j q j the shifting value for any point x i . This shifting value is fixed given a query q. Applying wedge sampling in the new transformation space, we have the sampling probability for the point x i is p ′ i = x i ·q−δ i x i ·q−nδ . For simplicity, we will show the analysis on the transform space since the input values are now non-negative. One can easily derive the analysis in the original space with the shifting value δ defined above. Consider the counting histogram counter of n counters corresponding to n point indexes, the following theorem states the number of samples required to distinguish between two inner product values τ 1 and τ 2 . τ 2 ) 2 where z = i x i · q. With probability at least 1− 1 n , the following holds for all pairs i 1 , i 2 ∈ [n]: if x i 1 · q ≥ τ 1 and
z . For l = 1, . . . , s, we consider independent pair of random variables (X l , Y l ) where 
We also have
The equality holds when λ = ln p 1 /p 2 > 0. In other words, by choosing λ = ln p 1 /p 2 , we have
Algorithm 3 GreedySam
Require: Number of samples s, and a discrete distribution κ = {κ 1 , . . . , κ n } ∈ [0, 1] n and κ 1 = 1 Ensure: A pre-sample set s of size
For all indexes i ∈ [n], insert (i, κ i ) into a max heap H based on the value κ i 3: for j = 1 to s do 4: Extract from H the element (l, κ l ) 5:
Insert (l, κ l − 1/s) into H 7: end for 8: return Return s By choosing s ≥ 3z ln n
2 and the union bound, the theorem holds with probability at least 1 − 1/n.
Trade-off between search quality and efficiency:
By choosing s as Theorem 3.4, we have
Assume that the top-k value is τ 1 , it is clear that the number of samples s controls the trade-off between search quality and efficiency. That is that the larger the budget B of computational operations (i.e. the larger s) we have, the smaller gap between the top-k largest inner product values and the other values we are able to distinguish.
Comparison to diamond sampling:
For a fair theoretical comparison, we consider the similar setting as in [3] where we want to distinguish x i 1 · q ≥ τ and x i 2 · q ≤ τ /4, and all entries in X and q are non-negative 2 . Applying Theorem 3.4, wedge sampling needs s w ≥ 12z ln n/τ . Diamond sampling [3, Theorem 4] needs s d ≥ 12K W 1 ln n/τ 2 where all entries in X are at most K, and W 1 = z q 1 . Since K q 1 ≥ τ for any τ , wedge sampling requires less samples than diamond sampling.
A Greedy Sampling Generator for a Discrete Distribution
This subsection presents implementation details of advanced sampling approaches, including wedge and diamond sampling for budgeted top-k MIPS. We first discuss a significant drawback on generating random samples from a discrete distribution, the core operation of these methods, when applying these schemes with budget B = o(n). Then, we introduce a greedy approach to carefully select these samples, which leads to deterministic versions of both sampling schemes. For simplicity, we assume that q and X are non-negative.
One big advantage of wedge sampling compared to diamond sampling is the ability of generating the pre-sample vectors from discrete distributions presented by column vectors of X (i.e. line 5 in Algorithm 1) on the query-independent phase. Furthermore, we can avoid the randomness provided by the Step 3 of Algorithm 2 by simply accessing the top-s j point indexes from these pre-sample vectors y j . This suggested modification in [5] leads to a very efficient implementation which requires only simple counting and sequential memory access operations.
It is obvious that the more accurately these s j sampled points represent their corresponding discrete distribution y j , the higher accuracy wedge sampling provides. However, in the budgeted setting with a very limited budget, i.e. B = o(n), the number of sample points s j required for each dimension j is B/d ≪ n in expectation. Since the number of samples s j is much smaller than the size of the distribution, n, and since the data set is often dense, it is impossible to approximate the distribution well. Hence the performance of both wedge and diamond sampling dramatically degrades, as can be seen in the empirical evaluation section.
To overcome this drawback, we propose a greedy approach to select s j samples to present the modes of y j , instead of y j itself. In other words, our greedy strategy selects indexes i corresponding to the largest values x i j of y j . Since these local maxima reflect the distinguishable contributions of the dimension j on n inner products, they work well for differentiating the largest inner product values. Our approach can be seen as a greedy simulation of the condensed table lookup method [20] to select s samples from a discrete distribution y j . We first fill the table with s values from the vector ⌈sy j / y j 1 ⌉. Then we greedily choose samples corresponding to the largest value, and continue to the next largest ones.
Algorithm 3 shows how our greedy approach, called GreedySam, selects s ≪ n samples from a discrete distribution κ = {κ 1 , . . . , κ n } where κ 1 = 1. We use a max heap H to keep track the largest value κ i in order to priority sample them (Step 2). When we sample an index l with the largest value κ l , we decrease κ l by 1/s and insert it into the heap again (Step 6). The intuition behind the heuristic approach of subtracting 1/s for each sample, is that we expect any κ l ≥ 1/s will be sampled at least one time.
It is clear that GreedySam runs in O (n log n + s log n) time using the priority queue. Since we need to generate s max = n samples for each dimension, the pre-sampling process takes O (dn log n) time. GreedySam leads to deterministic versions of wedge and diamond sampling, called dWedge and dDiamond, respectively. These deterministic versions provide much higher accuracy than the randomized schemes with the alias generator, as can be seen in the experiment section.
A Fast and Deterministic Wedge-based
Algorithm: dfsWedge
The combination of our series of algorithmic engineering techniques, including shifting technique, GreedySam and the fast wedge-based algorithm, yields a novel deterministic wedge-based algorithm, called dfsWedge for budgeted top-k MIPS. Our empirical evaluation shows that dfsWedge runs significantly faster than the state-of-the-art methods for budgeted and exact top-k MIPS while achieving at least 80% accuracy for top-5 MIPS on standard recommender system data sets.
EXPERIMENT
We implemented sampling schemes and other competitors in C++ and conducted experiments on a 2.80 GHz core i5-8400 32GB of RAM. We first show the empirical evaluation to compare GreedySam and the alias method on wedge and diamond sampling. Then we show a comparison between wedge and diamond on both efficiency and accuracy of top-k MIPS to confirm our theoretical findings. Finally, we compare the performance of our proposed deterministic wedge-based algorithms, dfsWedge, with other stateof-the-art methods, including Greedy [31] as a budgeted top-k MIPS and FEXIPRO [17] as an exact top-k MIPS on standard recommender system data sets. For measuring the accuracy and efficiency, we used the standard Precision@k and the speedup over the brute force algorithm, defined as follows. 
Experiment Setup
Since both shifting technique and GreedySam can apply to both wedge and diamond, we implement their corresponding versions. Below is the list of all implemented algorithms used in our experiment.
• Wedge-based schemes: the randomized wedge sampling with the alias generator (Wedge), the deterministic version with GreedySam (dWedge), the fast and deterministic version with GreedySam and shifting (dfsWedge).
• Diamond-based schemes: the randomized diamond sampling with the alias generator (Diamond), the deterministic version with GreedySam (dDiamond), and the deterministic version with shifting (dsDiamond).
• Greedy: A greedy approach for approximate top-k MIPS on the budgeted setting [31] .
• FEXIPRO: The start-of-the-art approach for exact top-k MIPS [17] .
• Bruteforce: We use the Eigen library 3 which provides extremely fast C++ matrix-vector multiplication. Our bruteforce algorithm runs nearly 2 times faster than FEXIPRO for top-5 MIPS on the Yahoo data set. We do not implement LSH-based approaches since they are not suitable for budgeted MIPS. Instead, we compare our sampling method to Greedy, a recent work on budgeted MIPS, which empirically outperforms LSH-based methods on budgeted MIPS [31] .
Parameter settings: For the budgeted methods, including wedge, diamond and greedy, we simply set B/2 for candidate screening and B/2 candidate ranking. This means that we need s = B/2 samples for sampling schemes and compute B/2d inner products to answer approximate top-k MIPS. Since diamond is a combination between wedge and basic sampling, its number of samples s d is double that of wedge sampling s w . For a fair comparison between wedge and diamond, we set s d = s w /2 = B/4. We note that the candidate screening of Greedy is extremely fast. For a fair comparison between wedge-based schemes and Greedy, we reduce the number of samples s w = B/20 to achieve similar running time.
Data Sets
We conducted experiments on standard recommender system data sets, including Movielens1M, Movielens10M, Netflix, and Yahoo, as shown in Table 1 .
• Movielens1M and 10M: We execute PureSVD [7] to generate user and item matrices of 150 dimensions.
• Netflix: We use the version of 200 dimensions provided by Greedy [31] .
• Yahoo: We use the version of 50 dimensions provided by Greedy [31] . For all data sets, we randomly pick 100 items from the item matrices as the query sets.
Comparison between GreedySam and the alias method
This subsection conducted experiments on evaluating the peformance of GreedySam and the alias generator on both wedge and diamond. We computed the exact values of top-10 MIPS and executed the wedge-based and diamond-based schemes with GreedySam and alias generator. Note that s d = s w /2 for all comparison settings between wedge and diamond. Due to the similar results on other data sets, we only report the representative results of Movielens1M here. Figure 3 shows that GreedySam provides superior performance compared to Alias since the Precision@10 of all sampling schemes with GreedySam are mostly 2 times higher than that of Alias. These gaps are persistent for both settings when we vary B (left) and the k (right). It is worth noting that the wedge-based algorithms, including dfsWedge and dWedge, achieve higher accuracy than diamond-based algorithms, including dsDiamond and dDiamond.
Comparison between wedge and diamond based schemes
In this subsection, we compare the top-k performance of wedgebased and diamond-based schemes with GreedySam since GreedySam outperforms the alias methods on these sampling schemes. For each sampling scheme, we consider two versions with and without the shifting technique, including dfsWedge, dWedge and dsDiamond, dDiamond. We measured their performance on Precision@5 value and speedup over the bruteforce search where we varied B and k. The parameter setting was the same as described in the previous subsection, i.e s d = s w /2 = B/4, for the sake of comparison. Figure 4 reveals the performance of dWedge and dfsWedge compared to dDiamond and dsDiamond on Movilens10M. It is clear that the shifting technique provides superior performance as illustrated on the left figure. In particular, both dfsWedge and dsDiamond achieve at least 80% when using B = n/5 and reach the exact solution with B = n, whereas without shifting, dWedge and dDiamond's accuracy are at most 80% even with B = n.
Regarding the efficiency, wedge-based schemes significantly outperform diamond-based ones, as shown on the right figure. Note that we set s d = s w /2 since diamond sampling requires 2 times larger number of samples than wedge sampling. Diamond is still much slower than wedge because it has to execute the basic sampling on the query phase. This step requires costly random access operations while wedge only needs sequential access. We note that on Yahoo, the larger data set, the speedup gap of these methods is very significant, but not reported here.
In general, regarding accuracy and efficiency, dfsWedge illustrates substantial advantages with the highest accuracy and largest speedup on a wide range B. In particular, dfsWedge runs several orders of magnitude faster than bruteforce, approximately 2 times faster than dWedge and 3 times faster than diamondbased methods. When B = n, the speedup of dWedge is similar to that of dfsWedge. This is due to the fact that the complexity of dfsWedge O (B) = O (n) is nearly matching with the bottleneck of the candidate screening process of dWedge, i.e. O (n log n) times in practice.
Comparison between wedge, Greedy and FEXIPRO
This subsection presents experiments to measure the performance of wedge-based algorithms, including dWedge and dfsWedge, and Greedy and FEXIPRO on the Netflix, Movilens10M and Yahoo data sets. We again use Precicision@5 and speedup as our standard measures. We note that Greedy has very fast candidate screening process. Hence, we decreased the number of samples for wedge s w = B/20 to achieve similar running time. For candidate ranking, we computed m = B/2d inner products for both wedgebased and Greedy methods. For a fair comparison, we investigated two different settings for Greedy. The first setting is standard with the same budget B as wedge. For the second setting, we increase the budget B by a factor of 2 for Netflix, called Greedy2B, and a factor 1.5 for Movielens10M, called Greedy1.5B. This means that Greedy2B and Greedy1.5B have, respectively, 2 times and 1.5 times more dot product computations than the wedge-based methods. Figure 5 shows the accuracy and efficiency of dfsWedge, dWedge and the two versions of Greedy, including Greedy and Greedy2B for Netflix, and Greedy and Greedy1.5B for Movielens10M.
On Netflix, wedge-based approaches achieve dramatically higher accuracy than both Greedy and Greedy2B although dWedge provides slightly higher accuracy than dfsWedge. In particular, Greedy methods suffer from very low accuracy when varying B on Figure 5(a) and (b) . With B = 6n, both Greedy approaches provide up to 40% Precision@5, whereas wedge-based algorithms return top-5 with nearly 70% accuracy. Figure 5(b) , when fixing B = 4n, the accuracy gap of these methods is at least 30% for a wide range of k. On Movielens10M, the accuracy of dfsWedge is consistenly between that of Greedy and Greedy1.5B while dWedge suffers from prominent loss compared to the other methods. When fixing B = n on Figure 5 (c), dWedge provides up to 70% Precision@5, while dfsWedge and Greedy reach the exact result. When fixing B = n/3 on Figure 5 (d), dfsWedge and Greedy achieve at least 80% Precision@10 while dWedge only gives 55%. Both dfsWedge and Greedy1.5B present very high accuracy, at least 80% and higher than 90% Precision@5 when B = n/5 and B = n/2, respectively. Figure 6 reveals the comparison of speedup between wedgebased and greedy-based approaches. While all methods run several orders of magnitudes faster than the bruteforce algorithm, the speedup of dfsWedge is consistently between the two Greedy versions on both data sets. For Netflix, Greedy2B is the slowest algorithm with B ≥ n while dWedge is the slowest one with B ≥ 3n. It is natural since the bottleneck cost of dWedge is the candidate screening, i.e. O (n logm), to find top-m for candidate ranking. This observation is also consistent with Greedy1.5B on Movilens10M when B = n. dfsWedge and Greedy offer significantly larger speedup compared to dWedge. In general, regarding both accuracy and efficiency, dfsWedge outperforms both dWedge and Greedy on Netflix and is comparable to Greedy on Movilens10M. Figure 7 shows the observed Precision@k and speedup of dfsWedge, dWedge and Greedy on Yahoo, the large-scale data sets. dfsWedge still outperforms both dWedge and Greedy when varying B on top-5 MIPS. While Greedy obtains significantly higher Precision@5 than dWedge, the gap between dfsWedge and Greedy is considerable. The most dramatic difference is around 10% with B = 3n when dfsWedge achieves over 80% Precision@5 and Greedy offers less than 70%. Regarding the speedup, dfsWedge also runs faster than Greedy and up to 3 times faster than dWedge when B = n/3. We conclude our experiment by comparing dfsWedge, Greedy and FEXIPRO, an exact MIPS method on both accuracy and efficiency. Table 2 show that given at least 80% Precision@5, dfsWedge runs significantly faster than both Greedy and FEXIPRO. Furthermore, dfsWedge also achieves higher accuracy than Greedy on these data sets. In conclusion, regarding both accuracy and efficiency on the budgeted setting, dfsWedge has superior performance compared to dWedge and Greedy on the three data sets. Table 2 : Comparison of accuracy and speedup between dfsWedge, Greedy and FEXIPRO on the three data sets.
CONCLUSIONS
This paper studies top-k MIPS given a limit of B computational operations and investigates recent advanced sampling algorithms, including wedge and diamond sampling to solve it. We theoretically and empirically show that wedge is competitive (often superior) to diamond on approximating top-k MIPS regarding both efficiency and accuracy. We also propose a series of algorithmic engineering techniques to deploy wedge sampling on 9 budgeted top-k MIPS. Our novel deterministic wedge-based algorithm runs significantly faster than the state-of-the-art methods on budgeted MIPS and exact MIPS while maintaining the accuracy at least 80% on standard real-word recommender system data sets.
