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In this Letter, we report on the gravitational wave signal computed in the context of an ab initio, three-
dimensional simulation of a core collapse supernova explosion, beginning with a 15M star and using state-of-
the-art weak interactions. The simulation was performed with our neutrino hydrodynamics code CHIMERA . We
discuss the potential for detection of our predicted gravitational signal by the current generation of gravitational
wave detectors.
Introduction.– The first direct detection of gravitational
wave (GW) signals from binary-black-hole mergers [1, 2]
opened a new era in observational astronomy. This has set the
stage to prepare, even more fervently, for future detections,
especially of other of the primary sources of GWs, among
them core-collapse supernovae (CCSNe). CCSNe are physics
rich with many physical processes operating in conjunction
to produce a supernova. Supernova models are, therefore, in-
nately complex. In the case of a Galactic event, a GW detec-
tion is possible [3]. Such a detection, along with a detection
of the SN neutrinos, would provide direct information about
these processes and the SN ‘central engine’, in turn allowing
us to validate our models. Moreover, in conjunction with de-
tailed GW signals, our models would provide insight into the
nature and role of multidimensional fluid instabilities in the
proto-neutron star (PNS) and supernova core, the rotation of
the stellar core, and the structure of the remnant PNS, as well
as the PNS high-density nuclear equation of state (EoS), with
implications for fundamental nuclear physics – e.g., nuclear
force models.
Many studies of GW emission in core collapse supernovae
(CCSNe) based on a variety of 2D/3D CCSN models were
performed in the past [4–15], including our studies [16, 17].
Progress on multidimensional CCSN modeling has been ar-
guably exponential, in light of the increasingly powerful com-
putational resources available to modelers, culminating in the
recent 3D modeling efforts of a number of groups [18–33].
A subset of these have been ab initio simulations with full
physics (i.e., general relativistic with a complete set of neu-
trino interactions) [28–31]. In turn, a subset of the latter have
reported on explosions [28–30].
In this Letter, we report on our GW signal predictions based
on an ab initio, general relativistic, multi-physics, 3D sim-
ulation of a CCSN of a 15M progenitor using state-of-the-
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art weak interactions. Our signal predictions are based on
the simulation data detailed by Lentz et al. [28]. (See also
Melson et al. [29] for the case of a low-mass progenitor and
Melson et al. [30] for the case of a massive progenitor but
with modified neutrino scattering cross sections.) Because
this simulation includes all of the relevant physics, albeit in
some instances with some level of approximation (e.g., ray-
by-ray neutrino transport), and because of the simulation out-
come, the computed GW signal based on this simulation data
is unique, with implications for the prediction of the GW sig-
nal amplitude as a function of time (for both polarizations), its
frequency distribution and evolution, and the energy emitted
in the form of GWs.
Method and initial models.– Our GW analysis is based on
the data generated in the 2D and 3D core collapse supernova
simulations performed by Lentz et al. [28]. The simulations
were both initiated from the 15M progenitor of Woosley and
Heger [34] and were carried out with the CHIMERA code,
which includes multigroup flux-limited diffusion neutrino
transport with a state-of-the-art set of weak interactions and
an effective gravitational potential that incorporates the gen-
eral relativistic monopole and commensurate corrections (e.g.,
gravitational redshift) to the neutrino transport [35]. The 3D
computational grid comprised 540(r)×180(θ)×180(φ) zones
equally distributed in the φ-direction only. The φ-resolution
was uniformly 2◦. The θ-resolution in the 2D model was uni-
formly 0.7◦. The θ-resolution in the 3D model varied from
2/3◦ near the equator to 8.5◦ near the poles. The radial res-
olution in both simulations varied according to conditions of
the moving grid and reached 0.1 km inside the PNS. In both
simulations, we employed two equations of states (EoS): Lat-
timer and Swesty [36] (incompressibility K = 220 MeV) for
ρ > 1011 g cm−3and an enhanced version of the Cooperstein
[37] EoS for ρ < 1011 g cm−3. In outer regions we employed
a 14-species α-network [38]. The models were evolved in 1D
during collapse and through bounce. At 1.3 ms after bounce
random density perturbations of 0.1% were applied to the mat-
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2ter between 10–30 km.
We compare the GW signals of these two models: C15-2D
and C15-3D. We employ the quadrupole approximation for
extracting the GW signals from the mass motions, using the
expressions detailed in [17]. To isolate the impact of dimen-
sionality, all comparisons of the GW emissions in C15-2D
and C15-3D have been performed using the same evolution
time frame, which is dictated by our 3D run (0–450 ms), and
the same sampling interval (∆t = 0.2 ms). While this is not
particularly important for comparisons of the waveforms as a
function of time, a comparison of the GW spectra is not possi-
ble unless the time frame over which the spectra are computed
is kept the same.
Results. – Direct comparison of the GW signal ampli-
tudes from models C15-2D and C15-3D (Fig. 1) should be
performed with cognizance of the fact that 3D admits more
degrees of freedom – specifically, that 3D admits two GW po-
larizations (+,×) whereas 2D admits only one (+). Gossan
et al. [3] emphasized that the availability of two independent
polarizations in 3D increases the chances of detection by 40%.
The prompt convection phase of the GW signal.– The early
GW signal is produced by Ledoux convection inside the PNS
along with matter perturbed behind the quickly expanding
shock. It lasts for the first 70–80 ms after bounce. Fig. 1
shows that the 3D rh+ signal has generally larger amplitude
relative to the 2D signal. However, the difference likely does
not arise entirely from the change in dimensionality. As was
pointed out in Yakunin et al. [17], this phase of the signal is
very sensitive to model parameters and grid resolution. Usage
of a constant-µ grid for the 3D model (a practical necessity
for this model given its computational cost) and a constant-
θ grid for the 2D model likely contributes to the difference.
3D runs to study the effect of resolution are planned for the
near future. Resolution aside, it is clear that an early GW sig-
nal phase is present in 3D, in both polarizations, and possibly
more vigorous in the + polarization relative to the 2D case.
The quiescent phase of the GW signal.– The quiescent
phase – a transition phase between the early and strong signal
phases – is coincident (80–120 ms after bounce) in the two
models. Moreover, the signal during this phase is similar in
magnitude in each model. As we will discuss, the fundamen-
tal difference between the C15-2D and C15-3D signals does
not arise until neutrino-driven convection and the standing ac-
cretion shock instability (SASI) [39] develop. The quiescent
phase is particularly evident in the plot of rh×(t) in Figure 1.
The neutrino-driven convection/SASI (i.e., strong) phase of
the GW signal.– The strongest phase of the GW signal starts
at ∼120 ms for both our 2D and 3D simulations. This is not
surprising given that the shock is still quasi-spherical at that
time (see Fig. 2), and the angle-averaged shock trajectories in
2D and 3D still follow one another rather closely [28]. How-
ever, after ∼150 ms the shock behavior is very different in
the two models. In the 2D model, we observe global oscilla-
tions of the shock due to the SASI [35], but the SASI is less
pronounced in 3D during the initial ∼450 ms window consid-
ered here [28]. Global SASI oscillations in the 2D case in-
duce the formation of a few, massive accretion funnels. When
these funnels impinge on the surface of the PNS, they perturb
the PNS and generate the high-frequency, large-amplitude ex-
cursions evident in rh+. In the 3D case, there are a larger
number of funnels from neutrino-driven convection, each ac-
creting less mass than those in 2D, that impinge on the PNS to
induce the same behavior in both rh+ and rh×. In perform-
ing a comparison of the amplitudes of rh+ across the 2D and
3D cases, it is important to keep in mind the presence of two
polarizations in the 3D case. The overall structure of the GW
signals, and their relationship to the phenomenology of the
stellar core, is similar, and consistent (in the sense that there
is no physical argument as to why we should expect any of
the phases associated with the 2D GW signal to be absent in
3D), across the 2D and 3D cases. A comparison of the signals
in frequency, discussed below, supports this. Both the spectra
and the total energy emitted are based on the complete GW
signals – in the 2D case, on the + polarization, and in the 3D
case, on both the + and × polarizations. In 3D and during
the first ∼450 ms, we still see three phases of GW emission.
The prompt convection phase is very similar in timing and
amplitude to the 2D case. The quiescent phase is present, and
starts and stops at the same post-bounce times relative to the
2D case. The third phase begins at the same post-bounce time
relative to the 2D case, exhibits the same qualitative behavior,
as neutrino-driven convection and the SASI develop and in-
duce downflows onto the PNS. The fourth, explosion, phase
has not yet been observed in the 3D case.
The explosion phase of the GW signal.– Rapid shock ex-
pansion at the onset of explosion in the 3D case is delayed
by approximately 100 ms relative to its 2D counterpart [28].
Consequently, during the∼450 ms considered here, we do not
observe the low-frequency tail of rh+ associated with prolate
or oblate explosion. In the 2D case, the tail is evident in the
final 100 ms of available data, and given the∼100 ms delay of
explosion in 3D, another ∼100 ms beyond the end of the 3D
simulation presented here would be needed to see evidence of
the expected tail. However, we do expect the magnitude of the
tail in the 3D case to be smaller. The high-entropy bubble that
initiates the outward acceleration of the shock [28] in 3D con-
tains a smaller mass fraction than that in the 2D case, where
the high-entropy bubble takes up much of the volume behind
the shock.
The GW energy spectra and the integrated GW energy emis-
sion with time.– Figure 3 plots the decomposition of our C15-
2D and C15-3D GW signals. Both are computed at the same
post-bounce time of 450 ms. Qualitatively, the GW spectra
are very similar. A frequency shift in the energy spectra, from
high (C15-2D) to low (C15-3D) frequencies, is evident in the
time-integrated spectral energy distribution dE/df. This re-
sults from the lack of axisymmetry (l = 2, m = 0 only) in 3D
that allows a transfer of convective energy into multiple l = 2
modes (l = 2, m = −2, ...,+2) that are absent in 2D. Fig-
ure 3 also shows the angle-averaged characteristic GW strain
spectra hchar(f) [40] of our 2D and 3D models, along with the
broadband design noise levels of advanced-generation GW in-
terferometers, assuming a source distance of 10 kpc. Most of
the detectable emission is within 20–2500 Hz and at essen-
tially the same level of ∼1-4 of 10−21 Hz−1/2. A Galactic
event (at 10 kpc) appears to be well detectable by upcoming
3FIG. 1. Top: The rh+ components of the GW signals produced in
the C15-2D and C15-3D models. Bottom: The rh× component of
the GW signal produce in the C15-3D and the rh+ component of the
GW signal from the C15-2D for comparison. Both components seen
by an equatorial observer. Inset: The first 150 ms of gravitational
waveforms produced in the C15-2D and C15-3D models.
FIG. 2. Entropy distributions for the C15-2D model (left) and for the
equatorial slice of the C15-3D model (right) at 120 ms after bounce.
detectors.
The total, frequency-integrated GW energy emitted is plot-
ted in Figure 4. The emitted GW energy in C15-2D and C15-
3D follow one another closely. However, the fundamentally
different character of the mass accretion onto the PNS be-
tween the 2D and 3D cases is imprinted here. The jumps in
the emitted GW energy clearly seen in our 2D model corre-
spond to sudden increases in the accretion rate. In the 2D
case, mass accretion is mediated by a few, massive funnels.
The addition, or loss, of such a funnel would be accompanied
by a significant change in the mass accretion rate. On the con-
trary, the jumps in the emitted GW energy are absent in the
3D case, with this energy growing smoothly with post-bounce
time. In the 3D case, mass accretion onto the PNS is medi-
ated by numerous, lower-mass accretion funnels. The addi-
tion, or loss, of such a funnel would not result in a significant
change in the mass accretion rate. From both GW spectra and
frequency-integrated GW energy emission, we see that the nu-
merous downflows we observe in our 3D model produce a
response of the PNS similar to the fewer, more massive down-
flows observed in our 2D model. Thus, one may conclude that
the characteristic frequency of the GW signals depend on the
internal properties of the PNS (e.g., its high-density nuclear
equation of state and the associated radius, density profile,
etc.), whose evolution is similar in C15-2D and C15-3D.
FIG. 3. Frequency analysis of the GW signals from C15-2D and
C15-3D models. Top: Spectral energy density distributions for 2D
and 3D models. Bottom: Characteristic spectral strain hchar(f)f−1/2
of 2D and 3D models at a distance of 10 kpc compared with the
design noise levels
√
S(f) of Advanced LIGO in the broadband
zero-detuning high-power mode (aLIGO ZD-HP), KAGRA, and Ad-
vanced Virgo in wideband mode (AdV WB).
4FIG. 4. Energy emitted in the form of GWs during the first 440 ms
of CCSN explosion for the C15-2D, and C15-3D models. The step-
like behavior of EGW in the C15-2D model (see, for instance, 300 ms
and 400 ms) reflects the evolution of the single dominant accretion
downflow in this model, in contrast to the multiple downflows in the
3D model.
Summary, Discussion, and Outlook.– Our ab initio, multi-
physics, 3D simulation of a CCSN explosion allowed us to
compute the detailed time dependence of the GW signals for
both the h+ and h× polarizations. For the time window con-
sidered here, which is approximately the first half second
of evolution after stellar core bounce, we provide the corre-
sponding spectral decomposition of the total signal, as well
as the total energy emitted in GWs (from matter) as a func-
tion of post-bounce time. Quantitatively, the 3D signals differ
from the signals obtained in our 2D counterpart model for the
reasons covered above, but they confirm the existence of the
first 3 phases of the GW signal accessible in this study: a
prompt convection phase followed by a quiescent phase fol-
lowed by the dominant GW emission phase from neutrino-
driven convection and the SASI. The final, explosion phase is
not accessible at this time given the simulation presented here
covers only the first half second after bounce. The results pre-
sented here are qualitatively consistent with the prediction of
a 4-phase signal first presented by Murphy et al. [5]. Clearly,
our understanding of the GW signals from (neutrino-driven)
core collapse supernovae – the details of the signals and their
association with the underlying CCSN phenomenology – is
maturing.
Equally important, the predicted signals presented here
were shown to be detectable by LIGO and other extant GW
observatories for a Galactic CCSN event. For a detailed study
of the detectability of such an event, we refer the reader to the
work by Gossan et al. [3].
Recently, Andresen et al. [41] documented their predictions
for the GW signatures from several of their 3D models, al-
though for different progenitors than the ones considered here.
Three of the four models presented by Andresen et al. [41]
do not explode. One model does explode when modifications
are made to the axial vector coupling constant in the neutral-
current scattering cross sections. In all four cases, these au-
thors find no significant GW production for the first ∼175 ms
after bounce. The differences between our predictions for the
early GW signal and the predictions of the Garching group
will need to be explored further. However, for non-rotating
(spherical) progenitors, we do not expect to see significant
differences in the 2D and 3D cases, which is what we observe
(see Yakunin et al. [17] for the 2D case). The conditions in the
inner regions of the PNS at these earliest times after bounce
simply do not differ significantly as we move from 2D to 3D.
In contrast, the 3D predictions of Andresen et al. [41] differ
from the Garching group’s predictions in the 2D case [8] for
the same progenitor masses within the same set of progeni-
tors (e.g., WHW02 vs. WH07). Of course, it is not clear how
productive a comparison of the early signal obtained by dif-
ferent groups is in the case of non-rotating (spherical) progen-
itors. A much more robust early signal will be obtained in the
context of first-principles simulations with rotating progeni-
tors, which will produce strong signals at bounce. Moreover,
the bounce signals will be less sensitive to simulation details
(numerical methods, grid resolution, etc.) and, rather, will de-
pend on the physical initial conditions assumed. At later times
after bounce, during the dominant phase of GW emission as-
sociated with neutrino-driven convection and the SASI, we do
see a reduction of the amplitude of the strain in the 3D case,
relative to the 2D case, for the + polarization, but in 3D the
emission is shared between the + and× polarizations, making
a comparison difficult. We do not see significant differences
in the GW energy emitted as a function of time between the
two cases, and, for the first ∼450 ms, the 3D GW spectrum
exhibits a similar structure relative to the 2D case, including a
peak in the spectrum at ∼1000 Hz.
While the GW signal predictions presented here are based
on ab initio models that exhibit a noteworthy level of realism,
future models can and should develop in obvious ways:
(1) While the use of the “ray-by-ray” neutrino transport
approximation may be a better approximation in 3D than
in 2D [42], definitive 3D models will require 3D neutrino
transport. (2) The use of the GR monopole correction to the
Newtonian self-gravitational potential should be replaced by
a more sophisticated treatment of GR, such as the Confor-
mally Flat Approximation (CFA) [43], or a full BSSNOK
treatment [44]. (3) To fully resolve turbulent cascades in 3D
CCSN simulations, which is relevant for GW predictions,
one requires angular grid resolutions of less than 1◦ and
radial resolutions inside the PNS of less then 0.1 km [45, 46].
(4) Future 3D CCSN models will need to begin with 3D
progenitor models. Recent studies have demonstrated that
the impact of improved initial conditions on CCSN mod-
els and their predicted outcomes is potentially significant [26].
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