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Abstract
We introduce a class of gapped Hamiltonians on quantum spin chains, which allows asym-
metric edge ground states. This class is an asymmetric generalization of the class of Hamilto-
nians in [FNW]. It can be characterized by five qualitative physical properties of ground state
structures. In this Part I, we introduce the models and investigate their properties.
1 Introduction
Recently, gapped ground state phases attract a lot of attention. It is related to various fields
of mathematics and physics, including condensed matter physics, quantum information, spectral
theory, and topology, and studied widely from many different points of view. Even if we restrict
our attention to quantum spin systems, many interesting facts have been found in the last decades.
One of the most famous discoveries is the area law in one dimensional quantum spin system proven
by Hastings [H]. In the paper, he showed and used the fact that a unique ground state of a gapped
Hamiltonian can be approximated by a product of three localized operators. This fact holds even
in more general setting, see [HMNS]. Furthermore, the exponential decay of correlations of gapped
ground states was proven in [HK], [NS]. In a word, the existence of the gap guarantees us to have
a good control on the spectral projection of ground state spaces.
Such a nice control was used to show the automorphic equivalence of the ground state structures
in [BMNS], in the classification problem of gapped Hamiltonians. Here, two Hamiltonians are
defined to be in the same class, if they are the endpoints of a C1-path of Hamiltonians along
which the spectral gap above the ground state energy does not close. (See [BO] for a more formal
definition.) We would like to emphasize that in [BMNS], finite volume Hamiltonians with open
boundary conditions are considered. Therefore, we call this classification, the C1-classification with
open boundary condition. One benefit of considering open boundary condition is that it possesses
the information of edge states, as well as the bulk one. Another more technical advantage is that
it is convenient when we use the martingaele method introduced in [N] to show the spectral gap.
As we have seen, one can derive strong results under quite general setting, if we assume the
existence of the spectral gap, because of the nice control of the spectral projections. However, to
prove the existence of the gap itself turns out to be a much more difficult problem, especially in more
than one dimensional systems. For one dimensional systems, a recipe to construct Hamiltonians
out of n-tuple of matrices in some auxiliary systems is known. (See Subsection 1.2.) We would like
to call the Hamiltonians given by this recipe, the MPS (matrix product state) Hamiltonians. Just a
random choice of the n-tuples does not guarantee the spectral gap. In [FNW], a sufficient condition,
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which we call the injectivity condition, to guarantee the gap was introduced. (See Remark 1.15.)
In this setting of [FNW], the bulk ground state turns out to be a pure finitely correlated state (or
MPS). The class of Hamiltonians given in this way with the injectivity condition covers the AKLT
model [AKLT]. Classification of this class of Hamiltonians was studied in [CGW1], [CGW2], [SPC],
[BO].
Having this nice recipe, one natural and basic question is how much of the gapped ground
state phase in quantum spin chains is covered by the Hamiltonians given by MPS recipe with the
injectivity condition. More precisely, for each equivalence class of the C1-classification, is there a
representative given by such a Hamiltonian?
The answer is no: If we assume the injectivity condition, the edge states (namely, the ground
state space on left/right half infinite chains) have to be symmetric [BO]. However, in [BN1,
BN2], a particular family of gapped models called PVBS models, with asymmetric edge states was
introduced. PVBS model still can be given by the MPS recipe, but the matrices do not satisfy
the injectivity condition. In this model, the bulk ground state is a pure product state. It is then
natural to explore a general condition on n-tuple of matrices which guarantees the spectral gap,
but still allows the asymmetric edge ground states.
This is what we do in this series of papers. In Part I, we introduce a new class of MPS gapped
Hamiltonians which covers Hamiltonians in [FNW]. This class allows asymmetric edge ground
states. We investigate the properties of this Hamiltonian in this paper (Theorem 1.18). This new
class is not a mere generalization of the known models. In Part II, we will show that this class
has a characterization in terms of five qualitative physical conditions (which corresponds to (i)-(v)
and (viii)) of Theorem 1.18) . More precisely, we will show if a (not necessarily MPS) Hamiltonian
satisfies these five conditions, there is an MPS Hamiltonian from our class satisfying the followings:
The ground state spaces of the two Hamiltonians on the infinite intervals coincide. In the finite
intervals, the spectral projections onto the ground state space of the original Hamiltonian on each
intervals are well approximated by that of the MPS Hamiltonian. This last property has a corollary
to the C1-classification problem i.e., the classification problem of Hamiltonians satisfying these five
properties is reduced to the classification problem of our generalized class of MPS Hamiltonians.
The benefit is that the latter one has a concrete structure which allows us to handle the spectral
gap.
We should emphasis two points. Firstly, it is well known that any vector state on a finite
interval can be represented as an MPS. However, naive representation would require the size of
the auxiliary systems to grow very fast, as the length of the intervals goes to infinity. If it is the
unique ground state of a gapped Hamiltonian or even just by having the exponential decay of the
correlation functions, the growth can be reduced significantly [H], [BH]. What we do in this paper
is however, of different nature. We would like to have the dimension of the auxiliary system to be
fixed. As a cost, we have to assume that our Hamiltonian is frustration free. The second point
is that if we care only about the ground state in the bulk, it is already known that any ground
state of frustration free Hamiltonian with uniformly bounded degeneracy is an MPS [M1], [M2].
The difference here is that we would like to care about the spectral gap, the C1-classification, and
the edge states. As a result, we have to represent not only bulk ground state, but also left/right
edge ground states and the ground states on the finite intervals, simultaneously, using the same
auxiliary system. This requires the detailed analysis of the auxiliary system.
We will use the notations listed in Appendix A freely.
1.1 Hamiltonians and ground state structures
For N ∋ n ≥ 2, let A be the finite dimensional C*-algebra A = Mn, the algebra of n× n matrices.
Throughout this article, this n is fixed as the dimension of the spin under consideration, and we
fix an orthonormal basis {ψµ}nµ=1 of Cn. We denote the set of all finite subsets in Γ ⊂ Z by SΓ.
The number of elements in a finite set Λ ⊂ Z is denoted by |Λ|. When we talk about intervals in
Z, [a, b] for a ≤ b, means the interval in Z, i.e., [a, b]∩Z. We denote the set of all finite intervals in
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Γ by IΓ. For each z ∈ Z, we let A{z} be an isomorphic copy of A and for any finite subset Λ ⊂ Z,
AΛ = ⊗z∈ΛA{z} is the local algebra of observables. For finite Λ, the algebra AΛ can be regarded
as the set of all bounded operators acting on a Hilbert space ⊗z∈ΛCn. We use this identification
freely. If Λ1 ⊂ Λ2, the algebra AΛ1 is naturally embedded in AΛ2 by tensoring its elements with
the identity. Finally, for an infinite subset Γ of Z, the algebra AΓ is given as the inductive limit of
the algebras AΛ with Λ ∈ SΓ. In particular, AZ is the chain algebra. We denote the set of local
observables in Γ by AlocΓ =
⋃
Λ∈SΓ AΛ. For ω a state on AΓ and each finite Λ ⊂ Γ, we denote by
Dω|AΛ the density matrix of the restriction ω|AΛ .
For any x ∈ Z, let τx be the shift operator by x on AZ. An interaction is a map Φ from SZ
into Aloc
Z
such that Φ(X) ∈ AX and Φ(X) = Φ(X)∗ for X ∈ SZ. An interaction Φ is translation
invariant if Φ(X + j) = τj (Φ(X)) , for all j ∈ Z and X ∈ SZ. Furthermore, it is of finite range if
there exists an m ∈ N such that Φ(X) = 0, for X with diameter larger than m. In this case, we
say that the interaction length of Φ is less than or equal to m. A natural number m ∈ N and an
element h ∈ A[0,m−1], define an interaction Φh by
Φh(X) :=
{
τx (h) , if X = [x, x +m− 1] for some x ∈ Z
0, otherwise
(1)
for X ∈ SZ.
A Hamiltonian associated with Φ is a net of self-adjoint operators HΦ := ((HΦ)Λ)Λ∈IZ such
that
(HΦ)Λ :=
∑
X⊂Λ
Φ(X). (2)
Note that (HΦ)Λ ∈ AΛ. Without loss of generality we consider positive interactions i.e., Φ(X) ≥ 0
for any X ∈ SZ, throughout this article. Let us specify what we mean by gapped with respect to
the open boundary conditions Hamiltonian in this paper.
Definition 1.1. A Hamiltonian H := (HΛ)Λ∈IZ associated with a positive translation invariant
finite range interaction is gapped with respect to the open boundary conditions if there exist γ > 0
and N0 ∈ N such that the difference between the smallest and the next-smallest eigenvalue of HΛ,
is bounded below by γ, for all finite intervals Λ ⊂ Z with |Λ| ≥ N0.
In this definition, the smallest eigenvalue can be degenerated in general. Let H = (HΛ) be
a Hamiltonian associated with some positive translation invariant finite range interaction. For a
finite interval Λ, a ground state of HΛ means a state on AΛ with support in the smallest eigenvalue
space of HΛ. We denote the set of all ground states of HΛ on AΛ by SΛ(H). For Λ ∈ IΓ, any
of the elements in SΛ(H) can be extended to a state on AΓ, and there exit weak-∗ accumulation
points of such extensions, in the thermodynamical limit Λ → Γ. We denote the set of all such
accumulation points by SΓ(H).
Definition 1.2. We call the quadruplet
({S(H)}I∈IΓ ,S(−∞−1](H),S[0,∞)(H),SZ(H)) the ground
state structure of the Hamiltonian H .
1.2 The parent Hamiltonians
The Hamiltonians we introduce in this paper are parent Hamiltonians of sequence of subspaces sat-
isfying the intersection property. We say that a sequence of subspaces {DN}N∈N, DN ⊂
⊗N−1
i=0 C
n,
N ∈ N, satisfies the intersection property, if there exists an m ∈ N, such that the relation
DN =
N−m⋂
x=0
(Cn)⊗x ⊗Dm ⊗ (Cn)⊗N−m−x, (3)
holds for all N ≥ m. In order to specify the number m ∈ N, we will say that {DN}N∈N sat-
isfies Property (I,m) when (3) holds for m and all N ≥ m. Note that Property (I,m) implies
Property (I,m′) for all m′ ≥ m.
3
Definition 1.3. For a sequence of subspaces {DN}N∈N, DN ⊂
⊗N−1
i=0 C
n, N ∈ N, we define
m{DN} ∈ N ∪ {∞} by
m{DN} := inf {m | {DN}N satisfies Property (I,m)} .
Let {DN} be a sequence of nonzero spaces satisfying Property (I,m). Let Qm be the orthogonal
projection onto the orthogonal complement of Dm in ⊗m−1i=0 Cn, and consider the interaction ΦQm
associated with Qm. Then, by (3), we see that ker
(
HΦQm
)
[0,N−1] = DN for all N ≥ m. Namely,
the ground state spaces of the Hamiltonian HΦQm are given by {DN}. We shall refer to that
particular Hamiltonian as the parent Hamiltonian of {DN}, and denote this ΦQm by Φm,{DN}.
The matrix product formalism gives a way to define sequences of subspaces. Let k ∈ N, and
v = (v1, · · · , vn) ∈ (Mk)×n, an n-tuple of elements in Mk. For l ∈ N and µ(l) = (µ0, µ1, . . . , µl−1) ∈
{1, · · · , n}×l, we use the notation
v̂µ(l) := vµ0vµ1 · · · vµl−1 ∈ Mk, ψ̂µ(l) :=
l−1⊗
i=0
ψµi ∈
l−1⊗
i=0
Cn. (4)
(Recall that {ψµ}µ is the fixed CONS of Cn.)For an invertible R ∈ Mk and v = (v1, · · · , vn) ∈
(Mk)
×n
, we denote by RvR−1 the n-tuple given by RvR−1 = (Rv1R−1, · · · , RvnR−1). We say
RvR−1 is similar to v in this case.
Definition 1.4. Let k ∈ N, and v = (v1, · · · , vn) ∈ Mk×n. For each l ∈ N, define Γ(R)l,v : Mk →⊗l−1
i=0 C
n by
Γ
(R)
l,v (X) =
∑
µ(l)∈{1,··· ,n}×l
(
TrX
(
v̂µ(l)
)∗)
ψ̂µ(l) , X ∈Mk, (5)
and set Gl,v := RanΓ(R)l,v ⊂
⊗l−1
i=0C
n. Furthermore, we denote by Gl,v the orthogonal projection
onto Gl,v in
⊗l−1
i=0C
n. We set hm,v := 1 − Gm,v and Φm,B := Φhm,B . For the simplicity of the
terminology, we use the symbol mv to denote m{GN,v}N .
With a random choice of v, the sequence of subspaces {Gl,v}l would not satisfy the intersection
property. Furthermore, even if the intersection property is satisfied, the parent Hamiltonian may
not be gapped. We need to require some additional conditions to guarantee those properties.
We introduce several notations about n-tuples of matrices, which we use throughout this paper.
For k, l ∈ N and v ∈Mk×n, let Kl(v) be the following span of monomials of degree l in the vµ’s,
Kl(v) := span
{
vµ0vµ1 . . . vµl−1 | (µ0, µ1, . . . , µl−1) ⊂ {1, . . . n}×l
}
. (6)
For k ∈ N and v ∈ Mk×n, we define the completely positive map Tv : Mk → Mk by
Tv(X) :=
n∑
µ=1
vµXv
∗
µ, X ∈ Mk. (7)
The spectral property of Tv will play an important role in the analysis. For v ∈ M×nk , and
a projection p ∈ Mk, we denote by vp the n-tuple given by vp = (pv1p, pv2p, . . . , pvnp). For
p, q ∈ P(Mk), we also set
Mv,p,q := inf{M ∈ N | Γ(R)N,v is injective on pMkq for all N ≥M}. (8)
We set Gp,qN,v := Γ(R)N,v(pMkq) for N ∈ N.
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1.3 ClassA
In this section we introduce a class of n-tuples of matrices which we consider in this paper. First
we introduce several notations we use repeatedly.
Definition 1.5. For kR, kL ∈ N∪{0}, we denote byWo(kR, kL) the set of all λ = (λ−kR , . . . , λ−1, λ0, λ1, . . . , λkL) ∈
CkR+kL+1 satisfying
λ0 = 1,
0 < |λ−kR | ≤ |λ−kR+1| ≤ · · · ≤ |λ−1| < 1,
0 < |λkL | ≤ |λkL−1| ≤ · · · ≤ |λ1| < 1.
For λ ∈ CkR+kL+1, we define the diagonal matrix Λλ :=
∑kL
i=−kR λiE
(kR,kL)
ii .
Definition 1.6. Let n, n0 ∈ N with n ≥ 2, and ω = (ω1, . . . , ωn) ∈M×nn0 . We say ω is primitive if
lω := inf{l ∈ N : Kl′(ω) = Mn0 for all l′ ≥ l} <∞.
We denote by Prim(n, n0) the set of all primitive n-tuples ω of n0 × n0 matrices. We also denote
by Prim1(n, n0) the set of all primitive n-tuples ω of n0×n0 matrices with rTω = 1. Furthermore,
we denote by Primu(n, n0) the set of all primitive n-tuples ω of n0 × n0 matrices such that Tω is
a unital CP map.
Definition 1.7. Let kR ∈ N. We define CR(kR) by the set of kR-tuples D = (D1, . . . , DkR) of
UT0,kR+1 satisfying the following conditions.
1. DaE
(kR,0)
00 = E
(kR,0)
−a,0
2. The linear span of {Da}kRa=1 is a subalgebra of UT0,kR+1
Similarly, for kL ∈ N, we define CL(kL) by the set of kL-tuples G = (G1, . . . , GkL) of UT0,kL+1
satisfying the following conditions.:
1. E
(0,kL)
00 Gb = E
(0,kL)
0,b
2. The linear span of {Gb}kLb=1 is a subalgebra of UT0,kL+1.
Definition 1.8 (T (kR, kL)). Let (kR, kL) ∈ (N ∪ {0})×2. If kR, kL ∈ N, we denote by T (kR, kL)
the set of all quadruplets (λ,D,G, Y ) with λ ∈ Wo(kR, kL), D ∈ CR(kR), G ∈ CL(kL), and
Y ∈ UT0,kL+kR+1 such that for any 1 ≤ a ≤ kR and 1 ≤ b ≤ kL,
ΛλI
(kR,kL)
R (Da) = λ−aI
(kR,kL)
R (Da)Λλ, a = 1, . . . , kR, (9)
ΛλI
(kR,kL)
L (Gb) = λ
−1
b I
(kR,kR)
L (Gb)Λλ, b = 1, . . . , kL, (10)
Y Λλ = ΛλY, P
(kR,kL)
R Y P
(kR,kL)
L = 0, (11)
and
(Λλ(1 + Y ))
l
I
(kR,kL)
R (Da) =
kR∑
a′=1
〈
f
(kR,kL)
−a′ , (Λλ(1 + Y ))
l
f
(kR,kL)
−a
〉
I
(kR,kL)
R (Da′) (Λλ(1 + Y ))
l
,
(12)
I
(kR,kL)
L (Gb) (Λλ(1 + Y ))
l
=
kL∑
b′=1
〈
f
(kR,kL)
b , (Λλ(1 + Y ))
l
f
(kR,kL)
b′
〉
(Λλ(1 + Y ))
l
I
(kR,kL)
L (Gb′),
(13)
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for all l ∈ N.If kR = 0 and kL ∈ N, T (0, kL) is the set of all triples (λ,G, Y ) with λ ∈Wo(kR, kL),
G ∈ CL(kL), and Y ∈ UT0,kL+kR+1, satisfying (10), (11), and (13). If kR ∈ N and kL = 0,
T (kR, 0) is the set of all triples (λ,D, Y ) with λ ∈Wo(kR, kL), D ∈ CR(kR), and Y ∈ UT0,kL+kR+1,
satisfying (9), (11), and (12). If kR = kL = 0, T (0, 0) consists of a single point λ0 = 1 ∈Wo(0, 0).
Remark 1.9. As Λλ(1 + Y ) is an upper triangular matrix, the summations on the right hand side
of (12) and (13) are actually over a ≤ a′ and b ≤ b′.
Remark 1.10. For the simplicity of the statements, we write D or G even when kR = 0 or kL = 0,
although they are not defined in these cases. The readers should discard them suitably in each
statements.
Remark 1.11. Let D ∈ CR(kR) andG ∈ CL(kL). Note that I(kR,kL)R (Da) = P (kR,kL)L I(kR,kL)R (Da)P (kR,kL)R ,
I
(kR,kL)
L (Gb) = P
(kR,kL)
L I
(kR,kL)
L (Gb)P
(kR,kL)
R , because Da and Gb are upper triangular matrices
with zero diagonal elements. Therefore, the linear space
D(kR, kL,D,G) := span
(
I, {I(kR,kL)R (Da)}kRa=1 ∪ {I(kR,kL)L (Gb)}kLb=1 ∪
{
E
(kR,kL)
−a,b
}
a=1,...,kR,b=1,...,kL
)
(14)
is a subalgebra of UTkL+kR+1. (Here, as mentioned in Remark 1.10, discard {I(kR,kL)R (Da)}kRa=1,{
E
(kR,kL)
−a,b
}
a=1,...,kR,b=1,...,kL
, on the right hand side if kR = 0.)
Remark 1.12. By (12), (13) and the fact that Λλ(1 + Y ) is an invertible matrix, we observe that
I
(kR,kL)
R (Da) (Λλ(1 + Y ))
l
=
kR∑
a′=1
〈
f
(kR,kL)
−a′ , (Λλ(1 + Y ))
−l
f
(kR,kL)
−a
〉
(Λλ(1 + Y ))
l
I
(kR,kL)
R (Da′),
(Λλ(1 + Y ))
l
I
(kR,kL)
L (Gb) =
kL∑
b′=1
〈
f
(kR,kL)
b , (Λλ(1 + Y ))
−l
f
(kR,kL)
b′
〉
I
(kR,kL)
L (Gb′) (Λλ(1 + Y ))
l
.
(15)
This implies
(Λλ (1 + Y ))
−xD(kR, kL,D,G) (Λλ (1 + Y ))x = D(kR, kL,D,G), x ∈ Z. (16)
Definition 1.13. Let n, n0 ∈ N with n ≥ 2, kR, kL ∈ N∪{0} and (λ,D,G, Y ) ∈ T (kR, kL). We de-
note byB(n, n0, kR, kL,λ,D,G, Y ) the set of all n-tuples B = (B1, . . . , Bn) ∈Mn0 ⊗ (D(kR, kL,D,G)Λλ (1 + Y ))
satisfying
lB = lB(n, n0, kR, kL,λ,D,G, Y ) := inf
{
l | Kl′(B) = Mn0 ⊗
(
D(kR, kL,D,G) (Λλ (1 + Y ))l
′
)
for all l′ ≥ l
}
<∞,
(17)
and rTB = 1.
Definition 1.14 (ClassA). Let n ≥ 2. We define
ClassA :=
⋃
{B(n, n0, kR, kL,λ,D,G, Y ) | n0 ∈ N, kR, kL ∈ N ∪ {0}, (λ,D,G, Y ) ∈ T (kR, kL)} .
Remark 1.15. We say B belongs to ClassA with respect to (n0, kR, kL,λ,D,G, Y ), when we would
like to make them explicitly.
Remark 1.16. Recall that the parents Hamiltonians considered in [FNW] are generated by v ∈
Prim(n, n0), i.e., the condition Kl(v) = Mn0 for large l, is required. This is what we call the
injectivity condition. This corresponds to the case kL = kR = 0 in our setting.
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Example 1.17. Let n0 ∈ N, and kR, kL ∈ N ∪ {0}. We fix 0 < κ < 1, and set λ = (λi)kLi=−kR and
r = (rα)
n0
α=1 by
rα := κ
α−1, for α = 1, . . . , n0,
λj := κ
|j|n0 , for j = −kR, . . . ,−1, 0, 1, . . . , kL.
We also set
VR :=
−1∑
j=−kR
E
(kR,0)
j,j+1 , VL :=
kL−1∑
j=0
E
(0,kL)
j,j+1 ,
and define D and G by
Da := V
a
R , a = 1, . . . , kR, Gb := V
b
L , b = 1, . . . , kL.
It is easy to check (λ,D,G, 0) ∈ T (kR, kL). Set
η :=
(n0)∑
α=2
χ(n0)α .
We define B = (Bµ) by
B1 := Λr ⊗ Λλ,
B2 :=
(∣∣∣χ(n0)1 〉 〈η|+ |η〉〈χ(n0)1 ∣∣∣)⊗ Λλ + Λr ⊗ (I(kR,kL)R (VR) + I(kR,kL)L (VL))Λλ,
Bµ := 0, µ ≥ 3.
We claim B ∈ B(n, n0, kR, kL,λ,D,G, 0). From the definition, we haveBµ ∈ Mn0 ⊗ (D(kR, kL,D,G)Λλ),
for each µ = 1, . . . , n. This fact and Remark 1.11, Remark 1.12 imply thatKl(B) ⊂ Mn0 ⊗
(D(kR, kL,D,G)Λlλ)
holds for all l ∈ N. Now we prove the opposite inclusion for l large enough. We use the argument
in Lemma 5.2 [BO]. Let l ∈ N and 0 ≤ j ≤ l − 1. By the expansion, we see that
B
l−1−j
1 B2B
j
1 =
n0∑
α=2
(
rjαe
(n0)
1α + r
l−1−j
α e
(n0)
α1
)
⊗ Λlλ + κ(j−l+1)n0Λlr ⊗ I(kR,kL)L (VL)Λlλ + κ(l−1−j)n0Λlr ⊗ I(kR,kL)R (VR)Λlλ.
As the numbers {rα = κα−1}n0α=2, {r−1α = κ−α+1}n0α=2, {κn0} {κ−n0} are distinct, by the argument
of Lemma 5.2 [BO], we conclude that for l large enough, all of
e
(n0)
1α ⊗ Λlλ, e(n0)α1 ⊗ Λlλ, Λlr ⊗ I(kR,kL)L (VL)Λlλ, Λlr ⊗ I(kR,kL)R (VR)Λlλ
belong toKl(B). Multiplying these terms each other, we conclude that Mn0 ⊗
(D(kR, kL,D,G)Λlλ) ⊂
Kl(B) holds for all l large enough.
1.4 The main result
In this part I, we study the ground state structure of the Hamiltonians given by B ∈ ClassA.
Our Hamiltonian is the Hamiltonian HΦm,B given by the subspaces Gm,B via the formula (1) with
h = 1−Gm,B for B ∈ ClassA.
Theorem 1.18. Let n ∈ N with n ≥ 2, and B ∈ ClassA with respect to (n0, kR, kL,λ,D,G, Y ).
ThenmB ≤ 2lB(n, n0, kR, kL,λ,D,G, Y ) <∞ and for anym ≥ max{2lB(n, n0, kR, kL,λ,D,G, Y ), log(n
2
0(kL+1)(kR+1)+1)
log n },
we have the followings.
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(i) ker
(
HΦm,B
)
[0,N−1] = GN,B and dimker
(
HΦm,B
)
[0,N−1] = n
2
0(kL + 1)(kR + 1), for N ≥ m.
(ii) There exist γm > 0 and Nm ∈ N such that
γm (1−GN,B) ≤
(
HΦm,B
)
[0,N−1] , for all N ≥ Nm.
(iii) SZ(HΦm,B) consists of a unique state ωB,∞ on AZ.
(iv) There exist 0 < CB, 0 < sB < 1, NB ∈ N, and states ωR,B ∈ S[0,∞)(HΦm,B), and ωL,B ∈
S(−∞,−1](HΦm,B), such that∣∣∣∣Tr[0,N−1] (GN,BA)Tr[0,N−1] (GN,B) − ωR,B(A)
∣∣∣∣ ≤ CBsN−lB ‖A‖ ,∣∣∣∣Tr[0,N−1] (GN,BτN−l (A))Tr[0,N−1] (GN,B) − ωL,B ◦ τ−l(A)
∣∣∣∣ ≤ CBsN−lB ‖A‖ , (18)
for all l ∈ N, A ∈ A[0,l−1], and N ≥ max{l, NB}, and
inf
{
σ
(
ωR,B|A[0,l−1]
) \ {0} | l ∈ N} > 0,
inf
{
σ
(
ωL,B|A[−l,−1]
) \ {0} | l ∈ N} > 0. (19)
(v) For any ψ ∈ S[0,∞)(HΦm,B) (resp. ψ ∈ S(−∞,−1](HΦm,B)), there exists an lψ ∈ N such that∥∥ψ − ψ ◦ τlψ∥∥ < 2 (resp. ∥∥ψ − ψ ◦ τ−lψ∥∥ < 2).
(vi) S(−∞,−1](HΦm,B) and S[0,+∞)(HΦm,B) are convex sets and there exist affine bijections
ΞL : En0(kL+1) → S(−∞,−1](HΦm,B), ΞR : En0(kR+1) → S[0,+∞)(HΦm,B).
(vii) There exist C′
B
> 0, and 0 < s′
B
< 1 such that
|ψ ◦ τN (A)− ωB,∞(A)| ≤ C′Bs′BN ‖A‖ ,
(resp. |ψ ◦ τ−N (A)− ωB,∞(A)| ≤ C′Bs′BN ‖A‖ , ) (20)
for all A ∈ A[0,∞) and ψ ∈ S[0,∞)(HΦm,B) (resp. for all A ∈ A(−∞,−1] and ψ ∈ S(−∞,−1](HΦm,B)),
and N ∈ N.
(viii) Any element in S(−∞,−1](HΦm,B) or S[0,+∞)(HΦm,B) is a factor state.
(ix) ωB,∞ satisfies the exponential decay of correlations.
This article is organized as follows: In Section 2, we introduce a sufficient condition for an
n-tuple v to have a gapped parent Hamiltonian, in rather general setting. Applying the results of
Section 2, we study the properties of HΦm,B for B ∈ ClassA in Section 3.
2 The intersection property and the spectral gap
In this section, we introduce a sufficient condition for the MPS Hamiltonians to be gapped. We
first introduce a set of conditions on sequences of subspaces.
Definition 2.1 (Condition 1). Let n ∈ N. Let Dl be a nonzero subspace of
⊗l−1
i=0 C
n given for
each l ∈ N. We denote by Gl the orthogonal projection onto Dl in
⊗l−1
i=0C
n for each l ∈ N. We
say the sequence of subspaces {Dl}l∈N satisfies the Condition 1 if there exists m0, l0 ∈ N such that
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(i) {Dl}l∈N satisfies Property (I,m0), and
(ii) for any l0 ≤ l, there exists 0 < εl < 1√
l
such that∥∥(1[0,N−l] ⊗Gl) (GN ⊗ 1{N} −GN+1)∥∥ < εl,
for all N ≥ 2l.
We say {Dl}l∈N satisfies the Condition 1 for (m0, l0) when we would like to specify the numbers.
The following theorem is a special version of Theorem 3 in [N].
Theorem 2.2 ([N]). Let {Dl}l∈N be a sequence of nonzero vector spaces such that Dl ⊂
⊗l−1
i=0 C
n,
and Gl the orthogonal projections onto Dl in ⊗l−1i=0Cn. For m,N ∈ N with m ≤ N , we set
HmN :=
∑
0≤x≤N−m
τx(1 −Gm).
Suppose that {Dl}l satisfies the Condition 1 for (m0, l0). Then for all m0 ≤ m,
(1) kerHmN = DN , for all N ≥ m, and
(2)
γl,m
l + 2
(
1− εl
√
l
)2
(1−GN ) ≤ HmN ,
for all l with max{l0,m} ≤ l, and N with 2l+ 1 ≤ N , where
γl,m = min {dR (σ(Hml ) \ {0}, 0) , dR (σ(Hm2l ) \ {0}, 0)} .
In this section, we give a criterion for this in the MPS formalism. We introduce a set of
conditions. Recall the definition (6) of Kl(v).
Definition 2.3 (Condtion 2). For n, k ∈ N, projections p, q ∈ P(Mk), and n-tuple of k×k matrices
v ∈Mk×n, we say that the pentad (n, k, p, q,v) satisfies Condition 2 if the following conditions are
satisfied.
(i) pq = qp 6= 0.
(ii) vµp = pvµp for all µ = 1, . . . , n.
(iii) qvµ = qvµq for all µ = 1, . . . , n.
(iv) There exist constants cpq > 0, 0 < spq < 1, a positive linear functional ϕpq on Mk and a
positive element epq ∈Mk with s(ϕpq) = s(epq) = pq, such that∥∥∥TNvpq (A)− ϕpq(A)epq∥∥∥ ≤ cpqsNpq ‖A‖ , for all A ∈ Mk, and N ∈ N.
(v) There exist constants cq¯ > 0, 0 < sq¯ < 1 such that∥∥∥TNvq¯ (A)∥∥∥ ≤ cq¯sNq¯ ‖A‖ , for all A ∈ Mk and N ∈ N.
(vi) There exist constants cp¯ > 0, 0 < sp¯ < 1 such that∥∥∥TNvp¯(A)∥∥∥ ≤ cp¯sNp¯ ‖A‖ , for all A ∈ Mk and N ∈ N.
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(vii) For any η ∈ qCk with pqη 6= 0, there exists lη ∈ N such that
(Klη (vq))∗ η = qCk.
(viii) For any ξ ∈ pCk with pqξ 6= 0, there exists l′ξ ∈ N such that Kl′ξ(vp)ξ = pCk.
Definition 2.4 (Condition 3). Let n, k ∈ N, p, q ∈ P(Mk) and v ∈Mk×n. We say that the pentad
(n, k, p, q,v) satisfies the Condition 3 for m1 ∈ N if for all N ≥ m1, dimKN (v) = (rank p)(rank q).
Definition 2.5 (Condition 4). Let n, k ∈ N, and v ∈ Mk×n. For m2,m3 ∈ N, we say that the
triple (n, k,v) satisfies the Condition 4 for (m2,m3), if there exists an invertible Xm2 ∈ Km2(v)
such that X−1m2KN+m2(v) ⊂ KN (v) for all N ≥ m3. When we would like to specify Xm2 , we say
the triple (n, k,v) satisfies the Condition 4 for (m2,m3) with respect to Xm2 .
Here is the main Proposition of this section.
Proposition 2.6. Let n, k,m1,m2,m3 ∈ N, p, q ∈ P(Mk), and v = (vµ)nµ=1 ∈ Mk×n. Suppose
that the pentad (n, k, p, q,v) satisfies the Condition 2, and the Condition 3 for m1. Furthermore,
assume that the triple (n, k,v) satisfies the Condition 4 for (m2,m3). Then Mv,p,q < ∞ and
{Gl,v}l∈N satisfies the Condition 1. Here, m0 ∈ N of Condition 1 can be taken m0 = m2 +m3.
As we mentioned in the introduction, the spectral property of Tv is important for the analysis
of the spectral gap. In Subsection 2.1, we consider the spectral property of Tv when (n, k, p, q,v)
satisfies Condition 2. The intersection property is considered in subsection 2.2. The Condition
2 and Condition 3 imply the bijectivity of Γ
(R)
N,v|pMkq, which is proven in subsection 2.3. The
important input to show the spectral gap is an estimate of overlaps of spectral projections. This
is done in subsection 2.4.
2.1 Spectral analysis of CP maps
Definition 2.7. Let T be a CP map on Mk. Let 0 < s < 1, ϕ a state on Mk, and e ∈ Mk+. We
say T satisfies the Spectral Property II with respect to (s, e, ϕ) if
(1) rT = 1 and 1 is a non-degenerate eigenvalue of T ,
(2) σ(T ) \ {1} ⊂ Bs(0),
(3) e is a T -invariant positive element and e = PT{1}(1),
(4) ϕ is T -invariant,
(5) PT{1}(·) = ϕ(·)e,
(6) for any s ≤ s′ < 1, we have∥∥TN(A) − ϕ(A)e∥∥ ≤ (s′)N+1 sup
|z|=s′
∥∥(z − T )−1∥∥ ‖A‖ , for all N ∈ N, A ∈Mk.
Remark 2.8. The conditions above are redundant. For example, (6) follows from (1)-(5). However,
we leave them for the convenience.
In this subsection we prove the following Lemma.
Lemma 2.9. Let n, k ∈ N, p, q ∈ P(Mk), and v ∈ Mk×n. Assume that the pentad (n, k, p, q,v)
satisfies Condition 2. Then, there exist a constant 0 < sv < 1, a state ϕv, and a positive element
ev ∈Mk+, such that
(1) Tv satisfies the Spectral Property II with respect to (sv, ev, ϕv), and
(2) s(ev) = p, s(ϕv ) = q.
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Remark 2.10. We call (sv, ev, ϕv) the triple associated with (n, k, p, q,v). From now on, if we write
(sv, ev, ϕv), it means this triple. Furthermore, ρv denotes the density matrix of ϕv.
As s(ev) = p and s(ϕv) = q, there exist xv ∈ (pMkp)+ and yv ∈ (qMkq)+ such that evxv =
xvev = p and ρvyv = yvρv = q. We set av := ‖xv‖−1 and cv := ‖yv‖−1.
The following numbers will be used.
E˜v(N) := k
2
∥∥∥TNv (1− PTv{1})∥∥∥ , Ev(N) := (avcv)−1 E˜v(N), N ∈ N,
Fv := sup
N∈N
∥∥∥TNv (1− PTv{1})∥∥∥+ ‖ev‖ , Lv := inf {L ∈ N | sup
N≥L
Ev(N) <
1
2
}
. (21)
From Lemma 2.9, we know that limN→∞
∥∥∥TNv (1− PTv{1})∥∥∥ = 0. Hence we have limN→∞ E˜v(N) =
limN→∞Ev(N) = 0, Fv <∞ and Lv ∈ N. By the definition, we have
sup
N∈N
∥∥TN
v
∥∥ ≤ Fv. (22)
With ev and ϕv , we define a quasi-linear form 〈·, ·〉v on Mk by
〈A,B〉
v
:= ϕv (A
∗evB) , A,B ∈Mk.
Note that for any X ∈ pMkq,
‖X‖22 ≤ (avcv)−1 〈X,X〉v . (23)
From this, we see that 〈·, ·〉
v
is an inner product on pMkq. For any Z ∈Mk, we have
〈Z,Z〉 12
v
= 〈pZq, pZq〉 12
v
= sup {|〈pZq, Y 〉
v
| | Y ∈ pMkq, 〈Y, Y 〉v = 1} . (24)
For the first equality, we used the fact that ev ∈ pMkp and ρv ∈ qMkq.
To prove Lemma 2.9, first we note the following basic properties.
Lemma 2.11. Let n, k ∈ N, p ∈ P(Mk) and v ∈Mk×n such that vµp = pvµp, µ = 1, . . . , n. Then,
1. for all N ∈ N, µ(N) ∈ {1, . . . , n}×N and A ∈Mk,we have
p
(
v̂µ(N)
)∗
p¯ = 0, p¯
(
v̂µ(N)
)∗
p¯ =
(
v̂µ(N)
)∗
p¯,∑
µ(N)∈{1,...,n}×N
p¯
(
v̂µ(N)
)
A
(
v̂µ(N)
)∗
p¯ = TNvp¯(A),∑
µ(N)∈{1,...,n}×N
(
v̂µ(N)
)
pAp
(
v̂µ(N)
)∗
= TN
vp
(A),
2. for any η ∈ Ck and N ∈ N, we have
∑
µ(N)∈{1,...,n}×N
∥∥∥p¯ (v̂µ(N))∗ pη∥∥∥2 ≤
(
N∑
m=1
(
TrTN−m
vp¯
(1)
) 1
2
〈
η, Tm−1
vp
(1)η
〉 1
2
)2
n∑
µ=1
‖vµ‖2
3. for any A ∈Mk and N ∈ N,∥∥TN
v
(A)− pTN
v
(A)p
∥∥
≤ 2 ‖A‖
∥∥∥TNvp¯(1)∥∥∥ 12 sup
M∈N
∥∥∥TMvp ∥∥∥ 12 + sup
M∈N
∥∥∥TMvp¯ ∥∥∥ 12 +
(
N∑
m=1
(
TrTN−m
vp¯
(1)
) 1
2
∥∥∥Tm−1vp (1)∥∥∥ 12
)(
n∑
µ=1
‖vµ‖2
) 1
2
 ,
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4.
sup
M∈N
∥∥TM
v
∥∥ ≤ sup
M∈N
∥∥∥TMvp ∥∥∥+ sup
M∈N
∥∥∥ TMvp¯ ∥∥∥+ 2 sup
M∈N
(
M∑
m=1
(
TrTM−m
vp¯
(1)
) 1
2
∥∥∥Tm−1vp (1)∥∥∥ 12
)(
n∑
µ=1
‖vµ‖2
) 1
2 ∥∥∥TMvp¯ (p¯)∥∥∥ 12
+ sup
M∈N
(
M∑
m=1
(
TrTM−mvp¯ (1)
) 1
2
∥∥∥Tm−1vp (1)∥∥∥ 12
)2
n∑
µ=1
‖vµ‖2 .
See Section B for the proof.
Lemma 2.12. Let n, k ∈ N, p ∈ P(Mk) and v ∈ Mk×n, and suppose that (ii),(vi) of Condition 2
is satisfied for this (n, k, p,v). Furthermore, assume that there exist constants cp > 0, 0 < sp < 1,
a positive linear functional ϕp on Mk and a positive element ep ∈ Mk such that s(ϕp), s(ep) ≤ p,
ϕp(ep) 6= 0 and ∥∥∥TNvp (A)− ϕp(A)ep∥∥∥ ≤ cpsNp ‖A‖ , for all A ∈Mk, and N ∈ N. (25)
Then, there exist a positive linear functional ϕ
(r)
v,p and a constant 0 < s
(r)
v,p < 1 such that ϕ
(r)
v,p(ep) =
1, and Tv satisfies the Spectral Property II with respect to (s
(r)
v,p, ϕ
(r)
v,p(1)ep,
(
ϕ
(r)
v,p(1)
)−1
ϕ
(r)
v,p). If
furthermore for any η ∈ Ck with pη 6= 0, there exists an lη ∈ N such that
(Klη (v))∗ η = Ck. then
ϕ
(r)
v,p is faithful.
Proof. By (ii) of the Condition 2 , we can apply Lemma 2.11. By (vi) of the Condition 2 and
(25), we have supM∈N
∥∥∥TMvp ∥∥∥ <∞ and supM∈N ∥∥∥TMvp¯ ∥∥∥ <∞. Furthermore, we have
sup
N∈N
(
N∑
m=1
(
TrTN−m
vp¯
(1)
) 1
2
∥∥∥Tm−1vp (1)∥∥∥ 12
)
≤ sup
M∈N
∥∥∥TMvp ∥∥∥ 12 sup
N∈N
(
N∑
m=1
√
kc
1
2
p¯ s
1
2 (N−m)
p¯
)
<∞.
Therefore, by 4 of Lemma 2.11, supM∈N
∥∥TM
v
∥∥ <∞. Furthermore, by (vi) of the Condition 2 and
Lemma 2.11 3, we have
lim
l→∞
∥∥T lv(·)− pT lv(·)p∥∥ = 0. (26)
For any ε > 0, choose l0 ∈ N such that
(∥∥T l0v (·)− pT l0v (·)p∥∥ supL∈N ∥∥TLv ∥∥) < ε4 and cpsl0p supL∈N ∥∥TLv ∥∥ <
ε
4 . For any N,M ≥ 2l0, using 1, 3 of Lemma 2.11 and (25) we have∥∥TN
v
(A)− TM
v
(A)
∥∥
≤ ∥∥TN−l0
v
(
T l0
v
(A)− pT l0
v
(A)p
)∥∥+ ∥∥TM−l0
v
(
T l0
v
(A)− pT l0
v
(A)p
)∥∥
+
∥∥∥TN−l0vp (pT l0v (A)p)− ϕp (pT l0v (A)p) ep∥∥∥+ ∥∥∥TM−l0vp (pT l0v (A)p)− ϕp (pT l0v (A)p) ep∥∥∥ < ε ‖A‖ .
Hence {TNv } is a Cauchy sequence and has a limit T∞v .
Clearly we have T∞
v
◦ Tv = T∞v and T∞v is positive. Furthermore, for any A ∈Mk,
T∞v (A) = lim
N→∞
T 2Nv (A) = lim
N→∞
TNv
(
pTNv (A)p
)
= lim
N→∞
TNvp
(
pTNv (A)p
)
= lim
N→∞
ϕp
(
pTNv (A)p
)
ep ∈ Cep.
Therefore, there exists a positive linear functional ϕ
(r)
v,p such that T∞v (·) = ϕ(r)v,p(·)ep. By the
Tv-invariance of T
∞
v
, ϕ
(r)
v,p is Tv-invariant. Note that
Tv(ep) = Tvp(ep) = (ϕp(ep))
−1
lim
N→∞
TN+1vp (ep) = ep.
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From limN→∞ TNv (·) = ϕ(r)v,p(·)ep, rTv = 1, and 1 is a non-degenerate eigenvalue of Tv. This
equality also implies PTv{1} = ϕ
(r)
v,p(·)ep. The rest of the spectrum of Tv is in a disk Bs(r)
v,p
(0), for
some 0 < s
(r)
v,p < 1. Furthermore, we have ϕ
(r)
v,p(ep)ep = lim T
N
v
(ep) = ep. Hence ϕ
(r)
v,p(ep) = 1.(Note
that ep 6= 0 because ϕp(ep) 6= 0.) By this, we have ϕ(r)v,p(1) > 0 and ϕ(r)v,p(1)ep = PTv{1}(1). Hence Tv
satisfies the Spectral Property II with respect to (s
(r)
v,p, ϕ
(r)
v,p(1)ep,
(
ϕ
(r)
v,p(1)
)−1
ϕ
(r)
v,p).
To prove the last statement, assume that for any η ∈ Ck with pη 6= 0, there exists an lη ∈ N
such that
(Klη (v))∗ η = Ck.
Let ρ ∈ Mk+ be the density matrix of ϕ(r)v,p, i.e., ϕ(r)v,p = Tr ρ(·). By the Tv-invariance of ϕ(r)v,p,
we have
n∑
µ=1
v∗µρvµ = ρ. (27)
We claim that for any ξ ∈ s(ρ)Ck, and η ∈ s(ρ)Ck, we have 〈η,Kl(v)ξ〉 = 0 for all l ∈ N. As
η ∈ s(ρ)Ck, there exists cη > 0 such that ρ ≥ cη |η〉 〈η|. By the repeated use of (27), for all l ∈ N
we have
0 = 〈ξ, ρξ〉 =
∑
µ(l)∈{1,...,n}×l
〈
ξ,
(
v̂µ(l)
)∗
ρv̂µ(l)ξ
〉
≥ cη
∑
µ(l)∈{1,...,n}×l
∣∣〈η, v̂µ(l)ξ〉∣∣2 .
Therefore we have
〈
η, v̂µ(l)ξ
〉
= for any µ(l) and this proves the claim.
Next, there exists an η ∈ s(ρ)Ck such that pη 6= 0. To see this, note that ϕ(r)v,p(p) 6= 0, for
ϕ
(r)
v,p(ep) 6= 0. If any η ∈ s(ρ)Ck satisfies pη = 0, then s(ρ) ≤ p¯ and we have ϕ(r)v,p(p) = 0 which is a
contradiction.
Let us fix some η ∈ s(ρ)Ck with pη 6= 0. By the assumption, there exists an lη ∈ N such that(Klη (v))∗ η = Ck. Then for any ξ ∈ s(ρ)Ck, we have〈
Ck, ξ
〉
=
〈(Klη (v))∗ η, ξ〉 = 〈η,Klη (v)ξ〉 = 0,
by the claim. This means ξ = 0. Hence we have s(ρ) = 1, i.e., ϕ
(r)
v,p is faithful. 
By taking the adjoint of the previous Lemma, we obtain the following Lemma.
Lemma 2.13. Let n, k ∈ N, q ∈ P(Mk) and v ∈ Mk×n, and suppose that (iii),(v) of Condition 2
is satisfied for this (n, k, q,v). Furthermore, assume that there exist constants cq > 0, 0 < sq < 1,
a positive linear functional ϕq on Mk and a positive element eq ∈ Mk such that s(ϕq), s(eq) ≤ q,
ϕq(eq) 6= 0 and ∥∥∥TNvq (A)− ϕq(A)eq∥∥∥ ≤ cqsNq ‖A‖ , for all A ∈Mk, and N ∈ N. (28)
Then, there exist a positive element e
(l)
v,q ∈ Mk and a constant 0 < s(l)v,q < 1 such that ϕq(e(l)v,q) = 1,
and Tv satisfies the Spectral Property II with respect to (s
(l)
v,q, ϕq(1)e
(l)
v,q, (ϕq(1))
−1
ϕq). If further-
more for any η ∈ Ck with qη 6= 0, there exists an lη ∈ N such that
(Klη (v)) η = Ck. then e(l)v,q is
strictly positive.
Now we are ready to prove Lemma 2.9.
Proof of Lemma 2.9. Let kR := rankp and kL := rank q. Note that qMkq ≃ MkL . Under this
identification, we apply Lemma 2.12 to (n, kL, pq,vq). The first condition of Lemma 2.12 ((ii) of
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Condition 2) can be checked by (i),(ii) of Condition 2. The second condition ((vi) of Condition 2)
flows from ∥∥∥TNv(q−pq) (A)∥∥∥ = ∥∥∥qTNvp¯(A)q∥∥∥ ≤ cp¯sNp¯ ‖A‖ , A ∈ Mk, N ∈ N.
Here we used (i) (iii) of Condition 2 for the first equality and (vi) for the last inequality. The
third condition of Lemma 2.12 (i.e., (25)) is now (iv) of Condition 2 itself. Hence, Lemma 2.12
is applicable to (n, kL, pq,vq) and we obtain a nonzero positive linear functional ϕ
(r)
vq,pq on qMkq
and 0 < s
(r)
vq,pq < 1. With respect to
(
s
(r)
vq,pq, ϕ
(r)
vq,pq(q)epq,
(
ϕ
(r)
vq,pq(q)
)−1
ϕ
(r)
vq,pq
)
, Tvq satisfies
the Spectral Property II. Define a positive linear functional ϕ˜
(r)
vq,pq by ϕ˜
(r)
vq,pq(A) = ϕ
(r)
vq,pq(qAq) on
Mk. Set ϕv :=
(
ϕ˜
(r)
vq,pq(1)
)−1
ϕ˜
(r)
vq,pq. Note that ϕv(1) = 1. From (vii) of Condition 2, we have
s(ϕ˜
(r)
vq,pq) = q, by the last statement of Lemma 2.12.
Next we apply Lemma 2.13 to (n, k, q,v). The first condition of Lemma 2.13 ((iii) of Condition
2) is (iii) of Condition 2. The second condition ((v) of Condition 2) is (v) of Condition 2. The
third condition (28) follows from (6) of the Spectral Property II of Tvq .
Hence, Lemma 2.13 is applicable and we obtain a positive element e
(l)
v,q in Mk, and 0 < s
(l)
v,q < 1.
Set ev = e
(l)
v,q and sv = s
(l)
v,q. With respect to (sv, ev, ϕv), Tv satisfies the Spectral Property II.
We know s(ϕv) = s(ϕ˜
(r)
vq,pq) = q. We show s(ev) = p in the rest of the proof.
To see this, we apply Lemma 2.13 to (n, kR, pq,vp), under the identification pMkp ≃MkR .
The first condition of Lemma 2.13 ((iii) of Condition 2) can be checked by (i),(iii) of Condition
2. The second condition ((v) of Condition 2) follows from∥∥∥TNvp−pq(A)∥∥∥ = ∥∥∥TNvq¯ (pAp)∥∥∥ ≤ cq¯sNq¯ ‖A‖ , A ∈Mk, N ∈ N.
Here we used (i) (ii) of Condition 2 for the first equality and (v) for the last inequality. The third
condition (28) is (iv) of Condition 2 itself.
Hence, Lemma 2.13 is applicable and we obtain a positive element e
(l)
vp,pq in pMkp, and 0 <
s
(l)
vp,pq < 1. With respect to
(
s
(l)
vp,pq, ϕpq(1)e
(l)
vp,pq, ϕpq(1)
−1ϕpq
)
, Tvp satisfies the Spectral Property
II. By (viii) of Condition 2, s(e
(l)
vp,pq) = p.
As ϕv , ϕpq are faithful on pqMkpq, we have ϕv(pq), ϕpq(pq) > 0. By
ϕv(pq)ev = lim
N→∞
TN
v
(pq) = lim
N→∞
TN
vp
(pq) = ϕpq(pq)e
(l)
vp,pq
,
we obtain s(ev) = s(e
(l)
vp,pq) = p. 
2.2 The intersection property
In this subsection we prove the following Lemma.
Lemma 2.14. Let m2,m3 ∈ N. Let n, k ∈ N and v ∈ Mk×n. Assume that the triple (n, k,v)
satisfies the Condition 4 for (m2,m3) with respect to Xm2 ∈ Km2(v). Then,
(i) for all N ≥ m3,
(X−1m2)
∗ ker Γ(R)N,v ⊂ ker Γ(R)N+m2,v, and
(ii) for all N ≥ m2 +m3 + 1,
GN,v = (GN−1,v ⊗ Cn) ∩ (Cn ⊗ GN−1,v) .
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Proof. First we prove (i). For any N ≥ m3 and Y ∈ ker Γ(R)N,v, by the definition of Γ(R)N,v, we have
TrY Z∗ = 0 for any Z ∈ KN (v). By the assumption, for any µ(N+m2) ∈ {1, . . . , n}×(N+m2), we
have X−1m2 ̂vµ(N+m2) ∈ KN (v). From these two observations, we have
Γ
(R)
N+m2,v
(
(X−1m2)
∗Y
)
=
∑
µ(N+m2)∈{1,...,n}×(N+m2)
(
Tr
(
(X−1m2)
∗Y
(
̂vµ(N+m2)
)∗)) ̂ψµ(N+m2)
=
∑
µ(N+m2)∈{1,...,n}×(N+m2)
(
Tr
(
Y
(
(X−1m2 ̂vµ(N+m2)
)∗)) ̂ψµ(N+m2) = 0.
Hence we have proven (i).
The inclusion GN,v ⊂ (GN−1,v ⊗ Cn) ∩ (Cn ⊗ GN−1,v) for any 2 ≤ N ∈ N can be seen by
Γ
(R)
N,v(Y ) =
∑
ν∈{1,...,n}
∑
µ(N−1)∈{1,...,n}
×(N−1)
(
Tr
(
Y v∗ν
(
v̂µ(N−1))
∗))) ψ̂µ(N−1) ⊗ ψν
=
∑
ν∈{1,...,n}
Γ
(R)
N−1,v(Y v
∗
ν)⊗ ψν
=
∑
ν∈{1,...,n}
∑
µ(N−1)∈{1,...,n}
×(N−1)
(
Tr
(
Y
(
v̂µ(N−1))
∗v∗ν
)))
ψν ⊗ ψ̂µ(N−1)
=
∑
ν∈{1,...,n}
ψν ⊗ Γ(R)N−1,v(v∗νY ).
To see the opposite inclusion, let N ≥ m2 +m3 + 1 and Φ ∈ (GN−1,v ⊗ Cn) ∩ (Cn ⊗ GN−1,v).
Then by some sets of k × k matrices, {Cµ}nµ=1 and {Dν}nν=1, we can write Φ as
Φ =
n∑
µ=1
ψµ ⊗ Γ(R)N−1,v(Cµ) =
n∑
ν=1
Γ
(R)
N−1,v(Dν)⊗ ψν . (29)
From this relation and the definition of Γ
(R)
N,v, we have for all µ, ν, µj ∈ {1, . . . , n}, 2 ≤ j ≤ m2 and
µi ∈ {1, . . . , n}, m2 + 1 ≤ i ≤ N − 1,
Tr
((
v∗µm2 · · · v
∗
µ2
Cµv
∗
ν − v∗µm2 · · · v
∗
µ2
v∗µDν
)
v∗µN−1 · · · v∗µm2+1
)
= 0.
Therefore, for all µ, ν, µj ∈ {1, . . . , n}, 2 ≤ j ≤ m2,
v∗µm2 · · · v
∗
µ2
Cµv
∗
ν − v∗µm2 · · · .v
∗
µ2
v∗µDν ∈ ker Γ(R)N−1−m2,v. (30)
(If m2 = 1, replace v
∗
µm2
· · · v∗µ2 by 1, and understand (30) as Cµv∗ν − v∗µDν ∈ ker Γ
(R)
N−2,v. )
We claim that there exists C˜ ∈Mk such that C˜v∗ν −Dν ∈ ker Γ(R)N−1,v for all ν ∈ {1, . . . , n}. As
Xm2 ∈ Km2(v), there exists a set of coefficients {αµ(m2)}µ(m2)∈{1,...n}×m2 ⊂ C such that Xm2 =∑
µ(m2) αµ(m2) v̂µ(m2) . On the other hand, as N − 1−m2 ≥ m3, (30) implies
(X−1m2)
∗
(
v∗µm2 · · · v
∗
µ2
Cµ1v
∗
ν − v∗µm2 · · · .v
∗
µ2
v∗µ1Dν
)
∈ (X−1m2)∗ ker Γ(R)N−1−m2,v ⊂ ker Γ
(R)
N−1,v, (31)
for all ν, µj ∈ {1, . . . , n}, 1 ≤ j ≤ m2. We used (i) for the last inclusion. Set
C˜ :=
∑
µ(m2)=(µ1,...,µm2)
αµ(m2)(X
−1
m2
)∗v∗µm2 · · · v
∗
µ2
Cµ1 ∈Mk.
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From (31), we obtain
C˜v∗ν −Dν = C˜v∗ν − (X−1m2)∗X∗m2Dν
=
∑
µ(m2)=(µ1,...,µm2)
αµ(m2)(X
−1
m2
)∗
(
v∗µm2 · · · v
∗
µ2
Cµ1v
∗
ν − v∗µm2 · · · .v
∗
µ2
v∗µ1Dν
)
∈ ker Γ(R)N−1,v,
for all ν ∈ {1, . . . , n}, proving the claim.
Substituting this to (29), we have
Φ =
n∑
µN=1
Γ
(R)
N−1,v(DµN )⊗ ψµN =
n∑
µN=1
Γ
(R)
N−1,v(C˜v
∗
µN
)⊗ ψµN = Γ(R)N,v(C˜) ∈ GN,v.

2.3 Bijectivity of Γ
(R)
N,v|pMkq
In this section, we prove the bijectivity of Γ
(R)
N,v on pMkq for N large enough, under Condition 2
and Condition 3. Recall the notations (21) and (8)
Lemma 2.15. Let n, k ∈ N, p, q ∈ P(Mk), and v ∈ Mk×n. Suppose that the pentad (n, k, p, q,v)
satisfies the Condition 2, and the Condition 3 for some m1 ∈ N. Then
1. Mv,p,q ≤ Lv <∞, i.e., Γ(R)N,v is injective on pMkq for large N ,
2. for all N ≥ max{Mv,p,q,m1}, the map Γ(R)N,v|pMkq : pMkq → GN,v is bijective.
We first introduce the Lemma which we will use repeatedly.
Lemma 2.16. Let n, k ∈ N, p, q ∈ P(Mk), and v ∈ Mk×n satisfying the Condition 2. Then for
any X,Y ∈ pMkq and N ∈ N, we have∣∣∣〈Γ(R)N,v(X),Γ(R)N,v(Y )〉− 〈X,Y 〉v∣∣∣ ≤ Ev(N) 〈X,X〉 12v 〈Y, Y 〉 12v , (32)
and
(1− Ev(N)) 〈X,X〉v ≤
∥∥∥Γ(R)N,v(X)∥∥∥2 ≤ (1 + Ev(N)) 〈X,X〉v . (33)
Furthermore, for X ∈ pMkq and N ∈ N with N ≥ Lv, we have
‖X‖2 ≤
√
2
avcv
∥∥∥Γ(R)N,v(X)∥∥∥ , (34)
and Γ
(R)
N,v is injective on pMkq.
Proof. The proof is basically Section 5 of [FNW], but the fact that our ev, ρv are not strictly
positive requires an additional argument. As in Lemma 5.2 of [FNW], we have for anyX,Y ∈ pMkq
and N ∈ N, 〈
Γ
(R)
N,v(X),Γ
(R)
N,v(Y )
〉
= 〈X,Y 〉
v
+
k∑
i=1
k∑
j=1
〈
χ
(k)
i , T
N
v
◦
(
I− PTv{1}
)(
X∗
∣∣∣χ(k)i 〉〈χ(k)j ∣∣∣Y )χ(k)j 〉 , (35)
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and ∣∣∣〈Γ(R)N,v(X),Γ(R)N,v(Y )〉− 〈X,Y 〉v∣∣∣ ≤ k2 ∥∥∥TNv (1− PTv{1})∥∥∥ ‖X‖ ‖Y ‖
= E˜v(N) ‖X‖ ‖Y ‖ ≤ Ev(N) 〈X,X〉
1
2
v
〈Y, Y 〉 12
v
.
Here we used (23) for the last inequality. The inequality (33) is clear from (32). Furthermore,
if N ≥ Lv, we have Ev(N) < 12 . Substituting this to (33) and using (23), we obtain (34). The
injectivity is clear from this in equality. 
Now we prove Lemma 2.15
Proof of Lemma 2.15. 1. was already proven in Lemma 2.16. To see 2, letN ≥ max{Mv,p,q,m1}.
As Γ
(R)
N,v is injective on pMkq, we have
(rank p)(rank q) = dim pMkq = dimΓ
(R)
N,v (pMkq) ≤ dimΓ(R)N,v(Mk) = (rank p)(rank q),
and Γ
(R)
N,v (pMkq) ⊂ Γ(R)N,v(Mk). Hence we have Γ(R)N,v (pMkq) = Γ(R)N,v(Mk), proving 2. 
2.4 Estimation of the overlaps of projections
In this section we prove the following Lemma.
Lemma 2.17. Let n, k ∈ N, p, q ∈ P(Mk), and v ∈ Mk×n. Suppose that the pentad (n, k, p, q,v)
satisfies the Condition 2 and the Condition 3 for some m1 ∈ N. Then for all l,m, r ∈ N with
m ≥ max{m1, Lv}, we have∥∥(I[0,l−1] ⊗Gm+r,v) (Gl+m,v ⊗ I[l+m,l+m+r−1] −Gl+m+r,v)∥∥ ≤ 2FvEv(m) (F 2vEv(m) + 1) . (36)
The proof goes parallel to Lemma 6.2 of [FNW]. However, again the fact that our ev, ρv are
not strictly positive requires additional arguments.
Lemma 2.18. Let n, k ∈ N, p, q ∈ P(Mk), and v ∈Mk×n satisfying Condition 2. Let l,m, r ∈ N,
Φ ∈ Gl+m,v ⊗ (Cn)⊗r and Ψ ∈ (Cn)⊗l ⊗ Gm+r,v. Let PΦ := {Φ˜µ(r)}µ(r)∈{1,...,n}×r ⊂ Mk, PΨ :=
{Ψ˜µ(l)}µ(l)∈{1,...,n}×l ⊂ Mk be sets of matrices such that
Φ =
∑
µ(r)
Γ
(R)
l+m,v
(
Φ˜µ(r)
)
⊗ ψ̂µ(r) , Ψ =
∑
µ(l)
ψ̂µ(l) ⊗ Γ(R)m+r,v
(
Ψ˜µ(l)
)
.
Define
V P
Φ
:=
∑
µ(r)
Φ˜µ(r)ρv v̂µ(r)yv, VPΨ :=
∑
µ(l)
xv v̂µ(l)evΨ˜µ(l) ∈Mk. (37)
Then we have
∣∣∣〈Φ,Ψ〉 − 〈V PΦ , VPΨ〉
v
∣∣∣ ≤ k ∥∥∥Tmv (I− PTv{1})∥∥∥
TrT l
v
(1)
∑
µ(r)
Φ˜µ(r) Φ˜
∗
µ(r)

1
2
TrT r
v
∑
µ(l)
Ψ˜∗
µ(l)
Ψ˜µ(l)

1
2
(38)
Remark 2.19. Note that such PΦ, PΨ are not necessarily unique.
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Proof. As in the proof of Lemma 2.16, it is straightforward to show that
〈Φ,Ψ〉 −
∑
µ(r)µ(l)
ϕv
(
Φ˜∗
µ(r)
v̂µ(l)evΨ˜µ(l)
(
v̂µ(r)
)∗)
(39)
is bounded by the right hand side of (38). We rewrite the second term. Note that
(
v̂µ(l)
)
p =
p
(
v̂µ(l)
)
p and
(
v̂µ(r)
)∗
q = q
(
v̂µ(r)
)∗
q. From this and the relations evxv = p, ρvyv = q, s(ev) = p
and s(ρv) = q, we have∑
µ(r)µ(l)
ϕv
(
Φ˜∗
µ(r)
v̂µ(l)evΨ˜µ(l)
(
v̂µ(r)
)∗)
=
∑
µ(r)µ(l)
Tr
(
ρvyv
(
v̂µ(r)
)∗
ρvΦ˜
∗
µ(r)
evxv v̂µ(l)evΨ˜µ(l)
)
= ϕv
((
V P
Φ
)∗
ev (VPΨ)
)
=
〈
V P
Φ
, VPΨ
〉
v
.

Lemma 2.20. Let n, k ∈ N, p, q ∈ P(Mk), and v ∈ Mk×n. Suppose that the pentad (n, k, p, q,v)
satisfies the Condition 2 and the Condition 3 for some m1 ∈ N. Let l,m, r ∈ N with m ≥
max{m1, Lv}, Φ ∈ Gl+m,v ⊗ (Cn)⊗r and Ψ ∈ (Cn)⊗l ⊗ Gm+r,v. Then
(1) there exist unique QΦ := {Φµ(r)}µ(r)∈{1,...,n}×r ⊂ pMkq, QΨ := {Ψµ(l)}µ(l)∈{1,...,n}×l ⊂ pMkq
such that
Φ =
∑
µ(r)
Γ
(R)
l+m,v
(
Φµ(r)
)⊗ ψ̂µ(r) , Ψ =∑
µ(l)
ψ̂µ(l) ⊗ Γ(R)m+r,v
(
Ψµ(l)
)
.
(2) For QΦ, QΨ of (1), we have
Tr
T l
v
(1)
∑
µ(r)
Φµ(r)Φ
∗
µ(r)
 ≤ 2Fv
avcv
‖Φ‖2 , Tr
T r
v
∑
µ(l)
Ψ∗
µ(l)
Ψµ(l)
 ≤ 2kFv
avcv
‖Ψ‖2 .
(3) For any X ∈ pMkq, we have
Tr
T l
v
(1)
∑
µ(r)
(
X
(
v̂µ(r)
)∗)((
X
(
v̂µ(r)
)∗)∗) ≤ kF 2v
avcv
〈X,X〉
v
Tr
T r
v
∑
µ(l)
((
v̂µ(l)
)∗
X
)∗ ((
v̂µ(l)
)∗
X
) ≤ kF 2v
avcv
〈X,X〉
v
Proof. (1) follows from Lemma 2.15. The first inequality of (2) can be checked as
Tr
T lv(1)
∑
µ(r)
Φµ(r)Φ
∗
µ(r)
 ≤ ∥∥T lv(1)∥∥Tr
∑
µ(r)
Φµ(r)Φ
∗
µ(r)

≤ Fv Tr
∑
µ(r)
Φµ(r)Φ
∗
µ(r)
 ≤ 2Fv
avcv
∑
µ(r)
∥∥∥Γ(R)l+m,v (Φµ(r))∥∥∥2 = 2Fvavcv ‖Φ‖2
18
Here we used (22) for the second inequality and (34) for the third inequality with m ≥ Lv. The
second one can be obtained similarly. The first inequality of (3) can be seen for X ∈ pMkq, by
Tr
T lv(1)∑
µ(r)
(
X
(
v̂µ(r)
)∗)((
X
(
v̂µ(r)
)∗)∗) = Tr (T rv (X∗T lv (1)X)) ≤ kF 2v ‖X‖2 ≤ kF 2vavcv 〈X,X〉v .
Here we used (22) for the first inequality and (23) for the second inequality. The second inequality
of (3) can be obtained similarly. 
Lemma 2.21. Let n, k ∈ N, p, q ∈ P(Mk), and v ∈ Mk×n. Suppose that the pentad (n, k, p, q,v)
satisfies the Condition 2 and the Condition 3 for some m1 ∈ N. Let l,m, r ∈ N with m ≥
max{m1, Lv}, Φ ∈
(
Gl+m,v ⊗ (Cn)⊗r
)
∩ G⊥l+m+r,v and Ψ ∈
(
(Cn)
⊗l ⊗ Gm+r,v
)
∩ G⊥l+m+r,v. Let
QΦ := {Φµ(r)}µ(r)∈{1,...,n}×r ⊂ pMkq, QΨ := {Ψµ(l)}µ(l)∈{1,...,n}×l ⊂ pMkq as in (1) of Lemma
2.20. Then, for V Q
Φ
, VQΨ defined as in (37), we have〈
V Q
Φ
, V Q
Φ
〉 1
2
v
≤
√
2F
3
2
v Ev(m) ‖Φ‖ , 〈VQΨ , VQΨ〉
1
2
v
≤
√
2F
3
2
v Ev(m) ‖Ψ‖ .
Proof. Take an arbitrary X ∈ pMkq. We show∣∣∣〈V QΦ , X〉
v
∣∣∣ ≤ √2F 32v Ev(m) ‖Φ‖ 〈X,X〉 12v , |〈X,VQΨ〉v| ≤ √2F 32v Ev(m) ‖Ψ‖ 〈X,X〉 12v . (40)
To see this, note that
Γ
(R)
l+m+r,v(X) =
∑
µ(r)
Γ
(R)
l+m,v
(
X
(
v̂µ(r)
)∗)⊗ ψ̂µ(r) =∑
µ(l)
ψ̂µ(l) ⊗ Γ(R)m+r,v
((
v̂µ(l)
)∗
X
)
.
SetPΓ
(R)
l+m+r,v
(X) := {X (v̂µ(r))∗}µ(r) ,PΓ(R)
l+m+r,v
(X)
:= {(v̂µ(l))∗X}µ(l) and consider the V PΓ(R)l+m+r,v(X) ,
VP
Γ
(R)
l+m+r,v
(X)
given by the formula (37). Then we find V P
Γ
(R)
l+m+r,v
(X)
= VP
Γ
(R)
l+m+r,v
(X)
= X .
For Φ and Ψ, consider the uniqueQΦ := {Φµ(r)}µ(r)∈{1,...,n}×r ⊂ pMkq,QΨ := {Ψµ(l)}µ(l)∈{1,...,n}×l ⊂
pMkq given in Lemma 2.20. Then, by Lemma 2.18 and Lemma 2.20 and Φ ∈ G⊥l+m+r, we have∣∣∣〈V QΦ , X〉
v
∣∣∣ = ∣∣∣∣〈V QΦ , VPΓ(R)
l+m+r,v
(X)
〉
v
−
〈
Φ,Γ
(R)
l+m+r,v(X)
〉∣∣∣∣
≤ k
∥∥∥Tmv (I− PTv{1})∥∥∥√ 2Fvavcv ‖Φ‖
√
kF 2
v
avcv
〈X,X〉 12
v
≤
√
2F
3
2
v Ev(m) ‖Φ‖ 〈X,X〉
1
2
v
,
proving the first inequality of (40). From (24) and (40), we obtain the first inequality of Lemma
2.21. The second inequality can be seen in the same manner. 
Now we are ready to prove Lemma 2.17.
Proof of Lemma 2.17. In the setting of Lemma 2.17, we fix arbitrary Φ ∈
(
Gl+m,v ⊗ (Cn)⊗r
)
∩
G⊥l+m+r,v and Ψ ∈
(
(Cn)
⊗l ⊗ Gm+r,v
)
∩ G⊥l+m+r,v. From Lemma 2.21, we have∣∣∣〈V QΦ , VQΨ〉
v
∣∣∣ ≤ 〈V QΦ , V QΦ〉 12
v
〈VQΨ , VQΨ〉
1
2
v
≤ 2F 3vEv(m)2 ‖Φ‖ ‖Ψ‖ .
Combining this with Lemma 2.20 and Lemma 2.18, we obtain
|〈Φ,Ψ〉| ≤ 2Ev(m)Fv
(
Ev(m)F
2
v
+ 1
) ‖Φ‖ ‖Ψ‖ .
This completes the proof. 
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2.5 Proof of Proposition 2.6
Proof of Proposition 2.6. As rTv = 1, v is nonzero and Gl,v is a nonzero subspace of
⊗l−1
i=0 C
n.
That Mv,p,q < ∞ is Lemma 2.15. Set m0 = m2 + m3. Then (ii) of Lemma 2.14 implies Prop-
erty (I,m0), i.e., (i) of Condition 1 holds.
To prove (ii) of Condition 1, choose L1 ∈ N such that
4
√
mFvEv(m)
(
F 2vEv(m) + 1
)
< 1,
for allm ≥ L1. This is possible because of the spectral property of Tv. Set l0 := max{m1, L1, Lv}+
1 ∈ N. For any l ≥ l0 and n ≥ 2l, we use Lemma 2.17 replacing (l,m, r) in Lemma 2.17 by
(n− l + 1, l − 1, 1). Then we obtain (ii) for this l0. 
3 Properties of the ground state structure of HΦm,B for B ∈
ClassA
In this section we prove Theorem 1.18 of the Hamiltonian HΦm,B , given by B ∈ ClassA. In
subsection 3.1, we prove the spectral gap and in subsection 3.2, we investigate the ground state
structure of the Hamiltonians in this class.
3.1 The spectral gap of HΦm,B for B ∈ ClassA
In this subsection, we prove the following proposition which includes (i),(ii) of Theorem 1.18:
Proposition 3.1. Let n, n0 ∈ N with n ≥ 2, kR, kL ∈ N ∪ {0}. Let (λ,D,G, Y ) ∈ T (kR, kL) and
B ∈ ClassA with respect to (n0, kR, kL,λ,D,G, Y ). Then, there exist a constant 0 < sB < 1, a
state ϕB, and a positive element eB ∈ Mn0 ⊗MkR+kL+1, such that
(1) TB satisfies the Spectral Property II with respect to (sB, eB, ϕB)
(2) s(eB) = Pˆ
(n0,kR,kL)
R , s(ϕB) = Pˆ
(n0,kR,kL)
L .
For all N ≥ lB(n, n0, kR, kL,λ,D,G, Y ), the map
Γ
(R)
N,B|Pˆ (n0,kR,kL)
R
(Mn0 ⊗MkR+kL+1)Pˆ
(n0,kR,kL)
L
: Pˆ
(n0,kR,kL)
R (Mn0 ⊗MkR+kL+1)Pˆ (n0,kR,kL)L → GN,B
is bijective andmB ≤ 2lB(n, n0, kR, kL,λ,D,G, Y ). In particular, ker
(
HΦm,B
)
[0,N−1] = RanΓ
(R)
N,B =
GN,B is n20(kL + 1)(kR + 1) dimensional for m ≥ 2lB, and N ≥ m. Furthermore, HΦm,B is gapped
with respect to the open boundary conditions for all m ≥ max{2lB, log(n
2
0(kL+1)(kR+1)+1)
log n }.
Remark 3.2. We use the notation ρB, xB, yB etc. from Remark 2.10.
Lemma 3.3. Let n ∈ N with n ≥ 2, and B ∈ ClassA with respect to (n0, kR, kL,λ,D,G, Y ). Define
ωB = (ω1,B, . . . , ωn,B) ∈M×nn0 by
ωµ,B ⊗ E(kR,kL)00 =
(
I⊗ E(kR,kL)00
)
Bµ
(
I⊗ E(kR,kL)00
)
, µ = 1, . . . , n.
Then ωB ∈ Prim1(n, n0).
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Proof. As elements in D(kR, kL,D,G) and Y are all upper triangular matrices, for any l ∈ N and
µ(l) ∈ {1, . . . , n}×l, we have
ω̂µ(l),B ⊗ E(kR,kL)00 =
(
I⊗ E(kR,kL)00
)
B̂µ(l)
(
I⊗ E(kR,kL)00
)
, µ = 1, . . . , n.
Therefore, we have
Kl(ωB)⊗ E(kR,kL)00 =
(
I⊗ E(kR,kL)00
)
Kl(B)
(
I⊗ E(kR,kL)00
)
= Mn0 ⊗E(kR,kL)00 ,
for any l ≥ lB(n, n0, kR, kL,λ,D,G, Y ). This means ωB is primitive. We have to show that
rTω
B
= 1. First, we have
rTω
B
= lim
N→∞
∥∥TNωB∥∥ 1N = limN→∞ ∥∥∥(I⊗ E(kR,kL)00 )(TNB (I⊗ E(kR,kL)00 )) (I⊗ E(kR,kL)00 )∥∥∥ 1N ≤ rTB = 1.
Define B′ by B′µ := ωµ,B ⊗ Λλ, µ = 1, . . . , n. As Bµ − B′µ is in Mn0 ⊗UT0,k1+k2+1 and B′µ ∈
Mn0 ⊗Λλ, TB − TB′ is nilpotent. This and B′µ ∈ Mn0 ⊗Λλ implies σ(TB′)c ⊂ σ(TB)c, i.e., we have
σ(TB) ⊂ σ(TB′). Therefore, we have 1 = rTB ≤ rTB′ = rTωB , proving rTωB = 1. 
Lemma 3.4. For (λ,D,G, Y ) ∈ T (kR, kL), we have
IR(Da)P
(kR,kL)
L = Q
(kR,kL)
R,−(a+1)IR(Da)P
(kR,kL)
L , P
(kR,kL)
R IL(Gb) = P
(kR,kL)
R IL(Gb)Q
(kR,kL)
L,b+1 .
Proof. Suppose E
(kR,kL)
ii IR(Da)P
(kR,kL)
L 6= 0 for i ≤ 0. As the left hand side is equal to
IR(E
(kR,0)
ii Da
∑−1
j=−kR E
(kR,0)
jj ), this means there is j ∈ {−kR, . . . ,−1} such that λR,i = λR,−aλR,j .
Note that we have |λR,j | < 1 because j ≤ −1. Therefore, we get |λR,i| = |λR,−a| |λR,j | < |λR,−a|.
This means i ≤ −a− 1, proving the first equality. The second one can be proven similarly. 
We also use the following facts repeatedly.
Lemma 3.5. For any l ∈ N,
P
(kR,kL)
R (1 + Y )
lP
(kR,kL)
L = E
(kR,kL)
00 , IL(Gb) = IL(Gb)P
(kR,kL)
R , IR(Da) = P
(kR,kL)
L IR(Da).
Proof. The first equality follows from (11). The second and the third equations follows from
Gb ∈ UT0,kL+1 and Da ∈ UT0,kR+1. 
Lemma 3.6. For any l ∈ N and µ(l) ∈ {1, . . . , n}×l, we have
B̂µ(l) Pˆ
(n0,kR,kL)
R = Pˆ
(n0,kR,kL)
R B̂µ(l) Pˆ
(n0,kR,kL)
R , Pˆ
(n0,kR,kL)
L B̂µ(l) = Pˆ
(n0,kR,kL)
L B̂µ(l) Pˆ
(n0,kR,kL)
L .
(41)
Proof. This is because Bµ ∈ Mn0 ⊗UTkL+kR+1. 
Lemma 3.7. Let n ∈ N with n ≥ 2, and B ∈ ClassA with respect to (n0, kR, kL,λ,D,G, Y ). Then
the pentad (n, n0(kL + kR + 1), Pˆ
(n0,kR,kL)
R , Pˆ
(n0,kR,kL)
L ,B) satisfies the Condition 2.
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Proof. There exists ωB ∈ Prim1(n, n0) given by Lemma 3.3. We would like to show (i)-(viii) of
Condition 2 for the pentad (n, n0(kR+kL+1), Pˆ
(n0,kR,kL)
R , Pˆ
(n0,kR,kL)
L ,B). (i): From the definition
of Pˆ
(n0,kR,kL)
R , Pˆ
(n0,kR,kL)
L , we have Pˆ
(n0,kR,kL)
R Pˆ
(n0,kR,kL)
L = Pˆ
(n0,kR,kL)
L Pˆ
(n0,kR,kL)
R = Eˆ
(kR,kL)
00 6= 0.
(ii) and (iii) are Lemma 3.6. (iv): From ωB ∈ Prim1(n, n0) and Lemma C.6, (iv) can be checked.
(v),(vi): Note, as in the proof of Lemma 3.3, that rT(B
Pˆ
(n0,kR,kL)
L
)
≤ rT
B′
≤ |λ−1|2, where B′ = (B′µ)µ
is given by B′µ = ωµ,B ⊗ ΛλP (kR,kL)L . This implies (v). (vi) can be shown similarly.
(vii),(viii) : We prove (viii). The proof for (vii) is the same. Assume that kR ≥ 1. Let l ≥
lB(n, n0, kR, kL,λ,D,G, Y ) and η ∈ Pˆ (n0,kR,kL)R
(
Cn0 ⊗ CkR+kL+1) with Pˆ (n0,kR,kL)R Pˆ (n0,kR,kL)L η =
Eˆ
(kR,kL)
00 η 6= 0. Fix some α ∈ {1, . . . , n0} such that
(
e
(n0)
α,α ⊗ E(kR,kL)00
)
η 6= 0. Set η′ := (I⊗ Λl
λ
(1 + Y )l
)
η.
Note that
Kl(BPˆ (n0,kR,kL)R )η = Kl(B)Pˆ
(n0,kR,kL)
R η =
(
Mn0 ⊗ span
{
P
(kR,kL)
R , IR(Da)
})
η′,
and
〈
χ
(n0)
α ⊗ f (kR,kL)0 , η′
〉
6= 0. Here we used Lemma 3.5 and Lemma 3.6, for the first equality,
and (17) for the second one.
We consider the following proposition for i = −kR, . . . , 0:
(Pi): C
n0 ⊗
(
Q
(kR,kL)
R,i C
kR+kL+1
)
⊂ Kl(BPˆ (n0,kR,kL)R )η.
To see that (P−kR) holds, note that for any β ∈ {1, . . . , n0} we have
(
e
(n0)
βα ⊗ IR(DkR)
)
η′ ∈
Kl(BPˆ (n0,kR,kL)R )η. By Lemma 3.4, we have IR(DkR) = IR(DkR)E
(kR,kL)
00 = E
(kR,kL)
−kR,0 . Therefore,
we have (
e
(n0)
βα ⊗ IR(DkR)
)
η′ =
〈
χ(n0)α ⊗ f (kR,kL)0 , η′
〉
χ
(n0)
β ⊗ f (kR,kL)−kR ,
with
〈
χ
(n0)
α ⊗ f (kR,kL)0 , η′
〉
6= 0. Hence we have χ(n0)β ⊗ f (kR,kL)−kR ∈ Kl(BPˆ (n0,kR,kL)R )η, proving
(P−kR).
Suppose that (Pi−1) holds for some i ≤ 0. We show that (Pi) holds. To see this, note
that for any β ∈ {1, . . . , n0} we have
(
e
(n0)
βα ⊗ IR(D−i)
)
η′ ∈ Kl(BPˆ (n0 ,kR,kL)R )η, if i ≤ −1, and(
e
(n0)
βα ⊗ IR(I)
)
η′ ∈ Kl(BPˆ (n0,kR,kL)R )η. Now if i ≤ −1, by Lemma 3.4, we have
IR(D−i) = IR(D−i)E
(kR,kL)
00 + IR(D−i)Q
(kR,kL)
R,−1 = E
(kR,kL)
i0 +Q
(kR,kL)
R,i−1 IR(D−i)Q
(kR,kL)
R,−1 .
This relation also holds for i = 0 case, if we set D0 = I. Therefore, we have(
e
(n0)
βα ⊗ IR(D−i)
)
η′ =
〈
χ(n0)α ⊗ f (kR,kL)0 , η′
〉
χ
(n0)
β ⊗ f (kR,kL)i + an element of Cn0 ⊗Q(kR,kL)R,i−1 CkR+kL+1
with
〈
χ
(n0)
α ⊗ f (kR,kL)0 , η′
〉
6= 0. From (Pi−1), we haveCn0⊗Q(kR,kL)R,i−1 CkR+kL+1 ⊂ Kl(BPˆ (n0,kR,kL)R )η.
Hence we have χ
(n0)
β ⊗ f (kR,kL)i ∈ Kl(BPˆ (n0,kR,kL)R )η, proving (Pi).
Inductively, we obtain (P0), proving (viii) for kR ≥ 1 case. The kR = 0 case is much simpler.
We just need to note e
(n0)
βα η ∈ Kl(B)η. 
Lemma 3.8. Let n, n0 ∈ N with n ≥ 2, kR, kL ∈ N ∪ {0} and (λ,D,G, Y ) ∈ T (kR, kL). Let B ∈
ClassA with respect to (n0, kR, kL,λ,D,G, Y ). Then the pentad (n, n0(kR+kL+1), Pˆ
(n0,kR,kL)
R , Pˆ
(n0,kR,kL)
L ,B)
satisfies the Condition 3 for lB(n, n0, kR, kL,λ,D,G, Y ).
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Proof. Note that the matrices I, {I(kR,kL)R (Da)}kRa=1, {I(kR,kL)L (Gb)}kLb=1
{
E
(kR,kL)
−a,b
}
a=1,...,kR,b=1,...,kL
are linearly independent. By this fact, for l ≥ lB(n, n0, kR, kL,λ,D,G, Y ), we have
dimKl(B) = dim
((
Mn0 ⊗
(
D(kR, kL,D,G) (Λλ (1 + Y ))l
)))
= n20(kR + 1)(kL + 1) =
(
rank Pˆ
(n0,kR,kL)
R
)
·
(
rank Pˆ
(n0,kR,kL)
L
)
.

Lemma 3.9. Let n, n0 ∈ N with n ≥ 2, kR, kL ∈ N ∪ {0} and (λ,D,G, Y ) ∈ T (kR, kL). Let
B ∈ ClassA with respect to (λ,D,G, Y ). Then the triple (n, n0(kR + kL + 1),B) satisfies the
Condition 4 for (lB, lB).
Proof. Set lB := lB(n, n0, kR, kL,λ,D,G, Y ). By the definition of lB the invertible element I ⊗
ΛlB
λ
(1+Y )lB belongs to
(
Mn0 ⊗
(
D(kR, kL,D,G) (Λλ (1 + Y ))lB
))
= KlB(B). We also note by (16),(
I⊗ (Λλ(1 + Y ))lB
)−1
KN+lB(B) =
(
I⊗ (Λλ(1 + Y ))lB
)−1 (
Mn0 ⊗
(
D(kR, kL,D,G) (Λλ (1 + Y ))N+lB
))
⊂
(
Mn0 ⊗
(
D(kR, kL,D,G) (Λλ (1 + Y ))N
))
= KN (B), N ≥ lB. (42)

Lemma 3.10. Let n, n0 ∈ N with n ≥ 2, kR, kL ∈ N ∪ {0} and (λ,D,G, Y ) ∈ T (kR, kL). Let
B ∈ ClassA with respect to (n0, kR, kL,λ,D,G, Y ). Then we have M
B,Pˆ
(n0,kR,kL)
R ,Pˆ
(n0,kR,kL)
L
≤
lB(n, n0, kR, kL,λ,D,G, Y ).
Proof. Let l ≥ lB(n, n0, kR, kL,λ,D,G, Y ). Then, we have
Pˆ
(n0,kR,kL)
R Kl(B)Pˆ (n0,kR,kL)L = Mn0 ⊗
(
P
(kR,kL)
R MkR+kL+1 P
(kR,kL)
L
)
. (43)
To see this, note that from Lemma 3.5, we have
P
(kR,kL)
R (Λλ (1 + Y ))
l
P
(kR,kL)
L = E
(kR,kL)
00 ,
P
(kR,kL)
R I
(kR,kL)
R (Da) (Λλ (1 + Y ))
l
P
(kR,kL)
L = I
(kR,kL)
R (DaE
(kR,0)
00 ) = I
(kR,kL)
R (E
(kR,0)
−a0 ) = E
(kR,kL)
−a,0 .
Furthermore, for any i ∈ {−kR, . . . , 0}, we have
E
(kR,kL)
ib (Λλ (1 + Y ))
l
=
kL∑
j′=1
〈
f
(kR,kL)
b , (Λλ (1 + Y ))
l
f
(kR,kL)
j′
〉
E
(kR,kL)
ij′ , b ∈ {1, . . . , kL},
E
(kR,kL)
ij =
kL∑
b′=1
〈
f
(kR,kL)
j , (Λλ (1 + Y ))
−l
f
(kR,kL)
b′
〉
E
(kR,kL)
ib′ (Λλ (1 + Y ))
l
, j ∈ {1, . . . , kL}.
In particular, we have span{E(kR,kL)ib (Λλ (1 + Y ))l}kLb=1 = span{E(kR,kL)ij }kLj=1, and we obtain
span
{
P
(kR,kL)
R I
(kR,kL)
L (Gb) (Λλ (1 + Y ))
l
}kL
b=1
= span
{
E
(kR,kL)
0b (Λλ (1 + Y ))
l
}kL
b=1
= span
{
E
(kR,kL)
0j
}kL
j=1
,
span
{
E
(kR,kL)
−a,b (Λλ (1 + Y ))
l
}kL
b=1
= span
{
E
(kR,kL)
−a,j
}kL
j=1
, a = 1, . . . , kR.
These proves (43). If X ∈
(
Pˆ
(n0,kR,kL)
R (Mn0 ⊗MkR+kL+1)Pˆ (n0,kR,kL)L
)
∩ker Γ(R)l,B , then (43) implies
X = 0, proving the claim. 
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Proof of Proposition 3.1. The first statement follows from Lemma 3.7 and Lemma 2.9. The
bijectivity of Γ
(R)
N,B for N ≥ lB(n, n0, kR, kL,λ,D,G, Y ) can be see from Lemma 3.10. From Lemma
3.7, 3.8 and Lemma 3.9, applying Proposition 2.6 we get mB ≤ 2lB and {Gl,B} satisfies Condition
1. From Theorem 2.2, for all m ≥ 2lB and N ≥ m, we have ker
(
HΦm,B
)
[0,N−1] = GN,B = RanΓ
(R)
N,B
and from the bijectivity proven above, its dimension is n20(kL + 1)(kR + 1). Furthermore, if m ≥
max{2lB, log(n
2
0(kL+1)(kR+1)+1)
log n }, then Gm 6= I and γl,m > 0 for any l ≥ max{l0,m}. Therefore,
from (2) of Theorem 2.2, HΦm,B is gapped with respect to the open boundary conditions. 
3.2 Edge states of HΦm,B
In this subsection, we prove (iii),(iv),(v),(vi),(vii), (viii) of Theorem 1.18.
Lemma 3.11. Let n, n0 ∈ N with n ≥ 2, kR, kL ∈ N ∪ {0}, B ∈ ClassA, and mB ≤ m ∈ N.
Let Γ = Z, Γ = (−∞,−1] or Γ = [0,∞). For a state ω on AΓ, ω ∈ SΓ(HΦm,B) if and only if
ω(τi(1−Gm,B)) = 0 for any i ∈ Z with [i, i+m− 1] ⊂ Γ. In particular, SΓ(HΦm,B) is a convex set.
Proof. Suppose that ω is a state on AΓ such that ω(τi(1 − Gm,B)) = 0, for any i ∈ Z with
[i, i+m− 1] ⊂ Γ. Then its restriction ω|AI to each interval I ⊂ Γ is a ground state of
(
HΦm,B
)
I
.
Hence ω is a wk∗-accumulation point of extensions of ω|AI ∈ SI
(
HΦm,B
)
, hence ω ∈ SΓ(HΦm,B),
by definition.
If ω ∈ SΓ
(
HΦm,B
)
, then there exits a subnet {I ′} of intervals in Γ associated with states ωI′
on AΓ such that ωI′ |AI′ ∈ SI′(HΦm,B), and ω = wk ∗ − limI′ ωI′ . Because m ≥ mB, we have
ω ◦ τi(1−Gm,B) = limI′ ωI′ (τi(1−Gm,B)) = 0, for any i ∈ Z with [i, i+m− 1] ⊂ Γ. 
Lemma 3.12. Let n ∈ N with n ≥ 2, and B ∈ ClassA with respect to (n0, kR, kL,λ,D,G, Y ). Set
LB(A) :=
∑
µ(l),ν(l)∈{1,...,n}×l
〈
ψ̂µ(l) , Aψ̂ν(l)
〉(
B̂ν(l)
)∗
ρBB̂µ(l) ,
if A ∈ A[−l,−1] ≃ ⊗l−1i=0Mn for l ∈ N. Then LB defines a well-defined completely positive map on
Aloc(−∞,−1]. This LB extends to a completely positive map from the half-infinite chain A(−∞,−1] to
Mn0 ⊗MkR+kL+1, which we will denote by the same symbol LB. We have
RanLB = Pˆ
(n0,kR,kL)
L (Mn0 ⊗MkR+kL+1) Pˆ (n0,kR,kL)L . (44)
Proof. Note that from the relation
∑n
µ=1B
∗
µρBBµ = ρB, LB is well-defined. It can be checked
directly that LB|A[−l,−1] defines a completely positive map on A[−l,−1] with norm
∥∥LB|A[−l,−1]∥∥ =
‖LB(1)‖ = ‖ρB‖, for any l ∈ N. Therefore, we can extend it to a completely positive map on
A(−∞,−1].
Next we check (44). The inclusion RanLB ⊂ Pˆ (n0,kR,kL)L (Mn0 ⊗MkR+kL+1) Pˆ (n0,kR,kL)L can
be seen from
(
B̂ν(l)
)∗
ρBB̂µ(l) ∈ Pˆ (n0,kR,kL)L (Mn0 ⊗MkR+kL+1) Pˆ (n0,kR,kL)L which follows from (41)
and s(ρB) = Pˆ
(n0,kR,kL)
L .
To see the opposite inclusion, note that for any l ≥ lB(n, n0, kR, kL,λ,D,G, Y ), α, β ∈ {1, . . . , n0},
and b, b′ = 0, . . . , kL, we have(
e
(n0)
1,α ⊗ (Λλ (1 + Y ))l IL(Gb)
)∗
ρB
(
e
(n0)
1,β ⊗ (Λλ (1 + Y ))l IL(Gb′)
)
=
〈
χ
(n0)
1 ⊗ f (kR,kL)0 , ρB
(
χ
(n0)
1 ⊗ f (kR,kL)0
)〉
e
(n0)
α,β ⊗ E(kR,kL)b,b′
+ an element ofMn0 ⊗
(
Q
(kR,kL)
L,b+1 MkR+kL+1Q
(kR,kL)
L,b′ +Q
(kR,kL)
L,b MkR+kL+1Q
(kR,kL)
L,b′+1
)
,
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by Lemma 3.4. Here, G0 should be understood as G0 := I. As l ≥ lB(n, n0, kR, kL,λ,D,G, Y ), the
left hand side is inKl(B)∗ρBKl(B). Because s(ρB) = Pˆ (n0,kR,kL)L ,
〈
χ
(n0)
1 ⊗ f (kR,kL)0 , ρB
(
χ
(n0)
1 ⊗ f (kR,kL)0
)〉
is not zero. Therefore, we have
e
(n0)
α,β ⊗ E(kR,kL)b,b′ ∈ Kl(B)∗ρBKl(B) +Mn0 ⊗
(
Q
(kR,kL)
L,b+1 MkR+kL+1Q
(kR,kL)
L,b′ +Q
(kR,kL)
L,b MkR+kL+1Q
(kR,kL)
L,b′+1
)
for any l ≥ lB(n, n0, kR, kL,λ,D,G, Y ), α, β ∈ {1, . . . , n0}, and b, b′ = 0, . . . , kL. In particular, we
have e
(n0)
α,β ⊗ E(kR,kL)kL,kL ∈ Kl(B)∗ρBKl(B). Starting from this, by induction with respect to b, b′, we
conclude
Mn0 ⊗Pˆ (n0,kR,kL)L (MkR+kL+1)Pˆ (n0,kR,kL)L ⊂ span(Kl(B)∗ρBKl(B)) ⊂ RanLB.

Similarly, we obtain the following.
Lemma 3.13. Let n ∈ N with n ≥ 2, and B ∈ ClassA with respect to (n0, kR, kL,λ,D,G, Y ). Set
RB(A) :=
∑
µ(l),ν(l)∈{1,...,n}×l
〈
ψ̂µ(l) , Aψ̂ν(l)
〉
B̂µ(l)eB
(
B̂ν(l)
)∗
,
if A ∈ A[0,l−1] ≃ ⊗l−1i=0Mn for l ∈ N. Then RB defines a well-defined completely positive map
on Aloc[0,∞). This RB extends to a completely positive map from the half-infinite chain A[0,∞) to
Mn0 ⊗MkR+kL+1, which we will denote by the same symbol RB. We have
RanRB = Pˆ
(n0,kR,kL)
R (Mn0 ⊗MkR+kL+1) Pˆ (n0,kR,kL)R .
Lemma 3.14. Let n ∈ N with n ≥ 2, and B ∈ ClassA with respect to (n0, kR, kL,λ,D,G, Y ).
For each σL ∈ En0(kL+1), under the identification Mn0(kL+1) ≃Mn0 ⊗P (kR,kL)L MkR+kL+1 P (kR,kL)L ,
define ΞL(σL) : A(−∞,−1] → C by
ΞL(σL)(A) := σL(y
1
2
B
LB(A)y
1
2
B
), A ∈ A(−∞,−1].
For each σR ∈ En0(kR+1), under the identification Mn0(kR+1) ≃Mn0 ⊗P (kR,kL)R MkR+kL+1 P (kR,kL)R ,
define ΞR(σR) : A[0,∞) → C by
ΞR(σR)(A) := σR(x
1
2
B
RB(A)x
1
2
B
), A ∈ A[0,∞).
For each nonzero X ∈Mn0 ⊗P (kR,kL)R MkR+kL+1 P (kR,kL)L , set
σL,X :=
Tr
(
ρ
1
2
B
X∗eBXρ
1
2
B
(·)
)
ϕB(X∗eBX)
∈ En0(kL+1), σR,X :=
ϕB
(
X∗e
1
2
B
(·) e 12
B
X
)
ϕB(X∗eBX)
∈ En0(kR+1). (45)
Then we have∣∣∣〈Γ(R)N,B(X), τN−l(A)Γ(R)N,B(X)〉− ϕB(X∗eBX)ΞL (σL,X) ◦ τ−l(A)∣∣∣ ≤ E˜B(N − l)FB ‖X‖2 ‖A‖ ,∣∣∣〈Γ(R)N,B(X), AΓ(R)N,B(X)〉− ϕB(X∗eBX)ΞR (σR,X) (A)∣∣∣ ≤ E˜B(N − l)FB ‖X‖2 ‖A‖ (46)
for all nonzero X ∈ Mn0 ⊗P (kR,kL)R MkR+kL+1 P (kR,kL)L , l ∈ N, A ∈ A[0,l−1], and l ≤ N .
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Remark 3.15. Recall the definitions (21).
Proof. Let A ∈ A[0,l−1] for some l ∈ N and l ≤ N . Define a linear map V :
(⊗l−1
i=0 C
n
)
⊗(
Cn0 ⊗ CkL+kR+1)→ Cn0 ⊗ CkL+kR+1 by
V (ξ ⊗ η) :=
∑
µ(l)∈{1,...,n}l
〈
ψ̂µ(l) , ξ
〉
Bµ(l)η, ξ ∈
l−1⊗
i=0
Cn, η ∈ Cn0 ⊗ CkL+kR+1.
We define a linear map ΘA : Mn0 ⊗MkR+kL+1 → Mn0 ⊗MkR+kL+1 by
ΘA(X) = V (A⊗X)V ∗, X ∈Mn0 ⊗MkR+kL+1 .
Note that
ϕB ◦ΘA = Tr (LB ◦ τ−l (A) (·)) , ΘA (eB) = RB (A) .
Then we have
‖ΘA‖ ≤ ‖A‖ ‖V ‖ ‖V ∗‖ = ‖A‖ ‖V V ∗‖ = ‖A‖
∥∥T lB(1)∥∥ ≤ ‖A‖FB.
(Recall the estimate (22).) Using these notations, for nonzeroX ∈ Mn0 ⊗P (kR,kL)R MkR+kL+1 P (kR,kL)L ,
we have〈
Γ
(R)
N,B(X), τN−l(A)Γ
(R)
N,B(X)
〉
=
∑
µ(l),ν(l)
n0∑
α,β=1
kL∑
i,j=−kR
〈
ψ̂µ(l) , Aψ̂ν(l)
〉
〈
χ(n0)α ⊗ f (kR,kL)i , TN−lB
(
B̂µ(l)X
∗
(∣∣∣χ(n0)α ⊗ f (kR,kL)i 〉〈χ(n0)β ⊗ f (kR,kL)j ∣∣∣)X (B̂ν(l))∗)(χ(n0)β ⊗ f (kR,kL)j )〉
= ϕB(X
∗eBX)ΞL (σL,X) ◦ τ−l(A)
+
n0∑
α,β=1
kL∑
i,j=−kR〈
χ(n0)α ⊗ f (kR,kL)i , TN−lB ◦
(
I− PTB{1}
)
◦ΘA
(
X∗
(∣∣∣χ(n0)α ⊗ f (kR,kL)i 〉〈χ(n0)β ⊗ f (kR,kL)j ∣∣∣)X)(χ(n0)β ⊗ f (kR,kL)j )〉
Hence we have∣∣∣〈Γ(R)N,B(X), τN−l(A)Γ(R)N,B(X)〉− ϕB(X∗eBX)ΞL (σL,X) ◦ τ−l(A)∣∣∣ ≤ E˜B(N − l)FB ‖X‖2 ‖A‖
The second inequality can be proven similarly. 
Lemma 3.16. Let n ∈ N with n ≥ 2, and B ∈ ClassA with respect to (n0, kR, kL,λ,D,G, Y ).
Let σL ∈ En0(kL+1), σR ∈ En0(kR+1), and consider ΞL(σL) and ΞR(σR) defined in Lemma 3.14.
Then for m ≥ mB, we have ΞL(σL) ∈ S(−∞,−1]
(
HΦm,B
)
, and ΞR(σR) ∈ S[0,∞)
(
HΦm,B
)
. For
m ≥ mB, the maps ΞL : En0(kL+1) → S(−∞,−1](HΦm,B) and ΞR : En0(kR+1) → S[0,∞)(HΦm,B) are
affine bijections.
Proof. Let σL ∈ En0(kL+1). As LB is positive, ΞL(σL) is positive. Furthermore, we have
ΞL(σL)(1) = σL(y
1
2
B
LB(1)y
1
2
B
) = σL(y
1
2
B
ρBy
1
2
B
) = σL(1) = 1.
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Hence ΞL(σL) is a state on A ∈ A(−∞,−1].
Next we show ΞL(σL) ∈ S(−∞,−1](HΦm,B), for m ≥mB. From Lemma 3.11, it suffices to show
ΞL(σL)(τi(1−Gm,B)) = 0 for any i ∈ Z with [i, i+m− 1] ⊂ (−∞,−1]. To do this, note that there
exists a set {Zj}n0(kL+1)j=1 ⊂ Mn0 ⊗P (kR,kL)R MkR+kL+1 P (kR,kL)L such that
∑
j Tr
(
eB
(
Zj · Z∗j
))
=
σL
(
y
1
2
B
· y 12
B
)
. From Lemma 3.14, we have
ΞL(σL) (τi(1−Gm,B)) =
∑
j
Tr
(
eB
(
Zj (LB (τi(1−Gm,B)))Z∗j
))
=
∑
j
lim
N→∞
〈
Γ
(R)
N,B(Zj), τN (τi(1−Gm,B)) Γ(R)N,B(Zj)
〉
= 0,
because m ≥mB.
It is clear from the definition that ΞL is affine. To show that ΞL is injective, assume that
ΞL(σ1) = ΞL(σ2) for some σ1, σ2 ∈ En0(kL+1). Then we have
σ1(y
1
2
B
LB(A)y
1
2
B
) = ΞL(σ1)(A) = ΞL(σ2)(A) = σ2(y
1
2
B
LB(A)y
1
2
B
),
for all A ∈ A(−∞,−1]. As LB is onto Pˆ (n0,kR,kL)L (Mn0 ⊗MkR+kL+1) Pˆ (n0,kR,kL)L ≃ Mn0(kL+1) and
y
1
2
B
is an invertible element of Pˆ
(n0,kR,kL)
L (Mn0 ⊗MkR+kL+1) Pˆ (n0,kR,kL)L ≃ Mn0(kL+1), we have
σ1 = σ2.
To complete the proof, we prove that ΞL is onto S(−∞,−1](HΦm,B) for m ≥ mB. Let ω ∈
S(−∞,−1](HΦm,B). For each N ∈ N, let DN be the density matrix of the restriction of ω to
A[−N,−1], namely ω(A) = Tr[−N,−1](DNA) for any A ∈ A[−N,−1]. By Lemma 3.11, we have
ω (τi(1−Gm,B)) = 0 for any i ∈ Z with [i, i+m− 1] ⊂ (−∞,−1]. Therefore, from the intersection
property, we have that Ran(τN (DN )) ⊂ GN,B for all N ≥mB.
From Proposition 3.1, this means for N ≥ max{lB(n, n0, kR, kL,λ,D,G),mB}, that there exist
Xi,N ∈ Pˆ (n0,kR,kL)R (Mn0 ⊗MkR+kL+1) Pˆ (n0,kR,kL)L , i = 1, . . . , n20(kR + 1)(kL + 1),
such that
τN (DN ) =
∑
i
∣∣∣Γ(R)N,B(Xi,N )〉〈Γ(R)N,B(Xi,N )∣∣∣ .
Furthermore, for N ≥ LB, we have
n20(kR+1)(kL+1)∑
i=1
‖Xi,N‖2 ≤ 2
aBcB
n20(kR+1)(kL+1)∑
i=1
‖Γ(R)N,B(Xi,N )‖2 =
2
aBcB
, (47)
by Lemma 2.16. Hence, by the compactness, there is a subsequence {Nm}m such that limm→∞Xi,Nm =
Xi,∞ ∈ Pˆ (n0,kR,kL)R (Mn0 ⊗MkR+kL+1)Pˆ (n0,kR,kL)L , for all i = 1, . . . , n20(kR + 1)(kL + 1).
By Lemma 3.14, we have
ω(A) = lim
m→∞
TrDNmA = lim
m→∞
Tr (τNm (DNm) τNm (A)) = lim
m→∞
∑
i
〈
Γ
(R)
Nm,B
(Xi,Nm), τNm (A) Γ
(R)
Nm,B
(Xi,Nm)
〉
=
∑
i
Tr
(
eB
(
Xi,∞LB (A)X∗i,∞
))
, A ∈ Aloc(−∞,−1].
From this, we have ∑
i
Tr
(
eB
(
Xi,∞ρ
1
2
B
(1)ρ
1
2
B
X∗i,∞
))
= 1,
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and
σL(·) :=
∑
i
Tr
(
eB
(
Xi,∞ρ
1
2
B
(·)ρ 12
B
X∗i,∞
))
.
defines a state σL on Mn0(kL+1) ≃Mn0 ⊗Pˆ (n0,kR,kL)L MkR+kL+1 Pˆ (n0,kR,kL)L . We have ΞL(σL)(A) =
ω. 
Similarly, we have the following.
Lemma 3.17. Let n ∈ N with n ≥ 2, and B ∈ ClassA with respect to (n0, kR, kL,λ,D,G, Y ).
Then for any m ≥mB, S(HΦm,B ) consists of a unique state ωB,∞ such that
ωB,∞ (A) =
∑
µ(l),ν(l)∈{1,...,n}×l
〈
ψ̂µ(l) , Aψ̂ν(l)
〉
ϕB
(
B̂µ(l)eB
(
B̂ν(l)
)∗)
, A ∈ A[i,i+l−1], i ∈ Z, l ∈ N.
The latter property immediately means that ωB,∞ is translation invariant.
Remark 3.18. The last representation can be written
ωB,∞ (A) =
∑
µ(l),ν(l)∈{1,...,n}×l
〈
ψ̂µ(l) , Aψ̂ν(l)
〉
ϕB
((
ω̂µ(l) ⊗ E(kR,kL)00
)
eB
(
ω̂ν(l) ⊗ E(kR,kL)00
)∗)
, A ∈ A[i,i+l−1], i ∈ Z, l ∈ N.
Next we study how the information of support of σL ∈ En0(kL+1) is reflected to state ΞL(σL).
Lemma 3.19. If σL ∈ En0(kL+1) (resp. σR ∈ En0(kR+1)) is faithful, then
inf
{
σ
(
ΞL(σL)|A[−l,−1]
) \ {0} | l ∈ N} > 0, (resp. inf {σ (ΞR(σR)|A[0,l−1]) \ {0} | l ∈ N} > 0.)
Proof. Let σL ∈ En0(kL+1) be a faithful state. We denote the density matrix of σL by σ˜L. Let
lB ≤ l ∈ N and ζ ∈
⊗l−1
i=0 C
n. By the definition, we have
ΞL(σL) (τ−l (|ζ〉 〈ζ|)) = σL
(
y
1
2
B
LB (τ−l (|ζ〉 〈ζ|)) y
1
2
B
)
=
∑
µ(l),ν(l)
〈
ψ̂µ(l) , ζ
〉〈
ζ, ψ̂ν(l)
〉
σL
(
y
1
2
B
(
B̂ν(l)
)∗
ρBB̂µ(l)y
1
2
B
)
=
n0∑
α,β=1
kL∑
i,j=0
〈
χ(n0)α ⊗ f (kR,kL)i , σ˜
1
2
Ly
1
2
B
∑
ν(l)
〈
ζ, ψ̂ν(l)
〉(
B̂ν(l)
)∗
ρ
1
2
B
(
χ
(n0)
β ⊗ f (kR,kL)j
)〉
〈
χ
(n0)
β ⊗ f (kR,kL)j , ρ
1
2
B
∑
µ(l)
〈
ψ̂µ(l) , ζ
〉
B̂µ(l)y
1
2
B
σ˜
1
2
L
(
χ(n0)α ⊗ f (kR,kL)i
)〉
=
n0∑
α,β=1
kL∑
i,j=0
∣∣∣〈ζ,Γ(R)l,B (ρ 12B (e(n0)βα ⊗ E(kR,kL)ji ) σ˜ 12Ly 12B )〉∣∣∣2 .
From this equality, we see ζ ∈ τl
(
s
(
ΞL(σL)|A[−l,−1]
))⊗l−1
i=0 C
n if and only if
ζ ∈
(
Γ
(R)
l,B
(
ρ
1
2
B
(
Mn0 ⊗P (kR,kL)L MkR+kL+1 P (kR,kL)L
)
σ˜
1
2
Ly
1
2
B
))⊥
=
(
Γ
(R)
l,B
((
Mn0 ⊗P (kR,kL)L MkR+kL+1 P (kR,kL)L
)))⊥
.
Here for the equality, we used the fact that ρB, yB and σ˜L are invertible in Mn0 ⊗P (kR,kL)L MkR+kL+1 P (kR,kL)L .
In other words, we have
Γ
(R)
l,B
((
Mn0 ⊗P (kR,kL)L MkR+kL+1 P (kR,kL)L
))
= τl
(
s
(
ΞL(σL)|A[−l,−1]
)) l−1⊗
i=0
Cn. (48)
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We claim that
W = {Γ(R)l,B
((
e
(n0)
βα ⊗ E(kR,kL)0j
)
σ˜
1
2
Ly
1
2
B
)
| α, β = 1, . . . , n0, j = 0, . . . , kL}
is a basis of Γ
(R)
l,B
((
Mn0 ⊗P (kR,kL)L MkR+kL+1 P (kR,kL)L
))
. To see this, note that W is linearly
independent because M
B,Pˆ
(n0,kR,kL)
R
,Pˆ
(n0,kR,kL)
L
≤ lB ≤ l. Therefore, spanW is an n20(kL + 1)
dimensional subspace of Γ
(R)
l,B
((
Mn0 ⊗P (kR,kL)L MkR+kL+1 P (kR,kL)L
))
. On the other hand, for X ∈
Mn0 ⊗P (kR,kL)L MkR+kL+1 P (kR,kL)L , X ∈ ker Γ(R)l,B if and only if
0 = Tr
(
X (Kl(B))∗
)
= Tr
(
X
(
Mn0 ⊗ span
{
P
(kR,kL)
L Λ
l
λ
(1 + Y )l, P
(kR,kL)
L Λ
l
λ
(1 + Y )lIL(Gb)
})∗)
Therefore, we have dim
(
Γ
(R)
l,B
((
Mn0 ⊗P (kR,kL)L MkR+kL+1 P (kR,kL)L
)))
= n20(kL + 1). Hence we
have Γ
(R)
l,B
((
Mn0 ⊗P (kR,kL)L MkR+kL+1 P (kR,kL)L
))
= spanW .
Define a bounded operator Al on C
n0 ⊗ Cn0 ⊗ CkL+1 by〈
χ
(n0)
β ⊗ χ(n0)α ⊗ f (0,kL)j , Al
(
χ
(n0)
β′ ⊗ χ(n0)α′ ⊗ f (0,kL)j′
)〉
:=
〈
Γ
(R)
l,B
((
e
(n0)
βα ⊗ E(kR,kL)0j
)
σ˜
1
2
Ly
1
2
B
)
,Γ
(R)
l,B
((
e
(n0)
β′α′ ⊗ E(kR,kL)0j′
)
σ˜
1
2
Ly
1
2
B
)〉
,
α, β, α′, β′ = 1, . . . , n0, j, j′ = 0, . . . , kL.
We would like to bound this operator from below for large l.
Let J be the antilinear operator on Cn0 ⊗CkL+1 given as the complex conjugation with respect to
the basis {χ(n0)α ⊗ f (0,kL)i }α=1,...,n0,i=0,...,kL . Set OL := Jσ˜
1
2
LJ . As we have s(eB) = Pˆ
(n0,kR,kL)
R ≥
I ⊗ E(kR,kL)00 , there exists a strictly positive element bB ∈ Mn0 such that Eˆ(kR,kL)00 eBEˆ(kR,kL)00 =
bB ⊗ E(kR,kL)00 . Note that〈(
e
(n0)
βα ⊗ E(kR,kL)0j
)
σ˜
1
2
Ly
1
2
B
,
(
e
(n0)
β′α′ ⊗ E(kR,kL)0j′
)
σ˜
1
2
Ly
1
2
B
〉
B
= σL
(
e
(n0)
αα′ ⊗ E(kR,kL)jj′
)〈
χ
(n0)
β , bBχ
(n0)
β′
〉
=
〈
χ
(n0)
β ⊗ χ(n0)α ⊗ f (0,kL)j , (bB ⊗O∗LOL)
(
χ
(n0)
β′ ⊗ χ(n0)α′ ⊗ f (0,kL)j′
)〉
.
There exist numbers c1, c2 > 0 such that c1I ≤ (bB ⊗O∗LOL) ≤ c2I.
By Lemma 2.16, we have∣∣∣〈Γ(R)l,B ((e(n0)βα ⊗ E(kR,kL)0j ) σ˜ 12Ly 12B ) ,Γ(R)l,B ((e(n0)β′α′ ⊗ E(kR,kL)0j′ ) σ˜ 12Ly 12B )〉
−
〈(
e
(n0)
βα ⊗ E(kR,kL)0j
)
σ˜
1
2
Ly
1
2
B
,
(
e
(n0)
β′α′ ⊗ E(kR,kL)0j′
)
σ˜
1
2
Ly
1
2
B
〉
B
∣∣∣
≤ EB(l)
∥∥∥(b 12B ⊗OL)χ(n0)β ⊗ χ(n0)α ⊗ f (0,kL)j ∥∥∥ ∥∥∥(b 12B ⊗OL)(χ(n0)β′ ⊗ χ(n0)α′ ⊗ f (0,kL)j′ )∥∥∥ ≤ c2EB(l).
Hence we have (
c1 − c2(n40(kL + 1)2)EB(l)
)
I ≤ Al.
Set 2lB ≤ l1 ∈ N so that c2(n40(kL + 1)2)EB(l) < c12 for all l ≥ l1. Then we have
c1
2
I ≤ Al, l1 ≤ l.
Applying Lemma C.1, and using (48), we obtain
n0∑
α,β=1
kL∑
j=0
∣∣∣Γ(R)l,B ((e(n0)βα ⊗ E(kR,kL)0j ) σ˜ 12Ly 12B )〉〈Γ(R)l,B ((e(n0)βα ⊗ E(kR,kL)0j ) σ˜ 12Ly 12B )∣∣∣ ≥ c12 τl (s (ΞL(σL)|A[−l,−1])) ,
(49)
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for l ≥ l1.
To complete the proof, let l ≥ l1. Then for any ζ ∈
⊗l−1
i=0 C
n, we have
ΞL(σL) (τ−l (|ζ〉 〈ζ|)) = σL
(
y
1
2
B
LB (τ−l (|ζ〉 〈ζ|)) y
1
2
B
)
≥ cB
∑
µ(l),ν(l)
〈
ψ̂µ(l) , ζ
〉〈
ζ, ψ̂ν(l)
〉
σL
(
y
1
2
B
(
B̂ν(l)
)∗
Pˆ
(n0,kR,kL)
L B̂µ(l)y
1
2
B
)
= cB
n0∑
α,β=1
kL∑
i,j=0
〈
χ(n0)α ⊗ f (kR,kL)i , σ˜
1
2
Ly
1
2
B
∑
ν(l)
〈
ζ, ψ̂ν(l)
〉(
B̂ν(l)
)∗ (
χ
(n0)
β ⊗ f (kR,kL)j
)〉
〈
χ
(n0)
β ⊗ f (kR,kL)j ,
∑
µ(l)
〈
ψ̂µ(l) , ζ
〉
B̂µ(l)y
1
2
B
σ˜
1
2
L
(
χ(n0)α ⊗ f (kR,kL)i
)〉
≥ cB
n0∑
α,β=1
kL∑
i=0
∣∣∣〈ζ,Γ(R)l,B ((e(n0)βα ⊗ E(kR,kL)0i ) σ˜ 12Ly 12B )〉∣∣∣2
≥ cB c1
2
〈
ζ, τl
(
s
(
ΞL(σL)|A[−l,−1]]
))
ζ
〉
.
This proves the claim of the Lemma. 
Lemma 3.20. If the supports of σL, σ
′
L ∈ En0(kL+1) (resp. σR, σ′R ∈ En0(kR+1)) are not orthogonal,
then
‖ΞL(σL)− ΞL(σ′L)‖ < 2, (resp. ‖ΞR(σR)− ΞR(σ′R)‖ < 2.)
Proof. Note that LˆB : A(−∞,−1] → Mn0 ⊗P (kR,kL)L MkR+kL+1 P (kR,kL)L ≃ Mn0(kL+1) given by
LˆB(·) := y
1
2
B
LB(·)y
1
2
B
is a unital CP map. We have ΞL(σ) = σ ◦ LˆB.
Let σL, σ
′
L ∈ En0(kL+1) be states such that
‖ΞL(σL)− ΞL(σ′L)‖ = 2.
Then there exists a sequence of self-adjoint elements {an} in the unit ball of A(−∞,−1]. such that
|ΞL(σL)(an)− ΞL(σ′L)(an)| → 2.
As LˆB is a unital CP map, {LˆB(an)}n is a sequence of self-adjoint operators in the unit ball of
Mn0(kL+1). As the unit ball of Mn0(kL+1) is compact, there exists a subsequence {a′n} such that
LˆB(a
′
n) converges to some self-adjoint element x in the unit ball of Mn0(kL+1). For this x, we have
|σL(x)− σ′L(x)| = lim
n
∣∣∣σL ◦ LˆB(a′n)− σ′L ◦ LˆB(a′n)∣∣∣ = lim
n
|ΞL(σL)(a′n)− ΞL(σ′L)(a′n)| = 2
As −1 ≤ x ≤ 1, this means that s(σL) and s(σ′L) are orthogonal. 
Lemma 3.21. Let n ∈ N with n ≥ 2, and B ∈ ClassA with respect to (n0, kR, kL,λ,D,G, Y ). Let
m ≥ mB. For any ψ ∈ S[0,∞)(HΦm,B) (resp. ψ ∈ S(−∞,−1](HΦm,B)), there exists an lψ ∈ N such
that
∥∥ψ − ψ ◦ τlψ∥∥ < 2 (resp. ∥∥ψ − ψ ◦ τ−lψ∥∥ < 2).
Proof. Let ψ ∈ S(−∞,−1](HΦm,B). By Lemma 3.16, there exists a state σL on Mn0(kR+kL+1) ≃
Mn0 ⊗P (kR,kL)L MkR+kL+1 P (kR,kL)L such that ΞL(σL) = ψ. Let σˆL be the density matrix of σL. For
each N ∈ N, define a state κN ∈ En0(kL+1) given by the density matrix
κˆN := ρ
1
2
B
TNB
(
y
1
2
B
σˆLy
1
2
B
)
ρ
1
2
B
.
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By a straight forward calculation, one can check
ψ ◦ τ−N = ΞL(κN ), N ∈ N.
Hence the existence of N ∈ N such that
Tr σˆLκˆN 6= 0
implies the existence of N ∈ N such that ‖ψ − ψ ◦ τ−N‖ < 2 from Lemma 3.20.
Therefore, to prove the Lemma, it suffices to show that for any nonzero η ∈ Cn0 ⊗CkL+1, there
exists an Nη ∈ N such that 〈
η, ρ
1
2
B
KNη(B)y
1
2
B
η
〉
6= 0.
We prove this by contradiction. Suppose for some nonzero η ∈ Cn0 ⊗ CkL+1, we have〈
η, ρ
1
2
B
KN (B)y
1
2
B
η
〉
= 0, N ∈ N.
In particular, we have
0 =
〈
η, ρ
1
2
B
(
I⊗ (Λλ(1 + Y ))N
)
y
1
2
B
η
〉
=
kL+kR+1∑
k=0
NCk
〈
η, ρ
1
2
B
(
I⊗ ΛN
λ
Y k
)
y
1
2
B
η
〉
, lB(n, n0, kR, kL,λ,D,G, Y ) ≤ N ∈ N.
By Lemma C.7, for any λ ∈ {λi}kLi=0, we obtain〈
η, ρ
1
2
B
(
I⊗
∑
i:λi=λ
E
(kR,kL)
ii
)
y
1
2
B
η
〉
= 0.
Summing up for all distinct λ ∈ {λi}kLi=0, we obtain
〈η, η〉 =
〈
η, ρ
1
2
B
y
1
2
B
η
〉
= 0.
This is a contradiction. 
The boundary effect decays exponentially fast in these models.
Lemma 3.22. Let n ∈ N with n ≥ 2, and B ∈ ClassA with respect to (n0, kR, kL,λ,D,G, Y ).
Let m ≥ mB. Then there exist constants 0 < s′B < 1 and C′B > 0 such that for any N ∈ N,
ϕL ∈ S(−∞,−1](HΦm,B), and ϕR ∈ S[0,∞)(HΦm,B),
|ϕL (τ−N (A)) − ωB,∞ (A)| ≤ C′B (s′B)N ‖A‖ , A ∈ A[−∞,−1],
|ϕR (τN (A))− ωB,∞ (A)| ≤ C′B (s′B)N ‖A‖ , A ∈ A[0,∞).
Proof. We prove the first inequality. The second one can be proven in the same way. Let ϕL ∈
S(−∞,−1](HΦm,B). By Lemma 3.16, there exists a state σL onMn0(kR+kL+1) ≃Mn0 ⊗P (kR,kL)L MkR+kL+1 P (kR,kL)L
such that ΞL(σL) = ϕL. Let σˆL be the density matrix of σL. For l, N ∈ N and A ∈ A[−l,−1], we
have τ−N (A) ∈ A[−N−l,−N−1]. Therefore we have
ϕL(τ−N (A)) = ΞL(σL)(τ−N (A)) = σL(y
1
2
B
LB(τ−N (A))y
1
2
B
)
=
∑
µ(l),ν(l)∈{1,...,n}×l
∑
µ(N),ν(N)∈{1,...,n}×N
〈(
ψ̂µ(l) ⊗ ψ̂µ(N)
)
, τ−N (A)
(
ψ̂ν(l) ⊗ ψ̂ν(N)
)〉
σL
(
y
1
2
B
(
B̂ν(l)B̂ν(N)
)∗
ρBB̂µ(l) B̂µ(N)y
1
2
B
)
=
∑
µ(l),ν(l)∈{1,...,n}×l
〈
ψ̂µ(l) , Aψ̂ν(l)
〉
σL
(
y
1
2
B
(T ∗B )
N
((
B̂ν(l)
)∗
ρBB̂µ(l)
)
y
1
2
B
)
= σL(y
1
2
B
(T ∗B )
N (LB(A)) y
1
2
B
) = Tr
(
TNB
(
y
1
2
B
σˆLy
1
2
B
)
(LB(A))
)
.
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Note from Lemma 3.17 that ωB,∞(A) = Tr eBLB(A) = Tr
(
PTB{1}
(
y
1
2
B
σˆLy
1
2
B
)
LB(A)
)
. Hence we
obtain
|ωB,∞ (A)− ϕL(τ−N (A))| ≤
∥∥∥TNB (I− PTB{1})∥∥∥ ‖yB‖ ‖A‖ ‖LB‖ . (50)
By the density of ∪lA[−l,−1] in A(−∞,−1], this proves the claim. 
This corresponds to (vii) of Theorem 1.18. Let us use this to prove (viii).
Lemma 3.23. Let n ∈ N with n ≥ 2, and B ∈ ClassA with respect to (n0, kR, kL,λ,D,G, Y ). Let
m ≥mB. Then any element in S(−∞,−1](HΦm,B) or S[0,∞)(HΦm,B) is a factor state.
Proof. We consider ϕ ∈ S[0,∞)(HΦm,B). By Theorem 2.6.10 of [BR], it suffices to show that for
any ε > 0 and l ∈ N, there exists an L ∈ N such that
|ϕ (AB)− ϕ (B)ϕ (A)| ≤ ε ‖A‖ ‖B‖ , A ∈ A[0,l−1], B ∈ A[L,∞). (51)
Fix an arbitrary ε > 0 and l ∈ N. Choose l ≤ L ∈ N so that C′
B
(s′
B
)
L−l
< ε8 and fix. (Here, C
′
B
and s′
B
are given in the previous Lemma.)
We claim
|ϕ (AB) − ϕ (B)ϕ (A)| ≤ ε
4
‖A‖ ‖B‖ , A ∈ A[0,l−1],+, B ∈ A[L,∞). (52)
If ϕ(A) = 0, then by the Cauchy-Schwartz inequality, the left hand side is 0 and the inequality
holds. If ϕ(A) 6= 0, then
A[0,∞) ∋ B 7→ ϕ (Aτl(B))
ϕ(A)
defines a state on A[0,∞). By the Cauchy-Schwartz inequality and Lemma 3.11, we can check that
the state belongs to S[0,∞)(HΦm,B). We apply the previous Lemma to this state and obtain∣∣∣∣ϕ (AB)ϕ(A) − ωB,∞ (B)
∣∣∣∣ ≤ C′B (s′B)L−l ‖B‖ , B ∈ A[L,∞).
Considering A = 1 case, we obtain
|ϕ (B)− ωB,∞ (B)| ≤ C′B (s′B)L−l ‖B‖ , B ∈ A[L,∞).
From these inequalities, we obtain the claim. That (51) follows from the claim is trivial. 
Lemma 3.24. Let n ∈ N with n ≥ 2, and B ∈ ClassA with respect to (n0, kR, kL,λ,D,G, Y ). Let
m ≥mB. There exist 0 < C ′′B , NB ∈ N, ωR,B ∈ S[0,∞)(HΦm,B), and ωL,B ∈ S(−∞,−1](HΦm,B), such
that ∣∣∣∣Tr[0,N−1] (GN,BA)Tr[0,N−1] (GN,B) − ωR,B(A)
∣∣∣∣ ≤ C ′′B sN−lB ‖A‖ ,∣∣∣∣Tr[0,N−1] (GN,BτN−l (A))Tr[0,N−1] (GN,B) − ωL,B ◦ τ−l(A)
∣∣∣∣ ≤ C ′′B sN−lB ‖A‖ , (53)
for all l ∈ N, A ∈ A[0,l−1], and N ≥ max{l, NB}, and
inf
{
σ
(
ωR,B|A[0,l−1]
) \ {0} | l ∈ N} > 0,
inf
{
σ
(
ωL,B|A[−l,−1]
) \ {0} | l ∈ N} > 0. (54)
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Proof. Set
NB := max{lB(n, n0, kR, kL,λ,D,G, Y ), LB}.
Fix a basis {Xi}n
2
0(kL+1)(kR+1)
i=1 of Mn0 ⊗P (kR,kL)R MkR+kL+1 P (kR,kL)L such that
〈Xi, Xj〉B = δij . (55)
Then by Lemma 2.16, we have∣∣∣〈Γ(R)N,B(Xi),Γ(R)N,B(Xj)〉− δij∣∣∣ ≤ EB(N), N ∈ N. (56)
We claim∥∥∥∥∥GN,B −∑
i
∣∣∣Γ(R)N,B(Xi)〉〈Γ(R)N,B(Xi)∣∣∣
∥∥∥∥∥ ≤ (4 +√3n20(kL + 1)(kR + 1))EB(N), N ≥ NB. (57)
To see this, let N ≥ NB and ξ ∈
⊗N−1
j=0 C
n, and ξ = η1 + η2, η1 ∈ RanΓ(R)N,B, η2 ∈
(
RanΓ
(R)
N,B
)⊥
its orthogonal decomposition. Then, as lB(n, n0, kR, kL,λ,D,G, Y ) ≤ NB ≤ N , there exists an
X ∈ Mn0 ⊗P (kR,kL)R MkR+kL+1 P (kR,kL)L such that η1 = Γ(R)N,B(X) by Proposition 3.1. Using Lemma
2.16, and 〈X,X〉
B
=
∑
i |〈X,Xi〉B|2, we obtain∣∣∣∣∣
〈
ξ,
(
GN,B −
∑
i
∣∣∣Γ(R)N,B(Xi)〉〈Γ(R)N,B(Xi)∣∣∣
)
ξ
〉∣∣∣∣∣ =
∣∣∣∣∣〈Γ(R)N,B(X),Γ(R)N,B(X)〉−∑
i
∣∣∣〈Γ(R)N,B(X),Γ(R)N,B(Xi)〉∣∣∣2
∣∣∣∣∣
≤
√
2EB(N)
(√
2
∥∥∥Γ(R)N,B(X)∥∥∥2 +∑
i
(∣∣∣〈Γ(R)N,B(X),Γ(R)N,B(Xi)〉∣∣∣ ∥∥∥Γ(R)N,B(X)∥∥∥+ |〈X,Xi〉B|∥∥∥Γ(R)N,B(X)∥∥∥)
)
+
∣∣∣∣∣〈X,X〉B −∑
i
|〈X,Xi〉B|2
∣∣∣∣∣
≤
√
2EB(N)
(√
2
∥∥∥Γ(R)N,B(X)∥∥∥2 +∑
i
(∣∣∣〈Γ(R)N,B(X),Γ(R)N,B(Xi)〉∣∣∣ ∥∥∥Γ(R)N,B(X)∥∥∥+√2∥∥∥Γ(R)N,B(X)∥∥∥2)
)
≤
√
2EB(N)
∥∥∥Γ(R)N,B(X)∥∥∥2
(
2
√
2 +
∑
i
(∥∥∥Γ(R)N,B(Xi)∥∥∥)
)
≤
√
2EB(N)
∥∥∥Γ(R)N,B(X)∥∥∥2
(
2
√
2 +
√
3
2
n20(kL + 1)(kR + 1)
)
≤
(
4 +
√
3n20(kL + 1)(kR + 1)
)
EB(N) ‖ξ‖2
This proves the claim. We set
ωL,B :=
1
n20(kL + 1)(kR + 1)
n20(kL+1)(kR+1)∑
i=1
ΞL(σL,Xi) ∈ S(−∞,−1](HΦm,B).
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Fix any l ∈ N and A ∈ A[0,l−1]. Then for any N ≥ max{l, NB}, we have∣∣∣∣Tr[0,N−1] (GN,BτN−l (A))Tr[0,N−1] (GN,B) − ωL,B ◦ τ−l(A)
∣∣∣∣
≤
∣∣∣∣∣∣
Tr[0,N−1]
((
GN,B −
∑n20(kL+1)(kR+1)
i=1
∣∣∣Γ(R)N,B(Xi)〉〈Γ(R)N,B(Xi)∣∣∣) τN−l (A))
Tr[0,N−1] (GN,B)
∣∣∣∣∣∣
+
∣∣∣∣∣∣
∑n20(kL+1)(kR+1)
i=1
(〈
Γ
(R)
N,B(Xi), τN−l(A)Γ
(R)
N,B(Xi)
〉
− ΞL(σL,Xi)(τ−l(A))
)
Tr[0,N−1] (GN,B)
∣∣∣∣∣∣
≤
((
4 +
√
3n20(kL + 1)(kR + 1)
)
EB(N) + EB(N − l)FB
)
‖A‖
Here we used (57), Lemma 3.14, and the fact Tr[0,N−1] (GN,B) = n20(kL + 1)(kR + 1) for N ≥
max{l, NB}.
Set C := sB(aBcB)
−1n20(kL + kR + 1)
2 sup|z|=sB
∥∥(z − TB)−1∥∥. Then we have EB(N) ≤ CsNB .
Set
C
′′
B = C
((
4 +
√
3n20(kL + 1)(kR + 1)
)
+ FB
)
.
Then we have∣∣∣∣Tr[0,N−1] (GN,BτN−l (A))Tr[0,N−1] (GN,B) − ωL,B ◦ τ−l(A)
∣∣∣∣ ≤ C ′′B sN−lB ‖A‖ , N ≥ max{NB, l}.
From Lemma 3.19, to show the last statement, it suffices to show that
κ :=
1
n20(kL + 1)(kR + 1)
n20(kL+1)(kR+1)∑
i=1
σL,Xi
is faithful. For ξ ∈ Cn0 ⊗CkL+1, if κ (|ξ〉 〈ξ|) = 0, we have e 12
B
Xiρ
1
2
B
ξ = 0, for all i = 1, . . . , n20(kL +
1)(kR + 1). As {Xi}n
2
0(kL+1)(kR+1)
i=1 is a basis of Mn0 ⊗P (kR,kL)R MkR+kL+1 P (kR,kL)L , there exist
coefficients ci ∈ C such that ∑
i
ciXi =
∣∣∣χ(n0)1 ⊗ f (kR,kL)0 〉 〈ξ| ρ− 12B .
Hence we have
‖ξ‖2 e 12
B
∣∣∣χ(n0)1 ⊗ f (kR,kL)0 〉 = 0,
and we obtain ξ = 0. Therefore, κ is faithful. 
Lemma 3.25. Let n ∈ N with n ≥ 2, and B ∈ ClassA with respect to (n0, kR, kL,λ,D,G, Y ). Let
m ≥mB. There exists a constant C ′′′B > 0 satisfying the following. : Let M ∈ N and ϕ be a state
on AZ. Assume that we have ϕ(τi(1 − Gm,B)) = 0 for all i ∈ Z with [i, i +m − 1] ⊂ [−M,M ]c.
Then for any L ∈ N with M + 1 ≤ L and A ∈ A[−L+1,L−1]c, we have∣∣∣ϕ (A)− (ωB,∞|A(−∞,−1] ⊗ ωB,∞|A[0,∞)) (A)∣∣∣ ≤ C ′′′B sL−MB ‖A‖ . (58)
In particular, ωB,∞ satisfies the exponential decay of correlation functions.
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Proof. Define a linear map V˜l :
((⊗l−1
i=0 C
n
)⊗2
⊗ (Cn0 ⊗ CkL+kR+1)⊗2)→ (Cn0 ⊗ CkL+kR+1)⊗2
by
V˜l(ξ ⊗ η) :=
∑
µ(l),ν(l)∈{1,...,n}l
〈
ψ̂µ(l) ⊗ ψ̂ν(l) , ξ
〉(
B̂µ(l) ⊗ B̂ν(l)
)
η, ξ ∈
(
l−1⊗
i=0
Cn
)⊗2
, η ∈ (Cn0 ⊗ CkL+kR+1)⊗2 .
For eachL, l ∈ N andA ∈ A[−L−l+1,−L]⊗A[L,L+l−1], we define a linear map Θ˜A : (Mn0 ⊗MkR+kL+1)⊗2 →
(Mn0 ⊗MkR+kL+1)⊗2 by
Θ˜A(X) = V˜l (A⊗X) V˜ ∗l , X ∈ (Mn0 ⊗MkR+kL+1)⊗2 .
Here we identify
⊗−L
i=−L−l+1C
n,
⊗L+l−1
i=L C
n, with
⊗l−1
i=0 C
n. As in the proof of Lemma 3.14, we
have
∥∥∥Θ˜A∥∥∥ ≤ ‖A‖F 2B . Note that
(ϕB ⊗ ϕB) ◦ Θ˜A (eB ⊗ eB) =
(
ωB,∞|A(−∞,−1] ⊗ ωB,∞|A[0,∞)
)
(A) . (59)
Fix a basis {Xi}n
2
0(kL+1)(kR+1)
i=1 of Mn0 ⊗P (kR,kL)R MkR+kL+1 P (kR,kL)L satisfying (55). LetM,N ∈
N with N − M ≥ max{mB, lB}. Then {Γ(R)N−M,B(Xi) ⊗ Γ(R)N−M,B(Xj)}n
2
0(kL+1)(kR+1)
i,j=1 is a ba-
sis of
(
τ−N (GN−M,B)
⊗−M−1
i=−N C
n
)
⊗
(
τM+1 (GN−M,B)
⊗N
i=M+1 C
n
)
. (Here we again identify⊗−M−1
i=−N C
n,
⊗N
i=M+1 C
n, with
⊗N−M−1
i=0 C
n.) Let ξ =
∑n20(kL+1)(kR+1)
i,j=1 ci,jΓ
(R)
N−M,B(Xi)⊗Γ(R)N−M,B(Xj) ∈(
τ−N (GN−M,B)
⊗−M−1
i=−N C
n
)
⊗
(
τM+1 (GN−M,B)
⊗N
i=M+1 C
n
)
, with ci,j ∈ C. Let L, l ∈ N with
M + 1 ≤ L ≤ N − l+ 1 and A ∈ A[−L−l+1,−L] ⊗A[L,L+l−1]. By a straightforward calculation, we
obtain
〈ξ, Aξ〉
=
∑
iji′j′
∑
αβα′β′
∑
aba′b′
c¯ijci′j′
(Tr⊗Tr)

(
e
(n0)
βα ⊗ E(kR,kL)ba
)
⊗
(
e
(n0)
β′α′ ⊗ E(kR,kL)b′a′
)
(
TN−L−l+1
B
⊗ TL−M−1
B
) ◦ Θ˜A ◦ (TL−M−1B ⊗ TN−L−l+1B ) ((X∗i (e(n0)αβ ⊗ E(kR,kL)ab )Xi′)⊗ (X∗j (e(n0)α′β′ ⊗ E(kR,kL)a′b′ )Xj′))
 .
Recall the bounds
∥∥∥Θ˜A∥∥∥ ≤ ‖A‖F 2B and (22). Using (55), and the routine argument, we see that
there exists a constant C˜B > 0 such that∣∣∣∣∣∣〈ξ, Aξ〉 −
∑
ij
|cij |2 (ϕB ⊗ ϕB) ◦ Θ˜A (eB ⊗ eB)
∣∣∣∣∣∣ ≤ C˜B (sN−L−lB + sL−MB ) ‖A‖
∑
ij
|cij |2 . (60)
Substituting (59), we obtain∣∣∣∣∣∣〈ξ, Aξ〉 −
∑
ij
|cij |2
(
ωB,∞|A(−∞,−1] ⊗ ωB,∞|A[0,∞)
)
(A)
∣∣∣∣∣∣ ≤ C˜B (sN−L−lB + sL−MB ) ‖A‖
∑
ij
|cij |2 .
This holds for any M,N ∈ N with N −M ≥ max{mB, lB}, ξ =
∑n20(kL+1)(kR+1)
i,j=1 ci,jΓ
(R)
N−M,B(Xi)⊗
Γ
(R)
N−M,B(Xj) ∈
(
τ−N (GN−M,B)
⊗−M−1
i=−N C
n
)
⊗
(
τM+1 (GN−M,B)
⊗N
i=M+1 C
n
)
, L, l ∈ N withM+
1 ≤ L ≤ N − l+ 1 and A ∈ A[−L−l+1,−L] ⊗A[L,L+l−1].
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For each N ∈ N, define LN := max{M + 1, [N2 ]}. Because we have N − LN , LN → ∞ as
N →∞, there exists an N˜B ∈ N such that C˜B
(
sN−LN−1
B
+ sLN−M
B
)
< 12 for all N ≥ N˜B. We claim
for any N ≥ max{mB +M, lB +M, N˜B}, ξ =
∑n20(kL+1)(kR+1)
i,j=1 ci,jΓ
(R)
N−M,B(Xi) ⊗ Γ(R)N−M,B(Xj) ∈(
τ−N (GN−M,B)
⊗−M−1
i=−N C
n
)
⊗
(
τM+1 (GN−M,B)
⊗N
i=M+1 C
n
)
, we have
∑
ij |cij |2 ≤ 2 ‖ξ‖2. Ap-
plying the above observation with L := LN , l = 1, A = 1, we get this claim
1
2
∑
ij
|cij |2 ≤
(
1− C˜B
(
sN−LN−1
B
+ sLN−M
B
))∑
ij
|cij |2 ≤ ‖ξ‖2 .
Substituting this to (60), for all N ≥ max{mB + M, lB + M, N˜B}, M + 1 ≤ L ≤ N − l +
1, ξ ∈
(
τ−N (GN−M,B)
⊗−M−1
i=−N C
n
)
⊗
(
τM+1 (GN−M,B)
⊗N
i=M+1 C
n
)
, and A ∈ A[−L−l+1,−L] ⊗
A[L,L+l−1], we have∣∣∣〈ξ, Aξ〉 − ‖ξ‖2 (ωB,∞|A(−∞,−1] ⊗ ωB,∞|A[0,∞)) (A)∣∣∣ ≤ 4C˜B (sN−L−lB + sL−MB ) ‖A‖ ‖ξ‖2 . (61)
LetM ∈ N and ϕ be a state on AZ. Assume that we have ϕ(τi(1−Gm,B)) = 0 for all i ∈ Z with
[i, i +m − 1] ⊂ [−M,M ]c. Let L ≥ M + 1, l ∈ N and A ∈ A[−L−l+1,L+l−1]\[−L+1,L−1]. For any
N ∈ N with N ≥ max{mB+M, lB+M, N˜B, L+ l− 1}, the density matrix of ρ of the restriction of
ϕ to A[−N,−M−1] ⊗A[M+1,N ] can be written as ρ =
∑
i |ξi〉 〈ξi| with mutually orthogonal vectors
ξi ∈
(
τ−N (GN−M,B)
⊗−M−1
i=−N C
n
)
⊗
(
τM+1 (GN−M,B)
⊗N
i=M+1 C
n
)
. Applying (61) to ξis, we
obtain ∣∣∣ϕ(A) − (ωB,∞|A(−∞,−1] ⊗ ωB,∞|A[0,∞)) (A)∣∣∣ ≤ 4C˜B (sN−L−lB + sL−MB ) ‖A‖ . (62)
Taking N →∞ limit, we obtain the result. 
Proof of Theorem 1.18. That mB ≤ 2lB(n, n0, kR, kL,λ,D,G, Y ) and (i), (ii) are in Proposi-
tion 3.1. (iii), (iv), (v), (vii), and (viii) are in Lemma 3.17, Lemma 3.24, Lemma 3.21, Lemma 3.22
and Lemma 3.23, respectively. (vi) is from Lemma 3.11 and Lemma 3.16. (ix) is Lamma 3.25.

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A Notations
Throughout the article inf ∅ = +∞. We denote the Euclidean distance between a point x and
a subset S in C (resp. R) by dC(x, S) (resp. dR(x, S)). For a subset S of C and δ > 0, the
δ-neighbourhood of S is denoted by Sδ. We denote the open ball in C centered at x ∈ C with
radius r by Br(x).
For a linear space V , dimV denotes the dimension of V . For a vector space V and a set of its
elements {vα}α ⊂ V , span{vα}α denotes the linear span of {vα}α in V . We set span ∅ := {0}.
For k ∈ N, the set of all k × k matrices over C is denoted by Mk, while UTk (resp. DTk)
denotes the set of all upper (resp. lower) trianguler k × k matrices. Furthermore, UT0,k (resp.
DT0,k) denotes the set of elements in UTk (resp. DTk) with 0 diagonal elements. Let Ek denote
the set of states on Mk.
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For A ∈ Mk, ‖A‖ denotes the uniform norm of A, while ‖A‖2 denotes the Hilbert Schmidt norm.
The set of orthogonal projections in Mk is denoted by P(Mk) and the set of positive elements of
Mk by Mk+. Furthermore, we denote the set of unitary elements of Mk by U(Mk). For A ∈Mk+,
s(A) denotes the support of A. For a positive linear functional ϕ on Mk, we denote its support
by s(ϕ) as well. For A ∈ Mk, sl(A) (resp. sr(A)) denotes the left (resp. right) support of A. We
write A > 0 for A ∈ Mk if A is strictly positive. The rank of A ∈ Mk is denoted by rankA. For a
projection p ∈ P(Mk), we denote 1 − p by p¯. For subsets S1, S2 of Mk, S1 · S2 denotes the set of
matrices of the form A1A2 with A1 ∈ S1, A2 ∈ S2. The symbol Tr denotes the trace of the matrix
under consideration. We denote an inner product given by Tr by 〈, 〉Tr, i.e., 〈A,B〉Tr = TrA∗B for
A,B ∈ Mk. For A ∈Mk, we set AdA : Mk → Mk by AdA(B) = ABA∗, B ∈ Mk.
For k ∈ N, we denote the standard basis of Ck by {χ(k)i }ki=1. We denote the matrix unit∣∣∣χ(k)i 〉〈χ(k)j ∣∣∣ by e(k)ij . However, when numbers kR, kL ∈ N ∪ {0} are given explicitly, we denote
the standard basis of CkR+kL+1 by {f (kR,kL)i }kLi=−kR , and set E
(kR,kL)
ij :=
∣∣∣f (kR,kL)i 〉〈f (kR,kL)j ∣∣∣. We
also use the notation η
(kR,kL)
R :=
∑−1
i=−kR f
(kR,kL)
i and η
(kR,kL)
L :=
∑kL
i=1 f
(kR,kL)
i . Furthermore, we
define the projections P
(kR,kL)
R :=
∑0
i=−kR E
(kR,kL)
ii , P
(kR,kL)
L :=
∑kL
i=0 E
(kR,kL)
ii . For n0 ∈ N, we
also set Pˆ
(n0,kR,kL)
R := IMn0 ⊗P
(kR,kL)
R , Pˆ
(n0,kR,kL)
L := IMn0 ⊗P
(kR,kL)
L , Eˆ
(kR,kL)
ij = I⊗E(kR,kL)ij . For
a = −kR, . . . , kL we set Q(kR,kL)R,a :=
∑a
i=−kR E
(kR,kL)
ii , Q
(kR,kL)
L,a :=
∑kL
i=a E
(kR,kL)
ii , Qˆ
(n0,kR,kL)
R,a :=
IMn0 ⊗
∑a
i=−kR E
(kR,kL)
ii and Qˆ
(n0,kR,kL)
L,a := IMn0 ⊗
∑kL
i=a E
(kR,kL)
ii . In this terminology, we have
Pˆ
(n0,kR,kL)
U = Qˆ
(n0,kR,kL)
R,0 and Pˆ
(n0,kR,kL)
L = Qˆ
(n0,kR,kL)
L,0 . For X ∈ Mn0 ⊗MkR+kL+1 and i, j =
−kR, . . . , kL, we write the (i, j)-element of X by Xij , i.e., X =
∑
−kR≤i,j≤kL Xij⊗E
(kR,kL)
ij . We set
CN(n0, kR, kL) := Pˆ
(n0,kR,kL)
L (Mn0 ⊗MkR+kL+1) Pˆ (n0,kR,kL)R . For kR, kL ∈ N∪{0}, we define linear
maps I
(kR,kL)
R : MkR+1 → MkL+kR+1, and I(kR,kL)L : MkL+1 → MkL+kR+1 by I(kR,kL)R (E(kR,0)ij ) =
E
(kR,kL)
ij , i, j = −kR, . . . , 0, I(kR,kL)L (E(0,kL)ij ) = E(kR,kL)ij , i, j = 0, . . . , kL.
For a linear operator T acting on a vector space, we denote the spectrum of T by σ(T ), and
the spectral radius of T by rT . For an isolated subset S of σ(T ), we denote the spectral projection
of T onto S by PTS . If T is a self-adjoint operator on a Hilbert space and S a subset of R, then
Proj[T ∈ S] also indicates the spectral projection of T corresponding to σ(T ) ∩ S. For a linear
map Γ, ker Γ, and RanΓ denote the kernel and the range of Γ respectively.
For a linear map T : Mk → Mk, A ∈ Mk is T -invariant if T (A) = A. A linear functional ψ is
T -invariant if ψ ◦ T = ψ.
For a finite dimensional Hilbert space, braket 〈, 〉 denotes the inner product of the space under
consideration. We denote the set of all bounded linear operators on H by B(H). For a subspace
K, K⊥ means the orthogonal complement of H .
For an n-tuple of matrices v = (v1, . . . , vn) ∈ M×nk and R ∈ GL(k,C), we denote the n-tuple
(Rv1R
−1, . . . , RvnR−1) ∈M×nk by RvR−1.
B Proof of Lemma 2.11
1. is obtained by the repeated use of vµp = pvµp. From the same relation, we see that
p¯
(
v̂µ(N)
)∗
p =
N∑
m=1
(
p¯v∗µN p¯
) · · ·(p¯v∗µm+1 p¯) (p¯v∗µmp) (pv∗µm−1p) · · · (pv∗µ1p) . (63)
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For N ∈ N, m ∈ {1, . . . , N}, η ∈ Ck, and a CONS {χ(k)i }ki=1 of Ck, we have∑
µ(N)∈{1,...,n}×N
∥∥∥(p¯v∗µN p¯) · · ·(p¯v∗µm+1 p¯) (p¯v∗µmp) (pv∗µm−1p) · · · (pv∗µ1p) η∥∥∥2
=
∑
µ(N)∈{1,...,n}×N
k∑
i=1
∣∣∣〈(p¯vµm+1 p¯) · · · (p¯vµN p¯)χ(k)i , (p¯v∗µmp)(pv∗µm−1p) · · · (pv∗µ1p) η〉∣∣∣2
≤
k∑
i=1
∑
µ(N)∈{1,...,n}×N
∥∥∥(p¯vµm+1 p¯) · · · (p¯vµN p¯)χ(k)i ∥∥∥2 ‖vµm‖2 ∥∥∥(pv∗µm−1p) · · · (pv∗µ1p) η∥∥∥2
=
(
Tr
(
TN−mvp¯
(
k∑
i=1
e
(k)
ii
)))〈
η, Tm−1vp (1)η
〉( n∑
µ=1
‖vµ‖2
)
. (64)
From (64) and (63), we obtain 2:∑
µ(N)∈{1,...,n}×N
∥∥∥p¯ (v̂µ(N))∗ pη∥∥∥2
≤
∑
µ(N)∈{1,...,n}×N
(
N∑
m=1
∥∥∥(p¯v∗µN p¯) · · ·(p¯v∗µm+1 p¯) (p¯v∗µmp) (pv∗µm−1p) · · · (pv∗µ1p) η∥∥∥
)2
=
N∑
m1=1
N∑
m2=1
∑
µ(N)∈{1,...,n}×N
∥∥∥(p¯v∗µN p¯) · · ·(p¯v∗µm1+1 p¯)(p¯v∗µm1 p)(pv∗µm1−1p) · · · (pv∗µ1p) η∥∥∥∥∥∥(p¯v∗µN p¯) · · ·(p¯v∗µm2+1 p¯)(p¯v∗µm2 p)(pv∗µm2−1p) · · · (pv∗µ1p) η∥∥∥
≤
N∑
m1=1
N∑
m2=1
 ∑
µ(N)∈{1,...,n}×N
∥∥∥(p¯v∗µN p¯) · · ·(p¯v∗µm1+1 p¯)(p¯v∗µm1 p)(pv∗µm1−1p) · · · (pv∗µ1p) η∥∥∥2

1
2
 ∑
µ(N)∈{1,...,n}×N
∥∥∥(p¯v∗µN p¯) · · ·(p¯v∗µm2+1 p¯)(p¯v∗µm2 p)(pv∗µm2−1p) · · · (pv∗µ1p) η∥∥∥2

1
2
≤
(
N∑
m=1
(
TrTN−m
vp¯
(1)
) 1
2
〈
η, Tm−1
vp
(1)η
〉 1
2
)2
n∑
µ=1
‖vµ‖2 . (65)
38
To see 3, we first bound
∥∥p¯TN
v
(A)
∥∥ for A ∈Mk. By 1 and 2,
∣∣〈p¯TNv (A)ξ, η〉∣∣ =
∣∣∣∣∣∣
∑
µ(N)∈{1,...,n}×N
〈
A
(
v̂µ(N)
)∗
ξ, p¯
(
v̂µ(N)
)∗
p¯η
〉∣∣∣∣∣∣
≤
∑
µ(N)∈{1,...,n}×N
‖A‖
∥∥∥(v̂µ(N))∗ ξ∥∥∥ ∥∥∥p¯ (v̂µ(N))∗ p¯η∥∥∥
≤ ‖A‖
∑
µ(N)
(∥∥∥p (v̂µ(N))∗ pξ∥∥∥+ ∥∥∥p¯ (v̂µ(N))∗ pξ∥∥∥+ ∥∥∥p¯ (v̂µ(N))∗ p¯ξ∥∥∥) · ∥∥∥p¯ (v̂µ(N))∗ p¯η∥∥∥
≤ ‖A‖ ·
∑
µ(N)
∥∥∥p¯ (v̂µ(N))∗ p¯η∥∥∥2

1
2

∑
µ(N)
∥∥∥p (v̂µ(N))∗ pξ∥∥∥2
 12 +
∑
µ(N)
∥∥∥p¯ (v̂µ(N))∗ p¯ξ∥∥∥2
 12 +
∑
µ(N)
∥∥∥p¯ (v̂µ(N))∗ pξ∥∥∥2
 12

= ‖A‖ ·
〈ξ, TNvp(1)ξ〉 12 + 〈ξ, TNvp¯(1)ξ〉 12 +
∑
µ(N)
∥∥∥p¯ (v̂µ(N))∗ pξ∥∥∥2

1
2
〈η, TNvp¯(1)η〉 12
≤ ‖A‖
∥∥∥TNvp¯(1)∥∥∥ 12 sup
M∈N
∥∥∥TMvp ∥∥∥ 12 + sup
M∈N
∥∥∥TMvp¯ ∥∥∥ 12 +
(
N∑
m=1
(
TrTN−mvp¯ (1)
) 1
2
∥∥∥Tm−1vp (1)∥∥∥ 12
)(
n∑
µ=1
‖vµ‖2
) 1
2
 ‖ξ‖ ‖η‖
for any ξ, η ∈ Ck. For the third inequality, we used the Cauchy-Schwarz inequality. From this, we
obtain∥∥TNv (A) − pTNv (A)p∥∥ = ∥∥p¯TNv (A) + pTNv (A)p¯∥∥
≤ 2 ‖A‖
∥∥∥TNvp¯(1)∥∥∥ 12 sup
M∈N
∥∥∥TMvp ∥∥∥ 12 + sup
M∈N
∥∥∥TMvp¯ ∥∥∥ 12 +
(
N∑
m=1
(
TrTN−mvp¯ (1)
) 1
2
∥∥∥Tm−1vp (1)∥∥∥ 12
)(
n∑
µ=1
‖vµ‖2
) 1
2

To see 4, note that as TMv is positive, we have∥∥TM
v
∥∥ = ∥∥TM
v
(1)
∥∥ ≤ ∥∥TM
v
(p)
∥∥+ ∥∥TM
v
(p¯)
∥∥ ≤ ∥∥TM
v
(p)
∥∥+ ∥∥p¯TM
v
(p¯)p¯
∥∥+ ∥∥p¯TM
v
(p¯)p
∥∥+ ∥∥pTM
v
(p¯)p¯
∥∥+ ∥∥pTM
v
(p¯)p
∥∥
≤
∥∥∥TMvp (p)∥∥∥+ ∥∥∥TMvp¯ (p¯)∥∥∥+ 2 ∥∥pTMv (p¯)p∥∥ 12 ∥∥p¯TMv (p¯)p¯∥∥ 12 + ∥∥pTMv (p¯)p∥∥
≤ sup
M∈N
∥∥∥TMvp ∥∥∥+ sup
M∈N
∥∥∥ TMvp¯ ∥∥∥+ 2
(
M∑
m=1
(
TrTM−m
vp¯
(1)
) 1
2
∥∥∥Tm−1vp (1)∥∥∥ 12
)(
n∑
µ=1
‖vµ‖2
) 1
2 ∥∥∥TMvp¯ (p¯)∥∥∥ 12
+
(
M∑
m=1
(
TrTM−m
vp¯
(1)
) 1
2
∥∥∥Tm−1vp (1)∥∥∥ 12
)2
n∑
µ=1
‖vµ‖2 .
Here we used 2.
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C Matrix algebra and CP maps
In this section we collect useful facts about matrix algebras. See [W], for example.
Lemma C.1. Let m, k ∈ N, with m ≤ k, and {ξi}mi=1, a set of vectors of Ck. Let A be an m×m
matrix given by A = (〈ξi, ξj〉)mi,j=1. Let X :=
∑m
i=1 |ξi〉 〈ξi| ∈ Mk and P be the support projection
of X. Suppose that there exists a positive constant c such that cI ≤ A. Then we have cP ≤ X.In
particular, we have σ(X) \ {0} ⊂ [c, ‖X‖].
Theorem C.2. Let T : Mk(C) → Mk(C) be a positive linear map. The following properties are
equivalent:
1. There is no nontrivial orthogonal projection P such that T (P Mk(C)P ) ⊂ P Mk(C)P .
2. For any nonzero A ≥ 0 and t > 0, exp(tT )(A) > 0.
Remark C.3. A positive map satisfying the above equivalent conditions is said to be irreducible.
We say that λ is a non degenerate eigenvalue of T if the corresponding projection PT{λ} is one
dimensional. Irreducible positive maps satisfy the following properties.
Theorem C.4. Let T : Mk(C) → Mk(C) be a nonzero irreducible positive linear map. Then
the spectral radius rT of T is a strictly positive, non-degenerate eigenvalue with a strictly positive
eigenvector hT :
T (hT ) = rThT > 0.
Theorem C.5. Let T : Mk(C)→ Mk(C) be a unital completely positive map and let
T (A) =
n∑
i=1
viAv
∗
i
be its Kraus decomposition. Let v := (v1, . . . , vn). Then the following properties are equivalent:
1. There exists l ∈ N such that T l(A) > 0 for any nonzero A ≥ 0.
2. There exists a unique faithful T -invariant state ϕ, and it satisfies
lim
l→∞
T l(A) = ϕ(A)1, A ∈Mk(C).
3. σ(T ) ∩ {z ∈ C : |z| ≥ 1} = {1}, 1 is a non degenerate eigenvalue of T , and there exists a
faithful T -invariant state.
4. There exists m ∈ N such that Km(v) = Mk(C).
5. There exists m ∈ N such that Kl(v) = Mk(C), for all l ≥ m.
Lemma C.6. Let n, n0 ∈ N and ω ∈ Prim(n, n0). Then rTω > 0 and there exist constants c > 0,
0 < s < 1, a faithful positive linear functional ϕ on Mn0 and a strictly positive element e ∈ Mn0
such that ∥∥r−NTω TNω (A)− ϕ(A)e∥∥ ≤ csN ‖A‖ , for all A ∈ Mn0 , and N ∈ N.
Proof. It is easy to check that for ω ∈ Prim(n, n0), Tω is irreducible, from Lemma C.2. Hence
from Lemma C.4, rTω > 0 is a non degenerate eigenvalue of Tω with strictly positive eigenvector
hω. Define Tˆω := r
−1
Tω
h
− 12
ω Tω
(
h
1
2
ω · h
1
2
ω
)
h
− 12
ω . Then this Tˆω is unital and satisfies condition 4 of
Theorem C.5. From Theorem C.5, there exists 0 < sω < 1 such that σ(Tˆω) \ {1} ⊂ Bsω (0), 1 is a
non degenerate eigenvalue of Tˆω, and there exists a faithful Tˆω-invariant state ϕω. We have∥∥∥TˆNω (A)− ϕω(A)1∥∥∥ ≤ sNωCω ‖A‖ , A ∈ Mn0 , N ∈ N,
for some Cω > 0. The claim of Lemma can be checked immediately from this. 
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Lemma C.7. For l, k,m ∈ N with k ≤ l, define
va (s) =

lCa · sl
l+1Ca · sl+1
...
l+km−1Ca · sl+km−1
 , wa (s) =

lasl
(l + 1)asl+1
...
(l + km− 1)a sl+km−1
 ∈ Ckm, a = 0, . . . , k − 1, s ∈ C.
Let {si}mi=1 be distinct elements in C \ {0}. Then we have the followings.
1. The vectors {va(si)}a=0,...,k−1, i=1,...,m are linearly independent. In particular, there exist
vectors ζa,i = (ζa,i(j))
km−1
j=0 ∈ Ckm, a = 0, . . . , k − 1, i = 1, . . . ,m such that
km−1∑
j=0
l+jCa′ · sl+ji′ · ζai(j) = δaa′δii′ .
2. The vectors {wa(si)}a=0,...,k−1, i=1,...,m are linearly independent. In particular, there exist
vectors ξa,i = (ξa,i(j))
km−1
j=0 ∈ Ckm, a = 0, . . . , k − 1, i = 1, . . . ,m such that
km−1∑
j=0
(l + j)
a′
s
j+l
i′ ξai(j) = δaa′δii′ .
Proof. This can be checked by the use of Vandermonde determinant. 
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