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Abstract
Learning representations which remain invari-
ant to a nuisance factor has a great interest
in Domain Adaptation, Transfer Learning, and
Fair Machine Learning. Finding such repre-
sentations becomes highly challenging in NLP
tasks since the nuisance factor is entangled in
a raw text. To our knowledge, a major issue is
also that only few NLP datasets allow assess-
ing the impact of such factor. In this paper, we
introduce two generalization metrics to assess
model robustness to a nuisance factor: gener-
alization under target bias and generalization
onto unknown. We combine those metrics with
a simple data filtering approach to control the
impact of the nuisance factor on the data and
thus to build experimental biased datasets. We
apply our method to standard datasets of the
literature (Amazon and Yelp). Our work shows
that a simple text classification baseline (i.e.,
sentiment analysis on reviews) may be badly
affected by the product ID (considered as a
nuisance factor) when learning the polarity of
a review. The method proposed is generic and
applicable as soon as the nuisance variable is
annotated in the dataset.
1 Introduction
Significant improvements have been made
recently on various Computer Vision
(Krizhevsky et al., 2012) and Natural Lan-
guage Processing (Glorot et al., 2011) tasks using
deep architectures. These successes are mainly
explained by the capacity of specific neural
architectures to learn internal representations
which remain insensitive to transformations
such as translations and rotations of an image
or sequencing of words for a text (Bengio et al.,
2006, 2009). However, remaining invariant to
change in latent factors (called nuisance factor) is
more difficult and requires an additional modeling
effort. Current approaches consist in considering
the nuisance factor as a random variable and
constraining during learning the model to be in-
variant to this variable. For instance, in a context
of Domain Adaptation (Quionero-Candela et al.,
2009; Pan and Yang, 2010), (?) suggest to
learn an invariant representation to source and
target domains by modeling the domain as a
binary nuisance variable. Also, Learning Fair
Representations (Zemel et al., 2013) aims to learn
representation invariant to an unwanted factor
(e.g. gender for the Adult dataset and age for the
German dataset (Dheeru and Karra Taniskidou,
2017)).
There is no consensus on how to measure in-
variance of learned representation to nuisance fac-
tors. Both Domain Adaptation and Fair Rep-
resentation communities suggest to evaluate the
amount of information on the nuisance factor held
by the representation (identifiability). It consists
in training a classifier to map the learned represen-
tation to the nuisance factor (?Zemel et al., 2013;
Xie et al., 2017) and in reporting its accuracy. In
order to assess invariance of predictions, the dis-
crimination metric (Kamiran and Calders, 2009;
Kamishima et al., 2011) consists in identifying for
each label a protected group (positively biased to
the label) and an unprotected group (negatively bi-
ased to the label) and computing the shift in label
ratio prediction for the two groups.
Moreover, very few datasets allow to measure
the impact of nuisance factors on machine learn-
ing models. To our knowledge, the dataset men-
tioned in (Blitzer et al., 2011) is a rare exception in
the sentiment analysis community. This dataset al-
lows to assess the impact of four topics on reviews.
It provides however only few samples (1,000 la-
beled to 2,000 unlabeled) by topic.
In the present work, we show that both identifia-
bility and discrimination may not reflect the model
robustness to a nuisance factor. For this reason, we
introduce two additional metrics. Generalization
under target bias consists in training a model on
a train set where the label and the nuisance factor
are dependent and reporting its accuracy on a test
set where the nuisance factor and the label are in-
dependent. Generalization onto unknown assesses
the model accuracy on a test set where the nui-
sance factor takes values that were absent in the
train set.
Besides, to tackle the issue of the lack of ade-
quate datasets, we suggest a simple data filtering
approach applied to existing datasets for evaluat-
ing these metrics. In our filtering method, we build
a sequence of subsets which exhibit an increasing
dependency between the nuisance factor and fea-
tures while keeping the label and the nuisance fac-
tor independent. We apply our method for eval-
uating the robustness of a popular text classifica-
tion algorithm (Joulin et al., 2016). We used four
datasets Amazon (Book, Electronics, Musics) and
Yelp for which we considered product ID as a nui-
sance factor for learning polarity of a review.
2 Assessing robustness to nuisance factor
2.1 Formalization
Notations Let us denote V a random variable,
its realization v and its domain V . For a cou-
ple of random variables (U, V ) with probability
P(U, V ), we note IP(U, V ) = EU [− log dP(U)]−
EU,V [− log dP(U |V )] the mutual information be-
tween U and V . We consider the case of a dataset
D which is a set of realizations of a random triplet
(X,Y, S) with probability P(X,Y, S) where X is
the feature, Y the label and S the nuisance factor.
Learning an invariant model The Invariant
Representation Learning problem consists in
learning a representation H of X such that the
mapping from H to Y is invariant to S. Difficul-
ties emerge whenX and Y are dependent from S.
In this work, dependency is measured with mutual
information.
2.2 Existing measures of sensibility to a
nuisance factor
Identifiability After having trained a model
which maps X to Y through an internal represen-
tationH , identifiability metric suggests to evaluate
the amount of information in H about S. It con-
sists in training a second model which maps H to
S and reporting its accuracy (?Zemel et al., 2013).
Discrimination After having trained a model
Pˆ which maps X to Y , the discrimination
(Kamiran and Calders, 2009; Kamishima et al.,
2011; Zemel et al., 2013) metric works on
two predetermined protected and unprotected
groups. For a label y ∈ Y , the protected
group is defined by Dpr(y) = {(x, y, s) ∈
D\ argmaxy′∈Y P(y
′|s) = y} and the unpro-
tected group is defined as Dupr(y) = D\Dpr(y).
Then disc(y) =
∣
∣
∣
|Dˆpr(y)|
|Dpr(y)|
− |Dˆupr(y)||Dupr(y)|
∣
∣
∣ where
Dˆpr(y) = {(x, y, s) ∈ Dpr\y = yˆ(x)},
Dˆupr(y) = {(x, y, s) ∈ Dupr\y = yˆ(x)} and
yˆ(x) = argmaxy′∈Y Pˆ(y
′|x). It quantifies how
a model tends to predict label y on the protected
class (which is favorable to y) compared with the
unprotected class (which is unfavorable to y).
2.3 Proposal of two additional metrics
Rather than computing a metric on a test set fol-
lowing the same distribution as the train set, we
suggest to report the accuracy of the model on a
well-designed test set. Such train / test split de-
pends on the desired model behavior we want to
track. We then introduce the two following met-
rics.
Generalization under target bias (GTB) We
propose to evaluate model robustness to target bias
to the nuisance variable S. For instance sup-
pose that in a loan granting classification problem,
loans are effectively granted more easily to men
in the train set. We want to assess how a trained
model behaves on a test set where men and women
are treated equally. More formally, such bias is a
situation where the training data (X,Y ) is drawn
from P(X,Y ) = ES∼P(S)[P(Y |S)P(X|Y, S)] and
testing data is drawn from P⋆(X,Y ) such that
P
⋆(Y |S) 6= P(Y |S) while conserving P(S) and
P(X|Y, S). We set P⋆(Y |S) = P(Y ) which is
the scenario where Y and S are dependent on the
train set but independent on the test set. We sug-
gest to restrict evaluation on family of distribu-
tions (Pβ,ys)β∈[0.5,1],s∈S where Pβ(Y |S) = β if
Y = ys and
1−β
|Y|−1 otherwise. The sampling pro-
cedure is detailed in Appendix in Algorithm 1.
Generalization onto unknown (GU) We pro-
pose to assess the amount of generic knowledge
learned by the model by evaluating it on a test set
with values of S that were absent during train-
ing. For instance, for a movie reviews corpus,
the test set is composed of movies unseen during
training. More formally, it consists in training on
data drawn from P(X,Y ) = ES∼P(S)[P(Y,X|S)]
and testing data is drawn from P⋆(X,Y ) =
ES∼P⋆(S)[P(Y,X|S)] where S = S
′ ∪ S⋆ with
S⋆ ∩ S ′ = ∅ and P(S) = 1|S′| if S ∈ S
′ and 0 oth-
erwise while P⋆(S) = 1|S⋆| if S ∈ S
⋆ and 0 other-
wise. In order to not interfere withGTBmetric, we
suggest to conserve P(Y |S) = P⋆(Y |S) = P(Y )
which is the situation where S and Y are indepen-
dent in both train and test sets.
In order to have a fair comparison between two
train / test splits, metrics are reported as the per-
centage of the accuracy computed on a test set
which follows the same distribution than the train
set.
2.4 Our proposed data filtering approach
In order to increase the variety of datasets where
metrics are evaluated, we suggest a simple data fil-
tering approach which enables us to increase the
dependence of the features X with the nuisance
factor S while keeping independence between la-
bel Y and the nuisance factor S. We suggest to
iteratively reject samples of the initial dataset in
order to build a sequence of included subsets. The
sequence is built such that the dependence be-
tween features X and the nuisance factor S in-
creases. It consists in estimating the contribution
of each sample to the mutual information between
the features and the nuisance factor. For a sample
(x, y, s), the contribution iP(x) to IP(X,S) is de-
fined asES [− log dP(S)]−ES|X [− log dP(S|X =
x)]]. It is computed by training a mutual informa-
tion estimator on D\{(x, y, s)}. To reduce com-
putation time, we proceed with Nb batches of data
(Di)
Nb
i=1 where contribution to mutual information
of samples of Di is computed by training an esti-
mator on ∪i 6=nDi. We reject an α−quantile of the
distribution of contributions. For a given nuisance
factor and label, the α−quantile may not be totally
rejected to ensure that Y and S remain indepen-
dent. The procedure is described in Appendix A.
3 Experiments
3.1 Baselines
Comparing metric For GTBmetric and a given
β, additionally to discrimination and identifiabil-
ity, we report
disc(y)
|2β−1| . This ratio reflects how the
model differs from a perfect accuracy-wise model
which is invariant to the nuisance factor. Such a
model has a discrimination of 2β − 1.
Discrimination is not defined in the context of
GU metric since Y and S are independent in both
train set and test sets which implies there is no pro-
tected group. Besides, for identifiability, we report
accuracy on a classifier trained to separate S ′ to S⋆
which is the current approach in Domain Adapta-
tion.
Sampling baseline In order to evaluate the im-
pact of our sampling procedure, we consider the
initial dataset as the baseline (i.e. no filtering).
3.2 Datasets and model
We used for our experimentations four datasets:
three from Amazon (McAuley and Leskovec,
2013) (Books (AB), Electrics (AE) and Musics
(AM)) and Yelp1. Those datasets are reviews with
an annotated polarity (rating among 1 to 3 are
considered as negative while reviews among 4
and 5 are considered as positive). For each review,
the product ID is annotated. In our experiment,
we consider the product ID as a nuisance factor
for learning the polarity of a review. For instance,
one can be interested in learning a model which
does not learn from Amazon users that Star Wars
movies are globally recognized as good movies.
We suggest to use a selected sample of those
datasets considering only 50 product ID per
datasets (those with the larger number of reviews).
Then we sample it again to have the same number
of negative and positive polarities per value of
the nuisance factor. We chose to assess the
robustness a popular text classification model
(Joulin et al., 2016) as a working example. Details
on hyper-parameters are given in Appendix B.
The representation of a given text is then the mean
value of words embedding.
3.3 Results
We performed data filtering on 2 iterations with
α = (1/4, 1/3) to obtain D0 ⊃ D1 ⊃ D2. Mutual
information was estimated using 10 batches as de-
scribed in 2.4. We report in Table 1 the number of
samples per subsets (D0 is the initial dataset) with
associated mutual information. By rejecting sam-
ples, the mutual information of subsets increases.
We set β ∈ {0.6, 0.7, 0.8, 0.9, 1.0} and we re-
port aggregated GTB metric and discrimination
taking the mean on the four datasets. Discrimi-
nation increases mechanically with both the mu-
tual information and β making it hard to interpret.
1
www.yelp.com/dataset/challenge
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Figure 1: From left to right: Generalization under target bias, disc(y)/(2β − 1) and disc(1) according to β
(iterations: {D0: , D1: , D2: }).
Dataset Yelp AB AE AM
D0
103k 142k 129k 101k
1.68 1.22 2.62 2.20
D1
76k 105k 100k 73k
2.21 2.22 3.09 2.89
D2
48k 68k 71k 48k
2.86 2.60 3.34 3.15
Table 1: Number of samples and mutual information
estimation for each subsets and its associated mutual
information.
disc(y)/(2β−1) allows to observe a clear separa-
tion: this ratio increases with the mutual informa-
tion but decreases with β. This inverted monotony
is counter-intuitive: one may expect the metric
to decrease as mutual information and β increase
since the problem seems harder to address. GTB
metric follows this intuition. We did not report any
significant result for identifiability metric: the ac-
curacy to identify the nuisance factor was lower
than 2% more than the majority class.
For GU metric, we report the mean value ac-
curacy and standard deviation for the 50 different
random splits of S = S ′ ∪ S⋆ with |S ′| = |S⋆| =
25. Mean and standard deviation of Identifiability
is computed for 10 random splits. GU decreases
while mutual information increases (see Table 2).
It appears the text classification model studied is
robust to new values of the nuisance factor.
4 Discussion
By proposing two different metrics, we believe we
quantify two different behaviors of a couple model
- dataset: how nuisance information entangled in
the data is used to infer (GTB) and how much
generic information is learned by the model from
the data (GU).
GTB seems to have a more desirable behavior
since it has the same monotony as the mutual in-
formation and β. It reflects the intuition that the
Dataset D0 D1 D2
Yelp
99.4±0.5 99.0±1.0 99.0±1.0
56.5±3.4 55.6±5.0 57.6±4.0
AB
98.3±0.7 97.6±0.9 97.2±1.2
51.9±2.6 54.3±3.1 53.0±3.8
AE
98.8±0.8 98.5±0.8 98.2±1.0
54.8±2.3 54.8±2.4 55.7±3.3
AM
98.7±0.9 97.8±1.0 96.9±1.4
51.7±2.9 54.4±5.5 55.9±3.9
Table 2: Generalization onto unknownmetric (top) and
identifiability (bottom).
problem becomes harder while dependence of la-
bel and features on the nuisance factor increases.
GU metric also decreases as the mutual informa-
tion increases. Besides, GU metric provides a
good a priori estimation of model performance on
data relying in a new domain (i.e. a new nuisance
factor value), unlike identifiability.
From GTB experiment, it appears clearly that
representation invariance, estimated with identifi-
ability, does not guarantee model invariance. We
are aware that we have investigated a particular
case, but we still express our concerns on ad-
versarial methods which enforce, by distribution
matching, representation to remain invariant. In
this context, the invariance loss (?Xie et al., 2017)
seems intractable and not a good proxy of model
invariance. It is mainly due to large number of
values the nuisance factor takes as underlined in
(Moyer et al., 2018; Feutry et al., 2018).
In a future work, we want to explore the de-
composition P(X,Y ) = ES [P(X|S)P(Y |X,S)]
in order to build a third invariance metric based
on the modification of P(X|S). We did not suc-
ceed yet in formulating relevant train / test split
for quantifying this change in the data. We believe
the data filtering approach we have suggested is a
first proxy of it.
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A Data filtering details
We provide details about our data filtering ap-
proach. First, the contribution of mutual informa-
tion of i(X,S) is defined as follows:
IP(X,S) = EX [i(X)]]
where
i(X) = ES[− log dP(S)]−ES|X [− log dP(S|X)]
We used an approximate lower bound of the mu-
tual information IP(X,S) = HP(S) −HP(S|X).
For a given estimation Pˆ (S|X) of P(S|X), we can
lower bound:
HP(S|X) ≤ E(X,S)∼P[− log dPˆ(S|X)]
since the KL divergence is positive and approxi-
mate:
HP(S) ≈ HPˆ(S)
where Pˆ(S) is a count measure. Then:
IP(X,S) ' HPˆ(S)− E(X,S)∼P[− log dPˆ(S|X)]
The estimation of P(S|X) was done using a sim-
ple text classification model (Joulin et al., 2016)
with the same setup described in B.
In algorithm 2, Dy,s for (s, y) ∈ S × Y as fol-
lows:
Dy,s = {(x
′, y′, s′) ∈ D\y′ = y, s′ = s}
B Training details
Text classification baseline studied We used
recommended hyper-parameters of the original
paper: 20 dimensions of word embedding includ-
ing bi-grams trained during 5 epochs with a learn-
ing rate of 0.25.
Compute identifiability We used a simple
Multi-Layer-Perceptron on top of considered rep-
resentation. The two first layers are 100 then 200
neurons with ReLU activation and the last layer is
a softmax layers on the sources for GBT and old
VS new value of the nuisance factor for GU. The
net is trained during 10 epochs with an Adam op-
timizer minimizing categorical cross-entropy with
batch of size 128.
Algorithm 1 Generalization under target bias split
with respect to Pβ
1: input D = (xn, yn, sn)
N
i=1, Y , S , β
2: Split D into Dtr and Dts
3: D ← Dtr
4: Dtr ← {}
5: while |S| > 0 do
6: S ′ ← pick at random (s1, ..., s|Y|) ⊂ S
7: N ← min(|Dy,s|, y ∈ Y, s ∈ S
′)
8: Y ′ ← Y
9: for s ∈ S ′ do
10: y ← pick at random in Y ′
11: D′ ← pick at random int(βN)
12: samples from Dy,s
13: Dtr ← Dtr ∪ D
′
14: Y ′ ← Y ′\{y}
15: for y ∈ Y ′ do
16: D′ ← pick at random int( 1−β|Y|−1N)
17: samples from Dy,s
18: Dtr ← Dtr ∪ D
′
19: S ← S\S ′
20: return (Dtr,Dts)
Algorithm 2 Rejection
1: input D = (xn, yn, sn)1≤i≤N , Nit, Nb, α, Y ,
S
2: Seq← {D}
3: for Nit iterations do
4: Split D into Nb subsets (Di)
Nb
i=1
5: I ← {}
6: for 1 ≤ n ≤ Nb do
7: Train Pˆ(S) and Pˆ(S|X) on ∪i 6=nDi
8: I ← I ∪ {i(x)\(x, y, s) ∈ Dn}
9: ε← quantile(I, α)
10: R← {}
11: for s ∈ S do
12: ns ← min(|{(x, y, s) ∈ Dy,s
13: \i
Pˆ
(x) < ε}|, y ∈ Y)
14: for y ∈ Y do
15: Ds,y ← sort(Ds,y) by
16: ascending value of i
Pˆ
(x)
17: R ← R∪Ds,y[: ns]
18: D ← D\R
19: Seq← Seq ∪ {D}
20: return Seq
C Additional figures
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Figure 2: From left to right: Generalization under target bias, disc(y)/(2β − 1) and disc(1) according to β
(iterations: {D0: , D1: , D2: }
