Abstract Given a range space (X, R), where R ⊂ 2 X , the hitting set problem is to find a smallest-cardinality subset H ⊆ X that intersects each set in R. We present near-linear-time approximation algorithms for the hitting set problem in the following geometric settings: (i) R is a set of planar regions with small union complexity. algorithm are small; they are either the same as, or within very small factors off the best factors known to be computable in polynomial time.
Introduction
A range space (X, R) is a pair consisting of an underlying universe X of objects and a family R of subsets of X (called ranges). A subset H ⊆ X is called a hitting set of (X, R) if it intersects every (nonempty) range in R. In many geometric applications, X is the entire R d and the ranges in R are simply-shaped regions (halfspaces, balls, simplices, etc.) that are subsets of R d . Several applications, however, require X to be a finite point set, in which case we regard each range R ∈ R as the intersection R ∩ X; with a slight abuse of notation, we denote the range space (X, {R ∩ X | R ∈ R}) as (X, R). We refer to this version of the problem as the discrete model, and to the version in which X = R d as the continuous model. In both cases, the (geometric) hitting-set problem is to find a smallest set H ⊆ X that intersects every range in R; we call H an optimal hitting set for (X, R). Let κ := κ(X, R) denote the size of such an optimal hitting set. We note that, in general, the hitting-set problem, as just formulated, is meaningful only when R is a finite set of regions (taken from some infinite class).
The hitting-set problem is NP-Hard, under both discrete and continuous models, even for very simple geometric settings in R 2 , e.g., when R is a set of unit disks or squares [24, 26] . Therefore attention has mostly focused on developing polynomial-time approximation algorithms. In some applications, such as sensor networks, database systems, information retrieval, and computer vision, the sets X and R change dynamically and it is necessary to construct a hitting set repeatedly (or just update it dynamically); see, e.g., [5, 9] . It is desirable in such situations to obtain a trade-off between the size of the hitting set and the time spent in computing it-one may prefer to have a slightly larger hitting set if it can be computed much faster. Motivated by these applications, we study the problem of computing a hitting set in near-linear time and present algorithms of this kind for several special cases, in which the approximation factors that we obtain are either asymptotically the same, or are larger by only a very small, generally (sub-)logarithmic factor, than the best factors known to be computable in (less efficient) polynomial time. The running time of algorithms for the hitting-set problem is measured in terms of both |X| and |R| in the discrete model, or in terms of |R| alone in the continuous model.
Previous Results
The well-known greedy algorithm gives a polynomial-time (log n)-approximation for a hitting set [43, Chap. 2] , and the known lower-bound results suggest that this is the best approximation factor one can hope to achieve in polynomial time for general range spaces [23] . However, by exploiting the underlying geometry, one can obtain polynomial-time algorithms with better approximation factors for many geometric hitting-set problems. These algorithms employ and adapt a wide range of novel techniques, including variants of the greedy algorithm, dynamic programming, LP-relaxation, and ε-nets. It is beyond the scope of this paper to give a comprehensive review of the known results. We only mention a few results that are directly relevant to our results, and we refer the reader to [12-14, 21, 28] and the references therein for more details.
A polynomial-time (1 + ε)-approximation algorithm, for any ε > 0, is known for the continuous model if R is a set of "fat" objects [14] ; see also [28] . Nielsen [37] proposed an O(n log κ)-time algorithm for computing a hitting set of size O(κ log d−1 κ) for the continuous model if R is a set of n boxes in R d . These techniques, however, do not extend to the discrete model. Recently, Mustafa and Ray have presented a local-search based PTAS for the discrete model in which R is a set of pseudo-disks in R 2 or halfspaces in R 3 [36] .
Given a parameter 0 < ε < 1, an ε-net for a range space (X, R) (with X finite) is a subset N ⊆ X with the property that N intersects every range R ∈ R whose size is at least ε|X|. In other words, N is a hitting set for all the "heavy" ranges. By a seminal result of Haussler and Welzl [27] , a range space of finite VC-dimension δ (see [27] for the definition) has an ε-net of size O((δ/ε) log(δ/ε)). Improved bounds on the size of ε-nets are known in several special cases. For example, ε-nets of size O(1/ε) exist when X is a point set and R is a set of halfspaces in two or three dimensions, pseudo-disks in the plane, or translates of a fixed convex polytope in 3-space; see [29, 34, 40] . Recently, Aronov et al. [11] have shown the existence of ε-nets of size O((1/ε) log log(1/ε)) for the case where R is a set of n axis-parallel rectangles or boxes in R 2 or R 3 , respectively. A remarkable recent result of Pach and Tardos [39] shows that this bound is worst-case tight. Similar bounds have been obtained for other geometric range spaces, by Varadarajan [17, 42] and by King and Kirkpatrick [32] .
Generalizing a technique by Clarkson [15] , Brönnimann and Goodrich [13] presented a general method for computing a hitting set for a range space, under the discrete model, using ε-nets. More precisely, let (X, R) be a range space for which an ε-net of size O((1/ε)ϕ(1/ε)), where ϕ(·) is a slowly monotonicallynondecreasing sublinear function, can be constructed in polynomial time. Brönni-mann and Goodrich present an iterative reweighted sampling scheme to compute a hitting set H ⊆ X for R of size O(κϕ(κ)) in polynomial time (as a matter of fact, their technique is applied under a wider context and exploits the existence of weighted ε-nets-see [13] and Sect. 5 for further details). Hence, a hitting set of size O(κ log κ) can be computed, under the discrete model, for any range space with finite VC-dimension. The size reduces to O(κ log log κ) if R is a set of axis-parallel rectangles in R 2 or boxes R 3 , or to O(κ) in each of the cases mentioned above when there exists a (polynomial-time computable) linear-size ε-net. Several other instances with improved bounds are listed in [11] . A related technique due to Even et al. [21] , which exploits LP-relaxation, results in similar approximation factors obtained in polynomial time. They solve an instance of linear programming that corresponds to the original hitting-set problem. Using the fractional solution of LP as weights of points in X, they construct an ε-net for the weighted range space and argue that such an ε-net is a hitting set for the original (unweighted) range space. The known results for the discrete model are summarized in Table 1 .
Both the greedy and the Brönnimann-Goodrich (or the Even et al.) algorithms terminate in O(κ log |R|) stages. A straightforward implementation of the greedy [12] . Similarly, a straightforward implementation of the Brönnimann-Goodrich algorithm takes (|X|+|R|) time (per stage). Thus the lower bounds on the running time of these approaches are of the form ((|X|+|R|)κ log n). It is not clear whether the running time of these algorithms can be improved to O((|X| + |R|)polylog(|R|)) or at least to O((|X| + |R| + κ O (1) )polylog(|R|)). Although near-linear algorithms are known for computing a hitting set under the continuous model in several special cases (e.g., an O(1)-approximation algorithm when the objects are fat [14] ), no such algorithm is known under the discrete model even for very simple cases (e.g., the case of points and disks in the plane).
Our Results We present near-linear algorithms for computing a hitting set of approximately optimal size, under both the discrete and continuous models, for several special but useful cases. We propose two main approaches in this paper; the first one is a variant of the greedy algorithm, and the second one is based on the iterative reweighted sampling scheme. The first approach incorporates shallow cuttings, and, as shown by our analysis, yields small approximation factors (obtained in nearlylinear time) for families of planar regions of small union complexity. The second approach provides a sophisticated implementation of the iterative reweighted sampling scheme of Brönnimann and Goodrich [13] for the case of d-boxes in R d -see below.
We begin in Sect. 2 by describing an algorithm for computing a shallow cutting of a set of planar regions, augmented with some additional procedures that will be used by our hitting-set algorithms. Although algorithms for constructing shallow cuttings are known [4, 34] , adapting them to support the additional procedures required in our scenario is nontrivial. We use a randomized incremental approach to construct shallow cuttings, based on a variant of the algorithm of Agarwal et al. [3] for constructing levels in arrangements. As a by-product, we obtain an efficient algorithm to approximate the largest "depth" in an arrangement of planar regions, which, to our knowledge, is faster than previous algorithms for this problem.
We first consider the case when R is a set of n closed, connected planar regions of constant description complexity 1 and X is a set of m points in R 2 . We assume that the union complexity of any subset of R of size r is O(rϕ(r)), where ϕ(r) (as defined above) is a slowly monotonically-nondecreasing sublinear function (ideally, o(log r) or at worst O(polylog(r))). We describe in Sect. 3 a randomized algorithm that computes, in O((m + nϕ(κ)) log 2 κ log n) expected time, a hitting set H ⊆ X for R of size O(κϕ(κ) log n). For the continuous model (i.e., when X = R 2 ), the expected running time is O(nϕ(κ) log 2 κ log n), yielding a similar approximation factor as in the discrete case. Roughly speaking, our approach can be regarded as a variant of the greedy algorithm, in which we carefully choose O(κϕ(κ)) points at each stage, and ensure that the algorithm terminates within O(log n) stages. In contrast, the greedy algorithm terminates in O(κ log n) stages and chooses a single point at each stage. We obtain a faster algorithm by reducing the number of stages, but pay an extra ϕ(κ) factor in the output size.
Our algorithm is applicable for a variety of classes of planar regions with small union complexity; see [7] for a comprehensive survey. Here we just mention a few such cases for which we obtain near-linear hitting-set algorithms with small approximation factors:
(i) The approximation factor is O(log n) for pseudo-disks [31] .
(ii) The approximation factors are O(log n) for fat wedges [38] and O(log n log * κ)
for fat triangles [10, 22] . (iii) The approximation factor is 2 O(log * κ) log n for locally γ -fat objects [10] ; the constant of proportionality in the exponent depends on γ and on the description complexity of the objects. (iv) The approximation factor is O(α(κ) log n) for regions bounded by Jordan arcs having three intersections per pair, in the sense of [20] .
We next consider, in Sect. 4, the case in which R is a set of n axis-parallel rectangles in R 2 , and X a set of m points in R 2 . The union complexity of R can be quadratic in the worst case, so we cannot apply the previous algorithm directly. We present an algorithm that computes a hitting set
Using an appropriate range-searching data structure, we can extend the algorithm to higher dimensions: Given a set X of m points in R d and a set R of n d-dimensional boxes (referred to as d-boxes, or simply as boxes)
The algorithm does not seem to extend to the continuous model without increasing the running time significantly.
Finally, we present in Sect. 5 a fast implementation of the iterative reweightedsampling scheme of Brönnimann and Goodrich for the case of axis-parallel d-boxes in R d . Given a set X of m points and a set R of n axis-parallel d-boxes in R d , we can compute a hitting set H ⊆ X for R of O(κ log κ) size in O((m + n + κ d+1 )polylog(mn)) randomized expected time. The main ingredient of our algorithm is a data structure that, after O((m + n)polylog(mn)) preprocessing time, can implement each stage of the Brönnimann-Goodrich algorithm in O(κ d polylog(mn)) time. We improve the approximation factor to O(log log κ), for d = 2, 3, using the recent bound of Aronov et al. [11] , mentioned above, on the size of ε-nets in this case, while keeping the expected running time O((m + n + κ d+1 )polylog(mn)).
Arrangements and Shallow Cuttings
Arrangements and Levels Let R be a set of n (closed) connected planar regions of constant description complexity. We refer to the boundaries of regions in R as boundary curves. Without loss of generality, we assume that the regions in R are in general position, that is, no point is incident to more than two boundary curves, and when two curves meet at a point, they cross each other there. Let A(R) denote the arrangement of R [8] , and let U(R) = R denote the union of R. The combinatorial complexity of A(R) is the number of its vertices, edges, and two-dimensional faces, and the combinatorial complexity of U(R) is the number of vertices and edges of A(R) that appear along ∂U(R). In the sequel we consider families R as above that satisfy the following property: the complexity of the union of any r ≤ n regions of R is near linear in r. Specifically, let f (r) denote the maximum complexity of the union of a subset of r regions in R, for r ≤ n. Then we address the case where f (r) ≤ rϕ(r), where ϕ(·) is a slowly growing sublinear function (e.g., ϕ(r) = O(log r)). We then call regions of the above kind well behaved.
The depth of a point p ∈ R 2 in A(R), denoted by (p, R), is the number of regions R ∈ R that contain p in their interior. For 0 ≤ l ≤ n, the l-level of A(R), denoted by A l (R), is the set of all points whose depth is l; for example, the 0-level is the closure of the complement of U(R). Let A ≤l (R) denote the set of points whose level is at most l, i.e., A ≤l (R) = l j =0 A j (R). The complexity of A ≤l (R) is the number of vertices, edges, and faces of A(R) that lie in A ≤l (R). It suffices to consider only vertices because the number of edges and faces is proportional to |R| plus the number of vertices. A well-known result by Clarkson and Shor [16] implies that the complexity of
Thus if the union complexity is small and the arrangement is "shallow" (i.e., its maximum depth is small), the overall arrangement complexity is also relatively small.
In what follows, when we consider shallow levels of an arrangement, we will always assume, for the sake of simplicity, that l ≥ 1, to avoid a more cumbersome notation; for example, without such an assumption we would have to write the bound on the complexity of
to accommodate also the case l = 0.
Vertical Decomposition
The vertical decomposition of a face C of A(R), denoted by C , is obtained by erecting, within C, a vertical segment through each vertex and locally x-extremal point on ∂C in both (+y)-and (−y)-directions until it meets ∂C again (or else extends to ±∞). C partitions C into pseudo-trapezoidal cells, each bounded by at most two arcs of ∂C and at most two vertical segments; some of the cells may be degenerate-they may be unbounded, or they may have fewer than four edges even when bounded. The number of pseudo-trapezoids in C is proportional to the number of vertices plus the number of x-extremal points in C. , and the interior of each cell τ ∈ is crossed by at most n/r boundary curves of regions of R. The size of is the number of its cells. The set R τ of regions of R whose boundary curves cross a cell τ ∈ is called the conflict list of τ . The notion of shallow cutting was originally introduced by Matoušek [34] for arrangements of halfspaces in R d , and this notion was subsequently extended to other classes of regions (see, e.g., [4] ). It is shown in [34] (see also [4] ) that there exists a (1/r)-cutting of A ≤l (R) of size O(qrϕ(r/q)), where q = l(r/n) + 1. (Here the bound also applies to l = 0.)
The proof of the existence of such a cutting, for both cases considered in [4, 34] (and for the case considered here), is constructive and is based on a two-level random sampling. Specifically, we choose a random subset G ⊆ R of r regions, compute A (G), and discard those cells of A (G) that do not intersect A ≤l (R). For each remaining cell τ , consider its conflict list R τ . If |R τ | ≤ n/r, we add τ to the final cutting . Otherwise, if (t − 1)n/r ≤ |R τ | ≤ tn/r, for some integer t ≥ 2, we choose a random sample G τ ⊆ R τ of O(t log t) regions, compute A (G τ ), clip each cell of A (G τ ) within τ (possibly partitioning further each clipped cell into O(1) proper pseudo-trapezoids), and add the clipped cell to if it intersects A ≤l (R). As follows, e.g., from the argument given in [34] , is a (1/r)-cutting of A ≤l (R) with high probability, and its expected size is O(qrϕ(r/q)).
Our shallow-cutting algorithm is implemented somewhat differently from the classical construction of [34] (or of [4] ), using a variant of the randomized incremental procedure of Agarwal et al. [3] for constructing A ≤l (R). Still, from a high-level point of view, both techniques implement the same two-stage sampling scheme described in [4, 34] . The reason for deviating from the standard approach is that our implementation allows us to keep track of additional information that we need to maintain-see below.
Let 1 ≤ r, l ≤ n be the given parameters. Let R 1 , . . . , R n be a random permutation of R, and let R i = R 1 , . . . , R i . In the first stage, we insert the regions in R r in order, one at a time. The algorithm maintains, after each insertion step i (at which R i is inserted) the following structures.
The conflict lists: For each cell τ ∈ i , we maintain the set R τ ⊆ R \ R i of those regions whose boundary curves cross (the interior of) τ ; we also store the inverse data, by associating with each region R ∈ R \ R i , the list of all cells τ with R ∈ R τ . Set n τ := |R τ |. (iii) For each cell τ ∈ i , we store the level l τ , with respect to A(R), of some arbitrarily chosen interior point p ∈ τ .
The cells τ ∈ i satisfy the invariant l τ ≤ l + n τ ; we refer to cells satisfying this condition as active. Suppose that we have inserted all the regions in R i−1 and that we have computed the (i − 1)-st version of the above structures. We insert the region R i and update the structures as follows.
(i) We find all the cells of i−1 whose interiors are intersected by ∂R i , using the respective inverse conflict list. We split each such cell τ into the connected components of τ \ ∂R i , re-decompose each component into primitive pseudo-trapezoids and merge some of the components into a single pseudo-trapezoid as necessary, construct the conflict lists of the new cells (from those of the containing cells τ , just being destroyed), and compute the level information for each new cell. (ii) We then test each of the newly created cells τ to see whether it is active. If τ is not active, we discard it along with its conflict list.
Note that the cells of i−1 that are fully contained in R i are not touched at the ith step. We refer the reader to the original procedure, described in [3] , for further details.
The time spent at each step is proportional to the number of newly created and destroyed cells τ in that step, plus the overall size of their conflict lists. A cell destroyed at step i must have been created at an earlier step, so it suffices to consider only cells created at each step i. Following the analysis in [3] , the expected time spent in step i is
The above bound can be justified by the following informal argument. At step i, the maximum level of any point in an active cell τ of A (R i ) is at most l + 2n τ , and the analysis of Clarkson and Shor [16] implies that, with high probability, n τ = O((n/i) log i) for all τ , so all active cells are contained in level at most
, and the expected size of the conflict list of each of these cells is O(n/i). The probability that a cell of i was created at the i-th step itself (conditioned on appearing in i ) is roughly O(1/i). Putting this together, one can deduce that the expected overall size of the conflict lists of the newly created cells at step i plus the expected number of these cells is bounded by (1) . The same argument also implies that the number of active cells τ for which
Summing (1) over all r steps, the overall expected running time of the first stage of the algorithm is
We now take the resulting partition := r and refine each of its cells τ into a collection τ of subcells, as follows. If n τ ≤ n/r (where n τ = |R τ |), τ consists only of τ itself. Otherwise, let t ≥ 1 be the integer satisfying tn/r < n τ ≤ (t + 1)n/r; we refer to t as the excess of τ . We apply a second sampling step to τ by constructing a (1/t)-cutting τ for R τ that covers A ≤l (R) within τ . More precisely, we choose a random permutation of R τ and add the first c t ln t regions in this permutation, for some appropriate constant c > 0, using the algorithm of the first stage, with two major differences: (i) each cell is clipped to within τ , and (ii) for simplicity, the cells of τ cover the entire arrangement A(R τ ) (clipped to within τ ); as our analysis shows, this does not increase the bound on the overall expected running time, incurred at the first sampling step (see below for details). By construction, the cells of τ cover A ≤l (R) within τ . Instead of using the complex argument of Agarwal et al. [3] , we can use the simpler argument by Clarkson and Shor [16] to prove that τ is a (1/t)-cutting of R τ with probability at least 1/2, that the expected number of cells in τ is O(t 2 log 2 t), and that the expected time spent in constructing τ is O(n τ t log t) = O((nt 2 /r) log t). If τ is not a (1/t)-cutting, we reconstruct τ from scratch, and keep doing so until we obtain a valid (1/t)-cutting. We set the final cutting to be
For t ≥ 0, let η(r, t, l) denote an upper bound on the expected number of cells in with excess at least t. Substituting i = r in (2), we note that
where q = l(r/n) + 1. Using an argument similar to those in [4, 6, 34] , we can argue that for t ≥ 1,
Summing the expected running time of the second stage over all cells τ , we thus obtain the bound
Adding the expected time of the first stage, the expected running time of the overall algorithm is
Similarly, the expected size of is
for an appropriate constant A ≥ 1, we repeat the above construction from scratch, and keep doing so until a cutting of the desired size is obtained. With an appropriate choice of the constant A, the probability of having to re-run the algorithm will be at most 1/2. Hence we obtain the following:
Lemma 2.1 Let R be a set of n well-behaved planar regions, and let
l ≥ 0, r ≥ 1 be two given parameters. A (1/r)-cutting for A ≤l (R) of size O((r + lr 2 /n)ϕ(n/ l)), along
with the conflict list of each cell, can be computed in expected time O((n log 2 r + lr)ϕ(n/ l)) (which is also an upper bound on the expected overall size of the conflict lists).
Remarks (i) As indicated by the analysis, the bound on the running time is dominated by the bound for the first stage of the algorithm. (ii) The algorithm in [3] inserts all the elements R 1 , . . . , R n (and thus r = n in this case) in order to obtain the complete structure A ≤l (R), whereas ours stops after r steps to obtain a shallow cutting instead.
Next, we describe two extensions of this construction, each of which will be needed for our hitting-set algorithm.
A Point Location Mechanism
We can construct a directed acyclic graph, called a history dag and denoted by H, whose nodes are the pseudo-trapezoids constructed by the algorithm (in the first or the second stage). There is an edge (τ , τ ) in H if τ is created at the step where τ is being destroyed, and τ ∩ τ = ∅. It is known that the expected length of any path in H is O(log r) [18] . Moreover, by our iterative construction (at both the first and the second stages), the out-degree of each node is O(1) since the regions have constant description complexity (see, e.g. [41, Chap. 6] Hence, for a set X of m points in R 2 , we can locate, using Lemma 2.2, all the points of X in in overall expected time O(m log r). Let * ⊆ be the set of nonempty cells, namely, those that contain at least one point of X. Again, using the history dag H, we can also compute the regions of R that fully contain at least one cell of * . We thus obtain the following: Approximating the Maximal Depth Put δ * = max p∈X (p, R). We next show how to compute a value δ ∈ [δ * /2, δ * ] by performing an exponential search on δ and using the shallow-cutting algorithm and Corollary 2.3 at each step. Initially, we set δ = n/2. At each step of the search, we set l = δ, r = n/ l, construct a (1/r)-cutting of A ≤l (R), and use the history dag to track the depth of each point in X. More specifically, for each nonempty cell τ ∈ * , we retrieve N τ , the number of regions that contain τ (that is, its depth with respect to the regions in R \ R τ ). Let τ 0 = arg max τ ∈ N τ . If N τ 0 ≥ n τ 0 , we stop and return N τ 0 . Otherwise, we set δ = δ/2 and repeat the above step. Let τ be a cell of that contains a point p ∈ X of maximum depth δ * . Then
, which implies that the algorithm will stop as soon as n/r, that is, δ, becomes smaller than δ * /2, or at some earlier (larger) value of δ. In the former case we have
In the latter case we have N τ 0 ≥ δ ≥ δ * /2. This establishes the correctness of the algorithm. A closer inspection of the algorithm presented above shows that need not be reconstructed from scratch at each step. Indeed, note that the value of r at the ith step is 2 i . Since the algorithm for the first sampling stage is incremental, we can compute 2 i from 2 i−1 by inserting R 2 i−1 +1 , . . . , R 2 i as described above, and removing the cells that are no longer active (recall that the value of l is halved at each step). A careful analysis shows that the total expected time spent in the first stage, over the entire exponential search, is within a constant factor of the time spent in constructing r * , where r * is the final value of r when the algorithm terminates. By (3) and Corollary 2.3, the total expected time spent in the first stage is thus
The second sampling stage is applied from scratch at each step. The running time of each application of that stage (including the cost of locating the points of P in the cutting) is only
and the number of steps in the exponential search is O(log (n/δ * )). Hence, the overall cost of both stages is O((m + nϕ(n/δ * )) log 2 (n/δ * )). Putting all the pieces together, we conclude the following: Corollary 2.4 Let R be a set of n well-behaved planar regions, let X be a set of m points in R 2 , and let δ * = max p∈X (p, R). We can compute, in expected time
Approximate Hitting Sets for Well-Behaved Planar Regions
This section describes our hitting-set algorithm for range spaces (X, R), where R = {R 1 , . . . , R n } is a set of n well behaved regions in R 2 , and where X is either R 2 (the continuous model) or a finite set of m points in R 2 (the discrete model). We first consider the discrete model and then extend the machinery to tackle the continuous model.
The Discrete Model
The algorithm works in stages. At the beginning of the ith stage, we have subsets R i ⊆ R, X i ⊆ X, and a hitting set 
By Corollary 2.3,H i can be computed in
Using Corollary 2.3, we also compute the set G i ⊆ R i of regions that fully contain at least one cell of * i . Clearly, each region in G i is hit by at least one point ofH i . These points potentially hit additional regions of R i , which we find by scanning the conflict list R τ (or, rather, its restriction R i,τ to R i ), for each cell τ ∈ * i (recall that each such list consists of those regions whose boundaries cross τ ), and by selecting those regions R ∈ R i,τ for which p τ ∈ R. We add all these regions to G i , and set R i+1 = R i \ G i , observing that no region of R i+1 contains a point ofH i (or of H i for that matter). Putting everything together, the expected running time of the ith stage is
We proceed in this manner, until the algorithm terminates, which happens either when R i+1 = ∅ or when X i+1 ⊆ R 2 \ R i+1 . Upon termination, we output the final set H i . Suppose the algorithm terminates after completing k stages. If R k+1 = ∅, then obviously H k is a hitting set of (X, R). If R k+1 = ∅, then X k+1 ∩ R = ∅ for each R ∈ R k+1 . Since H k does not intersect any region in R k+1 , we conclude that X ∩ R = ∅ for each R ∈ R k+1 . Hence, H k is a (valid) hitting set of the range space (X, {R ∩ X | R ∈ R}). Alternatively, we can report in this case that X does not hit the entire R. The next two lemmas bound the value of k and the size of H = H k .
Lemma 3.1 The algorithm stops within log 4 n stages.
Proof We claim that for any j > 1, l j ≤ l j −1 /4, which will prove the lemma, since l 1 ≤ n. Indeed, let p ∈ X j be a point of the maximum depth l j with respect to R j . By construction, p lies in a cell τ ∈ j −1 , which must contain another point q = p that was chosen forH j −1 (one such point was chosen, and it could not have been p, for then p would have belonged toH j −1 and not included in X j ). At the (j − 1)st stage, we eliminate all the regions of R j −1 that contain q. Hence, if p lies in a region R ∈ R j , then q ∈ R. Since both p, q lie in τ , the boundary of R has to intersect τ and thus R ∈ R j −1,τ . Since j −1 is a (1/r j −1 )-cutting, there are at most n j −1 /r j −1 ≤ h j −1 /c ≤ l j −1 /4 such regions, therefore l j = (p, R j ) ≤ l j −1 /4, as claimed.
Lemma 3.2 |H | = O(κϕ(κ) log n).
Proof Without loss of generality, we assume that X intersects every region in R.
(As discussed above, if this does not hold then no subset of X can hit R, and we need to consider only those regions that are hit by X.) Let κ j be the size of the smallest subset of X j that intersects every region of R j . Observe that κ j ≥ n j /l j ≥ n j /(2h j ) ≥ r j /(2c), for each point of X j can lie in at most l j ≤ 2h j elements of R j . Since |H j | ≤ | j | = O(r j ϕ(r j )) and ϕ(·) is a slowly monotonically-nondecreasing sublinear function, we have |H j | = O(κ j ϕ(κ j )). Next, we claim that κ j ≤ κ. This follows from the observation that if H * is an optimal hitting set for R (of size κ), then H * \ H j −1 is a hitting set for R j , for the simple reason that, by construction, no point in H j −1 intersects any region of R j . Hence, |H j | = O(κϕ(κ)), and Lemma 3.1 implies that |H | = O(κϕ(κ) log n).
Putting everything together, we obtain the following result, in which we use (6) to bound the cost of a single step, and recall that n i /l i ≤ κ i ≤ κ for each i.
Theorem 3.3 Let R be a set of n regions of constant description complexity in R 2 such that the union complexity of any r of them is O(rϕ(r)), with ϕ as above, and let X be a set of m points in R 2 . A hitting set for (X, R) of size O(κϕ(κ) log n), where κ = κ(X, R), can be computed in randomized expected time O((m + nϕ(κ)) log 2 κ log n).
The Continuous Model In the continuous model, the points in the hitting set can be chosen anywhere in the plane, i.e., X = R 2 . The following simplified version of the previous algorithm and its analysis apply in this case.
The ith stage now proceeds as follows. We have a set R i of regions, and a hitting set H i−1 for R \ R i . We set l i = min p∈R 2 (p, R i ), compute a value h i ∈ [l i /2, l i ], and set r i := max{n i , cn i /h i }, with the same choice of c as above. We then construct a (1/r i )-cutting i of the entire A(R i ), which is clearly equal to A ≤2h i (R i ). The size of i is, as above, O(r i ϕ(r i )). We choose a point in each cell of i , and let H i be the set of chosen points. We remove the regions that contain one of the points inH i , as above, put H i = H i−1 ∪H i , and set R i+1 to be the set of regions of R i that have not yet been hit. Following the same analysis as above, we can argue that |H i | = O(κϕ(κ)) for each i, and that the algorithm terminates in O(log n) stages. Hence, we obtain the following:
Theorem 3.4 Let R be a set of n regions of constant description complexity in R 2 such that the union complexity of any r of them is O(rϕ(r)), with ϕ as above. A hitting set for (R
Remark We note that this algorithm is significantly simpler than that for the discrete case, since in the latter we need to compute a shallow cutting, locate the points of X i in i , and distinguish between empty and nonempty cells of i , all of which are not needed now. Observe that the maximal depth of a point in X i (in the discrete case) can be considerably different from max p∈R 2 (p, R i ), which is the major reason for constructing, for the discrete case, a shallow cutting, instead of just a "standard" one (that is, with respect to the entire arrangement A(R)).
Axis-Parallel Boxes
We now present a near-linear algorithm for computing a hitting set for the range space (X, R) where X is a set of m points in R d and R = {R 1 , . . . , R n } is a collection of n axis-parallel d-dimensional boxes in R d (as in the introduction, we refer to them as d-boxes, or just boxes). That is, we consider here only the discrete model; see below for a remark concerning the continuous model. We follow the same iterative approach as in Sect. 3, which works in log 2 n stages, but the implementation of these stages is different. At the beginning of the ith stage, we have a subset R i ⊆ R, a subset X i ⊆ X, and a hitting set H i−1 = X \ X i for R \ R i ; we set n i = |R i | and m i = |X i |. Initially, R 1 = R, X 1 = X, and H 0 = ∅. The algorithm terminates when
For simplicity, we first describe the algorithm for d = 2 and then extend it to higher dimensions. The ith stage (for d = 2) proceeds as follows. We first compute l i (exactly), in O((m i + n i ) log n i ) time, using a sweep-line technique [18] . If l i = 0, i.e., X i ∩ R = ∅ for each R ∈ R i , we stop and return H i−1 . Otherwise, we sweep R i and X i in the (+y)-direction by a horizontal line L. We maintain the intersections of L with the rectangles of R i , which is a set of intervals, in a dynamic segment tree. When L reaches a point p ∈ X i , we compute, in O(log n i ) time, the depth δ p , namely, the number of rectangles of R i that contain p. If δ p ≥ l i /2, we add p to the ith hitting subsetH i , delete from R i the set G p of the rectangles of R i that contain p, and update the segment tree accordingly. Note that once a rectangle of R i is deleted, it does not contribute to the depth of subsequent points of X i . Let G i = p∈H i G p , and set R i+1 = R i \ G i (the set of the remaining unhit rectangles), X i+1 = X i \H i , and The ith stage for d > 2 works exactly as above except that we now sweep a (d − 1)-dimensional hyperplane L normal to the x d -axis, in the positive x d -direction, and maintain the intersection of L with the boxes in R i , a set of (d −1)-boxes, in a dynamic range-searching data structure so that the number of boxes containing a query point can be computed quickly. As shown in [35] , the structure can be implemented so that the update and query time are O(log d−1 n). Now the algorithm proceeds as above, to computeH i , X i+1 , and R i+1 . A similar hyperplane-sweep algorithm can be used to compute the value of l i at the beginning of the ith stage. The total running time of the ith stage is O((
we return H i as the hitting set of (X, R). If R i+1 = ∅, then we conclude as in Sect. 3 that H i is a hitting set of the range space (X, {R ∩ X | R ∈ R}) and return H i . Arguing as above, the algorithm terminates after O(log n) steps, so we obtain the following: Remark The preceding analysis exploits in a strong way the discrete nature of X, and we do not know how to extend the above algorithm to the continuous model without increasing the running time significantly. As far as we know, the result by Nielsen [37] , mentioned in the introduction, is still the best-known near-linear-time approximation algorithm for the continuous model when R is a set of d-boxes.
Iterative Reweighted Sampling Scheme
This section describes a faster implementation of the iterative reweighted sampling scheme of Brönnimann and Goodrich [13] , which generalizes an earlier technique of Clarkson [15] , to compute a hitting set for (X, R), where X is a set of m points and R is a set of n axis-parallel d-boxes in R d . The size of the hitting set is O(κ log κ), and the running time is 3 O * (m + n + κ d+1 ) (see the introduction for a discussion on the running time in a naive implementation). The size can be improved to O(κ log log κ), for d = 2, 3, using the recent result of Aronov et al. [11] . For simplicity, we only describe the algorithms for d = 2. We first briefly recall this general technique. Given a range space (X, R), the goal is to find a small subset H ⊆ X that intersects every range of R. Suppose we know (or guess) the value of κ up to a factor of 2. The algorithm works in phases. It assigns weights to the elements of X, which change during the course of execution. Initially, each p ∈ X is assigned weight ω(p) = 1. In each phase, the algorithm performs two main steps. It first constructs a (1/2κ)-net N ⊆ X of the weighted range space (X, R). Next, it determines whether N is a hitting set for R. If the answer is YES, the algorithms returns N and stops. Otherwise, the algorithm finds a "witness" range R that does not intersect N ; ω(R) ≤ ω(X)/2κ because N is a (1/2κ)-net. The algorithm then doubles the weight of each point in X ∩ R, and repeats the above two steps. The analysis of [13, 15] shows that the algorithm terminates within g(κ) := O(κ log (n/κ)) rounds. Since we do not know the value of κ, we conduct an exponential search for κ. If the algorithm does not stop within g(κ) phases for the current guess of κ, we double the value of κ and restart the process.
Instead of constructing a (1/2κ)-net in each phase, if we construct a set N ⊆ X that is a (1/2κ)-net with probability at least 1/2, then the weight of the witness range R may exceed ω(X)/2κ. We call a phase successful if the weight of R is at most ω(X)/2κ. Before proceeding to the next phase, we double the weights of points in X ∩ R only if the phase is successful. The same argument shows that the algorithm terminates after g(κ) successful phases, and, as argued in [15] , the algorithm terminates in an expected number of g(κ) phases. We will use this randomized version of the algorithm.
Let W be the set of "witness" ranges identified by the algorithm until the current phase. The technique needs the following two procedures: VERIFIER. Given a subset H ⊆ X, the procedure returns YES if H is indeed a hitting set for R, or else returns a witness range R ∈ R that does not intersect H . ε-NET GENERATOR. This procedure maintains a subset W ⊆ R of "witness" ranges. The weight ω(p) of a point p in X is 2 w p , where w p is the number of ranges in W that contain p. The procedure supports two operations: (i) insert a range into W, and (ii) given a parameter ε > 0, return an ε-net N for the weighted range space (X, R, ω), i.e., a subset N of X such that R ∩ N = ∅ for any range R ∈ R with ω(R) ≥ εω(X).
If we implement the verifier and the ε-net generator in a brute-force manner, each phase of the algorithm can be implemented in O((m + n)κ log κ) time, since |W| = O(κ log n) and |N | = O(κ log κ). We show that in our setting, where X is a set of m points and R is a set of n axis-parallel rectangles in R 2 , X and R can be preprocessed in O * (m + n) time so that each phase can be implemented in O * (κ 2 ) time, which is considerably faster than the naive implementation for small values of κ.
The Verifier We wish to preprocess a set R = {R 1 , . . . , R n } of n axis-parallel rectangles in R 2 into a data structure, so that we can determine whether a set H of points is a hitting set for R (or else produce a witness range that misses H ). Suppose
We preprocess in O(n log 4 n) time into a 4-dimensional range-searching data structure (see [1, 2] ) so that for a query axis-parallel box B ⊆ R 4 , we can determine in O(log 2 n) time whether B ∩ = ∅. If so, then we can also return a point of B ∩ . 
We query the rangesearching data structure on with each box B ∈ B and determine, in O(log 2 n) time, whether B ∩ = ∅. If the answer is YES for all boxes, we conclude that H is a hitting set for R. Otherwise, there is a box B ∈ B for which the query procedure returns a point π j ∈ B. We return the rectangle R j as the witness rectangle that is not hit by H . We have thus shown: Lemma 5.1 R can be preprocessed in time O(n log 4 n) into a data structure so that one can determine in O(h 2 log 2 n) time whether a set H of h points is a hitting set of (X, R). The ε-Net Generator Let W be the set of "witness" rectangles maintained by the procedure, and let s = |W|; recall that s = O(κ log (n/κ)). Let be the set of 4s lines that support the edges of the rectangles in W. We maintain the arrangement A( ). For each cell τ ∈ A( ), which is a rectangle, let X τ = X ∩ τ , and let ν τ be the number of rectangles in W that contain τ . The weight ω(p) of each point p ∈ X τ is 2 ν τ . Set ω(τ ) = ω(X τ ) = 2 ν τ |X τ |, and = ω(X) = τ ω(τ ). For each cell τ ∈ A( ), we store ν τ and ω(τ ). We also maintain two sorted copies of X τ : Lx(X τ ), where the points are sorted by their x-coordinates; and Ly(X τ ), where the points are sorted by their y-coordinates. For each point of X τ , we store cross-pointers between its copies in Lx(X τ ) and Ly(X τ ), to facilitate the deletion of an item from both lists.
When a new rectangle R is inserted into W, we add the set R of the four lines supporting the edges of R to one by one, and split each of the cells of A( ) that intersect a line of R , to obtain A( ∪ R ). If a cell τ is split into two subcells τ − and τ + , we first set ν τ − = ν τ + = ν τ and ω τ − = ω τ + = ω τ . Next, we split X τ into the respective subsets X τ − and X τ + . This can be accomplished in O(min{|X τ − |, |X τ + |}) time, as follows: Suppose τ is split into τ − and τ + by a vertical line x = x 0 . We scan the list Lx(X τ ) from both ends in lock-step manner until we meet two successive points p i , p i+1 such that x 0 ∈ [x(p i ), x(p i+1 )]-we split Lx(X τ ) at p i ; the two sublists are Lx(X τ − ) and Lx(X τ + ). We then construct Ly(X τ − ) and Ly(X τ + ) by deleting the elements of X τ − or X τ + , whichever is smaller, and inserting them into a new list. A cell may be split into more than just two subcells, a situation which we handle in much the same way. Finally, we increment the value of ν τ for all those cells that lie inside R and update the values of ω(τ ) for each cell. See Fig. 3 . Updating the arrangement and the weights of all the cells takes O(s 2 ) time. Due to our lock-step traversal, each element of Lx(X τ ), Ly(X τ ) is processed at most O(log m) times, and thus the total time spent in splitting the point sets over all insertions is O(m log m), which we can charge to preprocessing. Hence, the time spent in inserting a rectangle R is O(s 2 + c R ), where c R represents the amount of time required for splitting at the insertion of R, and thus R c R over the entire sequence of insertions is O(m log m).
Given a parameter ε, we construct an ε-net for (X, R) by choosing a random subset N ⊆ X of size O ((1/ε) log (1/ε) ), where each point of X is chosen with probability proportional to its weight. By the ε-net theorem [27] , a random sample of this kind is an ε-net with probability at least 1/2, and thus on average we need to pick at most two samples to guarantee this property. In order to choose a point of X at random, we first randomly choose a cell τ ∈ A( ) with probability ω(τ )/ , and then choose a point of X τ uniformly. Since a cell of A( ) is chosen from a non-uniform distribution, we store the cells of A( ) at the leaves of a height-balanced tree, where the probability weight of each leaf is the probability weight of its corresponding cell, and the probability weight of each internal node is the corresponding sum of these measures over its children. We then choose a random cell by traversing a path of this tree (whose nodes are chosen according to their probability weights); see, e.g., [33] 
, which is guaranteed to be an ε-net of (X, R, ω) with probability at least 1/2.
An Improved ε-Net Generator in Two Dimensions
The recent construction by Aronov et al. [11] can be adapted to construct an ε-net of (X, R, ω) of size O((1/ε) log log (1/ε)) for d = 2. This requires building a more sophisticated data structure on W and X. Specifically, we need a data structure that supports the following four operations:
The rank of a point p ∈ X is the sum of the weights of the points lying to the left of p (that is, points with smaller x-coordinates). Return the leftmost point whose rank is at least w. (iv) RANDOM(t, R): Return t random points from R ∩ X; each point p is chosen with probability ω(p)/ω(R ∩ X).
As we will show, this can be done so that INSERT(R) takes O * (s 2 + c R ) time, where R c R = O(m log m). WT and RANK take O * (s) time, and RANDOM takes O * (s + t) time. Before describing the data structure and verifying these statements, we show how the construction of Aronov et al. [11] can be implemented efficiently using this structure. Their construction follows a two-level sampling scheme similar to the one described in Sect. 2 for computing a shallow cutting. Set r := 2/ε, and r := cr log log r, where c ≥ 1 is a sufficiently large constant. The construction then proceeds as follows.
I. Choose a random subset S ⊆ X, where each point p ∈ X is chosen with probability min{rω(p)/ω(X), 1}. The expected size of S is at mostr. Aronov et al. [11] show that
points; each point is chosen with probability proportional to its weight. Otherwise S M = ∅.
Aronov et al. [11] prove that N is an ε-net of (X, R, ω) with probability at least 1/2 and that the expected size of N is at most (A/ε) log log (1/ε) for an appropriate constant A > 0. If |N | > (2A/ε) log log (1/ε), then we repeat Steps I-IV. So, upon termination of this process, the procedure returns a set N of size O((1/ε) log log (1/ε)) that is guaranteed to be an ε-net of (X, R, ω) with probability at least 1/2. As for the running time, recalling the notation s = |W| = O(κ log(n/κ)),
Step 
expected time. The total time spent in Steps I-IV is therefore O * (κ/ε). Since the probability of having to repeat these steps is at most 1/2, the expected running time of the procedure is O * (κ/ε). We now describe the data structure for storing W and X, which supports efficient implementation of operations (i)-(iv). The structure is an extension of the one for the previous ε-net generator, and is implemented as follows. Let be the set of the 4s lines supporting the edges of the rectangles in W. We maintain A( ), which is a (2s + 1) × (2s + 1) grid; refer once again to Fig. 3 . When convenient, we will represent a cell of A( ) as τ i,j , for 0 ≤ i, j ≤ 2s, where i and j denote, respectively, the row and column indices 4 of the grid containing τ i,j . For each cell τ ∈ A( ), let X τ , ν τ , and ω(τ ) be as defined before. (When we use the notation τ i,j to denote a cell, we will use X i,j to denote X τ i,j , with a slight abuse of notation.) In addition to maintaining these quantities, we also preprocess X τ into a dynamic range-tree data structure T(τ ) so that ω(X τ ∩ R), for a query rectangle R, can be computed in O(log 2 m) time [19] . This data structure can also choose a random point of X τ ∩ R in O(log m) time. For each column j of A( ), we maintain a height-balanced binary tree C j so that, for an interval
C j is also used to choose a random cell among τ a − ,j , . . . , τ a + ,j , where each cell is chosen with probability proportional to its weight. With this data structure at our disposal, each of the four desired operations can be performed as follows. We store W in a tree so that a random element of W can be chosen in O(log s) time with probability proportional to its value. If w b is chosen, then we choose a random cell τ a,b , a L < a < a R , with respective probability ω(τ a,b )/w b , using C b . Finally, we choose a random point of X τ a,b ∩ R using the range tree T (X τ a,b ) . If an item ω(X τ ∩ R) is chosen from W, we choose a random point of X τ ∩ R using T(X τ ). By repeating this procedure t times, we choose t random points of X ∩ R. The total time spent is O * (s + t). RANK(w): Let p * ∈ X be the point of rank w. We find in O(s) time the column j of A( ) that contains p * . Note that T(τ ) stores the points of X τ sorted by their xcoordinates. Letw be the rank of p * within column j , i.e.,w = w − b<j w (τ a,b , which is guaranteed to be an ε-net of (X, R, ω) with probability at least 1/2.
Putting the Pieces Together
Returning to the problem of computing a hitting set for R in our setting, we plug the above procedures into the general machinery of [13, 15] .
Observing that |H | = O(κ log κ), |W| = O(κ log n), and ε = 1/(2κ), we conclude that, after O * (m + n) preprocessing, each phase of the algorithm can be implemented in O * (κ 2 ) time. Hence, the expected running time of the overall algorithm is O * (m + n + κ 3 ). The verifier can be extended to any higher dimension. The ε-net construction by Aronov et al. [11] extends to R 3 , so Lemma 5.3 can also be extended to R 3 . Remark We note that with some effort we can speed up the overall running time for the ε-net generator (for any dimension d) to be nearly O(n + κ d ), over all k steps of the algorithm, however, we are not aware of any technique that achieves a similarly improved time bound for the verifier.
Conclusions
We presented near-linear algorithms for computing hitting sets of small size, in both discrete and continuous models, for geometric range spaces in which ranges were induced by rectangles or "well-behaved" planar regions. We also described a faster implementation of the iterative weighted sampling scheme by Brönnimann-Goodrich [13] for the discrete case when R is a set of rectangles. We conclude by mentioning two open problems:
• Is there a near-linear algorithm to compute a hitting set of a set of triangles in R 2 whose size is within a polylogarithmic factor of the optimal size? • Is there an efficient dynamic data structure for maintaining a small-size hitting set under insertions and deletions, even when ranges are induced by simple regions such as squares or disks? Agarwal et al. [9] described such a data structure for the one-dimensional case.
