Abstract. This paper is concerned with the time series search and one-way trading problems. In the (time series) search problem a player is searching for the maximum (or minimum) price in a sequence that unfolds sequentially, one price at a time. Once during this game the player can decide to accept the current price p in which case the game ends and the player's payoff is p. In the one-way trading problem a trader is given the task of trading dollars to yen. Each day, a new exchange rate is announced and the trader must decide how many dollars to convert to yen according to the current rate. The game ends when the trader trades his entire dollar wealth to yen and his payoff is the number of yen acquired.
Introduction

Time Series Search. Consider the following elementary search problem.
A player is searching for the maximum (resp. minimum) price of some asset. At each time period i = 1, 2, . . . , n the player obtains a price quotation p i and must decide whether or not to accept this price. Once the player decides to accept some price p j the game ends and the player's payoff (resp. cost) is p j . The horizon n may or may not be known to the player and if the player has not decided to accept a price during the first n − 1 periods he must accept some minimum (resp. maximum) price m. In essence, in this elementary search problem the player is confronting the decision problem of when he has acquired sufficient price sampling so that the accepted price is satisfying given what he already knows.
The elementary search problem has many variations and extensions. If the horizon n is known (resp. unknown) to the player, then the problem is termed with known duration (resp. with unknown duration). In the case of unknown duration the player is informed just before the last period so that he can accept the last offered price. Throughout this paper we assume a finite (known or unknown) duration. A search problem is with recall if some number of the most recent price offers are retained and at any period the player can choose to accept one of the retained offers. In another natural extension of the elementary search problem the player has to pay a sampling cost c i to obtain the ith price quotation. In this case the total payoff (or return) of a player that accepts the price p j is
Applications of the time series search decision task are required and performed by virtually all economic agents and institutions. Therefore, search is a most fundamental feature of economic markets. Consider the following straightforward applications.
Job and employee search. In the job search the player is seeking employment. In each period the job seeker obtains one job offer which may be viewed as the lifetime earning from the job. A sampling cost may be associated with the generation of each offer and may include advertising costs, transportation costs, and perhaps the loss incurred from being currently unemployed. Now consider an employer searching for an employee. We assume that the employer can test and quantify the suitability of candidates to the job offered. Such quantities correspond to price quotations. The sampling cost in this case may be attributed to advertisement, qualification tests, etc. 5 Search for the lowest price of goods. Here the player needs to buy some goods that are sold at different stores at different prices. The player can obtain price quotations after identifying the relevant sellers. Here sampling fees may account for traveling or phone costs and for the time wasted. Like job and employee search this application is of fundamental importance because optimal search strategies determine the demand function which in turn determines the nature of the market itself.
1.2.
One-Way Trading. Consider a trader who needs to exchange some initial wealth w 0 , given in some currency (say, dollars), to some other asset or currency (say, yen). At the start of each trading period the trader obtains the current price quotation and must decide whether to accept it or wait for a better price. Typically, the cost of sampling a price quotation is negligible as prices are widely available in quotation services. Nevertheless, the trader may be required to pay some transaction fees for the exchange (e.g., to a financial institution). 6 Thus stated, the one-way trading problem is a direct application of the time series search problem. Nevertheless, the trader can partition the initial wealth w 0 and exchange it sequentially in parts, each part in a different exchange rate. Clearly, this more general trading scheme may result in higher returns. As we shall later see, trading in parts is equivalent to a randomized search. One-way trading algorithms can be applied in various economic situations. For instance, consider a fund manager who decides to change the position of some portfolio and enter (or exit) some market. In this case w 0 is the part of his wealth allocated to the new position. Another natural application arises when an individual, for the purpose of emigrating to a foreign country, sells local property in order to exchange the local currency received to the foreign currency.
Previous Work Related to Time Series Search.
The search problem has received considerable attention in mathematical economics and operations research. Traditionally, a Bayesian approach has been employed: An optimal search strategy is sought under the assumption that the prior distribution of prices is given and stationary. In order to allow for analytical results it is usually further assumed that price quotations are independent observations of this distribution. Although the stationarity and independence assumptions are somewhat simplistic, this basic paradigm has given rise to a rich theory that relies on tools from the theory of optimal stopping [11] . It is beyond the scope of this paper to survey the Bayesian work related to search. 7 Not surprisingly, the Bayesian approach derives search algorithms that are heavily dependent on the price prior distribution. Nevertheless, one striking feature of Bayesian optimal search algorithms (applicable to many problem variants) is that they have the following structure. Based upon the problem parameters, and, in particular, the assumed prior distribution, there is a single fixed critical number called the reservation price such that the optimal policy is to reject all prices below the reservation price and to accept any offer above it. 8 The least acceptable assumption of classical Bayesian search models is that the probability distribution of prices is fully known to the player. Several models attempt to relax this assumption. For example, Rosenfield and Shapiro [28] studied cases where the price distribution is itself a random variable distributed according to probability law with some known moments (e.g., the price distribution is known to be normal with mean distributed according to some other probability law).
In this paper we attempt to circumvent almost all distributional assumptions by resorting to competitive analysis (defined in Section 1.4). Our only assumption is that the price generating process has finite (known or unknown) support.
Competitive Analysis of Online Problems.
Let P = (I, F, U ) be a profit maximization problem where I is a set of possible inputs; for each I ∈ I, F(I ) is the set of feasible outputs; U is a utility function such that for all I and O ∈ F(I ), U (I, O) ∈ . Consider any algorithm ALG for the problem P. Given any input I , ALG computes a feasible output O ∈ F(I ). We denote the profit (or return) of ALG on the input instance I by ALG(I ) = U (I, O). Typically, each input can be represented as a finite sequence I = i 1 , i 2 , . . . , i n and a feasible output O can also be represented as finite sequence
An algorithm ALG computes online if for each j = 1, . . . , n − 1, ALG must compute o j before i j+1 is given. An algorithm is offline if it can produce a feasible output given the entire input sequence. We denote an optimal offline algorithm by OPT. By definition, for each input sequence I the return of OPT is OPT 
An online algorithm is c-competitive if for any I ∈ I,
In this case we also say that ALG attains a competitive ratio c. The least competitive ratio that ALG attains is called the competitive ratio of ALG.
The competitive ratio is thus a worst-case performance measure. Any c-competitive online algorithm is guaranteed to return at least a fraction 1/c of the optimal offline profit no matter how unfortunate or erratic the future will be.
The use of the competitive ratio to measure performance of online algorithms is called competitive analysis. 9 Competitive analysis has been used in the computer science literature for over 20 years. At first it was used implicitly for the online approximation of NP-hard problems (see, e.g., [17] , [19] , [20] , and [30] ). Somewhat later, the seminal work of Sleator and Tarjan [29] on virtual memory and dictionary management put forth the use of the competitive ratio as a general performance measure for online decision making.
Sometimes it is convenient to view the competitive analysis of an (online) problem as a two-person game between the online player and an adversary. The online player chooses an online algorithm ALG and informs the adversary of his choice. The adversary then chooses an input sequence I . The payoff to the adversary is the resulting performance ratio OPT(I )/ALG(I ) and the payoff to the online player is minus this quantity (i.e., the game is zero-sum).
As is generally the case with two-person zero-sum games, a randomized strategy is required to obtain optimal (expected) competitive performance. Extending the definition of the competitive ratio to randomized algorithms is straightforward. We simply substitute in (1) E[ALG(I )] for ALG(I ) where the expectation is taken with respect to the distributions used by ALG. Since in the game corresponding to this definition the adversary is ignorant of the outcomes of the random choices made by the online algorithm this adversary is called oblivious. 10 Indeed, it is often the case that randomization (against an oblivious adversary) dramatically improves the competitive performance (see the classical results of [8] and [15] regarding metrical task systems and virtual memory management). As we shall later see randomization empowers the online player also in the search problem.
1.5.
Competitive Analysis: A Discussion. The main attraction in using the competitive ratio for analyzing online algorithms is that there is no need to rely on statistical modeling of input sequences. Indeed, it is often extremely difficult to devise realistic statistical models for possible inputs (which are always highly dependent on the particular application). This difficulty is often more extreme in complex dynamical environments such as economical systems. Strategic financial decision making is therefore a very attractive domain for competitive analyses. Moreover, in financial decision making it is often desirable to secure some minimal sure profit rather than expecting higher average profits while being exposed to severe risks. Essentially, this is what competitive analysis offers. Nevertheless, this risk aversion property of the competitive ratio is quite often a drawback since this performance measure can lead to overly defensive algorithms. Indeed, whenever decision makers do have some side information or partial (statistical) knowledge on the evolution of input sequences it would be a terrible waste to ignore it, which is precisely what the competitive ratio does. Recently, al-Binali [2] generalized the pure competitive analysis so that it can utilize predictions (in the form of partial knowledge on future input sequences) while retaining the natural risk aversion of the competitive ratio. In fact, this generalized competitive analysis framework allows for trading-off the associated risk with the potential reward.
11 This (generalized) competitive analysis offers a robust yet flexible complementary framework to the analysis of (financial) decision making under uncertainty. An additional advantage of the competitive ratio is that it offers a unified measure of performance under which any two strategies are comparable in some fundamental sense.
1.6. Paper Organization. This paper is organized as follows. In Section 2 we study the relationship between randomized search and one-way trading. In Section 3 we present a simple deterministic search algorithm of a reservation price policy type, which is optimal for (deterministic) search. We then show how randomization over the reservation price policies can dramatically improve the competitive ratio. In Section 4 we present a general "threat-based" policy for one-way trading (or search). This general policy yields optimal algorithms for a number of variants of the one-way trading problem. We provide in this section detailed analyses of four problem variants. In Section 5 we give a few numerical examples of the competitive ratios obtained in the previous sections, showing that for realistic values of the problem parameters we can obtain surprisingly low ratios. In Section 6 we study a problem variant called a "game against Nature." We define Nature as an adversary that chooses the probability distribution of the maximum exchange rate (the maximum rate is the optimal offline return). Although at the outset it seems that Nature is weaker than our ordinary adversary we prove that (with respect to one-way trading) Nature and the ordinary adversary are equivalent (in a sense to be made precise later). In Section 7 we apply our results for the one-way trading game to a two-way trading game in which the player can trade currencies back and forth. Lastly, in Section 8 we summarize our conclusions and indicate some directions for future work.
Randomized Search and One-way Trading.
Notice that in the search problem the online player must accept one price and in the one-way trading problem the trader can partition his initial wealth and trade the parts sequentially, each part at a different exchange rate. Nevertheless, the search and one-way trading problems are closely related. Any deterministic (or randomized) one-way trading algorithm that trades the initial wealth in parts can be interpreted as a randomized search algorithm and vice versa. This follows from the fact that any (randomized) one-way trading algorithm is equivalent to a randomized trading algorithm that trades the entire wealth at once (at some randomly chosen period). Further, any randomized trading algorithm that trades the entire wealth at once is equivalent to a deterministic algorithm that trades the initial wealth in parts. Formally PROOF. Let ALG 1 be any randomized one-way trading algorithm. In particular (and using game-theoretic terminology), ALG 1 may be a mixed strategy (a distribution over deterministic algorithms) or a behavioral strategy (whose daily transactions are chosen randomly). Since in this online game (between the online player and the adversary) the online player has perfect recall (she has no memory restrictions), we know that the set of behavioral strategies is a subset of the set of mixed strategies (see [3] ). Thus, in any case we can assume without loss of generality that ALG 1 is a mixed algorithm, which is a probability distribution {w(a)} over A, the set of all deterministic algorithms. For any sequence of prices σ = p 1 , p 2 , . . . , p n , the expected return of ALG 1 (a) . With respect to σ consider a deterministic algorithm ALG 2 that on period i spends a fraction A s(i, a)dw(a) of its initial wealth where s(i, a) is the amount spent by the deterministic algorithm a on period i. Thus the return of ALG 2 is
To prove part (ii) consider a deterministic algorithm that trades a fraction s i of its initial wealth at the ith period, i s i = 1. Now consider a randomized algorithm ALG 1 that with probability s i trades its entire wealth at the ith period. Clearly, the expected return of ALG 1 equals the return of the deterministic algorithm ALG 2 . COROLLARY 2. It follows that a (competitive) optimal deterministic one-way trading algorithm has the same return as an optimal randomized search algorithm. This implies that randomization cannot improve the competitive performance in one-way trading.
Although randomization cannot help in one-way trading we will see that randomization is advantageous for search.
As noted earlier, both in the search and one-way trading problem the online player may be required to pay a sampling cost (and/or transaction cost) for each price quotation (and/or dollar traded). In this paper we consider simpler problem variants where there are no such costs. Also we make the assumptions that arbitrary fractions of money units can be traded. REMARK 1. In general, the nature of the sampling/transaction fees will affect the competitive ratio. We state without proofs the following observations. (i) The competitive ratio of any one-way trading algorithm is independent of transaction costs determined by a fixed percentage applied to the amount spent. In this case the equivalence of Theorem 1 obviously holds. (ii) When we introduce transaction fees which are a fixed percentage applied to the prices, the competitive ratio will improve but Theorem 1 still holds. (iii) When fixed transaction costs are introduced the deterministic competitive ratio increases and there is no longer an equivalence between deterministic one-way trading algorithms and randomized search algorithms. For a start, suppose that both m and M are known to the online player. In this case the optimal deterministic search strategy is the following reservation price policy (RPP): Accept the first price greater than or equal to p * = √ Mm. We call p * the reservation price. Clearly, the optimal reservation price should balance the return ratios (offline/online) resulting by the following two events: (i) the maximum price encountered, p max , is ≥ p * in which case the worst-case return ratio is M/ p * ; (ii) p max < p * in which case the worst-case return ratio is p max /m. Therefore, the optimal reservation price p * is the solution of M/ p = p/m. REMARK 2. It is possible to show that if only the fluctuation ratio ϕ is known (but not m or M), then no better ratio than the trivial one of ϕ is achievable.
One can dramatically improve the competitive ratio by using randomized algorithms. We now introduce simple randomized algorithms of "exponential threshold" type that achieve exponentially better competitive ratios. The basic idea of these algorithms is due to Levin [22] .
Assume, for simplicity, that ϕ = 2 k for some integer k. For i = 0, 1, . . . , k − 1, let RPP(i ) be the (deterministic) reservation price policy with reservation price m2 i . Define EXPO to be a uniform probability mixture over the set {RPP(i)} is not optimal for the adversary so we can assume that j ≤ k − 1. For any choice of j algorithm EXPO will return on average
Denote by R( j) the return ratio, offline to online, obtained for a particular j. Since for any choice of j it is optimal for the adversary to choose p max arbitrarily close to m2 j+1 , we have
It is not hard to see that the real-valued function R( j) obtains its maximum at j * = k − 2 + 1/ln 2 and it follows that the coefficient of k in R( j) is almost 1 resulting in a competitive ratio that is greater than but approaching k = log ϕ (as ϕ and k grow). REMARK 3. Theorem 3 can be extended in two ways. First, similar result can be obtained when ϕ is not a power of 2. Second, exactly the same bound holds if the player does not know m and M but only knows ϕ Algorithm EXPO can be modified to work even without knowledge of ϕ. Let µ = {q(i)} ∞ i=0 be any probability distribution over the natural numbers. Consider algorithm EXPO µ that acts as follows. After p 1 , the first price, is revealed to the online player algorithm EXPO µ chooses the reservation price p 1 2 i with probability q(i).
LEMMA 1. Algorithm EXPO µ is 2/q( log ϕ )-competitive against an oblivious adversary, where ϕ is the posterior global fluctuation ratio.
PROOF. Let p max be the maximum price obtained and assume that
j+1 for some integer j. In the worst case OPT's return is less than, but arbitrarily close to, p 1 2 j+1 and algorithm EXPO µ returns at least q( j) p 1 2 j on average. It follows that the expected competitive ratio of EXPO µ is not smaller than 2/q( j). By definition, ϕ = p max / p 1 and therefore j ≤ log ϕ < j + 1, so log ϕ = j and the proof is complete.
In order to apply Lemma 1 and derive small competitive ratios for algorithm EXPO µ we need to construct an appropriate probability distribution µ. Small competitive ratios are obtained by taking appropriate converging infinite sums. For example, we can use
Specifically, for every positive ε the infinite sum
is a probability distribution over the natural numbers. Hence by Lemma 1, EXPO µ ε attains a competitive ratio of 2ζ(1 + ε)( j + 1) 1+ε = O(log 1+ε (ϕ)) with ϕ being the posterior global fluctuation ratio. However, we can do even better. Consider the infinite sum i 1/(i log 1+ε (i). Lemma 1 yields the competitive ratio of
Notice however that as ε decreases the constant in the "big-O" increases. Hence, the particular choice of the distribution µ ε can only be optimized if some bounds on ϕ are known. REMARK 4. It is possible to generalize the upper bound given by (2) and achieve an upper bound of
for every integer k.
4.
Optimal "Threat-Based" Policy for One-Way Trading. As can be seen in the previous section the competitive ratio O(log ϕ) is attainable by the simple EXPO algorithm under minor assumptions on possible prices (i.e., the global fluctuation ratio is known). It turns out that the ratio O(log ϕ) is within a constant factor of the best possible. Nevertheless, to obtain an optimal competitive ratio, somewhat more involved algorithms and analyses are required. The optimal algorithms are best described as (deterministic) one-way trading algorithms and we focus on the one-way trading problem for the remainder of the paper. The optimal performance is obtained by algorithms that obey the following threatbased policy. Let c be any competitive ratio that can be attained by some one-way trading algorithm. For a start, assume that c is known to the trader. For each such c the corresponding threat-based policy consists of the following two rules. RULE 1. Consider trading dollars to yen only when the current rate is the highest seen so far. RULE 2. Whenever you convert dollars, convert just enough to ensure that a competitive ratio c would be obtained if an adversary dropped the exchange rate to the minimum possible rate 12 and kept it there throughout the game.
Note that these two rules apply to all but the last trading day when, by the rules of the game, the trader must trade all remaining dollars to yen.
At the outset it is not clear how to follow such a policy, in particular, how to follow Rule 2 that requires trading a quantity that equals the amount of "just enough" dollars in order to ensure a competitive ratio of c. For now assume that it is possible to compute the quantities prescribed by Rule 2 and assume an algorithm that follows this policy. Such an algorithm converts dollars to yen based on the threat that the exchange rate will drop permanently to the minimum possible rate. For each attainable competitive ratio c the corresponding threat-based algorithm can be shown to be c-competitive. This can be intuitively justified as follows. Consider the first trade (exchange rate is p 1 ). Since the current exchange rate is the highest seen so far the algorithm considers a trade. Since the competitive ratio c is attainable by some deterministic trading algorithm, there exists some s ≥ 0 such that the ratio c will still be attainable if s dollars are traded to yen. Further, the chosen amount of dollars s is such that the ratio c is so far guaranteed even if there will be a permanent drop of the exchange rate and no further trades will be conducted (except for one last trade converting the remaining dollars with the minimum possible exchange rate). In particular, there is no need to consider any exchange rate which is smaller than p 1 . Similar arguments can be used to justify the choice of the amounts for the rest of the trades and thus intuitively this policy induces a c-competitive algorithm. A formal analysis follows. REMARK 5. Denote the minimum possible exchange rate by m. Notice that as long as the exchange rates are not larger than cm, the threat-based trader should not trade any dollars to yen (except of course for the last day, when the trader must trade all remaining dollars to yen). This follows from Rule 2 because a competitive ratio of c is always attainable when the maximum rate is cm even if all dollars are exchanged at rate m.
We now develop some basic properties of threat-based trading. These properties will facilitate analyses of the threat-based policy for the following variants of the one-way trading game. For each of the above variants, we identify the corresponding optimal threat-based online algorithm and determine its competitive ratio.
Fix any two positive reals m and M with m < M, and any integer n > 1. An exchange rate sequence, σ , is an element of [m, M] n . Thus, σ = p 1 , p 2 , . . . , p n , and
is called the exchange rate of the ith day giving the number of yen that can be traded for one dollar on that day. Let (n) denote the set of all such exchange rate sequences. A deterministic one-way trading algorithm is a function, D:
, satisfying the following properties:
• D is nonincreasing;
D(σ, i)
is defined to be the number of remaining dollars just after the ith day when the algorithm trades its dollars in accordance with σ . To measure the performance of D we make use of some more definitions. For each σ ∈ (n) , let
s i is called the ith transaction and it thus gives the amount of dollars traded to yen on the ith day by the algorithm D. Given D(·) and the s i , we define Y D as follows: An online one-way trading algorithm is a one-way trading algorithm D such that the ith transaction is solely based on past and present exchange rates, and the parameters known to the online player.
Assume that the online player knows that there are at most n trading days. This corresponds to Variant 1 or 3. 13 Consider the threat-based strategy. Rule 1 requires that once a transaction has been made at some exchange rate, further transactions will be made only at higher exchange rates; rates that are the same or lower will be ignored. Hence, both OPT and the threat-based algorithm conduct transactions only when the exchange rate sequence reaches a new high. Therefore, in a worst-case analysis of the performance of the threat-based algorithm, we may assume that the exchange rate sequence consists of an initial segment of successive maxima of length k ≤ n. In addition, we can assume that the first rate p 1 is larger than the minimum possible rate times r where r is the target competitive ratio of the threat-based algorithm (see Remark 5) . That is, (minimum possible rate) r ≤ p 1 < p 2 < · · · < p k ≤ (maximum possible rate).
However, in order to realize a threat, the adversary may choose k < n and then take p k+1 = p k+2 = · · · = p n = (minimum possible rate).
Given a problem variant (1 or 3), let ALG be the optimal threat-based algorithm for that variant. The algorithm ALG will be associated with the function D(·), as defined above, and throughout this section we abbreviate
Recall that the player starts with D 0 = 1 dollars and Y 0 = 0 yen. Also, recall that s i (as defined in (3)) denotes the ith transaction. Specifically,
Let r be the target competitive ratio that ALG is trying to achieve.
LEMMA 2. If ALG is an r -competitive threat-based algorithm then for every i ≥ 1,
PROOF. Since ALG is r -competitive, by Rule 2 it must be that
Here the denominator represents the return of ALG if an adversary dropped the exchange rate to the minimum possible rate, and the numerator is the return of OPT for such an exchange rate sequence. That is,
Since (by Rule 2) ALG must spend the minimal s i that satisfies inequality (7) and since the left-hand side in (7) is decreasing with s i we must replace the inequality with equality:
Equation (4) is obtained by solving this equality for s i . Equation (5) is obtained by replacing the inequality in (6) with equality and rearranging.
Analysis of Variant 1: Known Duration with m, M Known.
To begin our analysis for Variant 1, we make use of (4) and (5) specializing them to the case in which the "minimum possible rate" is m as assumed for Variant 1. This yields the following expressions for the daily transactions:
and for i > 1 ,
In the above formulas for the daily transactions, r is the target competitive ratio that the algorithm is attempting to achieve. Clearly the algorithm cannot attain an arbitrarily small r . For example, if r = 1 we see that s 1 = 1 (formula (8) ) and the algorithm will spend its entire wealth on the first rate thus failing to achieve a competitive ratio of 1 (with any continuation of the exchange rate sequence that increases above the first rate).
Hence, we can obtain from these formulas r -competitive (threat-based) algorithms only by using sufficiently large values r . Our goal now is to identify the smallest achievable competitive ratio.
Let σ be an exchange rate sequence and let r > 1 be any real. We say that the threatbased algorithm A r , as defined by formulas (8) and (10) applied with r , is r -proper with respect to σ if (i) the sum of daily transactions computed by A r , when the exchange rate sequence is σ , is not larger than 1 (the initial wealth); and (ii) the resulting ratio of optimal offline return over online return A r (σ ) with respect to σ is not larger than r . LEMMA 3. Let σ be any exchange rate sequence. If A r is r -proper with respect to σ , then for any r ≥ r , A r is r -proper.
PROOF. As noted, and without loss of generality, suppose that
For each day i, the daily dollar transactions s i as calculated by A r are not larger than the respective amounts s i as calculated by A r . Specifically, for i = 1 we have, using (8),
Similarly, from (10) we have for i > 1, 
Suppose for the moment that k is known to the online player. In this case, the optimal competitive ratio for a threat-based algorithm must be determined such that there will be no dollars remaining after the last purchase (on day k). In other words, the optimal competitive ratio of the threat-based strategy (with k known) has the property that
Substituting for the s i from (8) and (10) we obtain
After solving (11) for r we write
As shown in the following lemma, we can determine an attainable competitive ratio of threat-based algorithm in an n-day game by maximizing r 
PROOF. As usual, suppose that
i=2 . Then we maximize over p k , next over p 1 , and, lastly, over k. Without loss of generality we assume that k > 1 since for the choice k = 1, a competitive ratio of 1 is trivially achieved. The sequence of following lemmas lead to the evaluation of (13).
and the maximum is obtained when for every 2 ≤ i ≤ k,
However, by the geometric-arithmetic mean inequality,
, and equality is obtained if and only if all the terms in the left-hand side are equal. Hence,
.
From Lemma 5 we immediately obtain
where
It is readily seen that r (k) ( p 1 , p k ) is increasing with p k . Therefore, it is maximized when p k takes its maximum possible value, M, and sup
. Then p * is unique and
PROOF. We use the following substitutions:
After simplification, we can write the derivative of r (k) ( p 1 ) as follows:
Consider the numerator of (17) . For every positive v and k > 1, the equation We can rewrite (18) in the form
and if we substitute back for u * and v we obtain
The proof of (16) is then complete by substituting (19) in (15) . That is,
We can now uniquely characterize the worst-case k-day sequence of exchange rates against the threat-based algorithm. Letσ k =p 1 ,p 2 , . . . ,p k denote this sequence. By Lemma 6,p 1 = p * . We also know, from an earlier discussion, thatp k = M. In addition, by Lemma 5, for all 2 ≤ i ≤ k − 1,
The behavior of the threat-based algorithm againstσ k can also be made clear now. For 1 ≤ i ≤ k, denote byŝ i the daily amounts that the threat-based algorithm spends when the exchange rate sequence isσ k .
PROOF. It is readily seen, by Lemma 5, that
The proof is completed by showing thatŝ 1 = 1/k as follows. We substitute the expression of r (k) from (16) for r in (8) . That is,
Thus, against the (worst-case) exchange rate sequenceσ k , the threat-based algorithm obeys the conventional wisdom of investment advisers by employing a dollar-cost averaging strategy, in which an equal number of dollars is invested each day.
The next lemma yields a more informative characterization of r (k) .
PROOF. First we show that
Consider formula (10) for s i , i > 1. We already know thatŝ i = 1/k. Therefore, using (20) we obtain
. This proves (22) . Using (8) we derive the following expression forp 1 : (23) which is obtained when we solve the equation 1 . We now substitute the expression forp 1 , (23), in (22) and learn that r (k) is the solution of the following equation:
Starting with (24) , the following sequence of equivalent equalities completes the proof of the lemma:
Notice that the right-hand side of (25) is identical to the exponentiated term of (24) . The lemma is complete by using (24) while substituting the left-hand side of (25) for this term.
Consider the representation of r is strictly increasing with k. Therefore, we must take the pessimistic assumption that k = n. This yields the following corollary that gives the best attainable competitive ratio, r n (m, M), that the threat-based algorithm can attain for an n-day conversion game.
COROLLARY 4. r n (m, M) is the root, r , of the equation
To summarize, we have two methods of calculating r n (m, M):
• Solve dr (n) ( p 1 )/dp 1 = 0 for its root e * (as in (17)) and then substitute it into (15).
• Solve (26) for r .
The next theorem states that r n (m, M) is the best competitive ratio that a one-way trading algorithm can achieve for the known duration case with n trading days.
THEOREM 5. Let m, M, and n be given. Then r n (m, M) is the lowest possible competitive ratio for a known duration one-way trading game (with known m and M).
PROOF. Let ALG be any deterministic algorithm different from the threat-based algorithm. Using an adversary argument we show that ALG cannot achieve a ratio smaller than r n (as defined in (26)). Letσ n =p 1 ,p 2 , . . . ,p n be the exchange rate sequence that maximizes r ( p 1 , p 2 , . . . , p n ) for an n-day game (see the discussion after Lemma 6). On the first day we presentp 1 to ALG. If ALG spends less than 1/n dollars on this rate, then we end the game. Therefore, ALG must convert the remaining dollars with the minimum possible rate, m. If this is the case, ALG cannot achieve a ratio smaller than r n ; simply becausep 1 is chosen such that 1/n is the minimal amount that should be spent to guarantee the ratio r n . Therefore, we assume that ALG spends on the first day an amount s 1 ≥ 1/n. In this case we continue the game and present ALG with the next rate,p 2 . In general, if at the end of the ith day the total amount in dollars that ALG spent is less than i/n we immediately end the game. Otherwise, we continue and present ALG with the next rate, p i+1 , etc. Let j be the minimum i such that at the end of the ith day, the total amount spent by ALG so far is less than i/n. Denote by s i the amount spent by ALG on the ith day, 1 ≤ i ≤ j. Since the game proceeded to the jth day we know that
. . .
However, by the choice of j,
Therefore ALG could have gained more by spending exactly 1/n on each of the first j − 1 days and by spendings j = s j + (
/n) at the higher rate,p j . Even if this is the case, sinces j < 1/n, ALG could not guarantee a competitive ratio of r n sincê p j is chosen such that exactly 1/n dollars should be spent on the jth day to attain a ratio of r n . It follows then that ALG must coincide with the threat-based algorithm, achieving a ratio of r n , or otherwise ALG incurs a higher ratio on this exchange rate sequence. REMARK 6. With respect to the proof of Theorem 5, notice that the adversary may end the game after any day, i, provided that the total amount spent by ALG is less than or equal to i/n. For example, if ALG spends exactly 1/n dollars on the first day, then by dropping the rest of the sequence to m, the adversary forces a competitive ratio of r n on ALG. Thus, there are exactly n types of worst-case sequences against the threat-based algorithm. Namely, the sequenceŝ
(Of course, the adversary may use other rates smaller thanp i instead of all the m's on the last days, except for the very last day.) REMARK 7. It is easy to extend the proof of Theorem 5 to the case of randomized algorithms against oblivious adversaries. All that is needed is to note that an oblivious adversary can calculate the expected amounts that the algorithm will spend on each trading day. Then the proof is analogous to the proof of Theorem 5. Nevertheless, we already know from Corollary 2 that randomization cannot help in one-way trading.
A Game Against a Lenient Adversary.
As can be seen in the proof of Theorem 5, the adversary can always force a competitive ratio of r n (m, M) on any algorithm. Nevertheless, for any practical purpose, it is most likely the case that we will confront a more lenient adversary-one which deviates from the worst-case sequence of exchange rates. In this section we describe an algorithm that always perform as well as the previous algorithm. However, on some exchange rate sequences, those which are not worst-case, the new algorithm strictly improves the offline to online ratio. At the start of each trading day, the online player knows the number of remaining days, n ≤ n and is presented with an exchange rate, x. In addition, the player already accumulated Y ≥ 0 yen and has D ≤ 1 dollars remaining. At this stage, the online player can calculate the best attainable competitive ratio for the remaining days given x, and use it to determine the amount of dollars to be spent. The idea is simply to assume that the current day is the first trading day of an n -day trading period and that the rest of the rates will be chosen by an adversary (i.e., to maximize the competitive ratio). Since we consider x to be a "first" day rate we denote it by p 1 and similarly, we denote the rest of the worst-case exchange rates by p i , i = 2, 3, . . . , n . Also, the (worst-case) daily transactions will be denoted by s i . Given D, Y , n , and p 1 we now derive a formula for r , the best attainable ratio from this stage onward, as well as formulas for the s i . Note that for usage the online player need only know the quantity s 1 .
An application of (4) with i = 1 yields
For i > 1 we obtain from (10)
Since the amounts to be spent sum up to D we have
Solving for r ,
where r (n ) (·) is defined by (12) (with k = n ). Thus, the best ratio, r , is simply written as a "normalization" of the best ratio for a regular n -day game (D = 1, Y = 0) with future rates p 2 , p 3 , . . . , p n . To determine the optimal ratio at this stage, we must optimize over all possible future exchange rates. Notice however that we need not maximize over p 1 since it is already given. Hence, we apply Lemma 5 to obtain
where r (n ) ( p 1 ) is given by (15) . The improved, adaptive algorithm may be summarized as follows: Given an exchange rate x when there are trading days remaining ( > 0), the online player with D dollars and Y yen calculates r = r (x, , D, Y, m, M) . If x ≤ mr , then the online player makes no transaction (see Remark 5) . Otherwise, the online player trades s 1 (equation (27) ) dollars to yen.
We now exemplify how this adaptive algorithm takes advantage of opportunities encountered in the trading period (i.e., deviations from the worst-case exchange rate sequence). In this example, let n be an arbitrary number of days (≥ 2), and suppose that the first exchange rate we encounter is the maximum possible rate, M. Suppose also that at this stage the algorithm holds D dollars and Y yen. In contrast to the "worst-case" algorithm described in the previous section, we shall see that the adaptive algorithm identifies this opportunity and trades all available D dollars on this (fortunate) exchange rate.
First, by (15) ,
REMARK 8. In general, it can be shown that when using this improved algorithm, the sequence of ratios r that is calculated by the online player in this manner is nonincreasing and if the adversary always deviates from the worst possible sequence, then the sequence of calculated ratios, r , is strictly decreasing.
Analysis of Variant 2: Unknown Duration with m, M Known.
Since in this variant the number of trading days is not given to the online player, he must consider an arbitrarily large number of days. Define
Notice that r n is monotone increasing with n. Therefore, r ∞ is larger than r n for any n and therefore, by Lemma 3 the threat-based algorithm calculated with r ∞ (A r ∞ ) is r ∞ -proper for any input sequence σ and therefore r ∞ is an attainable competitive ratio for any finite trading period. On the other hand, as r n is the lower bound for each n-day trading game, the lower bound for Variant 2 approaches (from below) r ∞ (m, M) since the adversary may choose arbitrarily large n.
Using elementary calculus we calculate r ∞ as follows. Using the abbreviation P = m(r − 1)/(M − m) we calculate the limit lim n→∞ n 
Analysis of Variant 3:
Known Duration with ϕ Known. Here, the online player knows only the quantity ϕ = M/m but not the actual bounds on possible exchange rates, m and M. Notice that the information about the minimum possible rate available to the online player varies online. A simple observation is that at the ith day the minimum possible rate (at this stage) is p i /ϕ; here we assume that p i is an element of the initial segment of exchange rate maxima. Therefore, as in the analysis of the second variant, we now make use of (4) and (5) specializing them to the case in which the "minimum possible rate" is p i /ϕ as inferred from the above observation. First, from (5) we have
Solving for D i we obtain
Then, from (4) we obtain
Since Y 0 = 0 and D 0 = 1, we have for the case i = 1,
Consider (30) for the case i −1 and substitute it for D i−1 in (31). After some simplification the resulting equation can, for i > 1, be written as 
Recall that the base case for this recurrence relation is given by
Using (32) we obtain
When k is known to the online player, the optimal online algorithm must convert all dollars by the end of the kth day. Therefore, D k should equal 0. Thus, using (30) ,
Hence, r = p k /Y k , and if we substitute (35) for Y k we obtain
After solving for r and simplifying we obtain
Hence, it remains to calculate
LEMMA 9. For fixed p 1 and p k , max
PROOF. Set
By showing that for all k ≥ 2 and ϕ > 1, f (k) − f (k + 1) is positive, we shall prove that f (k) is monotone decreasing. By considering (38), this will readily prove that r (k) is monotone increasing with k.
. (39) Showing that f is decreasing is therefore equivalent to showing that g is an increasing function. Since log is an increasing function, it is sufficient to show that log(g(k)) is increasing. Set y
Since k is decreasing in y, we need to show that (h(y) − h(0))/y is a monotone decreasing function of y. This is established in two steps: (i) h(y) is a strictly concave function; (ii) (h(y) − h(0))/y is a decreasing function. We first show that (ii) follows from (i). If h is strictly concave, then
for all t in (0, 1) and x = y such that h(x) and h(y) are defined. Take x = 0 to obtain
for y > 0. This yields
which proves (ii). To prove (i) we show that h (y) is a decreasing function. We differentiate h:
We write z = ϕ 1+y and then h (y) = log(ϕ)z/(z − 1). Since z/(z − 1) is a decreasing function of z in the range z > 1, and since z is an increasing function of y, it follows that h (y) is strictly decreasing. It is well known that this implies that h is concave. This establishes (i).
A direct conclusion of Lemma 10 is that the adversary will choose k to be n and we obtain the following:
Analysis of Variant 4:
Unknown Duration with ϕ Known. Here, analogously to Variant 2, the best attainable competitive ratio is
Using elementary calculus it can be shown that
Therefore,
PROOF. We first prove the upper bound,
To prove the claim it is sufficient to prove that
This is equivalent to showing that
So it is sufficient to prove that
Set a = 1/(x + 1) 1/x . We need, then, to show that g(x) def = e a − ea is nonnegative for all x > 1. This can be established by differentiation. We shall show that g is negative, so g is decreasing. Then it can be shown that lim x→∞ g(x) = 0 (and also it is easy to verify that g(1) = √ e − e/2 0.2896). This will complete the proof. It remains to show that g < 0.
It is not hard to verify that x ln(x + 1) + ln(x + 1) − x is positive (for example, at x = 1 the value of this expression is > 1 3 ). Set h(x) = e a − e. We will show that h is negative in the interval (1, ∞) and this will prove that g < 0. We differentiate h:
Therefore, h is increasing and it can be shown that lim x→∞ h(x) = 0. Hence, h is negative in the interval (0, ∞). This proves the upper bound. For the lower bound,
Numerical Examples of Competitive Ratios of Search and One-way Trading
Algorithms. In this section we provide some numerical examples of competitive ratios attained by some of the algorithms discussed so far. Consider Table 1 . Clearly, the optimal threat-based algorithm for the unknown duration case with m and M known is always significantly better than all other algorithms. Notice that the deterministic reservation price policy RPP is better than algorithm EXPO for small values of ϕ, but the growth rate of EXPO's competitive ratio is approximately the logarithm of the growth rate of the competitive ratio of RPP. In general it is not hard to show that the limit of the ratio of EXPO's competitive ratio to the threat-based competitive ratio is 1/ln 2 ≈ 1.44.
With respect to the known duration case, it is interesting to consider the rate of increase of the optimal competitive ratio as a function of the number of trading days n. It is not hard to see that the optimal competitive ratio grows very quickly to its asymptote. Nevertheless, there is still an advantage in playing short games. For instance, already at the n = 20th period r n (1, 2) almost reaches its asymptote, r ∞ (1, 2) ≈ 1.278 (which is equivalent to guaranteeing 78.2% of the optimal offline return), at n = 10 the ratio achieved is 1.26 (79.3%), and at n = 5 the ratio is 1.24 (80.6%).
6. One-Way Trading Against Nature. Let µ be the maximum value that the exchange rate will assume. In this section we define and study a one-way trading game in which the online player knows the probability distribution of µ, and this distribution is chosen by an adversary. This model is typically referred to as a game against Nature (see [4] , [26] , and [12] ). The result in this section reveals an interesting relationship between this game against Nature and the results of previous sections. At the outset it may appear that Nature is weaker than the oblivious adversary since Nature chooses its policy based solely on the problem parameters whereas the oblivious adversary knows and makes use also of the online strategy. Moreover, Nature has to declare its strategy before the start of the game whereas the oblivious adversary keeps its strategy secret and reveals it only piecemeal online. Nevertheless, we shall see that the online player does not gain more power against Nature and in fact the competitive ratios of the strategy against the oblivious adversary and Nature are exactly the same. We now define the new game more precisely. In contrast to the previous analyses we consider here a continuous time model. Fix m and M and let F be a cumulative distribution function of µ; that is, (m, M) . The usefulness of this definition in our context is twofold. First it will simplify some of the calculations. More importantly, it will be essential later to guarantee the existence of Stieltjes integral when the integrand is a probability distribution function of this type (left-hand continuous) and the integrator is an ordinary (right-hand continuous) probability distribution function.
Thus, E µ is increasing to a global maximum µ and then drops to m. For any trading algorithm ALG, and F ∈ F, let P ALG (F) denote the expected return of ALG with respect to F when the algorithm starts with one dollar and trades its dollars in accordance with an exchange rate function E µ where µ is a random number chosen with probability distribution F. Later, in Remark 11 we justify this choice of E µ . Given any F and any online algorithm ALG, we measure the performance of ALG by its return ratio against F, r ALG (F, m, M) , which is defined as
Thus, the online player and the adversary's goals are, respectively, to minimize and to maximize the online algorithm's return ratio against F. With respect to a distribution function, F, we say that an online algorithm is optimal if no other online algorithm attains a smaller return ratio against F.
The new game is summarized as follows:
• Nature chooses a probability distribution F ∈ F, so as to maximize the return ratio of the best online algorithm against F. The function F is then made known to the online player.
• Based on F, the online player chooses his best online trading algorithm, ALG.
• Nature chooses a random number, µ (with cumulative distribution F), which remains unknown to the online player.
• The game is played: the online algorithm ALG against the exchange rate function E µ .
The main theorem we prove states that the smallest competitive ratio that the online player can achieve, for Variant 2, r ∞ (see Section 4.3), is equal to the largest return ratio that the adversary can force by choosing a probability distribution for the maximum exchange rate.
Before attempting to prove Theorem 7, the question that we ask is: What is the online algorithm that maximizes the return ratio against a given F?
In order to answer this question we now reduce the class of candidates from all possible (continuous) algorithms to the small class of reservation price policies (see Section 1.3). Namely, for each x ∈ [m, M], the reservation price policy RPP(x ) is an online trading algorithm that trades all dollars at exchange rate x if the exchange rate function ever rises to the rate x. It follows (by definition) that if the exchange rate function never reaches x, RPP(x ) trades all dollars at rate m.
It is not hard to see that for any F ∈ F, the expected return of RPP(x ) is
where • Use G c as an (ordinary) deterministic trading algorithm.
• Use G as a randomized algorithm, viewed as a probability distribution over threshold algorithms. Specifically, G(x) is the cumulative probability of choosing one of the algorithms, RPP(s), s ∈ [m, x].
is a Stieltjes sum of the left-hand integral of (40), whereas the sum
is a Stieltjes sum of the right-hand integral of (40).
However, F(x n ) = F(M) = 1, so x n g n = F(x n )x n g n , and S n = T n . By definition, as n → ∞, S n and T n approach R 2 (F, G) and R 1 (F, G), respectively.
One conclusion of Lemma 12 is that the online player may only consider mixtures of reservation price policies as candidates for optimal algorithms against F. The next lemma states that the online player may restrict his attention only to (deterministic) reservation price policies. LEMMA 13. Let G ∈ D c be any distribution reservation price policy RPP(s). Then, for every ε > 0, and for every F ∈ F, there exists a number s
PROOF. Let ε > 0 be given.
Let s * be a number in [m, M] such that
Hence,
Let I s * ∈ F be the cumulative distribution function
Thus, the proof is complete.
REMARK 10. In the case where max x P RPP(x ) (F) exists we obtain the stronger result
where s * is a number in [m, M] such that
For convenience, we assume for the rest of the section that max x P RPP(x ) (F) exists. Thus, the results we obtain through consideration of the optimal performance of deterministic threshold algorithms are limits of the actual bounds.
PROOF OF THEOREM 7. By Lemma 13, it is sufficient to consider only reservation price policies as candidates for the optimal online algorithm against F. Let x * be the value of x at which the quantity m F(x) + x F c (x) is maximized. Thus, given F, RPP(x * ) is an optimal online algorithm against F.
We want to calculate the quantity
Consider the problem of maximizing E[µ] subject to the constraint m F(
where z is a parameter to be determined later. The constraint is equivalent to the following condition: for all x ∈ [m, M],
Hence, by the choice of F c (x) and by the definition of z,
so we can calculate (41) by maximizing g(z). Using elementary calculus we show that
and
Therefore, g (z * ) = 0, and it can be verified that g (z
The proof is completed since r is identical to r ∞ (m, M) (see (29) ).
Notice that the proof of Theorem 7 is constructive; it explicitly yields the probability distribution, F, that maximizes the return ratio; namely, for mr ≤ x < M, F c = (rm − m)/(x − m) and F is discontinuous at M, where the mass (rm − m)/(M − m) is concentrated. It turns out that with respect to such F, all reservation price policies yield the maximum possible expected return, mr.
As we defined this trading game, the online player chooses his best strategy before the start of the game and is not allowed to change it thereafter. However, as the exchange rate varies, the online player's estimate of µ also varies. Assume that if the maximum rate observed so far is s, then the conditional distribution of µ given the history of E is obtained simply by excluding all values of µ less than s, and normalizing the relative probabilities of values greater than or equal to s. That is, this conditional distribution has the cumulative distribution function, F s , given by
It is not hard to see that if the online player chose the optimal threshold algorithm RPP(x * ) before the start of the game, then the optimal threshold, x * , remains fixed throughout the game independent of the ever-changing estimate of µ. To see this, we write the expected return using some threshold x given that the maximum rate observed so far is s < M. Clearly, this expected return is
It is evident that the same x maximizes (45) and P RPP(x ) (F) so the threshold remains fixed.
REMARK 11. We note that it is possible to remove the assumption that the exchange rate function is of a particular nature, except, of course, the requirement that the function reaches the (random) global maximum µ. Simply, if the adversary chooses any other kind of exchange rate function (e.g., with discontinuities over [0, µ] ), the expected return of the online player may only increase if he uses a reservation price policy. The optimal offline (expected) return remains the same. On the other hand, the online player cannot hope for higher returns since the adversary (knowing the algorithm chosen by the online player) may choose the function E µ against which it is shown that reservation price policies can attain optimal returns. 7. Two-Way Trading. In this section we apply some of our results for one-way trading to the two-way trading problem where the player is allowed to convert the money back and forth between the two currencies. Two-way trading is a special case of the more general portfolio selection problem. In this problem a trader reallocates online his wealth between a number N of assets (or other investment instruments) in order to take advantage of the relative fluctuations between the various assets. The special case of N = 2 where one of the assets is cash corresponds to the two-way trading problem.
There is a considerable body of work related to two-way trading and portfolio selection. From the perspective of competitive analysis, there are a number of results which are somewhat related to the results presented in this section. For example, Raghavan [27] and Chou et al. [9] , [10] study an online two-way trading problem against statistical adversaries, which must produce exchange rate sequences that conform to some statistical constraints. Cover and Ordentlich [13] , [25] , Helmbold et al. [18] , and Blum and Kalai [6] study the general portfolio selection and give algorithms which are competitive relative to a constrained optimal offline algorithm. In particular, they compare their online algorithm to the best (offline) constant rebalanced algorithm that must keep a fixed proportion invested in each of the N assets. In this section we study the two-way trading problem with respect to the omnipotent optimal offline algorithm (still however we keep the constraint that prices are drawn from a bounded support).
We first state the problem more formally and then give preliminary lower and upper bounds on the competitive ratio of online algorithms for this problem. Both the lower and upper bounds are obtained simply by a decomposition of the exchange rate sequence into monotone increasing/decreasing segments on which we can apply our one-way trading results.
The online player starts with some D 0 dollars (here again, without loss of generality D 0 = 1) and converts back and forth between dollars and yen in accordance with a sequence of exchange rates σ = p 1 , p 2 , . . . which is revealed online. These rates (yen/dollar) must remain in the interval [m, M], but otherwise may rise or fall arbitrarily. When the game ends, the money is all converted to one of the currencies, say, dollars, at the present rate. Note that the ratio of the amount accumulated by the optimal offline algorithm on this sequence of exchange rates to the amount accumulated by the online player is the same, no matter which currency they convert to when the game ends. As in the one-way trading problem, the online player's goal is to minimize the competitive ratio.
If the number of local maxima and minima in the exchange rate sequence is unbounded, there is no strategy with a finite competitive ratio (see the lower bound argument in Section 7. 7.1. Upper Bound. Assume that k is even. The sequence σ of exchange rates consists of k/2 upward runs and k/2 downward runs. The optimal algorithm for the offline player is to convert all his dollars to yen at the end of each upward run, and all his yen to dollars at the end of each downward run. We describe how the online player can achieve a competitive ratio of r k ∞ . Suppose the first upward run consists of p 1 ≤ p 2 ≤ · · · ≤ p i , with p i+1 < p i . During the first i days, the online player plays according to our optimal one-way algorithm (with competitive ratio r ∞ ). By the end of the ith day he acquires D i dollars and Y i yen, where m D i + Y i = p i /r ∞ . On day i + 1 he converts all his dollars to yen. Since p i+1 ≥ m, he then has at least p i /r ∞ yen at the beginning of the first downward run. He then proceeds similarly during the downward run beginning at day i + 1, converting yen to dollars during the decreasing run and exchanging any remaining yen on the first day of the next increasing run. Thus, two transactions occur on the first day of any decreasing run: first, the exchange of all dollars to yen, and second, the first transaction of the one-way algorithm on the downward run (conversion of yen to dollars). These conceptually distinct transactions can, of course, be combined into a single transaction. Similarly, on the first day of any subsequent increasing run, these two transactions may occur. In each run the ratio between the offline player's wealth and the online player's wealth increases by at most the factor r ∞ , and thus the online player achieves the competitive ratio r k ∞ . Notice that the player does not need to know k. In addition, some improvements may be employed. For example, if the player has a bound, l, on the maximum length of the upward/downward runs, then he can use the competitive ratio r l (m, M) in each oneway game (see Section 4.1), instead of r ∞ (m, M). For most real-life price sequences, such a bound l can be identified and is rather small. Moreover, further improvement in performance may be obtained by using the improved algorithm of Section 4.2 in every one-way game.
Lower Bound.
Assume that the online player knows only m and M. For any n, it is possible for an adversary to force a competitive ratio of (r n ) k/2 against any online strategy.
Our argument here follows from the lower bound proof of the one-way case. Suppose each player starts with one dollar. Then, regardless of what strategy the online player is employing, the adversary can construct a sequence of at most n + 1 exchange rates consisting of an upward run (of length n) followed by an immediate drop of the exchange rate to m, such that, at the end of the sequence, his total holdings in yen and dollars (evaluated at the exchange rate m) will exceed that of the online player by at least the factor r n . Moreover, when the exchange rate drops to m, the adversary will convert all his yen to dollars, and the online player can do no better than to follow suit, since he will never have a more favorable conversion rate. Thus, in one upward and one downward run, the ratio of adversary currency to online currency can be made to increase by a factor of r n . This yields a factor (r n ) k/2 for the entire game (at most k(n + 1)/2 days). As n increases, this lower bound approaches (r ∞ ) k/2 . We point out that the fact that the above lower and upper bounds are exponential in k is somewhat misleading. It may appear worse than it really is. The reason is that optimal offline returns on sequences with k local minima and maxima are exponentially large so that these competitive ratios do not exclude the possibility of very large (exponential) returns for the online player.
Concluding
Remarks. In our example of one-way trading, a striking feature of the problem is the conceptual simplicity of the optimal strategy. To attain a certain competitive ratio, the online player simply defends himself against the threat of dropping the exchange rate permanently to the minimum possible rate. It would be interesting to identify other problems in which a threat-based strategy is optimal. We note that we have identified another interesting problem that exhibits this kind of solution. Consider the following problem called trading on option:
A money trader starts with D 0 dollars and receives a finite sequence of option offers. Each option offer consists of a pair (e, p), where e is an exchange rate and p > 0 is an option price. For any s ≥ 0 this offer enables the trader to pay ps dollars for the right to later trade s dollars for yen at the exchange rate e. The trader knows in advance that, even without purchasing options, he will always be able to exchange dollars for yen at the rate m, and that the maximum exchange rate he will ever be offered is M. As each offer (e, p) is presented, the trader chooses a corresponding value s and his stock of dollars is depleted by ps. At the end of the sequence of offers the trader converts his remaining dollars to yen by exercising some of the options he has purchased and by exchanging any remaining dollars at the rate m. The optimal offline strategy is clear; the offline player will choose that option (e, p) for which e/( p + 1) is greatest and (provided that e/( p + 1) > m) will spend pD 0 / p + 1 dollars for the right to exchange his remaining D 0 /( p + 1) dollars for yen at the exchange rate e. Under this optimal strategy the offline player receives eD 0 /( p + 1) yen. Intuitively, if the trader can achieve a competitive ratio of r for this problem, then he can do so using a threat-based strategy of the following form: whenever an offer (e, p) is presented, choose the minimum value of s that will ensure that the trader can obtain (1/r )(eD 0 /( p + 1)) even under the threat that no further option offers will be made. (Full analysis of this problem will soon be published in a separate work.) This paper leaves a number of questions open for future research. One intriguing question is that of the true lower/upper bounds on the competitive ratio of the twoway game. We suspect that a good starting point to investigate this question is to im-prove the upper bound which is conjectured to be suboptimal. An intuitive reason for this conjecture is the following. Notice that on any upward (downward) run the online player can take advantage of the knowledge that in order to force a ratio r on the following downward (upward) run, the adversary must begin that run with a sufficiently small (large) exchange rate (i.e., rm in the case where the following run is an upward run).
It would be of interest to examine the robustness of our results under some reallife considerations such as transaction costs and errors in the choice of the parameters (m, M, n, and/or ).
An important issue that requires further study is the sensitivity and the dependence of the trading strategies on the constraining parameters. It is clear that a greedy choice of these parameters may result in an unfortunate outcome. However, an ability to estimate this dependence quantitatively allows for some degree of risk management. For example, consider the case in which the online player underestimates the upper bound on possible exchange rates. Say, M = cM is the true upper bound where c > 1. Clearly, in the worst possible rate sequence p n−1 = M and p n = M. Therefore, our trading strategy will spend all the available dollars at the second last day and will gain at least M/r n (m, M) yen. On the same sequence the optimal offline player acquires M yen and therefore the attainable competitive ratio using the incorrect upper bound may be almost as poor as (M/M)R(M, n) = c · r n (m, M).
