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Chapter 1
Introduction
Dynamics of the heart beat, turbulences in ﬂows, bursting phenomena, the
movement of a ﬂag in the wind and the formation of congestion on the auto-
bahn have one similarity: chaotic behavior. Chaotic phenomena, such as the
three-body problem and turbulences are known for a long time. One of the
ﬁrst mathematicians who realized the existence of such irregular dynamics was
Poincaré at the end of the 19th century. He examined the consequences of the
existence of homoclinic points for the geometrical structure of stable and unsta-
ble manifolds. These manifolds contain solutions that converge toward a ﬁxed
point ξ in forward and backward time, respectively. Homoclinic structures of
autonomous systems are for example solutions which converge in both time di-
rections toward one hyperbolic ﬁxed point ξ. Solutions of this kind are called
homoclinic orbits x(·). Each homoclinic point x(t) lies in the intersection of
the stable and unstable manifold w.r.t. ξ. Poincaré showed that they produce
complex dynamical structures. For more details and a historical overview we
refer to [109], [4] and references therein. In 1935 Birkhoﬀ conﬁrmed this com-
plex dynamical structure near homoclinic points by proving that these points
are the limit of periodic orbits [24], [25]. All these results are theoretical in na-
ture and the question whether transversal homoclinic points actually exist for
real-life problems remained open. In the early 60s the mathematician and me-
teorologist Edward N. Lorenz discovered chaos in a relatively simple numerical
model of a weather forecast. He proved that even small variations of the initial
data lead to quite diﬀerent solutions after a short period of time – the so called
butterﬂy eﬀect – see [96] . Increasingly powerful computers enabled extended
numerical computations, which helped with the formulation of scientiﬁc prob-
lems and the identiﬁcation of regularities in chaotic motions. This motivated
scientists to study Poincaré’s and Birkhoﬀ’s theoretical achievements about
homoclinic points and to continue with their investigation. Smale constructed
a geometrical structure – the so called Horseshoe map [2] – which showed
the existence of homoclinic orbits and illustrated the theoretical results. Fur-
ther, he in the West, cf. [121], and Shil’nikov in the East, cf. [119], proved
independently that in autonomous discrete time systems the dynamic near a
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homoclinic point is chaotic. As Kovačivˇ and Wiggins [89, Introduction] stated
“In fact, it is not an exaggeration to claim that in virtually every
manifestation of chaotic behavior thus far, some type of homoclinic behavior
is lurking in the background.”
extensive studies of homoclinic orbits are essential in the ﬁeld of dynamical
systems. For some signiﬁcant results and a historical overview we refer to [65],
[49], [97] and [103]. These results and increasingly powerful computers enable
numerical calculations. One way to implement numerical computations is the
discretization of continuous systems, which leads to the question:
Do homoclinic orbits persist under discretization? (Q)
Around the 70s-80s it was proved that one-step methods reﬂect the long time
behavior of diﬀerential equations [125], [31], [86], [18] and [17]. For autonomous
systems the entire homoclinic orbit lies in the intersection of the stable and
unstable manifold. For continuous systems this means that the stable and
unstable manifold intersect tangentially. Thus, every homoclinic point of a
continuous autonomous system is tangential. Fiedler and Scheurle [50] ob-
served that under discretization with a one-step method the manifolds gener-
ically split (with an exponentially small splitting angle w.r.t. the used step
size), which implies that for discretized systems there may exist transversal
homoclinic orbits. Zou and Beyn [135], [137] proved that the discretization
of an autonomous continuous system with a transversal homoclinic orbit in-
duces a closed loop of homoclinic orbits, where most of these trajectories are
transversal.
One part of this thesis is the analysis of the question (Q) for nonautonomous
continuous systems.
The study of nonautonomous systems, in particular of nonautonomous ho-
moclinic orbits [126], [73], is motivated by the fact that most of the systems
modeling a realistic phenomena are nonautonomous, e.g. bacterial growth and
tumor drug treatment [87, Section 1.2]. Further, the autonomous setup is not
a special case of the nonautonomous situation. Time independent solutions
generally do not exist in nonautonomous systems. Furthermore, the manifolds
depend on time and are called ﬁber bundles. Thus, for nonautonomous sys-
tems a meaningful deﬁnition of homoclinic orbits requires convergence in both
time directions toward one reference trajectory. The stable and unstable ﬁber
bundles generally intersect transversally, which means that they only have iso-
lated points of a homoclinic orbit in common for each time. This is a contrast
to the autonomous setup, where the entire orbit lies in the intersection, see
Figure 1.1. Thus, for nonautonomous continuous systems two diﬀerent kinds
of homoclinic orbits exist, transversal and tangential, see Figure 1.2.
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Figure 1.1: Stable (green) and unstable manifolds (autonomous, left) and ﬁber
bundles (nonautonomous, right).
tangentialtransversal
Figure 1.2: Stable (green) and unstable ﬁber bundles intersecting transversally
(left) and tangentially (middle,right).
We discretize nonautonomous ODEs with transversal homoclinic orbits us-
ing a one-step method. Under certain conditions we prove in Theorem 7.3.6
that by using a suﬃciently small step size the discretized system has a transver-
sal homoclinic orbit as well. Further, we prove that both trajectories lie in a
suﬃciently small neighborhood.
In this thesis we also analyze the question (Q) for ﬁnite time continuous
systems.
The theory of ﬁnite time dynamical systems is completely diﬀerent from
the theory of inﬁnite time dynamical systems, since the classical asymptotic
concepts do not apply to the ﬁnite time case. However, the study of these
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systems is important for at least three reasons. First, modeling observations
or collections of data over a ﬁnite time interval result in ﬁnite time dynam-
ical systems. On top of that, one is interested in the transient behavior of
solutions, which is often quite diﬀerent than the long time behavior. Fi-
nally, numerical approximations are only given for ﬁnite time intervals. About
10 − 20 years ago the ﬁrst studies in the ﬁnite time dynamical system the-
ory dealt amongst other topics with the development of a proper notion of
hyperbolicity [59], [62], [16], [43], [15], [12], [13], [45], [14]. Several nonequiv-
alent deﬁnitions of ﬁnite time hyperbolic systems exist. They can roughly be
separated into at least two classes. The ﬁrst one is based on the concept of ex-
ponential dichotomies. We will call such systems M-hyperbolic [43, Deﬁnition
1], [14, Deﬁnition 1.2], since they require monotonic growth and decay of solu-
tions. The second one is based on the dynamical pattern of the given system.
This kind of hyperbolicity is often called D-hyperbolicity and its deﬁnition for
ODEs is given in [15], [45] and in [43]. For these two classes it holds that a
D-hyperbolic system is also an M-hyperbolic system. This was ﬁrst proved by
Haller [62] for three-dimensional continuous systems and extended by Berger
et al. [14], [13, Theorem 7] for continuous systems with arbitrary dimensions.
Another proof which is based on the ﬁber bundles of a linearization is given
in [43, Theorem 21]. The analysis of discrete ﬁnite time systems is not as
well-developed as the analysis of continuous ﬁnite time systems and by far not
as advanced as the analysis of inﬁnite time systems. This motivated us to
develop an adequate concept for ﬁnite time systems, in particular for discrete
ﬁnite time systems.
In this thesis we additionally introduce a deﬁnition of D-hyperbolicity for
discrete systems and prove in Theorem 5.4.2 that a discrete D-hyperbolic sys-
tem is also M-hyperbolic. Inspired by the study of homoclinic orbits in inﬁnite
time systems we develop an approach for ﬁnite time homoclinic orbits. In par-
ticular, we present an adequate analogon of inﬁnite time ﬁber bundles for ﬁnite
time systems that enables a deﬁnition of ﬁnite time homoclinic orbits. We call
a ﬁnite time orbit x(·) ε-homoclinic, ε > 0, toward a ﬁnite time hyperbolic
reference trajectory ξ(·) if
(1) x(·) lies in the intersection of the stable and unstable ﬁnite time ﬁber
bundle w.r.t. ξ(·) and if
(2) both endpoints of x(·) each lie in an ε-ball around the corresponding
endpoint of ξ(·).
This means that we need a notion of the ﬁnite time stable and unstable ﬁber
bundles such that their intersection is not always empty. For ﬁnite time stable
and unstable ﬁber bundles there exist various nonequivalent notions and to
our knowledge for non of them the ﬁbers intersect. Some authors call the
stable and unstable ﬁber bundles area of attraction and area of repulsion and
they are often deﬁned via decay conditions. One way to deﬁne ﬁnite time
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ﬁber bundles, cf. [45], [52], [83], is based on the M-hyperbolic concept, i.e. the
(un)stable ﬁnite time ﬁber bundle contains all points, whose orbits satisfy
(D1) monotonically decrease (increase) for all times in the ﬁnite time interval.
These ﬁber bundles do not intersect and, thus, for our purpose to study ε-
homoclinic orbits they are not appropriate. Hence, we introduce two alterna-
tive notions of ﬁnite time ﬁber bundles. First we additionally require condition
(2), i.e. the (un)stable ﬁnite time ﬁber bundle contains all points x, whose or-
bits x(·) satisfy
(D2) monotonically decrease (increase) for all time in the ﬁnite time interval
and the endpoint in forward (backward) time of x(·) lies in an ε-ball
around the corresponding endpoint of ξ(·).
These ﬁber bundles still do not intersect, but at least orbits in the ﬁber
bundles satisfy (2). Based on the concept of inﬁnite time ﬁber bundles we
introduce a third notion of ﬁnite time ﬁber bundles. For inﬁnite time au-
tonomous [120, Theorem III.7] and nonautonomous [111, Corollary 4.6.11]
systems the (un)stable ﬁber of a hyperbolic trajectory locally consist of those
points, whose orbits stay for all positive times in a suﬃciently small neighbor-
hood of ξ and converges toward ξ. This means that our (un)stable ﬁnite time
ﬁber bundle contains all points x, whose orbits x(·) satisfy
(D3) the endpoint in forward (backward) time of x(·) lies in a ε-ball around the
corresponding endpoint of ξ(·) and monotonically increase in backward
(forward) time until the orbit leaves the ε-ball (or until the orbit is not
deﬁned anymore).
For this notion of ﬁnite time ﬁber bundles a deﬁnition of ε-homoclinic orbits is
reasonable, i.e. (1) and (2) may be satisﬁed for a solution. Finally we analyze
whether homoclinic orbits persist under discretization. We prove in Theorem
7.3.6 under certain conditions that the discretization of a ﬁnite time system
with an ε-homoclinic orbit has a (2Chd+ ε)-homoclinic orbit, where C > 0, h
is the step size of the applied one-step method of order d.
In summary, this means that for autonomous and nonautonomous systems
for both inﬁnite and ﬁnite time the answer of the question (Q) under certain
conditions is:
Homoclinic orbits persist under discretization.
To verify whether a homoclinic point is transversal or tangential an anal-
ysis of the stable and unstable ﬁber bundles essential. For ﬁnite time systems
it is well known, cf. [105, Proposition 5.4], [76, Theorem 9], [124, Theorem
4.2] and [70, Theorem 3.5], that the stable and unstable subspace of the lin-
earization locally approximate the stable and unstable ﬁbers. This inspires the
study of the stable and unstable set of linear ﬁnite time hyperbolic systems,
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which are actually cones. For ﬁnite time systems Karrasch [83] proved, roughly
speaking, that the (un)stable cone of the linearization locally approximates
the (un)stable ﬁnite time ﬁber bundle of the original system, with the notion
(D1) of ﬁnite time ﬁber bundles. These results imply a promising approach
to approximate stable and unstable ﬁber bundles. Numerical techniques to
determine the stable and unstable ﬁber bundles exist for autonomous inﬁnite
time systems [23], [33], [42], [44], [46], [48], [92], for nonautonomous continu-
ous [75], [95], [26], [34] and discrete inﬁnite time systems [112], [114], [74] as
well as for ﬁnite time systems [59], [55]. Further, approximation results of ho-
moclinic orbits in discrete and continuous autonomous systems are presented
in [22] and [19], respectively, and for nonautonomous systems we refer to [70]
and [112]. For autonomous inﬁnite time systems the choice of proposed tech-
niques is quite vast. They range from numerical continuation and boundary
value problems through Taylor expansions and the parametrization method
to ﬁxed point iterations and set orientated methods. Some generalizations of
these techniques apply to nonautonomous inﬁnite time systems as well. How-
ever, for this kind of systems the literature is quite sparse, in particular for
noninvertible systems.
In this thesis we introduce an algorithm which approximates ﬁber bundles
of nonautonomous discrete inﬁnite time systems [Section 6.7]. This algorithm
is a generalization of the search circle algorithm in [48]. We develop numerical
tools to approximate all ε-homoclinic orbits of a D-hyperbolic system, i.e. the
intersection of the stable and unstable ﬁnite time ﬁber bundle. Note that in
contrast to inﬁnite time systems stable and unstable ﬁber bundles in ﬁnite time
are fat objects. Thus, the intersection of the stable and unstable ﬁnite time
ﬁbers include more than one ε-homoclinic trajectory. We call the union of all ε-
homoclinic trajectories an ε-homoclinic tube. Further we determine the width
of the stable and unstable cone and establish upper bounds for the width of the
stable and unstable cone as well as of the ε-homoclinic tube. Additionally, we
present a more detailed proof of the local approximation Theorem presented
in [83] adapted for notion (D3) of ﬁnite time ﬁber bundles. This means the
stable and unstable cones of the linearization provide information about the
stable and unstable cone, which motivates to study linear ﬁnite time systems.
For linear inﬁnite nonautonomous time systems
x˙ = A(t)x, xn+1 = A(n)xn, x ∈ Rk, k ∈ N, t ∈ R, n ∈ Z
it is well known that a study of the eigenvalues of the matrix A(·) does not
help to prove hyperbolicity, see [37, p. 30] for a continuous time example due
to Vinograd and for a discrete time example we refer to [47, Example 4.17].
Similar results exist for ﬁnite time systems. Autonomous continuous systems
(2.6) are M-hyperbolic if the eigenvalues of A do not lie on the imaginary axis
and autonomous discrete systems (2.6) are M-hyperbolic if the eigenvalues of A
do not have absolute value 1. For 2-dimensional ﬁnite time systems Haller [59]
presented conditions on the spectral data of A that ensure hyperbolicity of
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ﬁnite time systems. Nevertheless, conditions relying on spectral data have
their pitfalls, shown in [12, Section 2]. For 3-dimensional ﬁnite time systems
the eigenvalues of A(·) do not provide any information about the dynamical
properties of the ﬁnite time system, for more details see [12, Section 2] and [60,
Theorem 1]. Berger [12, Section 2] said about this problem
“Plausible though this may be, it is actually not true.”
Therefore, we never use the eigenvalues of A(·) to determine hyperbolicity of
a dynamical systems.
Detailed Outline of This Thesis
In Chapter 2 the notion for this thesis is set. In Section 2.2 we introduce
dynamical systems and abbreviate inﬁnite time systems as ift-systems and
ﬁnite time systems as ft-systems.
In every chapter we start with the study of ift-systems and continue with
an analogously study of ft-systems.
Chapter 3 starts with the deﬁnition of hyperbolicity for continuous and
discrete time systems on an inﬁnite time interval. By analyzing the hyperbol-
icity conditions of an ift-system in Section 3.2 we get a reasonable deﬁnition of
hyperbolicity for ﬁnite time systems, the so called M-hyperbolicity. In Section
3.3 we point out some important diﬀerences and similarities between hyper-
bolic ift-systems and M-hyperbolic ft-systems. For example the uniqueness of
the invariant family of projectors of a hyperbolic ift-system and the nonunique-
ness for M-hyperbolic ft-systems. The deﬁnition of an inﬁnite time exponen-
tial dichotomy is independent of the choice of norm, whereas the deﬁnition
of an ﬁnite time exponential dichotomy depends on the norm. We prove for
every autonomous hyperbolic ift-system the existence of a proper norm (Lya-
punov norm) such that the system is M-hyperbolic on each compact interval.
In Section 3.4 we present various Roughness-Theorems, which guarantee the
preservation of hyperbolicity under suﬃciently small additive perturbations,
for both ift- and ft-systems.
In Chapter 4 we study stable and unstable sets of linear systems. For
linear ift-systems these sets are subspaces and for linear ft-systems they are
cones. We start this chapter with the deﬁnition of the stable and unstable
subspaces TVs,u(·) of an hyperbolic ift-system, which have the representation
TVs(t0) = R(P (t0)), TVu(t0) = N (P (t0)),
where t0 ∈ T, T ∈ {R,Z} and P : T → Rk×k is the unique invariant family
of projectors of the hyperbolic ift-system. Then, in Section 4.1, we derive a
deﬁnition for the stable and unstable cone of an ft-system from the deﬁnition
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