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SIGN MATRIX POLYTOPES FROM YOUNG TABLEAUX
SARA SOLHJEM AND JESSICA STRIKER
Abstract. Motivated by the study of polytopes formed as the convex hull of permutation matrices
and alternating sign matrices, we define several new families of polytopes as convex hulls of sign
matrices, which are certain {0, 1,−1}–matrices in bijection with semistandard Young tableaux. We
investigate various properties of these polytopes, including their inequality descriptions, vertices,
facets, and face lattices, as well as connections to alternating sign matrix polytopes and transporta-
tion polytopes.
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1. Introduction
Sign matrices are defined as {0, 1,−1}–matrices whose column partial sums are zero or one and
whose row partial sums are nonnegative. Sign matrices were introduced by Aval [2], who showed
they are in bijection with semistandard Young tableaux. Young tableaux are well-loved objects
for their nice combinatorial properties, including beautiful enumerative formulas, and nontrivial
connections to Lie algebras, representation theory, and statistical physics [9, 14, 17]. Aval used
sign matrices to give a simple method for computing the left key of a tableau by successively
removing the negative ones from its corresponding sign matrix [2].
Alternating sign matrices are n × n sign matrices with the additional properties that the rows
and columns each sum to one and the row partial sums may not exceed one [19]. Alternating sign
matrices were introduced by Robbins and Rumsey in their study of the λ-determinant [22], with
an enumeration formula conjectured by Mills, Robbins, and Rumsey [19]. The proof of this conjec-
ture [31, 18] was a major accomplishment in enumerative combinatorics in the 1990’s. Alternating
sign matrices are still a source of interest, in particular, with regard to intriguing open bijective
questions involving plane partitions and connections to both the six-vertex model and various loop
models in statistical physics [3, 5, 12, 7, 11, 10, 20, 21, 26, 28, 29, 27].
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In [25], the second author examined alternating sign matrices from a geometric perspective by
defining and studying the polytope formed by taking the convex hull of all n × n alternating sign
matrices, as vectors in Rn2 . She studied various aspects of the alternating sign matrix polytope,
including its dimension, facet count, vertices, face lattice, and inequality description. Independently,
Behrend and Knight [4] defined and studied the alternating sign matrix polytope. They proved
the equivalence of the inequality and vertex descriptions, computed the Ehrhart polynomials to
n = 5, and studied lattice points in the rth dilate of the alternating sign matrix polytope, which
they called higher spin alternating sign matrices.
In this paper, we extend this work by studying polytopes formed as convex hulls of sign matrices.
We define two new families of polytopes: P (m,n) as the convex hull of all m × n sign matrices
and P (λ, n) as the convex hull of sign matrices in bijection with semistandard Young tableaux of
a given shape λ and entries at most n. If we, furthermore, fix the entries in the first column of
the tableaux to be determined by the vector v, we obtain a polytope P (v, λ, n), whose nonnegative
part we show in Theorem 9.12 is a transportation polytope.
Our main results include Theorems 5.1, 5.3, and 9.8, in which we have found the set of
inequalities that determine P (λ, n), P (m,n), and P (v, λ, n) by an extension of the proof technique
von Neumann used to show that the convex hull of n × n permutation matrices, the nth Birkhoff
polytope, consists of all n × n doubly stochastic matrices [30]. Other main results include vertex
charactorizations (Theorems 3.6, 4.3, and 9.7), descriptions of the face lattices of these polytopes
(Theorems 7.15, 7.16, 7.20, and 9.10), and enumerations of the facets (Theorems 6.1 and 6.2).
Our outline is as follows. In Section 2, we refine Aval’s bijection between semistandard
Young tableaux and sign matrices to account for the tableau shape. In Section 3, we define the
polytope P (λ, n) as the convex hull of all λ1×n sign matrices corresponding to semistandard Young
tableaux of shape λ and entries at most n, prove its dimension, and show that the vertices are all
the sign matrices used in the construction. In Section 4, we define the polytope P (m,n) as the
convex hull of all m×n sign matrices, find its dimension and vertices. Then in Section 5, we prove
Theorems 5.1 and 5.3, giving an inequality description of P (λ, n) and P (m,n) respectively. In
Section 6, we prove facet counts for both polytope families (Theorems 6.1 and 6.2). In Section 7
we give a description of the face lattices of these polytopes. In Section 8, we describe how P (m,n)
and P (λ, n) relate to each other and give connections to alternating sign matrix polytopes. In
Section 9, we define another polytope P (v, λ, n) as the convex hull of sign matrices in bijection
with semistandard Young tableaux of shape λ, entries at most n, and first column given by v. We
then prove Theorem 9.12, relating these polytopes to transportation polytopes.
2. Semistandard Young tableaux and sign matrices
In this section, we first define semistandard Young tableaux and sign matrices. We then discuss
a bijection between them, due to Aval. We refine this bijection in Theorem 2.10 to a bijection
between semistandard Young tableaux with a given shape and sign matrices with prescribed row
sums.
We use the following notation throughout the paper.
Definition 2.1. A partition is a weakly decreasing sequence of positive integers λ = [λ1, λ2, . . . , λk].
The positive integers λi are called the parts of the partition and k is the length of the partition. A
Young diagram is a visual representation of a partition λ as a collection of boxes, or cells, arranged
in left-justified rows, with λi boxes in row i. We will refer to a partition and its Young diagram
interchangeably.
Let λ′ denote the conjugate partition of λ, that is, the Young diagram defined by reflecting λ
about the diagonal. Note k = λ′1.
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The frequency representation of λ is the sequence [a1, a2, . . . , aλ1 ] where ai equals the number of
parts of λ equal to i. We may also denote λ using exponential notation as [λ
aλ1
1 , . . . , i
ai , . . . , λ
aλk
k ].
Example 2.2. The partition λ = [6, 3, 3, 1] has k = 4 parts. The exponential notation for λ
is [6, 32, 1] and its frequency representation is [1, 0, 2, 0, 0, 1]. The conjugate partition is λ′ =
[4, 3, 3, 1, 1, 1]. See Figure 1.
Definition 2.3. A semistandard Young tableau (SSYT) is a filling of a Young diagram with positive
integers such that the rows are weakly increasing and the columns are strictly increasing. See
Figure 1.
1 1 2 4 5 7
2 2 3
3 4 5
6
Figure 1. A Young diagram of partition shape λ = [6, 3, 3, 1] and a semistandard
Young tableau of the same shape.
Definition 2.4. Let SSY T (m,n) denote the set of semistandard Young tableaux with at most m
columns and entries at most n.
Gordon enumerated SSY T (m,n) as follows.
Theorem 2.5 ([15]). The number of SSYT with at most m columns and entries at most n is∏
1≤i≤j≤n
m+ i+ j − 1
i+ j − 1 .
Definition 2.6. Let SSY T (λ, n) denote the set of semistandard Young tableaux of partition shape
λ and entries at most n.
For example, the tableau of Figure 1 is in both SSY T (6, n) and SSY T ([6, 3, 3, 1], n) for any
n ≥ 7.
SSY T (λ, n) is enumerated by Stanley’s hook-content formula.
Theorem 2.7 ([23]). The number of SSYT of shape λ with entries at most n is∏
u∈λ
n+ c(u)
h(u)
where c(u) is the content of the box u, given by c(u) = i − j for u = (i, j), and h(u) is the hook
length of u, given by the number of squares directly below or to the right of u (counting u itself).
Aval [2] defined a new set of objects, called sign matrices, which will be the building blocks of
the polytopes that will be our main objects of study.
Definition 2.8 ([2]). A sign matrix is a matrix M = (Mij) with entries in {−1, 0, 1} such that:
i∑
i′=1
Mi′j ∈ {0, 1} , for all i, j.(2.1)
j∑
j′=1
Mij′ ≥ 0, for all i, j.(2.2)
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In words, the column partial sums from the top of a sign matrix equal either 0 or 1 and the
partial sums of the rows from the left are non-negative.
Aval showed that m× n sign matrices are in bijection with SSYT with at most m columns and
largest entry at most n [2, Proposition 1]. We now define the set of sign matrices we will show
in Theorem 2.10 to be in bijection with SSY T (λ, n); this is a refinement of Aval’s bijection. See
Figure 2 for an example of this bijection.
Definition 2.9. Fix a partition λ with frequency representation [a1, a2, . . . , aλ1 ] and fix n ∈ N.
Let M(λ, n) be the set of λ1 × n sign matrices M = (Mij) such that:
n∑
j=1
Mij = aλ1−i+1, for all 1 ≤ i ≤ λ1.(2.3)
Call M(λ, n) the set of sign matrices of shape λ and content at most n.
Theorem 2.10. M(λ, n) is in explicit bijection with SSY T (λ, n).
Proof. We first outline the bijection of Aval [2] between SSYT and sign matrices. Given an m× n
sign matrix M , we construct a tableau Φ(M) = T ∈ SSY T (m,n) such that the entries in the ith
row of M determine the (m− i+ 1)st column (from the left) of T . In the ith row of M , note which
columns have a partial sum (from the top) of one. Record the numbers of the matrix columns in
which this occurs, in increasing order from top down, to form column m − i + 1 of T . Since we
record the entries in increasing order for each column of T and each entry only occurs once in a
column, the columns of T are strictly increasing. The rows of T are weakly increasing, since by
(2.2) the partial sums of the rows of M are non-negative. Thus, T is a SSYT. The length of the
first row of T is m and the entries of T are at most n, since M is an m× n matrix. Thus Φ maps
into SSY T (m,n).
Aval proved in [2] that Φ is an invertible map that gives a bijection between SSY T (m,n) and
m × n sign matrices. We refine this to a bijection between SSY T (λ, n) and M(λ, n) by keeping
track of the row sums of M and the shape of T . Given a tableau, T ∈ SSY T (λ, n), we show
that Φ−1(T ) = M ∈ M(λ, n). By [2], we know that M is a sign matrix, so we only need to show
it satisfies the condition (2.3). Consider the frequency representation [a1, a2, a3, . . . , aλ1 ] of the
partition λ. Consider columns λ1 − i and λ1 − i+ 1 of T . If a number, `, appears in both columns
λ1 − i + 1 and λ1 − i + 2 of T , then Mi` = 0. So we can ignore when a number is repeated in
adjacent columns of T , since it corresponds to a zero in M , which does not contribute to the row
sum. Suppose ` appears in column λ1 − i + 2 of T but not column λ1 − i + 1. Then Mi` = −1.
Suppose ` appears in column λ1 − i + 1 of T but not column λ1 − i + 2. Then Mi` = 1. So the
total row sum
n∑
j′=1
Mij′ equals the number of entries that appear in column λ1− i+ 1 of T but not
column λ1 − i + 2 minus the number of entries that appear in column λ1 − i + 2 but not column
λ1 − i+ 1. This is exactly the length of column λ1 − i+ 1 minus the length of column λ1 − i+ 2,
which is given by aλ1−i+1.
See Figure 2 and Example 2.11. 
Example 2.11. In Figure 2, we have a semistandard Young tableau T of shape [3, 3, 1, 1, 1] and the
corresponding sign matrix M formed by the bijection discussed in Theorem 2.10. To see that M
satisfies (2.3), note that the total row sums of M are 2, 0 and 3, while the frequency representation
of the partition [3, 3, 1, 1, 1] is [3, 0, 2].
4
1 2 3
2 3 6
4
5
6
⇐⇒
 0 0 1 0 0 10 1 0 0 0 −1
1 0 −1 1 1 1

Figure 2. The SSYT of shape [3, 3, 1, 1, 1] and corresponding sign matrix from Example 2.11.
3. Definition and vertices of P (λ, n)
In this section, we define the first of the two polytopes that we are studying and prove some of
its properties.
Definition 3.1. Let P (λ, n) be the polytope defined as the convex hull, as vectors in Rλ1n, of all
the matrices in M(λ, n). Call this the sign matrix polytope of shape λ.
We now investigate the structure of this polytope, starting with its dimension.
Proposition 3.2. The dimension of P (λ, n) is λ1(n−1) if 1 ≤ k < n. When k = n, the dimension
is (λ1 − λn)(n− 1).
Proof. Since each matrix in M(λ, n) is λ1 × n, the ambient dimension is λ1n. However, when
constructing the sign matrix corresponding to a tableau of shape λ, as in Theorem 2.10, the last
column is determined by the shape λ via the prescribed row sums (2.3) of Definition 2.9. This is
the only restriction on the dimension when 1 ≤ k < n, where k is the length of λ, reducing the free
entries in the matrix by one column. Thus, the dimension is λ1(n− 1).
When k = n the dimension depends on the number of columns of length n in λ; this is given by
λn. A column of length n in a SSYT with entries at most n is forced to be filled with the numbers
1, 2, . . . , n. So the matrix rows corresponding to these columns are determined, and thus do not
contribute to the dimension. Thus the dimension is (λ1 − λn)(n− 1). 
From now on, we assume k < n. We now define a graph associated to any matrix. The graph
will be useful in upcoming theorems; see Figure 3.
Definition 3.3. We define the m × n grid graph Γ(m,n) as follows. The vertex set is V (m,n) :=
{(i, j) : 1 ≤ i ≤ m + 1, 1 ≤ j ≤ n + 1}. We separate the vertices into two categories. We
say the internal vertices are {(i, j) : 1 ≤ i ≤ m, 1 ≤ j ≤ n} and the boundary vertices are
{(m+ 1, j) and (i, n+ 1) : 1 ≤ i ≤ m, 1 ≤ j ≤ n}. The edge set is
E(m,n) :=
{
(i, j) to (i+ 1, j) 1 ≤ i ≤ m, 1 ≤ j ≤ n
(i, j) to (i, j + 1) 1 ≤ i ≤ m, 1 ≤ j ≤ n.
We draw the graph with i increasing to the right and j increasing down, to correspond with matrix
indexing.
Definition 3.4. Given an m× n matrix X, we define a graph, Xˆ, which is a labeling of the edges
of Γ(m,n) from Definition 3.3. The horizontal edges from (i, j) to (i, j + 1) are each labeled by the
corresponding row partial sum rij =
j∑
j′=1
Xij′ (1 ≤ i ≤ m, 1 ≤ j ≤ n). Likewise, the vertical edges
from (i, j) to (i + 1, j) are each labeled by the corresponding column partial sum cij =
i∑
i′=1
Xi′j
5
(1 ≤ i ≤ m, 1 ≤ j ≤ n). In many of the figures, we will label the interior vertices with their
corresponding matrix entry Xij (1 ≤ i ≤ m, 1 ≤ j ≤ n).
Remark 3.5. Note that given either the row or column partial sum labels of Xˆ, one can uniquely
recover the matrix X.
See Figures 3 and 4.
c11
cm1
c12 c1n
cm2 cmn. . .cm3
r11 r12 r1n
r21 r22 r2n
.
rm1 rm2 rmn
.
.
Xm1 Xm2 Xmn
X11 X12 X1n
X21 X22 X2n
Figure 3. The graph Xˆ from Definition 3.4, with dots on only the internal vertices.
The above notation will be used in proving the next theorem, which identifies the vertices of
P (λ, n).
Theorem 3.6. The vertices of P (λ, n) are the sign matrices M(λ, n).
Proof. Fix a sign matrix M ∈M(λ, n). In order to show that M is a vertex of P (λ, n), we need to
find a hyperplane with M on one side and all the other sign matrices in M(λ, n) on the other side.
Then since P (λ, n) is the convex hull of M(λ, n), M will necessarily be a vertex.
Let cij denote the column partial sums of M , as in Definition 3.4. Define CM := {(i, j) : cij = 1}.
Note that CM is unique for each M , since the column partial sums can only be 0 or 1, and by
Remark 3.5, we can recover M from the cij . Also note that |CM | = |λ|, that is, the number of
partial column sums that equal one in M equals the number of boxes in λ.
Define a hyperplane in Rλ1n as follows, on coordinates Xij corresponding to positions in a λ1×n
matrix.
(3.1) HM (X) :=
∑
(i,j)∈CM
i∑
i′=1
Xi′j = |λ| − 1
2
If X = M , then HM (X) = HM (M) = |λ|, since |CM | = |λ|. Given a hyperplane formed in this
manner, we may recover the matrix from which it is formed, thus HM is unique for each M .
By definition, every matrix in M(λ, n) has |λ| partial column sums that equal 1. Let M ′ 6= M
be another matrix in M(λ, n). It must be that there is an (i, j) where cij = 1 in M and cij = 0 in
M ′. HM (M ′) will be smaller than HM (M) by one for every time this occurs. For any (i, j) such
that cij = 0 in M and cij = 1 in M
′, (i, j) 6∈ CM , so this partial sum does not contribute to HM .
Therefore, HM (M) = |λ| > |λ| − 12 while HM (M ′) < |λ| − 12 . Thus the sign matrices of M(λ, n)
are the vertices of P (λ, n). 
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11 1
1 1
2
0 0
0
0
1 1 0
0 0 0
2
0
1 1
1
1 1
10
0
0
0
01 1
1
1
1
1 0 1
0 0 0
2
00 0
0 1 1
1 0
2
0
(a) (b) (c)
(d) (e)
0 1
1
1 1
1 1
1
0
0
0
0
0
1
1
1
11
1
0
1 0 1
0 1 -1
2
0
0 1 1
1 -1 0
2
0
(f)
1 1
-1
0
0
0
0
0
1
1
1 1
1
0 1 1
0 0 0
2
0
Figure 4. The six graphs corresponding to the six sign matrices in M([2, 2], 3);
these matrices correspond to SSYT of shape [2, 2] with entries at most 3.
Example 3.7. Figure 4 gives the six graphs corresponding to the six sign matrices in M(λ, 3) for
λ = [2, 2]; these matrices correspond to SSYT of shape [2, 2] with entries at most 3. Let Me be
the sign matrix corresponding to the graph in Figure 4(e). The equation for the hyperplane, HMe ,
described in Theorem 3.6, is HMe(X) = X11 + (X11 +X21) +X13 + (X12 +X22) = 2X11 +X12 +
X13 +X21 +X22 = |λ| − 12 = 3.5. Now we substitute the entries of each matrix in M([2, 2], 3) into
this equation to show Me is the only matrix on one side of this hyperplane.
(a): X11 = 1, X12 = 1, X13 = 0, X21 = 0, X22 = 0 → HMe(Ma) = 2 + 1 + 0 + 0 + 0 = 3;
(b): X11 = 1, X12 = 0, X13 = 1, X21 = 0, X22 = 0 → HMe(Mb) = 2 + 0 + 1 + 0 + 0 = 3;
(c): X11 = 0, X12 = 1, X13 = 1, X21 = 1, X22 = 0 → HMe(Mc) = 0 + 1 + 1 + 1 + 0 = 3;
(d): X11 = 0, X12 = 1, X13 = 1, X21 = 0, X22 = 0 → HMe(Md) = 0 + 1 + 1 + 0 + 0 = 2;
(e): X11 = 1, X12 = 0, X13 = 1, X21 = 0, X22 = 1 → HMe(Me) = 2 + 0 + 1 + 0 + 1 = 4;
(f): X11 = 0, X12 = 1, X13 = 1, X21 = 1, X22 = -1 → HMe(Mf ) = 0 + 1 + 1 + 1+(-1) = 2.
Note that Me is on one side of 2X11 +X12 +X13 +X21 +X22 = 3.5 and the other five matrices
in M([2, 2], 3) are on the other side.
4. Definition and vertices of P (m,n)
We will now define and study another family of polytopes, constructed using all m × n sign
matrices.
Definition 4.1. Let P (m,n) be the polytope defined as the convex hull of all m×n sign matrices.
Call this the (m,n) sign matrix polytope.
Proposition 4.2. The dimension of P (m,n) is mn for all m > 1.
Proof. Since every entry is essential, all mn of the entries contribute to the dimension. 
Theorem 4.3. The vertices of P (m,n) are the sign matrices of size m× n.
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Proof. Fix an m × n sign matrix M . In order to show that M is a vertex of P (m,n), we need to
find a hyperplane in Rmn with M on one side and all the other m × n sign matrices on the other
side. Then since P (m,n) is the convex hull of all m × n sign matrices, M would necessarily be a
vertex.
Let cij =
i∑
i′=1
Xi′j in M , as in Definition 3.4. Recall from the proof of Theorem 3.6 the notation
CM = {(i, j) : cij = 1 in M} and HM (X) =
∑
(i,j)∈CM
i∑
i′=1
Xi′j .
Define a hyperplane in Rmn as follows, on coordinates Xij corresponding to positions in an m×n
matrix.
(4.1) KM (X) := HM (X)−
∑
(i,j)6∈CM
i∑
i′=1
Xi′j = |CM | − 1
2
.
Note that CM is unique for each sign matrix M since we may recover any sign matrix from its
column partial sums (see Remark 3.5). Therefore KM is unique for each matrix M .
We wish to show the hyperplane KM (X) = |CM | − 12 has M on one side and all the other m×n
sign matrices on the other. Note that if X = M , then KM (X) = KM (M) = |CM |. So we wish to
show that given any M ′ ∈M(m,n) such that M ′ 6= M , KM (M ′) < |CM | − 12 .
We have two cases:
Case 1 : There is a (i, j) entry cij = 0 in M and cij = 1 in M
′. In this case, (i, j) 6∈ CM . So
in KM (M
′), this partial sum gets subtracted making KM (M ′) one smaller than KM (M) for every
such (i, j).
Case 2 : There is a (i, j) entry cij = 1 in M and cij = 0 in M
′. In this case, (i, j) ∈ CM . So
this partial sum contributed one to HM (M), whereas in HM (M
′) there is a contribution of zero.
Therefore HM (M) is one greater than HM (M
′) so that KM (M) is one greater than KM (M ′) for
every such (i, j).
Since M and M ′ must differ in at least one column partial sum, |CM | = KM (M) ≥ KM (M ′) + 1
so that KM (M
′) < |CM | − 12 for all m× n sign matrices M ′. Thus the m× n sign matrices are the
vertices of P (m,n). 
Example 4.4. Let Mh be the sign matrix corresponding to the graph in Figure 5(h). So HMh(X) =
2X11 + X21, and therefore HMh(Ma) = HMh(Mb) = HMh(Me) = HMh(Mh) = HMh(Mi) =
HMh(Mj) = 2. This shows that the hyperplane of Theorem 3.6 does not separate Mh from
all the other m × n sign matrices. But using Theorem 4.3, we find the needed hyperplane
to be KMh(X) = X11 + (X11 + X21) − X12 − (X12 + X22) − X13 − (X13 + X23) = 2X11 +
X21 − 2X12 − X22 − 2X13 − X23 = |CM | − 12 = 2 − 12 = 1.5. One may calculate the following:
KMh(Ma) = KMh(Mb) = KMh(Me) = 0; KMh(Mh) = 2; KMh(Mi) = −2; KMh(Mj) = −1. This
illustrates how the hyperplane KM (X) = |CM |− 12 separates M from the other m×n sign matrices,
even though HM (X) = |CM | − 12 fails to.
In the following remark, we give some properties and non-properties of P (m,n) and P (λ, n).
Remark 4.5. Both P (λ, n) and P (m,n) are integral polytopes, since an integral polytope has integer
values for all vertices. Neither P (λ, n) nor P (m,n) are regular polytopes. (A regular polytope has
the same number of edges adjacent to each vertex.) For example, some of the vertices in P (2, 2)
from Figure 14 are adjacent to 4 edges, while others are adjacent to 5 or 6 edges. These polytopes
are not simplicial (where every facet has the minimal number of vertices), since the facets of these
polytopes have varying numbers of vertices. For example, the facets of P (2, 2) have between 4
8
0 0
0
0
0 0
0 0 0
0
1 1
1
1 0
00
0
1 0 0
0 0 0
1
00 0
(g) (h)
(i) (j)
0 1
1
1 1
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0
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1
1
0
1
0
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1
1 1
1
1 1 1
0 0 0
3
0
0
00
0 0
0 0 0
Figure 5. Four of the 29 partial sum graphs corresponding to the sign matrices
that are vertices in P (2, 3) but not in P ([2, 2], 3).
and 7 vertices. These polytopes are not simple (where every vertex is contained in the minimal
number of facets where that number is fixed); the vertices corresponding to δ5 and δ6 in Figure 14
are contained in 20 and 14 facets, respectively.
5. Inequality descriptions
In analogy with the Birkhoff polytope [6, 30] and the alternating sign matrix polytope [4, 25],
we find an inequality description of P (λ, n).
Theorem 5.1. P (λ, n) consists of all λ1 × n real matrices X = (Xij) such that:
0 ≤
i∑
i′=1
Xi′j ≤ 1, for all 1 ≤ i ≤ λ1, 1 ≤ j ≤ n(5.1)
0 ≤
j∑
j′=1
Xij′ , for all 1 ≤ i ≤ λ1, 1 ≤ j ≤ n(5.2)
n∑
j′=1
Xij′ = aλ1−i+1, for all 1 ≤ i ≤ λ1.(5.3)
Proof. This proof builds on techniques developed by Von Neumann in his proof of the inequality
description of the Birkhoff polytope [30]. First we need to show that any X ∈ P (λ, n) satisfies
(5.1)− (5.3). Suppose X ∈ P (λ, n). Thus X =
∑
γ
µγMγ where
∑
γ
µγ = 1 and the Mγ ∈M(λ, n).
Since we have a convex combination of sign matrices, by Definition 2.8 we obtain (5.1) and (5.2)
immediately. (5.3) follows from (2.3) in the definition of M(λ, n) (Definition 2.9). Thus P (λ, n)
fits the inequality description.
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Let X be a real-valued λ1 × n matrix satisfying (5.1) − (5.3). We wish to show that X can be
written as a convex combination of sign matrices in M(λ, n), so that it is in P (λ, n). Consider the
corresponding graph Xˆ of Definition 3.4. Let ri0 = 0 = c0j for all i, j. Then for all 1 ≤ i ≤ λ1, 1 ≤
j ≤ n, we have Xij = rij − ri,j−1 = cij − ci−1,j . Thus,
(5.4) rij + ci−1,j = cij + ri,j−1.
If X has no non-integer partial sums, then X is a λ1 × n sign matrix, since (5.1)− (5.3) reduce to
Definitions 2.8 and 2.9.
So we assume X has at least one non-integer partial sum rij or cij . We may furthermore assume
X has at least one non-integer column partial sum, since if all column partial sums of X were
integers, Xij = cij − ci−1,j would imply the Xij would be integers, thus all row partial sums would
also be integers.
We construct an open or closed circuit in Xˆ whose edges are labeled by non-integer partial sums.
We say a closed circuit is a simple cycle in Xˆ, that is, it begins and ends at the same vertex with
no repetitions of vertices, other than the repetition of the starting and ending vertex. We say an
open circuit is a simple path in Xˆ that begins and ends at different boundary vertices along the
bottom of the graph, that is, it begins at a vertex (λ1 + 1, j) and ends at vertex (λ1 + 1, j0) for
some j0 6= j.
We create such a circuit by first constructing a path in Xˆ as follows. If there exists j such that
0 < cλ1j < 1, we start the path at bottom boundary vertex (λ1 + 1, j). If there is no such j, we
find some cij such that 0 < cij < 1 and start at the vertex corresponding to Xij . By (5.4), at least
one of ci±1,j , ri,j±1 is also a non-integer. Therefore, we may form a path by moving through Xˆ
vertically and horizontally along edges labeled by non-integer partial sums.
Now Xˆ is of finite size and all the boundary partial sums on the left, right, and top are integers
(since for all i and j, ri0 = c0j = 0 and rin = aλ1−i+1). So the path eventually reaches one of the
following: (1) a vertex already in the path, or (2) a vertex (λ1 + 1, j0). In Case (2), this means
cλ1j0 is not an integer. But the total sum of the matrix is
λ1∑
i=1
rin =
λ1∑
i=1
aλ1−i+1. Each aλ1−i+1 is an
integer, so the total sum of all matrix entries is an integer. Since cλ1j0 is not an integer, there must
be some other column sum cλ1j that is also not an integer. By construction, the path began at a
bottom boundary vertex (λ1 + 1, j) with cλ1j not an integer, for some j 6= j0. So this process yields
an open circuit whose edge labels are all non-integer. In Case (1), the constructed path consists of
a simple closed loop and possibly a simple path connected to the closed loop at some vertex Xi0j0 .
We delete this path, and keep the closed loop. This process yields a closed circuit in Xˆ whose edge
labels are all non-integer. See Figures 6 and 7 for examples.
Let the following denote a circuit constructed as above, where the circled c and r values denote the
edge labels as we traverse the circuit, and the boxed Xij ’s denote the matrix entries corresponding
to the vertices on the corners of the circuit where the path changes from vertical to horizontal or
vice versa. (Note how the boxes and circles appear in Figures 6 and 7.)(
c0 , . . . , c
′
0 , Xi1,j0 , r1 , . . . , r
′
1 , Xi1,j1 , c1 , . . . , c
′
1 , Xi2,j1 , r2 , . . .
)
Using this circuit, we are able to write X as the convex combination of two new matrices, call
them X+ and X−, that each have at least one more partial sum equal to its maximum or minimum
possible value.
Construct a matrix X+ by setting
X+iα,jβ =
{
Xiαjβ + `
+ if α+ β is odd
Xiαjβ − `+ if α+ β is even
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and setting all other entries equal to the corresponding entry of X. That is, construct X+ by
alternately adding and subtracting a number `+ from each entry in X that corresponds to a corner
in the circuit and leaving all other matrix entries unchanged. We will choose `+ to be the maximum
possible value that preserves (5.1)− (5.3) when added and subtracted from the corners as indicated
above. That is, `+ equals the minimum value of the union of the following sets:
{cij | the edge labeled by cij is below a circuit corner Xiαjβ with α+ β even},
{1− cij | the edge labeled by cij is below a circuit corner Xiαjβ with α+ β odd},
{rij | the edge labeled by rij is to the right of a circuit corner Xiαjβ with α+ β even}.
Note `+ > 0 since all the partial sums in the circuit are non-integer.
Construct a matrix X− by setting
X−iα,jβ =
{
Xiαjβ − `− if α+ β is odd
Xiαjβ + `
− if α+ β is even.
and setting all other entries equal to the corresponding entry of X. That is, construct X− by
alternately subtracting and adding a number `− from each entry in X that corresponds to a corner
in the circuit and leaving all other matrix entries unchanged. We will choose `− to be the maximum
possible value that preserves (5.1), (5.2), and (5.3) when subtracted and added from the corners as
indicated above. That is, `− equals the minimum value of the union of the following sets:
{cij | the edge labeled by cij is below a circuit corner Xiαjβ with α+ β odd},
{1− cij | the edge labeled by cij is below a circuit corner Xiαjβ with α+ β even},
{rij | the edge labeled by rij is to the right of a circuit corner Xiαjβ with α+ β odd}.
Note `− > 0 since all the partial sums in the circuit are non-integer.
Now in the case of either an open or closed circuit, there will be an even number of corners in
the circuit. Note that for open circuits, each row has an even number of corners and there will be
two columns with an odd number of corners, namely the columns where the path begins and ends.
Whenever there is an even number of circuit corners in a row or column, this means that the same
number is alternately added to and subtracted from the corners, thus the total row or column sum
is not changed. Whenever there is an odd number of circuit corners in a column, this means that
the total column sum will change, however it will stay between 0 and 1. Thus our constructions of
X+ and X− above are well-defined.
Both X+ and X− satisfy (5.1)–(5.3) by construction. Also by construction,
X =
`−
`+ + `−
X+ +
`+
`+ + `−
X−
and `
−
`++`− +
`+
`++`− = 1. So X is a convex combination of the two matrices X
+ and X− that still
satisfy the inequalities and are each at least one step closer to being sign matrices, since they each
have at least one more partial sum attaining its maximum or minimum bound. Hence, by iterating
this process, X can be written as a convex combination of sign matrices in M(λ, n). 
Example 5.2. We use the open circuit in Figure 6, we will find X+, X−, `+ and `−. The circuit is(
.9 , .9 , .9 , .9 , .9 , .9 , .3 , .3 , .6 , .7 , -.7 , .1 , .3
)
, where the circled and bold
entries are the partial column sums and the circled non-bold entries are the row partial sums of the
circuit. The matrix entries at the corners of the circuit are boxed for emphasis. To construct X+,
we label the corner entries alternately plus and minus, so the plus value goes on the .9 and .6
corners and the minus on the .3 and -.7 corners. Looking at the partial sums, we see that `+
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 .9 0 .3 .80 .1 .6 −.7
0 .9 −.1 .2
 =⇒ 0
.9 0 .3 .8
0 .1 .6 -.7
0 .9 -.1 .2
.9
.9
.9
.9
.9
.9
.9
1.2 2
0
0
0
.3 .8
.1 .7
.1 .1
.8
.81
1
.3
Figure 6. Left: A matrix X in P ([3, 3, 1], 4); Right: An open circuit in Xˆ.
 1 0 0 10 .4 .6 −1
0 .6 −.6 0
 =⇒ 0
1 0 0 1
0 .4 .6 -1
0 .6 -.6 0
1
1
1
1
1 1
1
1
1
0
0
0 0 0
0
0
0 .4
.4 .6
.6
2
0
Figure 7. Left: A matrix X in P ([3, 3], 4); Right: A closed circuit in Xˆ.
 .9 0 .3 .80 .1 .6 −.7
0 .9 −.1 .2
 = .7
.1 + .7
 1 0 .2 .80 .1 .7 −.8
0 .9 −.1 .2
+ .1
.1 + .7
 .2 0 1 .80 .1 −.1 0
0 .9 −.1 .2

Figure 8. The decomposition of the matrix from Figure 6 as the convex combina-
tion of X+ and X−; see Example 5.2.
will be the minimum of {.3, .1, .3} ∪ {1− .9, 1− .9, 1− .9} ∪ ∅. Thus `+ = .1, so .1 will be added
to plus corners and subtracted from minus corners with X+ as the result. We now switch the plus
and minus corners. `− will be the minimum of {.9, .9, .9} ∪ {1− .3, 1− .1, 1− .3} ∪ {.9, .9, .7}
so `− = .7. So then .7 is added to the plus corners and subtracted from the minus corners to get
X−. Thus we may write the matrix as the convex combination of the matrices X+ and X− as in
Figure 8.
We now find an inequality description of P (m,n).
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Theorem 5.3. P (m,n) consists of all m× n real matrices X = {Xij} such that:
0 ≤
i∑
i′=1
Xi′j ≤ 1 for all 1 ≤ i ≤ m, 1 ≤ j ≤ n.(5.5)
0 ≤
j∑
j′=1
Xij′ for all 1 ≤ i ≤ m, 1 ≤ j ≤ n.(5.6)
Proof. The proof follows the proof of Theorem 5.1, with a few differences. The open circuits are
no longer restricted to start and end at the bottom of the matrix; they may also start and end at
vertices (i, n + 1) and (i0, n + 1) (i 6= i0) on the right border of Γ(m,n), or they may start at the
bottom at vertex (m+ 1, j) and end on the right at vertex (i, n + 1). Therefore the evenness of
corners is not needed here, since unlike in Theorem 5.1, there is no analogue of Equation (5.3) that
specifies the row sums. With these less restrictive exceptions, the matrices X− and X+ will be
found in the same way as in the proof of Theorem 5.1. 
6. Facet enumerations
In this section, we use the inequality descriptions of the previous section to enumerate the facets
in P (m,n) and P (λ, n). Note this is not as straightforward as counting the inequalities in the
theorems of the previous section, as these inequality descriptions are not minimal.
Theorem 6.1. P (m,n) has 3mn− n− 2(m− 1) facets.
Proof. We have three defining inequalities in the inequality description of Theorem 5.3 for each
entry Xij of X ∈ P (m,n): 0 ≤
i∑
i′=1
Xi′j ,
i∑
i=1
Xi′j ≤ 1, and 0 ≤
j∑
j′=1
Xij′ . Therefore there are at
most 3mn facets, each made by turning one of the inequalities to an equality. We now determine
which of these inequalities give unique facets. (See Figure 9 for a visual representation of which
inequalities determine duplicate facets.)
Notice first that we will always have 0 ≤ X1j (from the column partial sums). This implies
that the partial sums of the first row are all nonnegative, since each entry in the first row must be
nonnegative. Thus the inequalities 0 ≤
j∑
j=1
X1j′ for 1 ≤ j ≤ n are all unnecessary; and there are n
inequalities of this form.
We have already counted 0 ≤ X11 in the column partial sums. From the partial row sums, we
have that 0 ≤ X21. But in the partial column sum we have 0 ≤ X11 + X12; this is implied by
0 ≤ X11 and 0 ≤ X21. Similarly, the partial column sums 0 ≤
i∑
i′=1
Xi′1 for 2 ≤ i ≤ m are all implied
by the partial row sums 0 ≤ Xi′1. There are m− 1 inequalities of this form.
Note that
m∑
i′=1
Xi′1 ≤ 1. Furthermore, note that 0 ≤ Xm1 from the row partial sums. Therefore
we have that
m−1∑
i′=1
Xi′1 ≤ 1−Xm1 ≤ 1. Similarly, the m− 1 inequalities in the form of
i∑
i′=1
Xi′1 ≤ 1
for 1 ≤ i < m are all implied by the partial row sums 0 ≤ Xi′1.
Therefore we have the number of facets to be at most 3mn−n− 2(m− 1). We claim this upper
bound is the facet count. That is, a facet can be defined as all X ∈ P (m,n) which satisfy exactly
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one of the following:
rij =
j∑
j′=1
Xij′ = 0, 2 ≤ i ≤ m and 1 ≤ j ≤ n(6.1)
cij =
i∑
i′=1
Xi′j = 0, 1 ≤ i ≤ m and 2 ≤ j ≤ n(6.2)
cij =
i∑
i′=1
Xi′j = 1, 1 ≤ i ≤ m and 2 ≤ j ≤ n(6.3)
r11 = c11 = X11 = 0(6.4)
cm1 =
m∑
i′=1
Xi′1 = 1.(6.5)
Note each equality fixes exactly one entry, thus lowering the dimension by one. Let two generic
equalities of the form (6.1)-(6.5) be denoted as αij = γ and βde = δ for α, β ∈ {r, c} and γ, δ ∈ {0, 1},
where the choice of r or c for each of α and β indicates whether the equality involves a row partial
sum rij or column partial sum cij , and the indices (i, j) and (d, e) must be in the corresponding
ranges indicated by (6.1)-(6.5). To finish the proof, we construct an m × n sign matrix M , such
that M satisfies αij = γ and not βde = δ. We work with Mˆ rather than M itself, recalling the
bijection between M and Mˆ . Recall from Definition 3.4, Mˆ is a graph whose horizontal edges are
labeled by the partial row sums of M and whose vertical edges are labeled by the partial column
sums of M . Since all of the equalities in (6.1)-(6.5) are given by setting a cij equal to 0 or 1 or a rij
equal to 0, set the edge label of Mˆ corresponding to αij equal to γ and the edge label corresponding
to the equality βde equal to 1− δ. Now we transform Mˆ back to M and if we can fill in the rest of
the matrix so it is a sign matrix, the proof will be complete. In the cases below, we construct such
a sign matrix M satisfying equality α and not equality β.
Case 1 : αij = 0 and βde = 1. So in Mˆ , βde = 0. It suffices to set M equal to the zero matrix.
Case 2: αij = 0 and βde = 0. So in Mˆ , βde = 1. If i 6= d and j 6= e, let Mde = 1 and the rest of
the entries equal to zero.
Suppose α = β = c. If j 6= e, let Mde = 1 and the rest of the entries equal to zero. If j = e
and i < d, let Mde = 1 and the rest of the entries equal to zero. If j = e and i > d, let Mde = 1,
Md+1,e = −1, Md+1,e−1 = 1, and the rest of the entries equal to zero. (Note e ≥ 2 since β = c.)
Suppose α = β = r. If i 6= d, let Mde = 1 and the rest of the entries equal to zero. If i = d
and j < e, let Mde = 1 and the rest of the entries equal to zero. If i = d and j > e, let Mde = 1,
Md,e+1 = −1, Md−1,e+1 = 1, and the rest of the entries equal to zero. Note since β = r, d ≥ 2, so
d− 1 ≥ 1.
If α = r and β = c, let M1e = 1 and the rest of the entries equal to zero. (Note since α = r,
i ≥ 2.)
If α = c and β = r, let Md1 = 1 and the rest of the entries equal to zero. (Note since α = c,
j ≥ 2.)
Case 3: αij = 1 and βde = 1. So in Mˆ , βde = 0. Note only column partial sums are set equal
to 1 in the above list of equalities, so α = c and β = c. If j 6= e, set Mij = 1 and the rest of the
entries of M equal to zero. If j = e and i < d, set Mij = Mi+1,j−1 = 1 and Mi+1,j = −1 and all
other entries equal to zero. Note j − 1 ≥ 1 since (6.3) requires that 2 ≤ j ≤ n. If j = e and i > d,
set Mij = 1 and the rest of the entries of M equal to zero.
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Case 4: αij = 1 and βde = 0. So in Mˆ , βde = 1. Note α = c, so j ≥ 2. If j 6= e, let Mij = Mde = 1
and the rest of the entries zero. If j = e and β = c, let M1j = 1 and the rest of the entries equal
to zero. If j = e and β = r, if i 6= d, let Mij = 1 and Md1 = 1 (we noted above that j ≥ 2, so these
ones are not in the same column) and the rest of the entries equal to zero. If j = e, β = r, and
i = d, set Mij = 1 and the rest of the entries equal to zero.
Thus we may always complete to a sign matrix. M is constructed to satisfy αij = γ but not
βij = δ, thus each of the equalities in (6.1)-(6.5) gives rise to a unique facet. 
Figure 9. Γ(m,n) decorated with symbols that represent the inequalities that do
not determine facets of P (m,n). Squares represent partial column sums of the form∑
Xij ≤ 1 and dots represent partial row or column sums of the form
∑
Xij ≥ 0.
We now state a theorem on the number of facets of P (λ, n). We then give simpler formulas as
corollaries in the special cases of two-row shapes, rectangles, and hooks. First, recall that k is the
number of parts of λ, and that aλ1 is the number of parts in λ of size λ1.
Theorem 6.2. The number of facets of P (λ, n) is:
(6.6) 3nλ1 − n− 3(λ1 − 1)− (n− 2)(λ1 − λ2 + λn−1)− (k − aλ1)− 2(λ1 −D(λ))− C(λ)
where D(λ) is the number of distinct part sizes of λ (each part size counts once, even though there
may be multiple parts of a given size), we take λi = 0 if k < i, and C(λ) equals the following:
C(λ) =

2 if k = 1,
1 if 1 < k < n− 1 and λ1 6= λ2,
0 if 1 < k < n− 1 and λ1 = λ2,
2 if k = n− 1 and either λ1 6= λ2 or λ = λk1,
1 if k = n− 1, λ1 = λ2, and λ 6= λk1.
Proof. By Theorem 6.1, since P (λ, n) satisfies all the inequalities satisfied by P (m,n) for m = λ1,
we have at most 3nλ1 − n− 2(λ1 − 1) facets, given by the equalities (6.1)–(6.5). See Figure 9.
But note equalities of the form (6.1) with j = n no longer give facets, since by (5.3) the total
sum of each matrix row is fixed. There are λ1 − 1 such inequalities, so we now have at most
3λ1n− n− 3(λ1 − 1) facets. See Figure 10.
To prove our count in (6.6), we determine which of the remaining equalities in (6.1)–(6.5) are
unnecessary. We discuss each remaining term of (6.6) below. Let X ∈ P (λ, n).
(1) −(n− 2)(λ1 − λ2 + λn−1): First, suppose λ1 6= λ2, otherwise (n − 2)(λ1 − λ2) = 0. Since
λ1 6= λ2, the first row of X sums to 1 and the next λ1 − λ2 − 1 rows sum to 0. So the first
i rows all together sum to 1 for any 1 ≤ i ≤ λ1 − λ2. That is, for any fixed i ∈ [1, λ1 − λ2],
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i∑
i′=1
n∑
j′=1
Xi′j′ = 1. Also, by (5.1),
i∑
i′=1
Xi′j ≥ 0, and by (5.2),
j∑
j′=1
Xij′ ≥ 0. So we have the
following sum:
1 =
i∑
i′=1
n∑
j′=1
Xi′j′ =
i∑
i′=1
j−1∑
j′=1
Xi′j′︸ ︷︷ ︸
≥0
+
n∑
j′=j
i∑
i′=1
Xi′j′︸ ︷︷ ︸
≥0
.
Since we have all positive terms summing to 1, none of these terms may exceed 1. Therefore,
i∑
i′=1
Xi′j ≤ 1 for all 1 ≤ i ≤ λ1 − λ2, 1 ≤ j ≤ n.
Thus the partial sums of the form
i∑
i′=1
Xi′j ≤ 1 for 1 ≤ i ≤ λ1 − λ2, 1 ≤ j ≤ n are
unnecessary. We have already disregarded these inequalities for j = 1, 1 ≤ i ≤ n − 1 in
Theorem 6.1. We will consider j = 1, i = n in (4). We will count the partial column sums
in the nth column in (3). Thus, for this term we count the (n − 2)(λ1 − λ2) unnecessary
inequalities
i∑
i′=1
Xi′j ≤ 1 for 1 ≤ i ≤ λ1 − λ2, 2 ≤ j ≤ n− 1.
Now suppose k = n−1 so that λn−1 6= 0, otherwise (n−2)λn−1 = 0. Since λn−1 6= 0, the
last λn−1 rows ofX sum to 0. That is, for any fixed i ∈ [λ1−λn−1+1, λ1],
λ1∑
i′=i+1
n∑
j′=1
Xi′j′ = 0.
Also, by (5.3),
λ1∑
i′=1
n∑
j′=1
Xi′j′ =
λ1∑
i′=1
aλ1−i+1 = k = n − 1, since λ has n − 1 parts. Also, by
(5.1),
i∑
i′=1
Xi′j ≤ 0. So we have the following sum:
n− 1 =
n∑
j′=1
λ1∑
i′=1
Xi′j′ =
n∑
j′=1
i∑
i′=1
Xi′j′︸ ︷︷ ︸
≤1
+
n∑
j=1
λ1∑
i′=i+1
Xi′j′︸ ︷︷ ︸
=0
Since we have n terms
i∑
i′=1
Xi′j′ summing to n− 1, each at most 1, none of these terms may
be negative. Therefore,
i∑
i′=1
Xi′j ≥ 0 for all λ1 − λn−1 + 1 ≤ i ≤ λ1, 1 ≤ j ≤ n.
Thus the partial sums of the form
i∑
i′=1
Xi′j ≥ 0 for λ1 − λn−1 + 1 ≤ i ≤ λ1, 1 ≤ j ≤ n
are unnecessary. We have already disregarded these inequalities for j = 1, 2 ≤ i ≤ n in
Theorem 6.1. We will count the partial column sums in the nth column in (3). Thus, for
this term we count the (n−2)λn−1 unnecessary inequalities
i∑
i′=1
Xi′j ≤ 1 for λ1−λn−1+1 ≤
i ≤ λ1, 2 ≤ j ≤ n− 1. See Figure 10.
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(2) −(k − aλ1): Let i > 1. By (5.3),
n∑
j′=1
Xij′ = aλ1−i+1. Now 0 ≤
i−1∑
i′=1
Xin and
i∑
i′=1
Xin ≤ 1
imply Xin ≤ 1, so we have
n−1∑
j′=1
Xij′ ≥ aλ1−i+1 − 1. This implies the inequality
n−1∑
j′=1
Xij′ ≥ 0
whenever aλ1−i+1 > 0. Similarly,
n−z∑
j′=1
Xij′ ≥ aλ1−i+1 − z for all 1 ≤ z ≤ aλ1−i+1 since the
last z entries in that row sum to at most z (since entries can be no more than 1, by the
column partial sums). Thus, the aλ1−i+1 inequalities
n−z∑
j′=1
Xij′ ≥ 0, 1 ≤ z ≤ aλ1−i+1, are
unnecessary. By reindexing, this is equivalent to
j∑
j′=1
Xij′ ≥ 0, n− aλ1−i+1 ≤ j ≤ n− 1.
We already discarded all the row partial sum inequalities in the first row in Theorem 6.1,
so we do not count those here. Thus aλ1 is not included. So we have
λ1−1∑
i′=1
ai′ unnecessary
partial sum inequalities. This equals the total number of parts of λ minus the number of
parts with part size λ1, that is, k − aλ1 . See Figure 11.
(3) −2(λ1 −D(λ)): Suppose aλ1−i+1 = 0 so that the total sum of row i of X equals 0. Then
the last entry Xin may not be greater than 0, since this would contradict
n−1∑
j′=1
Xij′ ≥ 0. So
the inequality
i∑
i′=1
Xi′n ≤ 1 is unnecessary. Also, since the total sum of row i of X equals
0, we have then Xin = −
n−1∑
j=1
Xij . In addition,
i∑
i′=1
Xi′n ≥ 0. We substitute the previous
equality into this inequality to obtain
i−1∑
i′=1
Xi′n−
n−1∑
j=1
Xij ≥ 0. We know
n−1∑
j=1
Xij ≥ 0, so this
implies
i−1∑
i′=1
Xi′n ≥ 0.
So for each aλ1−i+1 = 0 we have two unnecessary inequalities:
i∑
i′=1
Xi′n ≤ 1 and
i−1∑
i′=1
Xi′n ≥ 0. The number of row sums equal to zero is given by the number of inte-
gers ` with 1 ≤ ` ≤ λ1 such that a` = 0. This count equals λ1 −D(λ), where D(λ) equals
the number of distinct part sizes of λ. Thus, we have 2(λ1−D(λ)) unnecessary inequalities.
See Figure 11.
(4) −C(λ): We now have a few more border inequalities to discard, depending on λ. We take
each case in turn. See Figure 12.
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(a) When λ1 6= λ2, we may also discard the inequality X1n ≤ 1, as this is a partial sum of
the form
i∑
i′=1
Xi′n ≤ 1 for 1 ≤ i ≤ λ1−λ2, which by reasoning in (1) may be discarded.
The other inequalities of that form have already been counted in (3), thus we have
one additional unnecessary inequality whenever λ1 6= λ2. Note, since λ2 = 0 6= λ1 for
k = 1, this inequality is also discarded in the case k = 1.
(b) When k = 1, since
n∑
j′=1
X1j′ = 1 and
n∑
j′=1
Xij′ = 0 for all 2 ≤ i ≤ λ1, we have that
the sum of all the entries in the matrix is 1. This, together with the inequalities
λ1∑
i′=1
Xi′j ≥ 0, 2 ≤ j ≤ n, implies
λ1∑
i′=1
Xi′1 ≤ 1. So we have one additional unnecessary
inequality when k = 1.
(c) When 1 < k = n− 1, by the reasoning in the k = n− 1 case of (1) we may discard the
inequality
λ1∑
i′=1
Xi′n ≥ 0. If k = 1, n = 2, we may not discard this inequality, since in
this case we have already discarded the inequality in (4b).
(d) Suppose k = n − 1 and λ is a rectangle, so λn−1 = λ1. In this case, we may also
discard the inequality X11 ≥ 0; this is a partial sum of the form
i∑
i′=1
Xi′1 ≥ 0 for
λ1 − λn−1 + 1 ≤ i ≤ λ1 which by the reasoning in (1) may be discarded. The other
inequalities of that form have already been counted in (3), thus we have one additional
unnecessary inequality whenever λ1 = λ
n−1
1 and k > 1. If k = 1, n = 2, we may not
discard this inequality, since we have already discarded the inequality in (4a).
Thus the total number of facets is at most (6.6). We claim this upper bound is the facet count.
That is, a facet can be defined as all X ∈ P (λ, n) which satisfy exactly one of the following:
rij =
j∑
j′=1
Xij′ = 0, 2 ≤ i ≤ λ1 and 1 ≤ j ≤ n− aλ1−i+1 − 1(6.7)
cij =
i∑
i′=1
Xi′j = 0, 1 ≤ i ≤ λ1 and 2 ≤ j ≤ n− 1(6.8)
cin =
i∑
i′=1
Xi′n = 0, (i = λ1 and k < n− 1) or (1 ≤ i ≤ λ1 − 1 and aλ1−i > 0)(6.9)
cij =
i∑
i′=1
Xi′j = 1, λ1 − λ2 + 1 ≤ i ≤ λ1 and 2 ≤ j ≤ n− 1(6.10)
cin =
i∑
i′=1
Xi′n = 1, λ1 − λ2 + 1 ≤ i ≤ λ1 and aλ1−i+1 > 0(6.11)
r11 = c11 = X11 = 0 if λ = λ
n−1
1 and k > 1(6.12)
cλ11 =
λ1∑
i′=1
Xi′1 = 1 if k = 1.(6.13)
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Note each equality fixes exactly one matrix entry, lowering the dimension by one. By an argument
similar to that given in Theorem 6.1, given any two equalities above, we may construct a sign matrix
in M(λ, n) that satisfies one but not the other. 
Figure 10. Γ(λ1,n) decorated with symbols that represent inequalities that do not
determine facets of P (λ, n). Squares represent partial column sums of the form∑
Xij ≤ 1 and dots represent partial row or column sums of the form
∑
Xij ≥ 0.
The filled-in shapes represent inequalities that were already removed in the facet
proof for P (m,n). The crosses represent the fixed row sums in P (λ, n). The open
squares and gray squares represent inequalities that are removed in (1) from the
proof of Theorem 6.2.
3 0
Figure 11. Examples of portions of Γ(λ1,n) that represent inequalities removed
based on the fixed row sums. The left diagram shows removed inequalities dis-
cussed in (2) in the case aλ1−i+1 > 0. The right diagram shows removed inequalities
discussed in (3) in the case aλ1−i+1 = 0.
Corollary 6.3. The number of facets of P ([λ1, λ2], n) when λ1 6= λ2 is as follows:
• 3nλ1 − n− 5(λ1 − 1)− (n− 2)(λ1 − λ2), when n > 3;
• 3nλ1 − n− 5(λ1 − 1)− (n− 2)λ2 − 1, when n = 3.
Proof. Suppose λ1 6= λ2 and n > 3. Then aλ1 = 1, D(λ) = 2, and C(λ) = 1 (from the definition
in Theorem 6.2). Thus since k = 2, the formula of Theorem 6.2 specializes to 3nλ1 − n − 3(λ1 −
1)− (n− 2)(λ1 − λ2)− (2− 1)− 2(λ1 − 2)− 1, which reduces to the above formula. Now suppose
λ1 6= λ2 and n = 3. In this case λn−1 = λ2 and C(λ) = 2 but the rest of the values remain the
same. Thus, the formula of Theorem 6.2 specializes to the above. 
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A B
C D
Figure 12. Γ(λ1,n) decorated with symbols that represent inequalities removed in
(4) from the proof of Theorem 6.2. A is discussed in (4d), B is discussed in (4a), C
is discussed in (4b), and D is discussed in (4c).
In the above corollary, we required λ1 6= λ2. The case λ = [λ1, λ1] = [λ21] is a special case of the
next corollary, which enumerates the facets when λ is a rectangle.
Corollary 6.4. The number of facets of P (λk1, n) is as follows:
• 0, when k = n;
• 2nλ1 − n− 3(λ1 − 1), when k = n− 1 or k = 1;
• 3nλ1 − n− 5(λ1 − 1), when 1 < k < n− 1.
Proof. Suppose k = n. By Proposition 3.2, since k = n we have that the dimension of P (λk1) equals
(λ1−λn)(n−1) = (λ1−λ1)(n−1) = 0. Since the polytope is zero dimensional, there are no facets.
Suppose k = n − 1. We then have the following: λ1 = λ2 = λn−1, aλ1 = k = n − 1, D(λ) = 1,
and C(λ) = 2. Therefore by Theorem 6.2 the number of facets is 3nλ1−n−3(λ1−1)− (n−2)(0 +
λ1)− 0− 2(λ1 − 1)− 2 which reduces to the formula above.
For 1 < k < n− 1, by Theorem 6.2 the number of facets is 3nλ1 − n− 3(λ1 − 1)− (n− 2)(λ1 −
λ2 + λn−1)− (k− aλ1)− 2(λ1 −D(λ))−C(λ). Since λ1 = λ2 and λn−1 = 0, the 4th term equals 0.
The 5th term equals 0 since aλ1 = k. Note D(λ
k
1) = 1, so the 6th term equals 2(λ1− 1). C(λ) = 0,
so the resulting count follows.
When k = 1, by Theorem 6.2 the number of facets is 3nλ1−n−3(λ1−1)−(n−2)(λ1−λ2+λn−1)−
(k−aλ1)−2(λ1−D(λ))−C(λ) = 3nλ1−n−3(λ1−1)− (n−2)(λ1−0+0)− (1−1)−2(λ1−1)−2,
since aλ1 = D(λ) = 1 and λ2 = 0. The resulting count follows. 
Finally, we have the following corollary in the case that λ is hook-shaped.
Corollary 6.5. The number of facets of P ([λ1, 1
k−1], n) is as follows:
• 2n(λ1 − 1)− n− 3(λ1 − 2), when k = n;
• 2nλ1 − 2n− 3(λ1 − 1) + 4, when k = n− 1;
• 2nλ1 − 3(λ1 − 1)− k + 2, when 1 < k < n− 1.
Proof. When k = n, the first column of the tableau corresponding to any sign matrix in the polytope
is fixed as 1, 2, . . . , n, so this reduces to the case of rectangles of one row, that is, shape [λ1 − 1].
So by Corollary 6.4, we have 2n(λ1 − 1)− n− 3((λ1 − 1)− 1) = 2nλ1 − 3n− 3λ1 + 6 facets.
When k = n− 1, in the formula in Theorem 6.2 we have that λ2 = λn−1 = 1, aλ1 = 1, D(λ) = 2
and C(λ) = 2. Therefore, by Theorem 6.2 the number of facets is 3nλ1 − n − 3(λ1 − 1) − (n −
2)(λ1 − 1 + 1)− (n− 1− 1)− 2(λ1 − 2)− 2, which when simplified yields the desired result.
When 1 < k < n − 1, aλ1 = 1, D(λ) = 2, and λ1 6= λ2 so C(λ) = 1. So by Theorem 6.2 the
number of facets is 3nλ1 − n− 3(λ1 − 1)− (n− 2)(λ1 − 1)− (k − 1)− 2(λ1 − 2)− 1, which when
simplified yields the desired result. 
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7. Face lattice descriptions
In this section, we determine the face lattice of the P (m,n) and P (λ, n) polytope families. We
also show that given any two faces, we may determine the smallest dimensional face in which they
are contained. The ideas for proving the face lattice were inspired by [25] and [1].
Definition 7.1 ([32]). The face lattice of a convex polytope P is the poset L := L(P ) of all faces
of P , partially ordered by inclusion.
Definition 7.2. We define the complete partial sum graph denoted Γ(m,n) as the following labeling
of the graph Γ(m,n). The horizontal edges are labeled with {0, ?}, while the vertical edges are
labeled {0, 1, {0, 1}}. An example is shown for P (3, 5) in Figure 13.
{0, ?}
{0,1,{0,1}}
{0,1,{0,1}}
{0,1,{0,1}}
{0,1,{0,1}}
{0,1,{0,1}}
{0,1,{0,1}}
{0,1,{0,1}}
{0,1,{0,1}}
{0,1,{0,1}}
{0,1,{0,1}}
{0,1,{0,1}}
{0,1,{0,1}}
{0,1,{0,1}}
{0,1,{0,1}}
{0,1,{0,1}}
{0, ?} {0, ?} {0, ?} {0, ?}
{0, ?} {0, ?} {0, ?} {0, ?} {0, ?}
{0, ?} {0, ?} {0, ?} {0, ?} {0, ?}
Figure 13. The complete partial sum graph Γ(3,5).
Definition 7.3. A 0-dimensional component of Γ(m,n) is a labeling of Γ(m,n) such that the edge
labels are one element subsets of the edge labels of Γ(m,n) and such that the edge labels come from
the partial sums of a sign matrix as follows: Let the edges be labeled as in Mˆ for some m × n
sign matrix M , with the exception that horizontal edges labeled by nonzero numbers in Mˆ are now
labeled as ?. For any m× n sign matrix M , let g(M) be the 0-dimensional component associated
to M .
Lemma 7.4. 0-dimensional components of Γ(m,n) are in bijection with m× n sign matrices.
Proof. Recall we may recover a sign matrix M from its column partial sums. Thus, even though
we are not keeping the exact values of the row partial sums, we still have enough information to
recover a sign matrix M from g(M). Thus, given sign matrices M1 6= M2, g(M1) 6= g(M2). 
Definition 7.5. Let δ and δ′ be labelings of Γ(m,n) such that the edge labels are subsets of the
corresponding edge label sets in Γ(m,n). Define the union δ ∪ δ′ as the labeling of Γ(m,n) such
that each edge is labeled by the union of the corresponding labels on δ and δ′, where we consider
0 ∪ ? = ?. Define the intersection δ ∩ δ′ to be a labeling of Γ(m,n) such that each edge is labeled
by the intersection of the corresponding labels on δ and δ′, where we consider 0 ∩ ? = 0. So the
vertical edges will have labels of ∅, 0, 1, or {0, 1} and the horizontal edges will have labels of 0 or ?.
In our figures, vertical edges labeled {0, 1} and horizontal edges labeled ? will be darkened (blue).
Definition 7.6. Let δ be a labeling of Γ(m,n) such that the edge labels are subsets of the corre-
sponding edge label sets in Γ(m,n).
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(1) δ is a component of Γ(m,n) if it is either the empty labeling of Γ(m,n) (we call this the empty
component denoted ∅) or if it can be presented as the union of any set of 0-dimensional
components.
(2) For two components δ and δ′ of Γ(m,n), we say δ is a component of δ′ if the edge labels of δ
are each a subset of the corresponding edge labels of δ′, where we consider 0 to be a subset
of ?.
Remark 7.7. Note if δ and δ′ are components of Γ(m,n), δ ∪ δ′ is also a component. This is because
each of δ and δ′ is a union of 0-dimensional components, so δ ∪ δ′ is as well.
Next, we define a partial order on components of Γ(m,n).
Definition 7.8. Define a partial order Λ(m,n) on components of Γ(m,n) by containment. That is,
δ ≤ δ′ in Λ(m,n) if and only if δ is a component of δ′. Say δ′ covers δ, denoted δlδ′, if δ is contained
in δ′ and there is no component δ′′ of Γ(m,n) such that δ < δ′′ < δ′.
Remark 7.9. For components δ and δ′ of Γ(m,n), we may define δ ∨ δ′ = δ ∪ δ′. By Remark 7.7,
this is itself a component of Γ(m,n). Also, it is the smallest component containing both δ and δ
′
as subcomponents, so this is the join operator of Λ(m,n). We will show in Theorems 7.15 and 7.16
that Λ(m,n) is the face lattice of P (m,n), thus there also exists a well-defined meet operator, since
Λ(m,n) is a lattice. The meet δ ∧ δ′ will be the maximal component contained in the intersection
δ ∩ δ′; note this could be the empty component.
Remark 7.10. Note the maximal component of Λ(m,n) is the union of all 0-dimensional components.
Thus, it has labels {0, 1} on the vertical edges of Γ(m,n) and ? on the horizontal edges.
Example 7.11. We show examples of several of the above definitions using Figure 14 (which by the
upcoming Theorems 7.15 and 7.16 is the face lattice of one of the 3-dimensional faces of P (2, 2)).
i). We first exhibit a component as a union of 0-dimensional components: δ025 = δ0 ∪ δ2 ∪ δ5.
ii). We now show how the union of two components can contain more 0-dimensional components
than are contained in the original component: δ14 ∪ δ46 = δ0123456. Note δ0123456 is the join.
iii). Next we intersect two components: δ2456 ∩ δ015 = δ5. Note δ5 is the meet.
iv). To illustrate containment of components, note the 1-dimensional components δ01, δ03, and
δ13 are all contained in the 2-dimensional component δ013.
Definition 7.12. Given a component δ ∈ Λ(m,n), consider the planar graph G composed of the
darkened edges of δ; we regard any darkened edges on the right and bottom as meeting at a point
in the exterior region. We say a region of δ is defined as a planar region of G, excluding the exterior
region. Let R(δ) denote the number of regions of δ. For consistency we set R(∅) = −1.
See Figure 15 for an example of this definition.
We now state a lemma which shows that moving up in the partial order Λ(m,n) increases the
number of regions. We will use this lemma in the proof of Theorem 7.16.
Lemma 7.13. Suppose a component δ ∈ Λ(m,n) has R(δ) = ω. If δ l δ′ then R(δ′) ≥ ω + 1.
Proof. By convention, the empty component has R(∅) = −1. If δ is a 0-dimensional component,
R(δ) = 0, as there are no regions in a 0-dimensional component. Suppose a component δ ∈ Λ(m,n)
hasR(δ) = ω. We wish to show if δlδ′ thenR(δ′) ≥ ω+1. δlδ′ implies that the labels of each edge
of δ are subsets of the labels of each edge of δ′. Thus all the 0-dimensional components contained
in δ are also contained in δ′. δ′ must contain at least one more 0-dimensional component than δ,
otherwise δ′ would equal δ. This 0-dimensional component differs from any other 0-dimensional
component in δ by at least one circuit of differing partial sums: consider a 0-dimensional component
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0 0
0 0
0 0
0
0
0 0
0
1
1
??
1
0
0 0
0
0
00
0 0
0
0
?
1
?
1
??
1 1
0
0
0
0
0
?
1
?
1
δ0 δ1 δ2 δ3
δ4 δ5 δ6
0 1 1
0 0
0 0
? ?
Seven of the Γ(2,2) 0-dimensional components
0 0?
0 0, 1
0 0
0 0, 1
0
0
? ?
0, 1
0
0
?0
0
0
0 0
0
0, 1
?0
0 0, 1
?
0, 1
0
0
?
0, 1
?0
0 1
0
0
0
0
?
?
1
?
0, 1
δ01 δ02 δ03 δ05 δ13 δ14
δ15 δ25
0
0
??
1 0, 1
0
0
0
0
?
0
0
?
0, 1
δ26 δ36 δ45 δ46
1 0
0 ?
0 0, 1
? ?
0, 1 0, 1
0 ?
0 1
? 0
1 0, 1
0 ?
0 1
? ?
1 1
0 ?
0 0, 1
? ?
1
1
Twelve of the Γ(2,2) 1-dimensional components
0 ?0
0 0
? ?
0, 1 0, 1
0
0
0 ?
0
0, 1
0, 1
??
0, 1
0
0 ?
0, 1
0
?0
0 0, 1
?
0, 1
0
0, 1
?
0, 1
??
0, 1 1
0
0
0
0
?
?
1
?
0, 1
δ0236 δ013 δ025 δ015 δ1346
δ145 δ2456
0, 1 1 0, 1
0 ?
0 0, 1
? ?
Seven of the Γ(2,2) 2-dimensional components
0 ?
? ?
0, 1
0, 1 0, 1
0
δ0123456
{0, ?} {0, ?}
{0, ?} {0, ?}
{0,1,(0,1)}
{0,1,(0,1)} {0,1,(0,1)}
{0,1,(0,1)}
δ0123456789
One of the 3-dimensional components The complete partial sum graph Γ(2,2)
Figure 14. A set of components of Γ(2,2).
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in δ′ that has a partial column sum that differs from the corresponding partial sum in any 0-
dimensional component in δ. By Equation (5.4), at least one adjacent row or column partial sum
of δ′ must also differ from the corresponding partial sum in δ. Thus, δ′ has at least one new open
or closed circuit of darkened edges, creating at least one new region. So R(δ′) ≥ ω + 1. 
We now define a map, which we show in Theorem 7.15 gives a bijection between faces of P (m,n)
and components of Γ(m,n).
Definition 7.14. Given a collection of sign matrices M = {M1,M2, . . . ,Mq}, we define the map
g(M) =
q⋃
i=1
g(Mi), where g(Mi) is as in Definition 7.3.
Theorem 7.15. Let F be a face of P (m,n) and M(F ) be equal to the set of sign matrices that are
vertices of F . The map ψ : F 7→ g(M(F )) is a bijection between faces of P (m,n) and components
of Γ(m,n).
Proof. Let F be a face of P (m,n). Then g(M(F )) is a component of Γ(m,n) since g(M(F )) =
q⋃
i=1
g(Mi) is a union of 0-dimensional components. We now construct the inverse of ψ, call it ϕ.
Given a component ν of Γ(m,n), let ϕ(ν) be the face that results as the intersection of the facets
corresponding to the not darkened edges of ν.
We wish to show ψ(ϕ(ν)) = ν. First, we show ν ⊆ ψ(ϕ(ν)). Let M be a sign matrix such that
g(M) is a 0-dimensional component of ν. M is in the intersection of the facets that yields ϕ(ν),
since otherwise g(M) would not be a 0-dimensional component of ν. Thus g(M) is in ψ(ϕ(ν))
as well. So ν ⊆ ψ(ϕ(ν)), which means the edge labels of ν must be subsets of the edge labels of
ψ(ϕ(ν)).
Next, we show ν = ψ(ϕ(ν)). Suppose not. Then there exists some edge e of Γ(m,n) whose label
in ψ(ϕ(ν)) strictly contains the label of e in ν. Suppose e is a horizontal edge, then the label of
e in ν is 0 and the label of e in ψ(ϕ(ν)) is ?. Then the facet corresponding to the label 0 on e
would have been one of the facets intersected to get ϕ(ν). Therefore the matrix partial row sum
corresponding to edge e would be fixed as 0 in each sign matrix in ϕ(ν). So in the union ψ(ϕ(ν)),
this edge label would be the union of the edge labels of all the sign matrices in ϕ(ν), and this union
would be 0. This is a contradiction. Now suppose e is a vertical edge. Then the label of e in ν is
0 or 1 and the label of e in ψ(ϕ(ν)) is {0, 1}. Let γ denote the label of e in ν. As in the previous
case, the facet corresponding to the label γ on e would have been one of the facets intersected to
get ϕ(ν). Therefore the matrix partial column sum corresponding to edge e would be fixed as γ in
each sign matrix in ϕ(ν). So in the union ψ(ϕ(ν)), that edge label would be the union of the edge
labels of all the sign matrices in ϕ(ν), and this union would be γ. This is a contradiction. Thus
ν = ψ(ϕ(ν)). 
Theorem 7.16. ψ is a poset isomorphism. Moreover, the dimension of a face of P (m,n) equals the
number of regions of the corresponding component of Γ(m,n). That is, for every face F in P (m,n),
dim F = R(ψ(F )).
Proof. Let F1 and F2 be faces of P (m,n) such that F1 ⊆ F2. Then F1 is an intersection of F2 and
some facet hyperplanes. In other words, F1 is obtained from F2 by setting one of the inequalities
in Theorem 5.3 to an equality. We have that ψ(F1) is obtained from ψ(F2) by changing at least
one darkened edge to a non-darkened edge. Therefore we have ψ(F1) ⊆ ψ(F2).
Conversely, suppose that ψ(F1) ⊆ ψ(F2). Recall the inverse of ψ is ϕ, where for any component
ν of Γ(m,n), ϕ(ν) is the face of P (m,n) that results as the intersection of the facets corresponding to
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?
Figure 15. A 5-dimensional face of P (3, 5), where the five regions are numbered.
the not darkened edges of ν. Now if ψ(F1) ⊆ ψ(F2), the darkened edges of ψ(F1) are a subset of the
darkened edges of ψ(F2), so the not darkened edges of ψ(F2) are a subset of the not darkened edges
of ψ(F1). So ϕ(ψ(F1)) is an intersection of the facets intersected in ϕ(ψ(F2)) and some additional
facets (if F1 6= F2). Thus F1 = ϕ(ψ(F1)) ⊆ ϕ(ψ(F2)) = F2.
Now, we prove the dimension claim. Recall that dim(P (m,n)) = mn. Since ψ is a poset
isomorphism, ψ maps a maximal chain of faces F0 ⊂ F1 ⊂ · · · ⊂ Fmn to the maximal chain
ψ(F0) ⊂ ψ(F1) ⊂ · · · ⊂ ψ(Fmn) in the components of Γ(m,n). We know that the maximal component
of Λ(m,n) has mn regions, thus the result follows by Lemma 7.13 and by noting that for components
ν and ν ′, ν ( ν ′ implies R(ν) < R(ν ′). 
We now discuss the face lattice of P (λ, n). We will restate the main result in this new setting,
but since most of the definitions and proofs are exactly analogous, we only note where additional
notation or arguments are needed.
Definition 7.17. Define the shape-complete partial sum graph denoted Γ(λ,n) as the following
labeling of the graph Γ(λ1,n). The vertical edges are labeled {0, 1, {0, 1}} as before. The horizontal
edges are labeled with the fixed row sum {0, ?}, except the last horizontal edge in row i is labeled
with aλ1−i+1. An example is shown in Figure 16.
Remark 7.18. 0-dimensional components, components, containment of components, and regions are
defined analogously. Let Λ(λ,n) denote the partial order on components of Γ(λ,n) by containment.
See Figure 17 for an example of a component of Λ(λ,n).
Remark 7.19. Note the maximal component of Λ(λ,n) is the union of all 0-dimensional components.
Thus, it has labels {0, 1} on the vertical edges of Γ(λ1,n) and ? on the horizontal edges, but with
the fixed row sums in the nth column.
Theorem 7.20. Let F be a face of P (λ, n) and M(F ) be equal to the set of sign matrices that are
vertices of F . The map ψ : F 7→ g(M(F )) is a bijection between faces of P (λ, n) and components
of Γ(λ,n). Moreover, ψ is a poset isomorphism, and the dimension of F is equal to the number of
regions of ψ(F ).
Proof. The proof is analogous to the proofs of Theorems 7.15 and 7.16; we need only check that
the number of regions of the maximal component of Λ(λ,n) matches the dimension of P (λ, n).
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Figure 16. The shape-complete partial sum graph of P ([3, 3, 3, 1], 5).
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Figure 17. An 8-dimensional component of P ([4, 4, 4, 1, 1], 6).
Recall from Proposition 3.2 that the dimension of P (λ, n) equals λ1(n − 1) when 1 ≤ k < n, and
(λ1 − λn)(n − 1) when k = n. Note that when 1 ≤ k < n, there are λ1(n − 1) regions in the
maximal component of Λ(λ,n). When k = n the column partial sums in the last λn rows of Γλ,n are
all fixed to be one, due to the first λn columns of the tableau being 1, . . . , n. Thus there will be
no darkened vertical edges in the bottom λn rows, so these edges will not bound regions. So there
will be (λ1 − λn)(n− 1) regions in the maximal component of Λ(λ,n). 
8. Connections and related polytopes
In this section, we describe connections between sign matrix polytopes and related polytopes.
First we describe how P (λ, n) and P (m,n) are related. We will need a few additional definitions
in order to relate P (λ, n) to P (m,n) when λ1 < m.
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Definition 8.1. Fix λ and m such that λ1 ≤ m. Let Mm(λ, n) be the set of m× n sign matrices
M = (Mij) such that:
Mij = 0 for all 1 ≤ i ≤ m− λ1(8.1)
n∑
j=1
Mij = aλ1−(i−(m−λ1))+1, for all m− λ1 + 1 ≤ i ≤ m.(8.2)
Let Pm(λ, n) be the polytope defined as the convex hull, as vectors in Rmn, of all the matrices in
Mm(λ, n).
Note that if λ1 = m, Mm(λ, n) = M(λ, n) so that Pm(λ, n) = P (λ, n).
Remark 8.2. The only difference between Mm(λ, n) and M(λ, n) is that we have inserted m − λ1
additional rows of zeros at the top of each matrix. Therefore, Pm(λ, n) and P (λ, n) have all the
same combinatorial properties (dimension, face lattice, volume, etc.); the only difference is their
ambient dimensions. In particular, a slight modification of the bijection of Theorem 2.10 shows
Mm(λ, n) is also in bijection with SSY T (λ, n).
We give below an inequality description of Pm(λ, n), whose proof follows immediately from
Theorem 5.1 and Definition 8.1.
Corollary 8.3. Pm(λ, n) consists of all m× n real matrices X = (Xij) such that:
0 ≤
i∑
i′=1
Xi′j ≤ 1, for all 1 ≤ i ≤ m, 1 ≤ j ≤ n(8.3)
0 ≤
j∑
j′=1
Xij′ , for all 1 ≤ i ≤ m, 1 ≤ j ≤ n(8.4)
n∑
j′=1
Xij′ = aλ1−(i−(m−λ1))+1, for all m− λ1 + 1 ≤ i ≤ m(8.5)
Xij = 0 for all 1 ≤ i ≤ m− λ1, 1 ≤ j ≤ n.(8.6)
Lemma 8.4. Pm(λ, n) is the intersection of a λ1(n− 1)–dimensional affine subspace of Rmn and
P (m,n).
Proof. The only differences between the inequality descriptions of Pm(λ, n) and P (m,n) are (8.5)
and (8.6). (8.6) fixes the first m − λ1 matrix rows to contain all zeros, while (8.5) fixes the
remaining row total sums in Pm(λ, n). So Pm(λ, n) is the intersection of P (m,n) and the affine
subspace defined by (8.5) and (8.6). 
See Figure 18 for an example.
Alternating sign matrices are a motivating special case of sign matrices. We give the usual
definition below and then relate it to sign matrices.
Definition 8.5 ([19]). An alternating sign matrix is a square matrix with entries in {−1, 0, 1}
such that the rows and columns each sum to one and the nonzero entries along any row or column
alternate in sign. Let A(n) denote the set of n× n alternating sign matrices.
The following lemma is implicit in Aval’s paper on sign matrices.
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P ([1], 3)
P ([1, 1], 3) P ([1, 1, 1], 3)
P1([ ], 3)
Figure 18. The cube above is P (1, 3); the P (λ, 3) polytopes for each partition of
shape λ in a 1×3 box are also indicated. P1([ ], 3) and P ([1, 1, 1], 3) are each a single
point, while P ([1], 3) and P ([1, 1], 3) are the indicated triangles cutting through
P (1, 3).
Lemma 8.6 ([2]). A(n) is the set of sign matrices M = (Mij) in M([n, n−1, . . . , 2, 1], n) satisfying
the additional requirement:
j∑
j′=1
Mij′ ∈ {0, 1} for all i, j.(8.7)
Proof. Let M ∈ A(n). Then the nonzero entries of M alternate between 1 and −1 across any row
or column. The first nonzero entry in a row or column must be a 1, since otherwise that row or
column would not sum to 1. Thus (2.1) and (2.2) from Definition 2.8 of a sign matrix and (8.7)
above are satisfied. Also in an alternating sign matrix all of the total row sums are 1. Recall from
(2.3) that the row sums of a sign matrix equal aλ1−i+1, so since each row sum of M is 1, M must
be in M([n, n− 1, . . . , 2, 1], n).
Now let M ∈M([n, n− 1, . . . , 2, 1], n) satisfy (8.7). M is an n× n matrix whose rows each sum
to 1 since M ∈M([n, n−1, . . . , 2, 1], n). By (2.1) and the fact that the sum of all the matrix entries
is n, we have that the columns must each sum to 1. Then (2.1) and (8.7) imply that the nonzero
entries of M alternate in sign along each row and column. 
Remark 8.7. It is well-known (see e.g. [19]) that alternating sign matrices are in bijection with
monotone triangles, which are equivalent (by rotation) to semistandard Young tableau of staircase
shape with first column (1, 2, . . . , n) and such that each northeast to southwest diagonal is weakly
increasing. This bijection is a specialization of the bijection of Theorem 2.10.
Definition 8.8 ([4, 25]). The nth alternating sign matrix polytope, denoted ASMn, is the convex
hull of all the n× n alternating sign matrices, considered as vectors in Rn2 .
Remark 8.9. Striker [25] and Behrend and Knight [4] independently defined and proved several
results about ASMn. The dimension of ASMn is (n − 1)2, an inequality description of ASMn is
that the rows and columns sum to 1 and the partial sums are between 0 and 1, and the vertices
of ASMn are all the n× n alternating sign matrices [4, 25]. ASMn has 4[(n− 2)2 + 1] facets and
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a nice face lattice description [25]. These are a few of the results that inspired the research of this
paper.
Some further properties of ASMn were studied by Brualdi and Dahl [8]. These include results
regarding edges of ASMn, an alternative proof of the characterization of the vertices of ASMn,
and an alternative proof of the linear characterization of ASMn.
We see the connection between P (λ, n) and ASMn in the following theorem.
Lemma 8.10. P ([n, n− 1, · · · , 2, 1], n) contains ASMn.
Proof. Lemma 8.6 gives that the set of n × n alternating sign matrices is a subset of M([n, n −
1, · · · , 2, 1], n). So the convex hull of n×n alternating sign matrices will be contained in the convex
hull of M([n, n− 1, · · · , 2, 1], n), which is P ([n, n− 1, · · · , 2, 1], n). 
The Birkhoff polytope contains no lattice points except the permutation matrices, which are
its vertices. We show something similar happens in the case of sign matrices and alternating sign
matrices.
Theorem 8.11. There are no lattice points in P (m,n), P (λ, n), or ASMn other than the matrices
used to construct them.
Proof. Let M be an integer-valued matrix inside the polytope P (m,n). Then M fits the inequality
description of P (m,n). From the inequalities, all partial column sums are either 0 or 1, thus the
entries of M must be in {−1, 0, 1}. Also, all partial row sums are nonnegative, so M satisfies the
definition of an m× n sign matrix.
By Lemma 8.4, P (λ, n) is contained in P (λ1, n). By Lemma 8.10, ASMn is contained in P ([n, n−
1, · · · , 2, 1], n) which by Theorem 8.4 is contained in P (n, n). Thus, the results follow. 
9. P (v, λ, n) and transportation polytopes
Thus far in this paper, we have defined and studied the sign matrix polytope P (m,n) and the
polytope P (λ, n) whose vertices are the sign matrices with row sums determined by λ. We may
furthermore restrict to sign matrices with prescribed column sums; we define this polytope below,
calling it P (v, λ, n). We show in Theorem 9.12 that the nonnegative part of this polytope is a
transportation polytope.
Definition 9.1. Let λ be a partition with k parts and v a vector of length k with strictly increasing
entries at most n. Let SSY T (v, λ, n) denote the set of semistandard Young tableaux of shape λ
with entries at most n and first column v.
For example, the tableau of Figure 1 is in SSY T ((1, 2, 3, 6), [6, 3, 3, 1], n) for any n ≥ 7.
Remark 9.2. We do not know an enumeration for SSY T (v, λ, n), though the numbers we have
calculated look fairly nice.
Definition 9.3. Fix λ and n ∈ N and v a vector of length k with strictly increasing entries at most
n. Let M(v, λ, n) be the set of M ∈M(λ, n) such that:
λ1∑
i=1
Mij = 1, if j ∈ v and 0 otherwise.(9.1)
Theorem 9.4. M(v, λ, n) is in explicit bijection with SSY T (v, λ, n).
Proof. We know that M(λ, n) is in bijection with SSY T (λ, n) from Theorem 2.10. So we only need
to check (9.1). Consider M ∈ M(v, λ, n) and follow the bijection of Theorem 2.10 to construct
the corresponding T ∈ SSY T (λ, n). Recall that in M(v, λ, n), v records which columns of M
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have a total sum of 1. Thus, the numbers in v are the entries of T in the first column of λ, so
T ∈ SSY T (v, λ, n).
Now consider T ∈ SSY T (v, λ, n) and its corresponding sign matrix M ∈ M(λ, n). The first
column of T is fixed to be the numbers in v. The first column of T gets mapped to the last row of
M . That is, for each number in the first column of T , the corresponding column of M will sum to
1. The rest of the columns of M will sum to 0. Thus M ∈M(v, λ, n). 
Definition 9.5. Let P (v, λ, n) be the polytope defined as the convex hull, as vectors in Rλ1n, of
all the matrices in M(v, λ, n). We say this is the sign matrix polytope with row sums determined
by λ and column sums determined by v.
We now discuss analogous properties to those proved in the rest of the paper regarding P (m,n)
and P (λ, n). Since many of these proofs are very similar to proofs we have already discussed, we
only note how the proofs differ from those in the other cases.
Proposition 9.6. The dimension of P (v, λ, n) is (λ1 − 1)(n − 1) if 1 ≤ k < n. When k = n, the
dimension is (λ1 − λn)(n− 1).
Proof. Since each matrix in M(v, λ, n) is λ1 × n, the ambient dimension is λ1n. However, when
constructing the sign matrix corresponding to a tableau of shape λ, as in Theorem 2.10, the last
column is determined by the shape λ via the prescribed row sums (2.3) of Definition 2.9. The last
row of the matrix is determined by v using (9.1). These are the only restrictions on the dimension
when 1 ≤ k < n, reducing the free entries in the matrix by one column and one row. Thus, the
dimension is (λ1 − 1)(n − 1). When k = n, it must be that v = (1, 2, . . . , n) and P (v, λ, n) equals
P (λ, n), so we reduce to this case. 
Theorem 9.7. The vertices of P (v, λ, n) are the sign matrices M(v, λ, n).
Proof. The hyperplane constructed in the proof of Theorem 3.6 separates a given sign matrix from
all other sign matrices in M(λ, n), which includes M(v, λ, n). 
Theorem 9.8. P (v, λ, n) consists of all λ1 × n real matrices X = (Xij) such that:
0 ≤
i∑
i′=1
Xi′j ≤ 1, for all 1 ≤ i ≤ λ1, 1 ≤ j ≤ n(9.2)
0 ≤
j∑
j′=1
Xij′ , for all 1 ≤ j ≤ n, 1 ≤ i ≤ λ1(9.3)
n∑
j′=1
Xij′ = aλ1−i+1, for all 1 ≤ i ≤ λ1(9.4)
λ1∑
i′=1
Xi′j = 1, if j ∈ v and 0 otherwise.(9.5)
Proof. This proof follows the proof of Theorem 5.1, except since both the row and column sums
are fixed, only closed circuits are needed. 
Definition 9.9. Define Γ(v,λ,n) as the following labeling of the graph Γ(λ1,n). All edges are labeled as
in Γ(λ,n), except the last vertical edge in column j is labeled 1 if j ∈ v and 0 otherwise. 0-dimensional
components, components, containment of components, and regions are defined analogously. Let
Λ(v,λ,n) denote the partial order on components of Γ(v,λ,n) by containment.
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Theorem 9.10. Let F be a face of P (v, λ, n) andM(F ) be equal to the set of sign matrices that are
vertices of F . The map ψ : F 7→ g(M(F )) is a bijection between faces of P (v, λ, n) and components
of Γ(v,λ,n). Moreover, ψ is a poset isomorphism, and the dimension of F is equal to the number of
regions of ψ(F ).
Proof. The proof is analogous to the proof of Theorem 7.20; we need only check that the number
of regions of the maximal component of Λ(v,λ,n) matches the dimension of P (v, λ, n). Recall from
Proposition 9.6 that the dimension of P (v, λ, n) equals (λ1 − 1)(n − 1) when 1 ≤ k < n, and
(λ1 − λn)(n− 1) when k = n. Note that when 1 ≤ k < n, there are (λ1 − 1)(n− 1) regions in the
maximal component of Λ(v,λ,n). When k = n, the only possible first column of T ∈ SSY T (λ, n) is
v = (1, 2, . . . , n), thus P (v, λ, n) = P (λ, n) and we may use Theorem 7.20. 
Theorem 9.12 relates sign matrix polytopes to transportation polytopes. We first give the fol-
lowing definition (see, for example, [13] and references therein).
Definition 9.11. Fix two integers p, q ∈ Z>0 and two vectors y ∈ Rp≥0 and z ∈ Rq≥0. The
transportation polytope P(y,z) is the convex polytope defined in the pq variables Xij ∈ R≥0, 1 ≤ i ≤
p, 1 ≤ j ≤ q) satisfying the p+ q equations:
q∑
j′=1
Xij′ = yi, for all 1 ≤ i ≤ p(9.6)
p∑
i′=1
Xi′j = zj , for all 1 ≤ j ≤ q.(9.7)
Theorem 9.12. The nonnegative part of P (v, λ, n) is the transportation polytope P(y,z), where
yi = aλ1−i+1 for all 1 ≤ i ≤ λ1 and zj = 1 if j ∈ v and 0 otherwise.
Proof. By Theorem 9.8, the nonnegative part of P (v, λ, n) is contained in P(y,z), since for these
choices of y and z, (9.6) and (9.7) are exactly (9.4) and (9.5). For the reverse inclusion, note in
addition that any matrix with nonnegative entries and column sums at most 1 satisfies (9.2) and
(9.3). 
This is analogous to the fact that the non-negative part of the alternating sign matrix polytope
is the Birkhoff polytope [4, 25].
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