We study stationary, localized solutions in the complex subcritical Ginzburg-Landau equation in the region where there exists coexistence of homogeneous attractors. Using a matching approach, we report on the fact that the appearance of pulses are related to a saddle-node bifurcation. Numerical simulations are in good agreement with our theoretical predictions. DOI: 10.1103/PhysRevE.67.015601 PACS number͑s͒: 05.45.Ϫa, 82.40.Bj, 89.75.Kd Spatially extended nonequilibrium systems often show coherent or localized structures that may take the form of propagating kinks, oscillating pulses, or standing fronts, to mention a few ͑for a survey, see Ref.
where A(x,t)ϭr exp i is a complex field. Here dispersive effects have been neglected and will be taken into account elsewhere. Great efforts have been devoted to the study of this equation ͓16 -24,26 -29͔. The signs of the parameters ␤ r Ͼ0 and ␥ r Ͻ0 are chosen in order to guarantee that the bifurcation is subcritical and saturates to quintic order. Equation ͑1͒ admits a class of homogeneous time-periodic solutions, A 1,2 ϭr 1,2 exp͓i͓͑␤ i r 1,2 2 ϩ␥ i r 1,2 4 ͔tϩ 0 ͔͒, ͑2͒
where r 1,2 2 ϭ(Ϫ␤ r Ϯͱ␤ r 2 Ϫ4␥ r )/2␥ r and 0 is an arbitrary phase. The existence of solutions A 1,2 requires that у␤ r 2 /4␥ r . However, inside this range only A 2 is stable against small perturbations. It is easy to see that A 0 ϭ0 is also a solution of Eq. ͑1͒, but it is stable only for Ͻ0. Therefore the stable solutions A 0 and A 2 coexist for ␤ r 2 /4␥ r рр0. Inside this region, where the stable homogeneous solutions coexist, numerically oscillating stable pulses have been observed ͓25-29͔.
The aim of this paper is to present an explicit analytic approximation of these, pulses which also exhibits in a clear way their mechanism of appearance, which is a saddle-node bifurcation. This mechanism is well known in the variational ͓16,17͔ and in the conservative limits ͓27͔, and our approximation shows that far away from these two limit cases pulses appear and disappear through a saddle-node bifurcation. Our strategy consists of calculating the pulse inside and outside the core and then to match the approximate solutions in the border of the regions, imposing there continuity of the amplitude, the phase, and the derivative of the amplitude.
The starting point is the ansatz rϭR 0 (x), ϭ⍀t ϩ 0 (x), where ⍀ is the oscillating frequency of the pulse, which is an unknown parameter to be determined. This ansatz has been first introduced in Ref. ͓26͔ . We assume that the the tails of the pulses go to zero at infinity ͓lim ͉x͉→ϱ R 0 (x)ϭ0͔. Replacing this ansatz in Eq. ͑1͒, we obtain the following equations:
To solve Eqs. ͑3͒ and ͑4͒ we proceed to separate the pulse in two regions, namely, inside the core and outside the core of the pulse, and then we perform a matching. Inside the core we suppose that the module R 0 (x) admits a Taylor expansion, so that
where R m is the greatest value of R 0 (x), and the second unknown. At leading order, the Taylor expansion of the phase gradient is determined by
We suppose that the pulse is not breaking the reflection symmetry (x→Ϫx). Replacing R 0 (x) and 0x (x) in Eqs. ͑3͒ and ͑4͒, we obtain
Of course, we can include higher-order terms in Eqs. ͑5͒ and ͑6͒, but they are not necessary for the purpose of this paper.
At dominant order and outside the core of the pulse, we suppose that the phase gradient 0x (x) is determined by 0x (x)ϭp for xϽ0 and 0x (x)ϭϪp for xϾ0. Since R 0 (x) goes asymptotically to zero, from Eqs. ͑3͒ and ͑4͒, we deduce
We then see that ⍀ is related to p, and we remain finally with two unknowns: R m and p. Solving Eq. ͑3͒ in the bulk, where the phase gradient is constant, we obtain
͑9͒
where aϭϪ3␤ r /2␥ r and bϭϪ3(Ϫϩp 2 )/␥ r . Once we have calculated R 0 (x) inside and outside the core of the pulse, we proceed to match both functions at the point (x * ,r c )ϭ(Ϫ p/␣,R m Ϫ⑀x * 2 ), where r c is the value of R 0 (x) at the matching point. Using R 0 (x) outside the core, by inverting relation ͑9͒, we get From now on we shall refer to Eq. ͑11͒ as f (R m ,p)ϭ0. We need a second relation in order to be able to fix the free parameters ͕R m ,p͖ of the ansatz, and it can be obtained ͑following Ref. ͓26͔͒ by multiplying Eq. ͑4͒ by R 0 (x) and integrating in the whole domain. This gives
The integrals in Eq. ͑12͒ can be evaluated, and one gets 
͑15͒
The above integrals together with the value of ⍀ given by relations ͑8͒ and ͑12͒ enable us to obtain the second relation, which from now on will be referred as g(R m , p)ϭ0. The matching is accomplished by computing ͕R m ,p͖, such that f ϭgϭ0.
With these schemes, two pulses are found in a finite region for negative , and one pulse for positive . We draw the curves f (R m ,p)ϭ0 ͑continuous line͒ and g(R m ,p)ϭ0 ͑dashed line͒, considering ϭϪ0.486 in Fig. 1͑a͒ . It is seen that the curves intersect twice, implying the existence of two pulses. By further decreasing , the curves do not cross at any point, suggesting that the pulses do not exist anymore ͓see Fig. ͑1͑b͔͒ . At ϭ c ϭϪ0.489, the two solutions disappear by coalescence. This disappearance is therefore associated to a saddle-node bifurcation occurring in the functional space. Hence, after the bifurcation, Ͼ c , one solution must be stable and the other one unstable. In such a case, the spectrum of the linearized operator at the unstable pulse has a unique positive eigenvalue. Hence the codimension-1 stable manifold of the unstable pulse must act RAPID COMMUNICATIONS as a separatrix in functional space determining the nucleation barrier that permits the creation of the stable pulse from the homogeneous state. To see explicitly the character of the saddle-node bifurcation, we calculate ⍀ as a function of ͑see Fig. 2͒ using the bifurcation software AUTO 2000 ͓30͔. We obtain the two expected branches, and we compare them with the analytical approximation. One of them corresponds to the stable pulses and the other one to the unstable pulses.
The lower branch appears at ϭ0, and this is understood as a bifurcation of the homogeneous state A 0 . Since this latter is subcritical, this means that the lower branch represents unstable solutions. By further decreasing the parameter , the lower branch folds into the upper one: this is the saddle-node bifurcation reported above. Direct numerical simulation show that points in the upper branch correspond, as expected, to stable pulses.
The analytical prediction is also checked with a numerical integration of Eq. ͑1͒: it results that for ϽϪ0.468 there are no stable pulses. This result agrees within 5% with our approach. To compare the shape of the pulses, we consider the particular value of ϭϪ0.46 and the parameters mentioned above. Our approximation predicts two pulses after the curves f (R m ,p)ϭ0 and g(R m , p)ϭ0 cut in two points, namely (pϭ0.250,R m ϭ0.643) and (pϭ0.434,R m ϭ0.821).
In Fig. 3 we show the shape and the phase gradient of the pulse obtained with our analytical approach ͑continuous line͒ and with our numerical simulation ͑dashed line͒. The values of R m , the asymptotical value of the phase gradient, and the sizes of the stable pulses agree within 1% with our approximation.
One interesting limit to be studied is the variational limit. As it is known from Ref. ͓16͔ in this limit, pulses exist inside a finite interval limited by two saddle-node bifurcation curves. This interval converges to zero as we approach the Maxwell point (→ M ϭ3␤ r 2 /16␥ r ;␤ i →0;␥ i →0). Our method generates pulses with a similar shape to those obtained directly from the numerical simulation. Figure 4 shows the module and the phase gradient of one stable pulse close to the Maxwell point. We can see that the values of R m and the asymptotical value of the phase gradient of our analytical approximation are very close to the exact values obtained from the numerical simulation. Moreover, we obtain from our method that the width of the pulses diverges as → M .
In conclusion, using a simple method we have constructed approximately pulses in the complex subcritical GinzburgLandau equation with nondispersive terms. However, this restriction may be overcome ͓31͔, and the conservative limit can then be approached using the same procedure. The approximation scheme presented here is valid through the whole intermediate range of parameters between the variational and the conservative limit, and remains valid in both limits as we have discussed.
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