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Om de korrektheid van een programma of van een gedeelte daarvan uit de 
programmatekst zelf te bewijzen dient men over enig gereedschap in de vorm 
van bewijsregels te beschikken. Een aantal bekende en minder bekende bewijs-
regels wordt besproken en door voorbeelden geillustreerd. Onderscheid wordt 
gemaakt tussen "voorwaartse" en "achterwaartse" regels. Tenslotte worden 
enige interessante eigenschappen van bewijsregels genoemd. 
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I • INLE ID ING 
De korrektbeid van een progrannna dient bij voorkeur te blijken uit de 
progrannnatekst zelf. Door een goede progrannneertaal te kiezen en door over-
zicbtelijk oftewel "gestructureerd" te progrannneren komt men al een eind in 
de goede ricbting. Tocb kan bet gewenst zijn de korrektbeid van een program-
ma of van een onderdeel daarvan op meer expliciete wijze aan te tonen. On-
derzoek op dit gebied is verricbt door o.a. FLOYD, HOARE, DIJKSTRA, NAUR, 
WIRTH, MANNA, MILLS en DE BAKKER. In principe bestaat een korrektbeidsbe-
wijs uit bet formuleren en kontroleren van voorwaarden die aan waarden van 
variabelen worden gesteld. Een verband tussen zulke voorwaarden vlak v66r 
en vlak na de uitvoering van een programmastatement noemt men wel een "be-
wijsregel". We zullen een aantal van zulke bewijsregels formuleren en toe-
licbten. Hierbij zal niet worden gescbroomd enkele bruikbare regels te be-
bandelen die men niet dagelijks in de literatuur tegenkomt. Een aantal 
eigenscbappen van bewijsregels zijn te interessant om onvermeld te blijven. 
Zij geven antwoord op vragen die vanzelf bij de gebruiker van de regels op-
komen. Er zal van worden afgezien een onderscbeid aan te geven tussen zaken 
die men overal in de literatuur over deze materie aantreft en mogelijke 
nieuwigbeden. Het is in de informatica soms moeilijk uit te maken of een 
vondst ecbt nieuw is, doordat er nog weinig uniformiteit in de terminologie 
bestaat. 
Het is niet de bedoeling van deze bijdrage, spectaculaire bewijzen van 
realistiscbe progranm.a's te bebandelen. De voorbeelden zijn met opzet uiterst 
eenvoudig gebouden. Zij hebben slecbts ten doel aannemelijk te maken dat de 
bebandelde bewijsregels geldig en in principe bruikbaar zijn. 
Voor voorbeelden die dicbter bij de realiteit staan en het praktisch 
nut van korrektbeidsbescbouwingen beter illustreren kan onder meer naar 
[7] en [8] worden verwezen. 
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2. VOORWAARTSE EN ACHTERWAARTSE BEWIJSREGELS 
De volgende regel is intuitief meteen duidelijk: 
(I) {x > 5} x := x + 1 {x > 6} . 
Hierin is x := x + 1 een programmastatement. Als vlak v66r de uitvoering 
van deze statement x > 5 waar is, dan is vlak erna x > 6 waar. De alge-
mene gedaante van (1) is 
(2) {P} S {Q}. 
Hierin zijn Pen Q voorwaarden, gesteld aan de "toestand" vlak v66r resp. 
vlak na de uitvoering van statement S. Met "toestand" wordt het verband tus-
sen programmavariabelen en hun waarde bedoeld. Kortheidshalve zullen we 
spreken over "v66r S" of "vooraf" in plaats van "vlak voor de uitvoering 
van S". Een ana,loge betekenis zullen "na S" en "achteraf" hebben. We defi-
nieren de betekenis van (2) als: 
(3) 
Als de toestand vooraf aan P voldoet dan is S voor deze toestand ge-
definieerd en dan voldoet de toestand achteraf aan Q. 
Volgens deze afspraak geldt ook: 
(4) {x > 5} x := x + I {x > 0}. 
Het toelaten van 11 zwakke 11 uitdrukkingen als (4) is soms ongewenst. Het heeft 
in zulke gevallen zin, naast (3) nog iets extra's te eisen en dit door een 
enigszins van (2) afwijkende notatie tot uitdrukking te brengen. 
We onderscheiden nu twee gevallen: 
a. Bij een gegeven beginvoorwaarde P eisen we dat de eindvoorwaarde Q zo 
"sterk" mogelijk is. Dit betekent dat voor elke Q' die voldoet aan 
{P} S {Q'}, moet gelden Q => Q' (Q impliceert Q'). Voor zo'n eindvoor-
waarde Q (die vanzelfsprekend ook aan (2) oftewel (3) voldoet) schrij-
ven we 
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(5) {P} s [Q]. 
Er geldt dus wel 
{x > 5} X := X + 1 {x > O}, 
{x > 5} X := X + {x > 6} en 
{x > 5} X := X + [x > 6], maar niet 
{x > 5} X := X + 1 [x > OJ. 
We noemen (5) een voorwaartse regel. 
b. Bij een gegeven eindvoorwaarde Q eisen we dat de beginvoorwaarde P zo 
"zwak" mogelijk is. Dit betekent dat voor elke P' die voldoet aan 
{P'} S {Q}, moet gelden P' • P. Voor zo'n beginvoorwaarde P (die ook 
aan (2) oftewel (3) voldoet) schrijven we 
(6) [P] s {Q}. 
Er geldt dan wel 
{x > 8} X := X + 1 {x > 6} en 
[x > 5] X := X + {x > 6}, maar niet 
[x > 8] X := X + {x > 6}. 
We noemen (6) een achterwaartse regel. 
Er zijn twee bijzondere soorten van voorwaarden. In de eerste plaats z1Jn 
er "vanzelfsprekendheden", zoals x = x, 2 + 2 = 4 en (x+y)(x-y) = x2 - y2 • 
Aan deze voorwaarden is voor alle waarden van x, y enz. voldaan. We be-
schouwen ze daarom als een voorwaarde, die we noteren als TRUE. Elke voor-
waarde impliceert de voorwaarde TRUE. In de tweede plaats z1Jn er "onmoge-
lijkheden", zoals x = x + 1, 2 + 2 = 5 en (x+y)(x-y) = x2 - y2 + 1. Aan dit 
soort voorwaarden is voor geen enkele waarde van x, y enz. voldaan. We vat-
ten dit soort voorwaarden opals een voorwaarde, die we noteren als FALSE. 
Elke voorwaarde wordt door de voorwaarde FALSE geimpliceerd. TRUE is de 
allerzwakste en FALSE de allersterkste voorwaarde. Voor elke voorwaarde P 
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geldt dus 
FALSE• P => TRUE. 
We definieren nu de inherente voorwaarde PS van statement S door 
PS is de zwakste voorwaarde waarvoor de betekenis van de statement Sis ge-
definieerd. Zo is b.v. x ~ 0 de inherente voorwaarde van de statement 
x := sqrt(x). Evenzo is "i geheel en i ~ O" de inherente voorwaarde van 
de statement 
while i IO do i := i-1 od, 
zoals men gemakkelijk nagaat. We noemen een beginvoorwaarde sterk genoeg 
(voor S) als P • PS. Hieruit volgt dat een beginvoorwaarde P sterk genoeg 
is voor een statement S als en slechts als S gedefinieerd is voor alle toe-
standen die aan P voldoen. Voor de statement 
y := 1/x 
is elk van de beginvoorwaarden 
x = 5, x Io, 0 < x < 3 
sterk genoeg, maar is geen van de beginvoorwaarden 
x = o, -2 < x < 2, TRUE 
sterk genoeg. Evenzo is voor de statement 
while i # 0 do i := i-1 od 
elk van de beginvoorwaarden 
i = 8, "i is een natuurlijk getal" 
sterk genoeg in tegenstelling tot elk van de beginvoorwaarden 
i = -1, "i is een geheel getal", "i is een positief reeel getal" 
Volgens de toelichting bij (2), (3), (5) en (6) kunnen de regels 
{P} S {Q} , 
{P} S [QJ en 
[P] S {Q} 
alleen geldig zijn als P sterk genoeg is voor.S, d.w.z. als P impliceert 
dat de statement Sin eindige tijd kan warden uitgevoerd en het resultaat 
gedefinieerd is. 
3. DE ASSIGNMENT STATEMENT 
We behandelen hier uitsluitend assignment statements waarvan het lin-
kerlid een ongeindiceerde variabele is. 
a. De voorwaartse regel voor een assignment statement luidt: 




11A", "v" en "3x
0
: 11 betekenen resp. "en", "of" en "er is een x0 zodanig 
dat"; bij concrete uitwerkingen van (7) wordt het expliciet schrijven 
van :3x0 :
11 ook wel achterwege gelaten). Regel (7) zal aan de hand van 
een voorbeeld worden toegelicht. Gevraagd wordt Q te vinden in: 
(8) {x+y > 0} x:=x-y [QJ. 
In Q moet een uitspraak worden gedaan over de nieuwe waarde die de 
variabele x door de statement x:=x-y krijgt. Deze nieuwe waarde no-





• De assignment statement geeft nu het volgende verband tussen x 
en x0: 
De getalwaarde x0 verandert niet door de assignment statement. Daarom 
geldt 
niet alleen v66r deze statement, maar ook erna. Voor Q vinden we dus 
De oude waarde x0 is niet interessant. We elimineren daarom x0 
uit (II) 
door x+y voor x0 te substitueren in x0
+y > 0. We vinden zo 
(12) {x+y > 0} x := x - y [x+2y > OJ. 
Opmerking. Het is niet altijd eenvoudig x0 te elimineren, zoals b.v. blijkt 
uit 




A x = x +3sin x" 0 0 ' 
hetgeen wel degelijk een voorwaarde is die aan x kan warden opgelegd. 
b. De achterwaartse regel voor de assignment statement luidt 
(13) [Q($(x))J x := $(x) {Q(x)}. 
Het volgende voorbeeld maakt deze regel duidelijk. Gevraagd wordt P te 
vinden in 
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[P] X := X*X + y {x > 10 A y = 1}. 
De waarde van y verandert niet door de assignment statement, dus y=l geldt 
ook ervoor. Dat achteraf x > 10 is, betekent dat de getalwaarde die in 
het rechterlid van de assignment statement wordt berekend groter dan IO is. 
Als we met x de oude waarde bedoelen kunnen we deze getalwaarde schrijven 
als het rechterlid zelf. 
We vinden dus 
2 [x +y > 10 A y = l] x:=x*x+y {x > 10 A y = I}, 
hetgeen nog kan worden vereenvoudigd tot 
[lxl > 3 A y = 1] x:=x*x+y {x > 10 A y = I}. 
4. DE CONDITIONELE STATEMENT 
a. De voorwaartse regel voor de conditionele statement luidt: 
Als en 
(14) 
Het volgende voorbeeld verduidelijkt deze regel. Gevraagd wordt Q te bepa-
len in 
(15) {x+y > O} if x > 0 then x:=x-1 else y:=y+l fi [Q]. 
Als x:=x-1 wordt uitgevoerd, weten we niet alleen dat vooraf x+y > O, 
maar ook dat vooraf x > 0. Evenzo gebruiken we bij de statement y:=y+l 
de extra beginwvoorwaarde x ~ 0. Uit de voorwaartse regel (7) voor de as-
signment statement volgt: 
{x+y > 0 A x > O} x:=x-1 [x+y > -I A x > -1] en 
{x+y > 0 A x ~ O} y:=y+l [x+y > A X ~ 0] • 
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Voor Qin (15) vinden we zo de voorwaarde 
(x+y > -1 A x > -1) v (x+y > I A x ~ 0). 




Het volgende voorbeeld verduidelijkt deze regel. 
Gevraagd wordt P te bepalen in 
[P] if x > 0 then x:=x-1 else y:=y+l fi {x+y • 100}. 
Uit de achterwaartse regel (13) voor de assignment statement volgt 
[x+y = 101] x:=x-1 {x+y = 100} en 
[x+y = 99] y:=y+I {x+y = 100}. 
Als x:=x-1 wordt uitgevoerd geldt ervoor x > 0; 
als y:=y+I wordt uitgevoerd geldt ervoor x ~ 0. 
De gezochte uitdrukking van Pis daarom 
(x+y = 101 A x > 0) v (x+y = 99 A x ~ 0). 
5. DE SAMENGESTELDE STATEMENT 
Als Sen T statements zijn, dan vatten we 
S;T 
opals een nieuwe statement, een z.g. samengestelde statement. In deze 
samengestelde statement wordt eerst Sen daarna T uitgevoerd. 
a. De voorwaartse regel voor de samengestelde statement luidt: 
Als 
(I 7) 
{P} S [Q] 
{P} S;'r [R]. 
en {Q} T [R], dan 
b. De achterwaartse regel voor de samengestelde statement luidt: 
Als 
(18) 
[P] S {Q} 
[P] S ;T {R}. 
6. DE WHILE-STATEMENT 
en [Q] T {R}, 
Als voor S de while-statement 
while B do T od 
dan 
wordt genomen, is het formuleren en toepassen van de regels {P} S [QJ 
en [P] S {Q} aanzienlijk bewerkelijker dan wat we tot nu toe hebben 
gezien. Daarom volgt nu eerst de eenvoudiger regel: 
(19) 
Als {PA B} T {P} en als P sterk genoeg (voor de while-statement) 
is, dan 
{P} while B do T od {P A, B}. 
Voor het toepassen van regel (19) moet men zelf een geschikt "invariante 
voorwaarde" P vinden. Laten we ons bijvoorbeeld ten doel stellen te bewij-
zen dat x door de statement 
(20) while i>O do x:=x*a; i:=i-1 od 
gelijk wordt gemaakt aan an als gegeven is dat vooraf geldt 
9 
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i = n ~ 0 A x = I (i en n zijn gehele getallen). 
We moeten nu een zinvolle voorwaarde P opsporen waarvoor geldt 
(21) {PA i>O} x:=x*a {P}. 
n-i Komt men op de gelukkige gedachte voor Pde voorwaarde x=a A i~O te 
nemen, dan blijkt regel (19) bijzonder prettig bruikbaar te zijn. We moeten 
nu verifieren of (21) voor deze P geldt, m.a.w. of 
n-i n-i {x=a A i>O} x:=x*a; i:=i-1 {x=a A i~O}. 
Nu levert achtereenvolgende toepassing van de achterwaartse regel (13) voor 
de assignment statement: 
[ n-i+l x=a A i~I] i:=i-1 n-i {x=a A i~O} 
n-i [x=a A i~l] { n-i+l x=a A i~l}. 
Volgens de achterwaartse regel (18) voor de samengestelde statement geldt 
dan 
n-i n-i [x=a A i~l] x:=x*a; i:=i-1 {x=a A i~O}. 
Omdat i geheel is, is i~l identiek met i>O; verder volgt i.h.a. uit 
[P] S {Q}, dat ook {P} S {Q}. Dus blijkt (21) inderdaad voor de geko-
zen P te gelden. Volgens regel (19) geldt dan dat na de while-statement 
voldaan is aan P A1B, hetgeen hier 
n-i 
(x = a A i ~ O) A i ~ o, oftewel 
n 
X = a 
betekent. 
We zullen nu ook de wat gecompliceerdere regels 
{P} while B do Tod [Q] en 
[P] while B do Tod {Q} 
formuleren. 
a. De voorwaartse regel voor de while-statement luidt: 
Als P sterk genoeg is, dan 




vu2v ... )], 
(22) waarin Uk gegeven is door 
uo - p 
{BA Uk-I} T [Uk] (k=l,2, ••• ). 




vv1vv2v ... ] while B do Tod {Q}, 
waarin Vk als volgt is gegeven 
VO - (-aB A Q) 
Vk _ (BA Wk) (k=l ,2, ••• ) , 
waarbij Wk uit Vk-I gevonden wordt volgens 
1 I 
Uit het volgende voorbeeld moge de praktische bruikbaarheid van (22) blijken. 
We passen deze regel toe op de eerder besproken while-statement 
while i>O do x:=x*a; i:=i-1 od, 
waarbij we uitsluitend uitgaan van de gegeven beginvoorwaarde 
i=n~O A x=l; deze is sterk genoeg. We hoeven nu dus niet zelf een invariante 
voorwaarde op te sporen. Volgens (22) hebben we dan 
u0 - P - (i=n~O A x=I). 
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Eveneens volgens (22) wordt Uk hier uit Uk-I gevonden volgens: 
We vinden daarom u1 uit 
waaruit volgt: u1 = (i~O A i+l=n A x=a). 
Vervolgens kan u2 volgens (24) worden gevonden uit 
{i>O A i+l=n A x=a} x:=x*a; i:=i-1 [U2J, 
hetgeen oplevert: u2 = (i~O A i+2=n A x=a
2). 
Evenzo vinden we u3 = (i~O A i+3=n A x=a
3), enz. 
De te bepalen eindvoorwaarde is volgens (22): 
Nu is (7B) = (i~O). Anderzijds impliceert elke Uk dat i ~ O. Hieruit volgt 
i = 0. We substitueren daarom O voor i in alle Uk bij bet uitschrijven van 
(25) en vinden: 
i = 0 A [(O = n A X = 1) V 
(I = n A X = a) V 
(2 = n A X = a2) V .•• J • 
Dit is identiek met i = 0 A n ~ 0 A X = n a . 
We hebben nu gevonden: 
{i=n~O A x=l} while i ~ 0 do x:=x*a; i:=i-1 od 
[i=O A n~O A x=a0 J • 
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7. ENIGE EIGENSCHAPPEN VAN BEWIJSREGELS 
Er z1Jn enkele interessante eigenschappen van bewijsregels te vermel-
den. In [10] wordt met behulp van enige begrippen en stellingen uit de ver-
zamelingenleer duidelijk gemaakt hoe men deze eigenschappen kan bewijzen. 
Er is een nauw verband tussen een voorwaarde Pen een zekere deelverzame-
ling X van een "toestandsruimte" V; X bestaat juist uit die punten ~ uit 
V die aan de voorwaarde P voldoen. Met een statement S wordt een functie 
f geassocieerd, zodanig dat {P} S [Q] wordt beschreven door: 
f(X) = Y, 
waarin Y de deelverzameling van Vis die juist uit die punten y bestaat die 
voldoen aan Q. Evenzo is 
equivalent met [P] S {Q}. Dezelfde eigenschappen die in [10] met behulp 
van verzamelingen en functies worden behandeld, worden hier uitgedrukt met 
behulp van voorwaarden en statements. Eigenschap a, zal met een voorbeeld 
worden toegelicht. De lezer wordt aangeraden zelf concrete voorbeelden van 
de overige eigenschappen te bedenken. 
a. Uit {P} S [Q] volgt {P} S {Q}. 
b. 
Laat {P} S [QJ slechts een voorwaarde P toe, dan volgt uit 
{P} S [Q] zelfs [P] S {Q}. 
(zie onderstaande toe lich ting) 
Uit [P] s {Q} volgt {P} s {Q}. 
Geldt {P-} s s [TRUE], dan volgt uit [P] s {Q} zelfs 
{P} s [Q]. 




] en {P2} S [Q2]. Er geldt dan: 
cl. Uit P
1
-. P2 volgt Q1 _. Q2• 














Laat {P} S [Q] slechts een voorwaarde P toe, dan geldt zelfs: 
Zij gegeven: [Pl] s {QI} en [P2] s {Q2}. 
Er geldt dan: 
dl. Uit QI=> Q2 volgt PI => P 2 •' ' 
d2. [Pl V P2
] s {QI V Q2}. 
d3. [Pl A P2
] s {QI A Q2}. 
De volgende drie uitspraken zijn (omdat aan P => PS voldaan is) gelijk-
waardig: 
el. {P} s [FALSE], 
e2. {P} s {FALSE} en 
e3. P = FALSE. 
f. Uit [P] S {Q} volgt [PS A -, P] S hQ}. 
De onder a. genoemde eigenschap wordt door het volgende voorbeeld toege-
licht. 
Uit {x = 3} x:=x*x [x = 9] volgt uiteraard 
{x = 3} x:=x*x {x = 9}. 
Uit {x = 3} x:=x*X*X [x = 27] volgt zelfs 
[x = 3] x:=x*x*x {x = 27}. 
Het verschil bestaat daarin, dat 
{P} x:=x*x [x = 9] 
twee voorwaarden P toelaat, n.1. x = 3 en x= -3, terwijl 
{P} x:=x*x*x [x = 27] 
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slechts een voorwaarde P toelaat, n.l. x = 3. 
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