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Tight Quantum Lower Bound for Approximate Counting with
Quantum States
Aleksandrs Belovs∗ Ansis Rosmanis†
Abstract
We prove tight lower bounds for the following variant of the counting problem considered
by Aaronson et al. [1]. The task is to distinguish whether an input set x ⊆ [n] has size either
k or k′ = (1 + ε)k. We assume the algorithm has access to
• the membership oracle, which, for each i ∈ [n], can answer whether i ∈ x, or not; and
• the uniform superposition |ψx〉 =
∑
i∈x
|i〉/√|x| over the elements of x. Moreover, we
consider three different ways how the algorithm can access this state:
– the algorithm can have copies of the state |ψx〉;
– the algorithm can execute the reflecting oracle which reflects about the state |ψx〉;
– the algorithm can execute the state-generating oracle (or its inverse) which per-
forms the transformation |0〉 7→ |ψx〉.
Without the second type of resources (related to |ψx〉), the problem is well-understood, see
Brassard et al. [12]. The study of the problem with the second type of resources was recently
initiated by Aaronson et al. [1].
We completely resolve the problem for all values of 1/k ≤ ε ≤ 1, giving tight trade-offs
between all types of resources available to the algorithm. Thus, we close the main open
problems from [1].
The lower bounds are proven using variants of the adversary bound from [7] and employing
analysis closely related to the Johnson association scheme.
1 Introduction
Counting is one of the basic computational tasks. Not surprisingly, quantum complexity of
approximate counting was settled down early on in the history of quantum computation. It
is known1 that O
(
1
ε
√
n/|x|
)
queries to the membership oracle suffice to count the number
of elements in a set x ⊆ [n] with multiplicative precision ε [12, 11]. Also, it is known that
Ω(
√
n/|x|) membership queries are necessary for this task when ε = O(1) [9].
However, the membership oracle is not the only way how to encode the input set x. Another
possibility is to encode the set using a uniform quantum superposition over the elements of the
set:
ψx =
1√
|x|
∑
i∈x
|i〉. (1)
Aaronson et al. [1] raised the question of estimating complexity of approximate counting when
the quantum algorithm has access not only to the membership oracle, but also to the state ψx.
∗Faculty of Computing, University of Latvia
†Graduate School of Mathematics, Nagoya University, Japan
1It is customary to denote input strings to quantum algorithms using lower case Latin letters like x or y, with
xi denoting individual symbols of the input string. We continue with this tradition, and, while we mostly think
of the input x as a subset of [n] rather then the corresponding bit-string, we still denote it by a lower case Latin
letter.
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This requires clarification: what does it mean to have access to ψx? The following two models
were assumed in [1]: the algorithm can have copies of the state ψx and it can reflect about ψx.
It was proven in [1] that, in order to distinguish whether the size of the input set x is k or
2k, the quantum algorithm either has to invoke the membership oracle Ω(
√
n/k) times or access
the state ψx at least Ω
(
min{k1/3,√n/k}) times in the aforementioned way. It was shown to
be optimal in the sense that O(
√
n/k) membership queries alone suffice to solve this problem,
as well as O
(
min{k1/3,√n/k}) accesses to the state ψx alone suffice. Thus, nothing can be
gained by combining the two resources.
Several problems remained open in [1]. One was to distinguish the cases |x| = k and |x| =
(1+ε)k for ε≪ 1. The other was to determine the complexity of the problem when the algorithm
only has access to copies of the state ψx without having an access to the reflection oracle.
In this paper, we completely resolve these problems for all values of ε between 0 and 1,
and go beyond that. In addition to accessing ψx via copies of it and the reflecting oracle, we
also allow the state-generating oracle, which performs the transformation |0〉 7→ |ψx〉 for some
predetermined state |0〉 (as it is customary, we also allow to run this transformation in reverse).
The state-generating oracle encompasses both copies of the state and the reflecting oracle, in
the sense that one invocation of the state-generating oracle suffices to get a copy of ψx, while
two invocations (one direct and one reverse) suffice to reflect about ψx. On the other hand, it
is hard to simulate the state-generating oracle using just copies and reflections.
The formulation of our main result is as follows:
Theorem 1. Consider a quantum algorithm that distinguishes whether the input set x ⊆ [n]
has size k or k′ = (1 + ε)k. For simplicity, we assume that n ≥ 5k and 1/k ≤ ε ≤ 1. The
algorithm has copies of the state ψx and has access to the reflecting, the state-generating, and
the membership oracles (and their inverses). Let us denote by ℓ the number of copies of ψx the
algorithm has, and by ℓ′ the number of executions of the state-generating oracle. Then, in order
to solve the problem, the algorithm should2
• either have Ω
(
min
{
k,
√
k
ε
,
n
kε2
})
copies of the state ψx;
• or execute the state-generating oracle Ω
(
min
{
1
ε
√
n
k
,
1
ε
√
k
ℓ
,
k1/3
ε2/3
})
times;
• or execute the reflecting oracle Ω
(
min
{
1
ε
√
n
k
,
1
ε
√
k
ℓ+ ℓ′
})
times;
• or execute the membership oracle Ω
(
1
ε
√
n
k
)
times;
• or
– have at least one copy of the state ψx, or
– execute the state-generating oracle at least once, or
– execute the membership oracle Ω
(√
n
k
)
times, or
– execute the reflecting oracle Ω
(√
n
k
)
times;
2In the following, we outline priority of our logical operations using different levels of indentation.
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and
– execute the reflecting oracle Ω
(√
k
ε
)
times.
This is tight (up to the log k factor in the first bullet point) as demonstrated by the algorithms
in Section 3.
A substantial difference between our paper and [1] is in the techniques used. Aaronson et
al. use the method of Laurent polynomials, whereas we use the adversary method.
The method of Laurent polynomials is a generalisation of the well-known polynomial method
due to Beals et al. [5]. In Laurent polynomials negative powers of the variables are allowed. The
positive degree bounds the number of executions of the membership oracle (like in the original
version), executions of the reflecting oracle, and the number of copies, whereas the negative
degree bounds the latter two.
The adversary bound was first formulated by Ambainis [2], and then significantly strength-
ened by Høyer et al. [14]. The later version was shown to be tight for every function by Re-
ichardt [17, 18]. These versions of the bound assumed the standard quantum input oracle which
encodes the input string. Building on the work of Ambainis et al. [4] and Lee et al. [16], Belovs [7]
constructed a version of the bound for the general case when the input oracle is an arbitrary
unitary.
We use this general-case version of the bound. Using the symmetry of the problem via
representation theory of the symmetric group, we arrive at an optimisation problem that provides
the required lower bound. We are able to track the number of applications of different input
oracles separately by assigning different weights to them. Up to our knowledge, this is the first
time weights are used to obtain tradeoffs between different input oracles. Previously, weights
were used in composition theorems to allow different inner subroutines [19].
Our technique has a number of advantages compared to the Laurent polynomials. The
Laurent-polynomial method depends crucially on the state being a uniform superposition over
some set, the size of the set being an important parameter. While Laurent polynomials can
handle a restricted number of possible input resources, adversary method, in principle, can be
applied to any state-generating, reflecting, or any other type of input oracle without these restric-
tions. Laurent polynomials also cannot distinguish between copies of the state and invocations
of the reflecting oracle, whereas we are able to count all input resources independently. Finally,
even for the usual membership oracle, the polynomial method is known to be suboptimal [3],
whereas the adversary method gives tight characterisation of quantum query complexity.
Let us touch a bit on the organisation of the paper. The paper can be divided into two
big parts. The first one, consisting of Sections 2—7, is devoted to the proof of Theorem 1.
The second one, spanned over Sections 8—11, is devoted to the proof of the main technical
Lemmas 13–16 used in the proof of Theorem 1. The first part is self-contained and, assuming
the correctness of the lemmas, can be read without the second part. For the first part, we
assume basic familiarity with quantum query algorithms, while the second part mostly relies on
the representation theory of the symmetric group.
With Lemmas 13–16 at our disposal, the proof of our lower bound is relatively concise and
direct. We believe that similar estimations can be helpful for other problems involving oracles
that prepare uniform superpositions over some unstructured set.
2 Preliminaries
We mostly use standard linear-algebraic notation. We use ket-notation for vectors representing
quantum states, but generally avoid it. We use A∗ to denote conjugate operators (transposed
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and complex-conjugated matrices). We use A[[x, y]] to denote the (x, y)-th entry of the matrix A.
For matrices, vectors, and scalars, notation ⊕ always stands for direct sum of matrices, and we
often treat scalars as 1×1-matrices; ⊕ also denotes the direct sum of spaces. For P a predicate,
we use 1P to denote 1 if P is true, and 0 if P is false. We use [n] to denote the set {1, 2, . . . , n}.
2.1 Model of quantum algorithms
In this section, we describe our model of quantum algorithms, few aspects of which are not
entirely standard.
Our problem can be cast into the model of quantum state conversion with general input
oracles. The resources the algorithm can access are copies of quantum states, state-generating
oracles, reflecting oracles, and standard oracles. We will now proceed with defining all these
notions.
We start with defining state conversion problem [16] with general input oracles [7].
Definition 2. Let D be a set of labels, and L and K be two vector spaces. For each x ∈ D, let
υx, τx ∈ K be quantum states and Ox be a unitary acting in L. The state conversion problem
υx 7→ τx with the input oracles Ox is defined as follows.
The workspace of the quantum algorithm contains a copy of the space K, namely, the
workspace is of the form K ⊕ W for some W. The algorithm is given black-box access to a
unitary O acting on L, and it is promised that O = Ox for some x ∈ D.
The algorithm can perform arbitrary unitary transformations on its workspace, independent
from x ∈ D. In addition, the algorithm can make queries to O. Each query is an execution of
either O ⊗ I or its inverse O−1 ⊗ I on some subspace of its workspace, where I is an arbitrarily
large identity transformation. The subspaces on which the black-box is applied do not depend
on x ∈ D.
For each x ∈ D, if O = Ox, the algorithm has to map υx into τx on its copy of the space K.
The algorithm knows all υx, τx, and Ox in advance, but it does not know which Ox it is given
in a specific execution. The complexity of the algorithm is the number of queries it performs;
the objective is to minimise it.
Usually, the task is to evaluate some function f defined on D. In this case, υx = |0〉 and
τx = |f(x)〉. Our goal too is to evaluate a functionl: f(x) = 0 if the size of the input set x is
k, and f(x) = 1 if it is k′. However, we also provide the algorithm with an additional resource:
a state ϕx that depends on x ∈ D. This scenario can be described as state conversion with
υx = ϕx and τx = |f(x)〉.
However, this is not entirely precise, because we consider the approximate version of the
problem. In this, we allow the algorithm to make small errors and output the final state non-
coherently. That is, we assume that K is of the form C2⊗K′, and we allow any final state τx ∈ K
such that measuring it in the first register gives us f(x) with probability3 at least 2/3. We will
prove a lower bound for any collection of vectors {τx} that satisfies the above conditions. And,
for a fixed collection {τx}, this is a state conversion problem in the above sense.
Input oracles. First, we use state-generating input oracles. In this case, for each x ∈ D, the
algorithm is given a black-box access to a unitary Ox performing the transformation |0〉 7→ |ψx〉
3As per usual, the error probability can be reduced below any constant by repeating the algorithm several
times and taking the majority. For that, however, we might need several copies of the state ϕx, in which case we
might have to redefine ϕx.
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for some state ψx ∈ L, where |0〉 is some fixed state in L. The algorithm should work equally
well for any unitary Ox performing this transformation
4.
Second, we use reflecting input oracles. In this case, the black-box unitary Ox is the reflection
about the state ψx ∈ L: Ox = 2ψxψ∗x − I.
Third, we use standard input oracles. In this case, D is a subset of the set [q]n of strings
of length n on some alphabet [q], and L = Cn ⊗ Cq. For x ∈ D, the corresponding input
oracle performs the transformation Ox : |i〉|0〉 7→ |i〉|xi〉. This can be seen as a direct sum of the
state-generating oracles performing transformations |0〉 7→ |xi〉 over all i ∈ [n].
It is easy to see that, for any given state, the state-generating input oracle is at least as
strong as the reflecting oracle and the copies of the state. Indeed, it is possible to implement
the reflecting oracle using the state-generating oracle twice; and, using it once, it is possible to
get a copy of the state. Other than that, the above resources are incomparable.
Finally, we allow our algorithm to access all these input oracles simultaneously. We account
for this by defining Ox as the direct sum of the three input oracles.
2.2 Relative γ2-norm
In this and the next sections, we describe the formalism behind our lower bounds that allows
us to combine state-generating, reflecting, and standard oracles. It is mostly based on [7]. The
notion of the relative γ2-norm, which we define next, is pivotal for this formalism.
Definition 3 (Relative γ2-norm). Let X1, X2, Z1, and Z2 be vector spaces, and D1 and D2 be
some sets of labels. Let A = (Axy) and ∆ = (∆xy), where x ∈ D1 and y ∈ D2, be two families
of linear operators: Axy : Z2 → Z1 and ∆xy : X2 → X1. The relative γ2-norm,
γ2(A|∆) = γ2(Axy | ∆xy)x∈D1, y∈D2 ,
is defined as the optimal value of the following optimisation problem, where Υx and Φy are
linear operators:
minimise max
{
maxx∈D1‖Υx‖2,maxy∈D2‖Φy‖2
}
(2a)
subject to Axy = Υ
∗
x(∆xy ⊗ IW)Φy for all x ∈ D1 and y ∈ D2; (2b)
W is a vector space, Υx : Z1 → X1 ⊗W, Φy : Z2 → X2 ⊗W. (2c)
This is a generalisation of the usual γ2-norm, also known as Schur (Hadamard) product
operator norm [10]. For A = (ax,y)x,y a D1 ×D2 matrix, its (usual) γ2-norm is defined as
γ2(A) = γ2
(
ax,y | 1
)
x∈D1, y∈D2 . (3)
Thus, to better understand the relative γ2-norm in the context of the usual γ2-norm, it is
instructive to think of A as a D1 ×D2 block matrix, where each block of the matrix is a linear
operator Axy.
The relative γ2-norm admits an equivalent dual formulation. To define it, we need the
following piece of notation. Let A = (Axy) be a family of linear operators as in Definition 3.
Let Γ be a D1 × D2 real matrix. Define Γ ◦ A as a D1 × D2 block matrix, where the block
corresponding to x ∈ D1 and y ∈ D2 is given by Γ[[x, y]]Ax,y. With this piece of notation, the
dual version of the norm is especially concise.
4To formally encapsulate this into the formalism of the general input oracles, we consider an infinite set D of
labels with each label of the form (x,Ox), where Ox is some unitary performing the required transformation, and
the output of the algorithm only depends on the first part of the label.
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Proposition 4. In the notations of Definition 3, the value of γ2(A|∆) is equal to the value of
the following optimisation problem:
maximise ‖Γ ◦ A‖ (4a)
subject to ‖Γ ◦∆‖ ≤ 1. (4b)
2.3 Application to quantum algorithms
Let us now turn to applications of this bound to quantum query algorithms. We start with the
state conversion problem υx 7→ τx with the input oracles Ox. The adversary bound corresponding
to this problem is
γ2
(〈υx, υy〉 − 〈τx, τy〉 | Ox −Oy)x,y∈D. (5)
This bound is semi-tight : it is a lower bound on the quantum query complexity of the exact
version of the problem and an upper bound on the quantum query complexity of the approximate
version.
The γ2-norm formalism is modular in the sense that the general task can be replaced by
something more specific. For instance, if our task is to evaluate a function f defined on D, then
the adversary bound reads as
γ2
(
1f(x)6=f(y) | Ox −Oy
)
x,y∈D.
In this case, the bound is tight: it is also a lower bound on quantum query complexity of the
approximate version of the problem.
As another example, consider the standard input oracle Ox encoding a string x ∈ [q]n. Recall
that it is a direct sum of unitaries performing the transformations |0〉 7→ |xi〉. Using the modular
approach, the corresponding adversary bound becomes
γ2
(
〈υx, υy〉 − 〈τx, τy〉
∣∣∣⊕
j∈[n] 1xj 6=yj
)
x,y∈D
,
where
⊕
stands for the direct sum of 1× 1 matrices (resulting in a diagonal n× n matrix).
Now consider the state-generating oracle encoding some state ψx ∈ L. Suppose that L = Cm
and e0 is a vector orthogonal to L. The corresponding γ2-object can be defined in two alternative
ways [8]:
Lψx = ψxe
∗
0 + e0ψ
∗
x or Lψx = ψx ⊕ ψ∗x. (6)
In the second expression, ψx is an m× 1-matrix and ψ∗x is a 1×m-matrix, the resulting matrix
being of size (m+ 1)× (m+ 1). The corresponding adversary bound is
γ2
(
〈υx, υy〉 − 〈τx, τy〉
∣∣ Lψx − Lψy)
x,y∈D
.
Finally, consider the reflecting oracle. If Ox performs reflection about ψx and Oy about ψy,
then Ox−Oy = 2(ψxψ∗x−ψyψ∗y). In this case, we can use the general bound (5). For simplicity,
we will drop the constant factor 2.
Now we describe how we can account for queries to several input oracles within one algorithm.
Here we give a brief account, a slightly more extended version can be found in Appendix A.
Suppose we have two input oracles O′x and O′′x, and we would like the algorithm to access both
of them. As mentioned at the end of Section 2.1, it is possible to combine the two oracles in a
single oracle Ox = O
′
x ⊕O′′x so that one query to Ox gives queries to either O′x or O′′x.
However, this does not yet give us the possibility to count queries to O′x and O′′x indepen-
dently. In order to account for that, we have to introduce weights. We define a “meta-oracle”
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Ox so that one query to Ox can serve as either α queries to O
′
x or β queries to O
′′
x. Or, to put
it differently, one query to O′x costs 1/α queries to Ox and one query to O′′x costs 1/β queries
to Ox. The corresponding γ2-object is αO
′
x ⊕ βO′′x. Choosing the weights α and β so that the
problem can be solved in a single query to the meta-oracle Ox, we get the following formulation.
If
γ2
(
〈υx, υy〉 − 〈τx, τy〉
∣∣∣ α(O′x −O′y)⊕ β(O′′x −O′′y))
x,y∈D
≥ 1 (7)
then either Ω(α) queries to O′x or Ω(β) queries to O′′x are required to perform the state conversion
υx 7→ τx.
To prove lower bounds, we should use the dual formulation of the relative γ2-norm from
Proposition 4. Let us define Sxy = 〈υx, υy〉 − 〈τx, τy〉, ∆′xy = O′x − O′y, and ∆′′xy = O′′x − O′′y .
Then it suffices to find a D ×D matrix Γ such that
‖Γ ◦ S‖ ≥ 1, ‖Γ ◦∆′‖ ≤ 1/α, and ‖Γ ◦∆′′‖ ≤ 1/β. (8)
The same construction works for any constant number of input oracles. For special cases like
state-generating or standard input oracles, it is also possible to replace the oracles Ox by ap-
propriate γ2-objects.
3 Upper Bounds
In this section, we briefly describe the algorithms matching our lower bounds in Theorem 1. All
of them are relatively easy; some of them are folklore, many are taken from [1].
Proposition 5. It is possible to solve the approximate counting problem using O
(
k log 1ε
)
=
O(k log k) classical samples from x.
Proof. The algorithm is as follows. Sample the elements out of x sufficiently many times. Output
that |x| = k if the number of distinct elements observed is at most k, otherwise output that
|x| = k′. The algorithm has 1-sided error.
The analysis follows from the standard coupon collecting problem. The expected number of
samples required to observe more than k elements out of k′ is
k′
(
1
k′
+
1
k′ − 1 + · · ·+
1
εk
)
= k′Θ
(
log k′ − log(εk)) = Θ(k log 1
ε
)
.
By Markov’s inequality, if |x| = k′ and we take Θ
(
k log 1ε
)
samples, we will observe more than
k distinct elements with probability Ω(1).
Proposition 6. It is possible to solve the approximate counting problem using O
(√
k
ε
)
classical
samples from x.
Proof. The idea of the algorithm is to sample from x and then to count the number of pairs
of equal samples. Assume we have ℓ classical samples: s1, s2, . . . , sℓ. For 1 ≤ i < j ≤ ℓ, let
Zij = 1si=sj . The expectation is E[Zij ] = 1/|x|, and the variance is Var[Zij] = O(1/k). The
events Zij are not independent, but they are pairwise independent, which allows to write
E
[∑
i,j
Zij
]
=
ℓ(ℓ− 1)
2|x| and Var
[∑
i,j
Zij
]
= O
(
ℓ2
k
)
.
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By Chebyshev’s inequality, we can distinguish whether |x| = k or |x| = k′ if
ℓ(ℓ− 1)
2k
− ℓ(ℓ− 1)
2k′
= Ω
(
ℓ√
k
)
.
Since
ℓ(ℓ− 1)
2k
− ℓ(ℓ− 1)
2k′
= Ω
(
ℓ2
k
ε
)
,
this happens when ℓ ≥ C
√
k/ε for a sufficiently large constant C.
Proposition 7. It is possible to solve the approximate counting problem using O
(
n
kε2
)
copies
of the state ψx from 1.
Proof. Consider the following procedure. Take a copy of state ψx and measure it against the
uniform superposition 1√
n
∑
i∈[n]|i〉. The probability of measuring the uniform superposition is
exactly |x|/n. We have to detect whether this probability is k/n or k(1+ ε)/n. By the standard
argument, this requires O
(
n
kε2
)
samples.
Proposition 8. It is possible to solve the approximate counting problem using any of the fol-
lowing input oracles O
(
1
ε
√
n
k
)
times: the state-generating, the reflecting, or the membership
one.
Proof. For the case of the standard membership oracle, this is just quantum counting [12, 11].
For the cases of the reflecting and the state-generating oracles, we reflect about the state ψx,
which does not change the way the algorithm works.
Proposition 9. Assume ℓ distinct elements of x are given to the algorithm. Then, it is possible
to solve the approximate counting problem using any of the following input oracles O
(
1
ε
√
k
ℓ
)
times: the state-generating, or the reflecting one.
Proof. Let S be the subset of ℓ elements of x that are given to us. We perform amplitude
estimation [11] on ψx, where the marked elements are the ones in S. The amplitude is either√
ℓ/k or
√
ℓ/k′, and it takes O
(
1
ε
√
k
ℓ
)
queries to the reflecting or the state-generating oracles
to distinguish the two cases.
Proposition 10. It is possible to solve the approximate counting problem using O
(
k1/3/ε2/3
)
queries to the state-generating oracle.
Proof. We first obtain ℓ ≤ k/2 samples out of x, and then execute the algorithm of Proposition 9.
It takes
O
(
ℓ+
1
ε
√
k
ℓ
)
queries to the state-generating oracle. The optimal value of ℓ is k1/3/(2ε2/3) ≤ k/2.
Proposition 11. Assume the algorithm is given an element out of x. Then, it is possible to
solve the approximate counting problem using O
(√
k/ε
)
queries to the reflecting oracle.
Note that, similarly to Proposition 8, it is possible to obtain one element of x using the
membership or the reflecting oracle O(
√
n/k) times. Also, measuring one copy of the state ψx
in the computational basis gives an element of x. Note that in this case it suffices to have only
a single copy of ψx to reduce error probability via repetition in contrast to Footnote 3.
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Proof of Proposition 11. Assume we know a non-empty subset S of x, where |S| < k/2. Then
it is possible to obtain an element in x \ S using the reflecting oracle O(
√
k/|S|) times. Indeed,
we use amplitude amplification by starting at ψS =
1√
|S|
∑
i∈S |i〉, and alternating between
reflections about ψx and ψS . The inner product between ψx and ψS is Ω(
√|S|/k). Hence, if we
measure the state of the algorithm in the standard basis after O(
√
k/|S|) iterations, we will see
an element of x \ S with probability Ω(1).
Now we use the above procedure to get ℓ distinct elements of x and then execute the algorithm
of Proposition 9. The total number of queries to the reflecting oracle is
O
(√
k +
√
k
2
+ · · ·+
√
k
ℓ
+
1
ε
√
k
ℓ
)
= O
(√
kℓ+
1
ε
√
k
ℓ
)
.
The optimal choice for ℓ is 1/ε.
4 Formulation of the γ2-problem
In this section, we formulate the optimisation problem encapsulating the complexity of the
approximate counting problem. It is based on the techniques outlined in Section 2.3.
In this case, the set D of labels is X∪Y , where X consists of all the n-bit strings of Hamming
weight k and Y consists of all the n-bit strings with Hamming weight k′ = (1 + ε)k.
One of the resources available to the algorithm are the copies of the uniform superposition
over the elements of the set x:
ψx =
1√
|x|
∑
i∈x
|i〉.
We deal with them using the state-conversion formalism. If the algorithm has ℓ copies of this
state, we let υx = ψ
⊗ℓ
x . Define an X × Y matrix Ψ by
Ψ[[x, y]] := 〈ψx, ψy〉. (9)
Concerning the final states τx, recall that we assume K = C⊗2⊗K′. We can reduce the error
by standard error reduction, so we can assume the error does not exceed a small constant δ.
Thus, the measurement of the first register in τx gives us f(x) with probability at least 1− δ.
We will assume that the matrix Γ satisfies the condition Γ[[x, y]] = 0 if f(x) = f(y). So, the
matrix breaks down into two symmetric blocks—an X × Y and a Y ×X block—and we have
‖Γ‖ = ‖Γ[[X,Y ]]‖ = ‖Γ[[Y,X]]‖. The same holds for Γ◦M with any symmetric matrix M . Thus,
for sake of simplicity, we can assume that Γ is an X × Y matrix.
We deal with the error using an approach taken from [16]. Let ρ and σ be the X × Y
matrices defined by ρ[[x, y]] := 〈υx, υy〉 and σ[[x, y]] := 〈τx, τy〉. By [16], we have5 γ2(σ) ≤ 2
√
δ.
The objective value of the dual formulation (4a) of the relative γ2-norm (5) is
∥∥Γ ◦ (ρ− σ)∥∥.
Assume that ‖Γ‖ = 1 and ‖Γ ◦ ρ‖ ≥ 3√δ. Then,∥∥Γ ◦ (ρ− σ)∥∥ ≥ ‖Γ ◦ ρ‖ − ‖Γ ◦ σ‖ ≥ 3√δ − 2√δ = Ω(1),
5Here is a sketch of the proof for completeness. Let Π0 and Π1 be the projectors of the final measurement.
Thus, ‖Π1τx‖2, ‖Π0τy‖2 ≤ δ for all x ∈ X and y ∈ Y . We have
〈τx, τy〉 =
〈
4
√
δΠ0τx,
Π0τy
4
√
δ
〉
+
〈
Π1τx
4
√
δ
,
4
√
δΠ1τy
〉
,
which proves the required inequality.
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where in the second inequality we used the dual formulation (4) of the usual γ2-norm (3). Since
δ is an arbitrary constant, it suffices to assume that
‖Γ‖ = 1 and ‖Γ ◦ ρ‖ = Ω(1). (10)
Observe that in our case ρ = Ψ◦ℓ.
Let us define various ∆-matrices for different types of input oracles. First, let us take care
of the standard input oracle. For i ∈ [n], define an X × Y matrix ∆i in the usual way as6
∆i[[x, y]] := 1xi 6=yi . (11)
For the state-generating input oracles, we define two families of matrices ∆ψ and ∆ψ∗ by
(∆ψ)x,y := ψx − ψy and (∆ψ∗)x,y := ψ∗x − ψ∗y . (12)
The idea is that (∆ψ)x,y ⊕ (∆ψ∗)x,y = Lψx − Lψy , where Lψx is as in (6). For the reflecting
oracle, we define a family ∆ψψ∗ of matrices by
(∆ψψ∗)x,y := ψxψ
∗
x − ψyψ∗y . (13)
Now we use the formulation in (8), and take in consideration (10). This gives the following
guideline for finding the adversary matrix.
Proposition 12. Assume we can find an X × Y matrix Γ such that
• ‖Γ‖ = 1;
• ‖Γ ◦Ψ◦ℓ‖ = Ω(1) with Ψ as in (9);
• for each i ∈ [n], we have ‖Γ ◦∆i‖ ≤ 1/T1 with ∆i as in (11);
• both ‖Γ ◦∆ψ‖ and ‖Γ ◦∆ψ∗‖ are at most 1/T2 with ∆ψ and ∆ψ∗ as in (12);
• and ‖Γ ◦∆ψψ∗‖ ≤ 1/T3 with ∆ψψ∗ as in (13).
Then, every quantum algorithm, given ℓ copies of the state ψx, and solving the approximate
counting problem must
• either execute the membership oracle Ω(T1) times;
• or execute the state-generating oracle at least Ω(T2) times;
• or execute the reflecting oracle Ω(T3) times.
5 Adversary matrix: symmetries and general estimates
In this section, we will describe how the adversary matrix Γ looks like and will give estimates
on the norm of the matrix when various ∆-operators are applied to it. Using a variant of the
automorphism principle as in [14], we can assume that the matrix Γ is symmetric with respect
to the permutation of the input variables. Then the representation theory of the symmetric
group tells us that the adversary matrix has the form
Γ =
k∑
j=0
γjΦj, (14)
6More precisely, if one wishes to adhere to the language of Proposition 4, ∆i is a family of 1 × 1-matrices
(∆i,xy), with x ∈ X, y ∈ Y , and ∆i,xy = 1xj 6=yj . However, we will stick with the usual way of defining ∆i as a
matrix.
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where Φj are the morphisms between the copies of the irreps of the symmetric group in R
Y and
R
X . (See Section 8.3 for more detail.) For the purpose of this and the next sections, it suffices to
know that the ranges of different Φj are pairwise orthogonal, and so are their coimages. Hence,
in particular, ‖Γ‖ = maxj |γj |.
Now let us describe how different operations act on matrices of the form (14). In order to
define our results, the following quantities will be of particular importance, where j ranges from
0 to k:
φj,0 :=
√
j(k − j + 1)(n − k − j + 1)
(n− 2j + 2)(n − 2j + 1)k , φ
′
j,0 :=
√
j(k′ − j + 1)(n − k′ − j + 1)
(n− 2j + 2)(n − 2j + 1)k′ , (15a)
φj,1 :=
√
k
n
, φ′j,1 :=
√
k′
n
, (15b)
φj,2 :=
n− 2k√
nk
√
j(n − j + 1)
(n− 2j + 2)(n − 2j) , φ
′
j,2 :=
n− 2k′√
nk′
√
j(n − j + 1)
(n− 2j + 2)(n − 2j) , (15c)
φj,3 :=
√
(n− j + 1)(k − j)(n − k − j)
(n− 2j + 1)(n − 2j)k , φ
′
j,3 :=
√
(n− j + 1)(k′ − j)(n − k′ − j)
(n− 2j + 1)(n − 2j)k′ . (15d)
Here φj,i and φ
′
j,i differ only in that the second one has k
′ everywhere the first one has k.
Using these quantities, we define a number of 4-dimensional vectors:
φj =

φj,0
φj,1
φj,2
φj,3
 , φ′j =

φ′j,0
φ′j,1
φ′j,2
φ′j,3
 , φ˜j =

γj−1φj,0
γjφj,1
γjφj,2
γj+1φj,3
 , and φ˜′j =

γj−1φ′j,0
γjφ
′
j,1
γjφ
′
j,2
γj+1φ
′
j,3
 . (16)
Note that in φ˜0 and φ˜
′
0 the value of γj−1 is irrelevant because φ0,0 = φ
′
0,0 = 0. For φ˜k and φ˜
′
k,
we will assume that the value of γk+1 is 0.
Now we can formulate the necessary technical results. All of them will be proven in Sec-
tions 10 and 11.
Lemma 13. For Γ as in (14) and Ψ as in (9), we have
Γ ◦Ψ =
k∑
j=0
〈φj , φ˜′j〉Φj =
k∑
j=0
〈φ′j , φ˜j〉Φj .
Lemma 14. For Γ as in (14) and ∆ψ and ∆ψ∗ as in (12), we have
‖Γ ◦∆ψ‖ = max
j
∥∥∥φ˜′j − γjφj∥∥∥ and ‖Γ ◦∆ψ∗‖ = max
j
∥∥∥γjφ′j − φ˜j∥∥∥.
Lemma 15. For Γ as in (14) and ∆ψψ∗ as in (13), we have
‖Γ ◦∆ψψ∗‖ = max
j
∥∥∥φ′j φ˜′j∗ − φ˜jφ∗j∥∥∥.
Lemma 16. For Γ as in (14), ∆i as in (11), and for all values of i ∈ [n], we have
‖Γ ◦∆i‖ = max
j
max
{ ∣∣∣∣
√
(k − j)(n − k′ − j)
n− 2j γj −
√
(k′ − j)(n − k − j)
n− 2j γj+1
∣∣∣∣,∣∣∣∣
√
(k′ − j)(n − k − j)
n− 2j γj −
√
(k − j)(n − k′ − j)
n− 2j γj+1
∣∣∣∣}.
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6 Adversary matrix: construction
We will make the following choice for the coefficients γj in (14). We take a parameter 1 ≤ t ≤ k/5,
to be defined later, and let
γj = max
{
1− j
t
, 0
}
. (17)
It is obvious that ‖Γ‖ = 1. We will now use general results from Section 5 to get estimates on
the matrices that interest us. However, before that, we need the following technical lemma.
Lemma 17. For φj,i defined in (15), we have the following estimates on their values and the
differences between the primed and the non-primed versions, assuming that n ≥ 5k and k ≥ 5j:
i φj,i, φ
′
j,i |φ′j,i − φj,i|
0 O
(√
j
n
)
O
(
ε
j3/2
k
√
n
+ ε
√
jk
n3/2
)
1 O
(√
k
n
)
O
(
ε
√
k
n
)
2 O
(√
j
k
)
O
(
ε
√
j
k
)
3 O(1) O
(
ε
j
k
+ ε
k
n
)
One thing to observe from this table is that the row corresponding to i = 0 is dominated by
the remaining rows, and as such, in most cases can be ignored.
Proof. The estimates on the values are straightforward. The estimates on the differences are
also easy to derive. Use the inequality |h(1 + ε)− h(1)| ≤ ∫ 1+ε1 |h′(t)|dt, and estimate h′(t)
using basic calculus. For φ′j,3 − φj,3, we have
O
(
1√
n
)∣∣∣∣∣
√(
1− j
k(1 + ε)
)(
n− k(1 + ε)− j) −√(1− j
k
)
(n− k − j)
∣∣∣∣∣ = O
(
ε
j
k
+ ε
k
n
)
.
For φ′j,2 − φj,2, we have
O
(√
j
n
)∣∣∣∣∣n− 2k(1 + ε)√k(1 + ε) − n− 2k√k
∣∣∣∣∣ = O
(
ε
√
jk
n
+ ε
√
j
k
)
= O
(
ε
√
j
k
)
.
For φ′j,1 − φj,1, we have ∣∣∣∣∣
√
k(1 + ε)
n
−
√
k
n
∣∣∣∣∣ = O
(
ε
√
k
n
)
.
And φ′j,0 − φj,0 is similar to φ′j,3 − φj,3.
6.1 Copies of the state |ψx〉
To deal with copies of the state |ψx〉, we need the following result, whose proof constitutes the
current section.
Proposition 18. In order to have ‖Γ◦Ψ◦ℓ‖ = Ω(1), it suffices that the following conditions are
met:
t ≥ 2ℓ, and ℓ ≤ Cmin
{√
k
ε
,
n
kε2
}
for a sufficiently small constant C.
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Denote Dj = 〈φj , φ′j〉, and let D be the minimum of Dj as j ranges from 0 to ℓ.
Claim 19. We have ‖Γ ◦Ψ◦ℓ‖ ≥ Dℓ/2.
Proof. Let Γ ◦Ψ◦s =∑kj=0 γ(s)j Φj. By Lemma 13, we have
γ
(s+1)
j = γ
(s)
j−1φj,0φ
′
j,0 + γ
(s)
j φj,1φ
′
j,1 + γ
(s)
j φj,2φ
′
j,2 + γ
(s)
j+1φj,3φ
′
j,3. (18)
We prove by induction on s that for all s ∈ {0, 1, . . . , ℓ} and all j ∈ {0, 1, . . . , ℓ− s} we have
γ
(s)
j ≥ Ds/2. The base case s = 0 follows from (17) and our assumption that t ≥ 2ℓ.
The inductive step from s to s+1 proceeds as follows. By (18) and because all φj,i, φ
′
j,i ≥ 0,
we have that
γ
(s+1)
j ≥ min
{
γ
(s)
j−1, γ
(s)
j , γ
(s)
j+1
}〈
φj , φ
′
j
〉 ≥ Ds+1/2.
Thus, it suffices to lower bound D.
Claim 20. Both φj and φ
′
j are unit vectors: ‖φj‖ = ‖φ′j‖ = 1.
Proof. This can be verified by a direct computation. However, there is a reason behind this; see
Remark 36.
Let αj be the angle between φj and φ
′
j . Now we have
D2j = cos
2 αj = 1− sin2 αj = 1−O
(‖φj − φ′j‖2).
Using Lemma 17, and removing the subdominant terms, we get
‖φj − φ′j‖2 = O
(
ε2
j
k
+ ε2
k
n
)
.
Recall that for D we only consider Dj with j ≤ ℓ. Hence,
Dℓ ≥
(
1−O
(
ℓ
k
ε2 +
k
n
ε2
))ℓ/2
≥ 1−O
(
ℓ2
k
ε2 +
ℓk
n
ε2
)
= Ω(1)
by our assumption on ℓ.
6.2 Applications of Deltas
Proposition 21. Both ‖Γ ◦∆ψ‖ and ‖Γ ◦∆ψ∗‖ are O
(
ε
√
k
n
+ ε
√
t
k
+
1
t
)
.
Proof. Upper bounding the ℓ2-norm by the ℓ1-norm, and since 0 ≤ γi ≤ 1, we get that∥∥∥γjφ′j − φ˜j∥∥∥, ∥∥∥φ˜′j − γjφj∥∥∥ ≤ 1t (φ′j,0 + φ′j,3)+ ‖φ′j − φj‖1 = O
(
1
t
+ ε
√
k
n
+ ε
√
j
k
)
,
where we used Lemma 17. The result now follows from Lemma 14 because the left-hand side of
the above equation is 0 if j > t+ 1 due to (17).
Proposition 22. We have ‖Γ ◦∆ψψ∗‖ = O
(
1
t
+ ε
)(√
k
n
+
√
t
k
)
.
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Proof. We can upper bound the norm of the matrix φ′j φ˜′j
∗ − φ˜jφ∗j by the sum of the absolute
values of its entries. Up to a constant factor, it is
1
t
(
(φj,0 + φj,3)(φj,1 + φj,2) + φj,0φj,3
)
+
(∥∥φ′j∥∥1 + ‖φj‖1)∥∥φ′j − φj∥∥1,
which, using Lemma 17, is
O
(
1
t
(√
k
n
+
√
j
k
)
+ ε
√
k
n
+ ε
√
j
k
)
.
By Lemma 15, and using that φ′j φ˜′j
∗ − φ˜jφ∗j = 0 for j > t+ 1 due to (17), we get the required
bound.
Proposition 23. We have ‖Γ ◦∆i‖ = O
(
1
t
+ ε
)√
k
n
.
Proof. We use Lemma 16. We estimate the first difference∣∣∣∣
√
(k − j)(n − k′ − j)
n− 2j γj −
√
(k′ − j)(n − k − j)
n− 2j γj+1
∣∣∣∣
in the formulation of the lemma, the second one being similar. It is bounded by
O
(√
k
n
)∣∣γj+1 − γj∣∣+O( 1√
n
)∣∣∣√k − j −√k′ − j∣∣∣+O(√k
n
)∣∣∣√n− k′ − j −√n− k − j∣∣∣
= O
(√
k
n
)
1
t
+O
(
1√
n
)
ε
√
k +O
(√
k
n
)
εk√
n
,
from which the proposition follows since we may assume that j ≤ t+ 1.
7 Adversary matrix: proof of Theorem 1
Let us gather up all the inequalities from Section 6:
2ℓ ≤ t ≤ k/5, ℓ ≤ Cmin
{√
k
ε
,
n
kε2
}
, (19)
‖Γ ◦∆ψ‖, ‖Γ ◦∆ψ∗‖ = O
(
ε
√
k
n
+ ε
√
t
k
+
1
t
)
, (20)
‖Γ ◦∆ψψ∗‖ = O
(
1
t
+ ε
)(√
k
n
+
√
t
k
)
, (21)
‖Γ ◦∆i‖ = O
(
1
t
+ ε
)√
k
n
. (22)
It is clear that the conditions on ℓ in (19) are the negations of the first point of Theorem 1.
So, from now on, everywhere in this section, we will assume that ℓ satisfies the conditions in (19).
The proof of the Theorem follows from the two lemmas below. In both of them, we assume
the notation of Theorem 1.
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Lemma 24. Assume the algorithm uses the state-generating oracle
ℓ′ ≤ Cmin
{
1
ε
√
n
k
,
1
ε
√
k
ℓ
,
k1/3
ε2/3
}
times, where C is a sufficiently small constant. Then, in order to solve the problem, the algorithm
should
• either execute the reflecting oracle Ω
(
min
{
1
ε
√
n
k
,
1
ε
√
k
ℓ+ ℓ′
,
√
k
ε
})
times;
• or execute the membership oracle Ω
(
1
ε
√
n
k
)
times;
Lemma 25. Assume the algorithm does not have any copies of the state and does not execute
the state-generating oracle. Then, in order to solve the problem, it should
• execute the reflecting or the membership oracle Ω
(√
n
k
)
times.
Proof of Theorem 1 assuming Lemmas 24 and 25. The only case when Lemma 24 does not cover
Theorem 1 is when the reflecting oracle is used Ω(
√
k/ε) times. In this, case Lemma 25 gives
the fifth case of Theorem 1.
Proof of Lemma 24. In the proof, we will need a bit more careful tracking of constants than
usually. We will use two constants: C as in the statement of the lemma, and one additional
constant C ′. The Os and Ωs in the proof of the lemma do not depend on C and C ′, whereas
the Ωs in the formulation of the lemma do depend on them.
We will take
t = max
{
2ℓ, C ′ℓ′,
1
5ε
}
,
where C ′ is a sufficiently large constant. First, we have to check that t satisfies (19). Indeed,
t ≥ 2ℓ. Also,
2ℓ ≤ k/5, C ′ℓ′ ≤ C ′C k
1/3
ε2/3
≤ k
5
, and
1
5ε
≤ k
5
,
if C is small enough and because ε ≥ 1/k.
Now we can use (20)—(22). Since t = Ω(1/ε), we have that O
(
ε + 1/t
)
= O(ε). Proposi-
tion 12 gives us that one of the following three cases holds:
• The state-generating oracle is used
Ω
(
min
{
t,
1
ε
√
n
k
,
1
ε
√
k
t
})
= Ω
(
min
{
t,
1
ε
√
n
k
,
1
ε
√
k
ℓ
,
1
ε
√
k
C ′ℓ′
,
√
k
ε
})
(23)
times; or
• the reflecting oracle is used
Ω
(
min
{
1
ε
√
n
k
,
1
ε
√
k
t
})
= Ω
(
min
{
1
ε
√
n
k
,
1
ε
√
k
ℓ+C ′ℓ′
,
√
k
ε
})
times; or
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• the membership oracle is used Ω
(
1
ε
√
n
k
)
times.
Now, in order to prove the lemma, it suffices to show that the first case cannot hold, that is,
ℓ′ is smaller than (23). For that, we have to compare ℓ′ to the five elements in the minimum on
the right-hand side of (23).
First, t ≥ C ′ℓ′. This gives contradiction to ℓ′ = Ω(t) if C ′ is large enough. Second and third,
we have ℓ′ ≤ C 1ε
√
n
k and ℓ
′ ≤ C 1ε
√
k
ℓ , and we can take C small enough. Forth, we have
ℓ′ ≤ Ck
1/3
ε2/3
=⇒ ℓ′ 3/2 ≤ C3/2
√
k
ε
=⇒ ℓ′ ≤ C3/2 1
ε
√
k
ℓ′
and we can take C small enough. Fifth and finally, we have
ℓ′ ≤ Ck
1/3
ε2/3
≤ C
√
k
ε
because ε ≥ 1/k. Again, we can take C small enough.
The order of choosing the values of the constants above is as follows. First, we choose the
value of C ′ large enough to get contradiction to ℓ′ = Ω(t). Then, based on the value of C ′, we
choose the value of C small enough. This ends the proof of Lemma 24
Proof of Lemma 25. In this case we have ℓ = ℓ′ = 0. We take t = 1. Thus, γ0 = 1 and γj = 0
for all j ≥ 1. Clearly (19) is satisfied.
By (22), we have that
1
‖Γ ◦∆i‖ = Ω
(√
n
k
)
.
We will use a different analysis of ‖Γ ◦∆ψψ∗‖, tailored for this special case. Note that φ0,0 =
φ′0,0 = φ0,2 = φ′0,2 = 0, hence, we get that the matrix φ′0φ˜′0
∗ − φ˜0φ∗0 from Lemma 15 equals
0 0 0 0
0 φ′ 20,1 − φ20,1 0 −φ0,1φ0,3
0 0 0 0
0 φ′0,1φ′0,3 0 0
 ,
and
φ′1φ˜′1
∗ − φ˜1φ∗1 =

φ′ 21,0 − φ21,0 −φ1,0φ1,1 −φ1,0φ1,2 −φ1,0φ1,3
φ′1,0φ′1,1 0 0 0
φ′1,0φ′1,2 0 0 0
φ′1,0φ
′
1,3 0 0 0

and all the remaining matrices are zeroes. Now we can use Lemma 15. Taking the maximal
absolute values of all the entries in the above two matrices and using Lemma 17, we get that
1
‖Γ ◦∆ψψ∗‖
= Ω
(√
n
k
)
.
Application of Proposition 12 finishes the proof of Lemma 25 and Theorem 1.
8 Preliminaries on the Johnson scheme and the symmetric group
To conclude the proof of our lower bounds, we are left with two tasks. The first one is to define
the morphisms Φj used in the construction of the adversary matrix Γ. The second one is to
prove Lemmas 13–16. In this section, we introduce the basics of the representation theory of the
symmetric group and the Johnson association scheme, and we use them to define morphisms
Φj. We leave the proofs of Lemmas 13–16 to the final two sections.
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8.1 Representation Theory
In this section, we introduce basic notions from the representation theory of finite groups. For
more background, the reader may refer to [13, 22]. We will work with real vector spaces in this
paper, which is justified by the fact that the adversary matrix Γ is customary real-valued, and
that the theory of irreducible representations of the symmetric group is the same over all fields
of characteristic 0.
Assume G is a finite group. The group algebra RG is the real vector space with the elements
of G forming an orthonormal basis, where the multiplication law of G is extended to RG by
linearity. A (left) G-module, also called a representation of G, is a real vector space V with
a left multiplication operation by the elements of RG satisfying the usual associativity and
distributivity axioms. We can treat elements of RG as linear operators acting on V. We assume
the module V is equipped with a G-invariant inner product, that is, 〈gv, gu〉 = 〈u, v〉 for all
u, v ∈ V and g ∈ G ⊂ RG. Thus, the linear operators corresponding to g ∈ G are unitary.
A G-morphism (or just morphism, if G is clear from the context) between two G-modules
V and W is a linear operator θ : V → W that commutes with all α ∈ RG: θα = αθ, where the
first α acts on V and the second one on W. By linearity, θ is a morphism if and only if θg = gθ
for all g ∈ G.
If V and W are two G-modules, then the direct sum V ⊕W and the tensor product V ⊗W
are also G-modules defined by g(v,w) = (gv, gw) and g(v ⊗ w) = (gv) ⊗ (gw) for all v ∈ V,
w ∈ W, and g ∈ G.
An important special case is when V = RX , where X is a finite set with a group action of G
on it. A group action is a map (g, x) 7→ g(x) from G ×X onto X satisfying g(h(x)) = (gh)(x)
for all g, h ∈ G and x ∈ X. By linearity, this gives a G-module. Moreover, the linear operator
on V = RX corresponding to g ∈ G is given by a permutation matrix in the standard basis.
Hence, the standard inner product in RX is G-invariant.
Proposition 26. Assume X and Y are two sets with group action of G defined on them. A
linear operator A : RY → RX is a G-morphism if and only if A[[x, y]] = A[[g(x), g(y)]] for all
x ∈ X, y ∈ Y , and g ∈ G.
A G-module is called irreducible (or just irrep for irreducible representation) if it does not
contain a non-trivial G-submodule. Schur’s Lemma in an essential result in representation
theory, stated as follows.
Lemma 27 (Schur’s Lemma). Assume θ : V → W is a morphism between two irreducible G-
modules V and W. Then, θ = 0 if V and W are non-isomorphic, otherwise, θ is uniquely
determined up to a scalar multiplier.
In the latter case of the above lemma, θ is obviously an isomorphism between V and W.
Moreover, if we scale it so that θ has norm 1 as a linear operator, then θ becomes an isometry.
In the real case, it is defined up a ±1-sign. We call such an isometric isomorphism between two
instances of the same irrep a transporter.
Schur’s lemma has a number of important consequences. First, non-isomorphic irreps in a
fixed G-module V are orthogonal (with respect to the G-invariant inner product). For any G-
module V, one can define its canonical decomposition into the direct sum of isotypic subspaces,
each spanned by all the copies of a fixed irrep in V. A G-module is said to be multiplicity-free
if all its isotypic subspaces are isomorphic to the corresponding irreps.
8.2 Symmetric group
In this section, we apply the general theory to the special case of the symmetric group. Refer
to [15, 21] for more background.
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If A is a finite set, SA denotes the symmetric group on A, that is, the group with the
permutations of A as elements, and composition as the group operation. We will usually write
Sn instead of S[n]. Representation theory of Sn is closely related to partitions of integers, defined
as follows.
A partition λ of an integer n is a non-increasing sequence (λ1, . . . , λℓ) of positive integers
satisfying λ1+ · · ·+λℓ = n. For each partition λ of n, one assigns an irreducible Sn-module Sλ,
called the Specht module. All these modules are pairwise non-isomorphic, and give a complete
list of all the irreps of Sn. For a precise definition of the Specht module, see [15, Chapter 3] or [13,
§28]. Here we will be interested only in Specht modules S(n−j,j) and, in passing, S(n−j,j−1,1).
Because of that, in order to simplify notation, we will denote S(n−j,j) as E(n, j).
We will only use the following two properties of Specht modules, as well as their connection
to the Johnson scheme described in Section 8.3.
Since Sn−1 can be seen as a subgroup of Sn, every Sn-module is automatically an Sn−1-
module. Clearly, the modules irreducible with respect to Sn need not be such with respect to
Sn−1. The branching rule characterises how irreducible Sn-modules decompose into irreducible
Sn−1-modules. In our case, we only need one consequence of this rule:
E(n, j) ∼= E(n− 1, j − 1)⊕ E(n − 1, j).
A tensor product of two representations is itself a representation. It is known how a tensor
product of two Sn-irreps decomposes into irreps. Again, we only need a handful of special cases.
The Specht module S(n) = E(n, 0) corresponds to the one-dimensional trivial representation,
therefore E(n, j) ⊗ S(n) is trivially isomorphic to E(n, j). In addition, for 1 ≤ j ≤ n/2 − 1, we
have
E(n, j) ⊗ E(n, 1) ∼= E(n, j − 1)⊕ E(n, j) ⊕ E(n, j + 1)⊕ S(n−j,j−1,1) ⊕ S(n−j−1,j,1), (24)
where the term S(n−j,j−1,1) is non-existent for j = 1 (see [20, Cor. 1.13]).
8.3 Johnson association scheme
In our discussion of the Johnson association scheme, we abuse terminology and use the term
Johnson (association) scheme to refer to the space on which the operators in the Bose–Mesner
algebra corresponding to the Johnson association scheme act on. With this in mind, for A a
finite set, the Johnson association scheme J (A, k) is a linear space with the set of all subsets
of A of size k as a basis. We can define group action of SA on J (A, k) in an obvious way
π(x) := {π(i) : i ∈ x} for π ∈ Sn and x a subset of A of size k.
Again, we write J (n, k) instead of J ([n], k). We will assume that n ≥ 2k. The decomposition
of J (n, k) into Sn-irreps is given by
J (n, k) ∼= E(n, 0) ⊕ E(n, 1)⊕ E(n, 2)⊕ . . . ⊕ E(n, k). (25)
We can also describe how the individual terms E(n, j) above are embedded into J (n, k). For
that, the following notation is handy. For two disjoint sets A and B, let A ⊠ B denote their
disjoint union, which we extend by linearity. For instance,(
{1} − {2}
)
⊠
(
{3} − {4}
)
= {1, 3} − {1, 4} − {2, 3} + {2, 4},
which is an element of the Johnson association scheme with k = 2 and n ≥ 4. In essence, this is
similar to the way tensor product is handled in quantum computation, but with the exception
that the sets are unordered and the promise that the multipliers are disjoint. We use a different
notation to emphasise these differences.
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Denote
Rj :=
(
{n} − {n− 1}
)
⊠
(
{n− 2} − {n− 3}
)
⊠ · · · ⊠
(
{n− 2j + 2} − {n− 2j + 1}
)
(26)
and
TAℓ :=
∑
T⊂A,|T |=ℓ
T. (27)
Theorem 28 ([6]). The irrep E(n, j) in J (n, k) is spanned by the vectors π
(
Rj ⊠ T
[n−2j]
k−j
)
where π ranges over Sn. Moreover, the unique, up to a scalar, Sn-morphism from the copy of
E(n, j) in J (n, k′) to the copy of E(n, j) in J (n, k) maps the vector Rj ⊠T [n−2j]k′−j into the vector
Rj ⊠ T
[n−2j]
k−j .
Normalising the vectors of the theorem above, we define unit vectors
v :=
Rj ⊠ T
[n−2j]
k−j√
2j
(n−2j
k−j
) and vˆ := Rj ⊠ T [n−2j]k′−j√
2j
(n−2j
k′−j
) . (28)
Then, the transporter Φj between the copies of E(n, j) in J (n, k′) and J (n, k) satisfies
Φj : vˆ 7→ v. (29)
With this choice, we fix the ±1-ambiguity mentioned after Lemma 27. Being an Sn-morphism,
Φj also satisfies Φj : π(vˆ) 7→ π(v) for all π ∈ Sn. From Schur’s lemma, we get that any Sn-
morphism from J (n, k′) to J (n, k) is a linear combination of Φj as j ∈ {0, . . . , k}.
9 Orthonormal bases for spaces containing v
In this section, we analyse the vector v from (28), which will be important for us as a reference
vector living in E(n, j). When applying the ∆i operator from (11), the vector naturally breaks
down into two parts: the one spanned by the subsets containing i, and the one spanned by the
subsets not containing i. We will denote these parts by wi and wo later. In order to understand
how the Φj operator acts on these vectors, we write them down in an alternative basis, where
each vector of the basis belongs to a specific irrep of Sn.
In the above situation, we say that we fix one element i. In this section, we study the case
when one element is fixed, as above, and when two elements are fixed. These calculations will
be useful for us later in the proofs of Lemmas 13–16.
9.1 One element fixed
In this section, we consider what happens if we fix one element. It will suffice to consider the
element b = n− 2j, which we chose because of notational convenience.
Let β2 :=
√
2j
(n−2j
k−j
)
, which is the normalisation factor in the definition of v. Define two
sets of vectors, {v, v∼} and {wi, wo}, where v is as in (28),
v∼ :=
Rj ⊠
∑n−2j−1
a=1
[(
{a} − {b}
)
⊠ T
[n−2j−1]\{a}
k−j−1
]
β2
√
(k − j)(n − k − j) ,
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and
wo :=
Rj ⊠ T
[n−2j−1]
k−j
β2
√
n−k−j
n−2j
, wi :=
Rj ⊠ {b}⊠ T [n−2j−1]k−j−1
β2
√
k−j
n−2j
. (30)
The vectors wo and wi are clearly orthogonal, as the former has overlap only with sets that
do not contain b, while the later only with sets that do. It is also easy to see that they are of
unit length, therefore, {wo, wi} is an orthonormal system.
It is not obvious, but we will show that the vectors v and v∼ also form an orthonormal
system. First, these vectors are orthogonal as they belong to different irreps of Sn. Indeed, we
already know that v belongs to E(n, j). On the other hand, v∼ belongs to E(n, j +1) because it
is a linear combination of vectors of the form Rj ⊠
(
{a} − {b}
)
⊠ T
[n−2j−1]\{a}
k−j−1 , each belonging
to E(n, j+1) per Theorem 28. Normalisation of the vectors can be verified by direct calculation,
however, we will prove orthonormality of {v, v∼} once again later as we express them in terms
of wi and wo.
We claim that {v, v∼} and {wi, wo} span the same subspace. First, note the equality
Rj ⊠ T
[n−2j]
k−j = Rj ⊠ T
[n−2j−1]
k−j +Rj ⊠ {b}⊠ T [n−2j−1]k−j−1
whose terms are unnormalised (i.e., scaled) versions of vectors v, wo, and wi. Taking normali-
sation into account, we have
v =
√
n− k − j
n− 2j wo +
√
k − j
n− 2j wi.
From the symmetries of v∼, one can easily see that it is some linear combination of wo and
wi. To obtain the corresponding coefficients, consider the “representative” sets
so := rj ∪ [k − j] and si := rj ∪ {b} ∪ [k − j − 1]
of size k, where rj := {n, n − 2, n − 4, ..., n − 2j + 2}. Therefore, so and si are elements of the
standard basis of J (n, k). We have
〈so, wo〉 =
√
n− 2j
n− k − j /β2, 〈si, wo〉 = 0, 〈so, wi〉 = 0, 〈si, wi〉 =
√
n− 2j
k − j /β2.
Consider the sum over a ∈ [n − 2j − 1] that defines v∼, and how each term contributes to
coefficients of so and si. For the coefficient of so, only values a ∈ [k − j] contribute, while for
the coefficient of si, only values a /∈ [k − j − 1] contribute. Hence,
〈wo, v∼〉 = 〈so, v∼〉〈so, wo〉 =
(k−j)·1√
(k−j)(n−k−j)/β2√
n−2j
n−k−j/β2
=
√
k − j
n− 2j ,
〈wi, v∼〉 = 〈si, v∼〉〈si, wi〉 =
(n−k−j)·(−1)√
(k−j)(n−k−j)/β2√
n−2j
k−j /β2
= −
√
n− k − j
n− 2j .
As a result, the vector v∼ can be expressed as
v∼ =
√
k − j
n− 2j wo −
√
n− k − j
n− 2j wi.
From {wo, wi} being an orthonormal basis, we see that {v, v∼} is also an orthonormal basis of
the same space. We can summarise our findings in the form of the following lemma.
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Lemma 29. The sets {v, v∼} and {wi, wo} are orthonormal basis of the same subspace, and
Table 1 gives the transformation matrix between the bases. The vector v belongs to E(n, j) and
v∼ belongs to E(n, j + 1).
v v∼
wo
√
n−k−j
n−2j
√
k−j
n−2j
wi
√
k−j
n−2j −
√
n−k−j
n−2j
E(n, j) E(n, j + 1)
Table 1: The coefficients for expressing the vectors of {v, v∼} in terms of {wo, wi}, and vice
versa.
9.2 Two elements fixed
For two fixed elements, it will suffice to consider the case of c = n−2j+2 and d = n−2j+1 being
fixed. Let β4 :=
√
2j−1
(
n−2j
k−j
)
. Consider two sets of vectors, {v+, v, v0, v+} and {w∅, wc, wd, wcd},
where v is as above,
v− :=
Rj−1 ⊠ T
[n−2j+2]
k−j+1
β4
√
(n−2j+2)(n−2j+1)
(k−j+1)(n−k−j+1))
,
v0 :=
Rj−1 ⊠
∑n−2j
a=1
[(
{a} − {c}
)
⊠ T
[n−2j+2]\{a,c}
k−j +
(
{a} − {d}
)
⊠ T
[n−2j+2]\{a,d}
k−j
]
β4
√
2(n− 2j + 2)(n− 2j) ,
v+ :=
Rj−1 ⊠
∑
a,a′∈[n−2j], a6=a′
[(
{a} − {c}
)
⊠
(
{a′} − {d}
)
⊠ T
[n−2j]\{a,a′}
k−j−1
]
β4
√
(n− 2j + 1)(n − 2j)(n − k − j + 1)(k − j)
and
w∅ =
Rj−1 ⊠ T
[n−2j]
k−j+1
β4
√
n−k−j
k−j+1
, wc =
Rj−1 ⊠ {c} ⊠ T [n−2j]k−j
β4
, (31)
wd =
Rj−1 ⊠ {d} ⊠ T [n−2j]k−j
β4
, wcd =
Rj−1 ⊠ {c, d} ⊠ T [n−2j]k−j−1
β4
√
k−j
n−k−j+1
. (32)
The remainder of the section is devoted to the proof of the following lemma.
Lemma 30. The sets {v−, v, v0, v+} and {w∅, wc, wd, wcd} are orthonormal basis of the same
subspace, and Table 2 gives the corresponding transformation matrix. The vectors v−, v, v0, v+
belong to E(n, j − 1), E(n, j), E(n, j), and E(n, j + 1), respectively.
First, it is straightforward to see that the vectors w∅, wc, wd, wcd are orthogonal, as their
supports (elements of the standard basis they are spanned over) are disjoint. And, up to a sign,
all sets in their supports appear with the same coefficient, so it is also easy to verify that they
are of unit length.
Also, Theorem 28 implies that v−, v, v0, v+ belong to E(n, j−1), E(n, j), E(n, j), and E(n, j+
1), respectively. From this, the orthogonality of these vectors follows, since it is relatively easy
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v− v v0 v+
w∅
√
(n−k−j+1)(n−k−j)
(n−2j+2)(n−2j+1) 0
√
2(k−j+1)(n−k−j)
(n−2j+2)(n−2j)
√
(k−j+1)(k−j)
(n−2j+1)(n−2j)
wc
√
(k−j+1)(n−k−j+1)
(n−2j+2)(n−2j+1)
1√
2
− n−2k√
2(n−2j+2)(n−2j) −
√
(k−j)(n−k−j)
(n−2j+1)(n−2j)
wd
√
(k−j+1)(n−k−j+1)
(n−2j+2)(n−2j+1) − 1√2 −
n−2k√
2(n−2j+2)(n−2j) −
√
(k−j)(n−k−j)
(n−2j+1)(n−2j)
wcd
√
(k−j+1)(k−j)
(n−2j+2)(n−2j+1) 0 −
√
2(k−j)(n−k−j+1)
(n−2j+2)(n−2j)
√
(n−k−j+1)(n−k−j)
(n−2j+1)(n−2j)
E(n, j − 1) E(n, j) E(n, j) E(n, j + 1)
Table 2: The coefficients for expressing the vectors of the basis {v−, v, v0, v+} in the basis of
{w∅, wc, wd, wcd}, and vice versa.
to see that v is orthogonal to v0. But again, the orthonormality of this collection of vectors
follows from the unitarity of the matrix in Table 2. Thus, it suffices to verify the coefficients in
the table.
First of all, via symmetry arguments, one can see that each vector in {v−, v, v0, v+} can be
expressed as a linear combination of w∅, wc, wd, wcd with some coefficients. For v− and v, it is
straightforward to verify the coefficients as there is no summation over a. To analyse v0 and v+,
let rj−1 := {n, n− 2, n − 4, ..., n − 2j + 4} and consider the “representative” sets
s∅ := rj−1 ∪ [k − j + 1], sc := rj−1 ∪ {c} ∪ [k − j],
sd := rj−1 ∪ {d} ∪ [k − j], sc,d := rj−1 ∪ {c, d} ∪ [k − j − 1],
all of size k. Again, these are elements of the standard basis of J (n, k). Among vectors
w∅, wc, wd, wcd, the set s∅ appears only in the w∅ and it appears with coefficient
√
k−j+1
n−k−j/β4,
the set sc appears only in the wc and it appears with coefficient 1/β4, et cetera.
For illustrative purposes, we will show the calculation of inner products 〈w∅, v0〉 and 〈wc, v0〉.
The other coefficients in Table 2 can be calculated similarly, and we omit these tedious but simple
computations.
Consider the sum over a that defines v0, and let us analyse which values contribute to the
coefficients of s∅, sc, sd, scd. For the coefficient of s∅, values a ∈ [k − j + 1] each contribute
2 1
β4
√
2(n−2j+2)(n−2j) to the sum, while values a /∈ [k − j + 1] do not contribute at all. Hence
〈w∅, v0〉 =
〈s∅, v0〉
〈s∅, w∅〉
=
(k−j+1)·2√
2(n−2j+2)(n−2j)/β4√
k−j+1
n−k−j/β4
=
√
2(k − j + 1)(n − k − j)
(n− 2j + 2)(n − 2j) .
Similarly, for sc, values a ∈ [k − j] each contribute 1
β4
√
2(n−2j+2)(n−2j) to the sum, while values
a /∈ [k − j] contribute − 1
β4
√
2(n−2j+2)(n−2j) . Hence
〈wc, v0〉 = 〈sc, v0〉〈sc, wc〉 =
(k−j)·1+(n−k−j)·(−1)√
2(n−2j+2)(n−2j) /β4
1/β4
= − n− 2k√
2(n− 2j + 2)(n − 2j) .
9.3 The action of Φj
We end this section we an easy observation of the action of Φj and Φ
∗
j on the above vectors.
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Let vˆ−, vˆ, vˆ0, vˆ+ be unit vectors in J (n, k′) defined exactly as v−, v, v0, v+, respectively, except
replacing k by k′ (including within definitions of β2 and β4). The following lemma follows from
the above discussion and a straightforward application of (29) to (30), (31) and (32).
Lemma 31. Vectors v−, v0, v+, v∼ belong to E(n, j − 1), E(n, j), E(n, j + 1), E(n, j + 1),
respectively, and they satisfy
Φj−1vˆ− = v−, Φj vˆ = v, Φj vˆ0 = v0, Φj+1vˆ+ = v+, Φj+1vˆ∼ = v∼,
Φ∗j−1v− = vˆ−, Φ
∗
jv = vˆ, Φ
∗
jv0 = vˆ0, Φ
∗
j+1v+ = vˆ+, Φ
∗
j+1v∼ = vˆ∼.
10 Proof of Lemma 16
Now we proceed with estimating the norm of Γ ◦∆i for i ∈ [n]. It is a linear operator from RY
to RX , and it is also an S[n]\{i}-morphism. We decompose X as a disjoint union X i ⊔Xo, where
X i consists of the sets that contain i and Xo of those that do not. Similarly, Y = Y i ⊔ Y o. As
S[n]\{i}-modules, the linear spaces RX
i
, RX
o
, RY
i
, and RY
o
are isomorphic to J ([n] \{i}, k− 1),
J ([n] \ {i}, k), J ([n] \ {i}, k′ − 1), and J ([n] \ {i}, k′), respectively.
Note that, due to the action of ∆i, the operator Γ ◦∆i is a direct sum of its two restrictions
Γ ◦∆i : RY o → RXi and Γ ◦∆i : RY i → RXo . Hence, its norm is equal to the maximum of the
norms of these restrictions. Further applying Schur’s lemma, the norm of Γ ◦∆i is attained by
its restriction to a copy of some irrep E(n− 1, j) in either Y o or Y i.
Fix a value of j. Due to the machinery we have already established, let us consider the
action of ∆b, where b = n − 2j as in Section 9.2. By Schur’s lemma again, it suffices to take
any vector in the corresponding irrep and evaluate the norm of its image. We will take the unit
vectors wˆo and wˆi, which belong to the copies of E(n − 1, j) in RY o and RY i , respectively. We
consider wˆo first, which corresponds to the norm of Γ ◦∆i : RY o → RXi when restricted to the
copy of E(n− 1, j) in RY o .
By the arguments of Section 9.2, wˆo is a linear combination of vˆ and vˆ∼, which Γ maps to
γjv and γj+1v∼, respectively. The latter two, in turn, are linear combinations of wo ∈ RXo and
wi ∈ RXi. Therefore, we have ‖(Γ ◦∆b)wˆo‖ = |w∗i Γwˆo|. By applying basis change according to
Table 1, the norm of Γ ◦∆i on the copy of E(n− 1, j) in RY o equals the absolute value of
w∗i Γwˆo =
(√
k − j
n− 2j v −
√
n− k − j
n− 2j v∼
)
Γ
(√
n− k′ − j
n− 2j vˆ +
√
k′ − j
n− 2j vˆ∼
)
=
√
(k − j)(n − k′ − j)
n− 2j γj −
√
(k′ − j)(n − k − j)
n− 2j γj+1.
The norm of Γ◦∆i on the copy of E(n−1, j) in RY i can be evaluated similarly. However, it is
easier to note that the norm of Γ◦∆i : RY i → RXo equals to the norm of (Γ◦∆i)∗ : RXo → RY i ,
the latter being the same operator as above with X and Y swapped. This corresponds to
switching k and k′. Hence, the norm of Γ ◦∆i on this irrep is given by∣∣∣∣∣
√
(n− k − j)(k′ − j)
n− 2j γj −
√
(n− k′ − j)(k − j)
n− 2j γj+1
∣∣∣∣∣.
This finishes the proof of the lemma.
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11 Proof of Lemmas 13–15
11.1 Notation
The lemmas and their proofs have much in common, so we start by establishing certain results
and notation shared by their proofs. Recall that Γ ◦∆ψ , Γ ◦∆ψ∗ , and Γ ◦∆ψψ∗ are X ×Y block
matrices with each block being of dimensions, respectively, n× 1, 1× n, and n× n.
Let us introduce some notation to better cope with such matrices. Let M be a set with a
group action of Sn on it, so that R
M is an Sn-module, and let Z ∈ {X,Y }. Given a Z ×M
matrix A and an M × Z matrix B, let us define
A↑1ψ, A↑1ψ
∗
, A↑1ψψ
∗
, B↑2ψ, B↑2ψ
∗
, B↑2ψψ
∗
(33)
as a block matrix of the same dimensions as A and B, respectively, whose block corresponding
to the row x and the column y is
A[[x, y]]ψx, A[[x, y]]ψ
∗
x, A[[x, y]]ψxψ
∗
x, B[[x, y]]ψy, B[[x, y]]ψ
∗
y , B[[x, y]]ψyψ
∗
y ,
respectively, where ψx is defined in (1). This notation should be read as extending each entry
of the matrix with ψz, ψ
∗
z , or ψzψ
∗
z , respectively, where z corresponds to the first or the second
index in [[x, y]], respectively.
Note that
A↑1ψψ
∗
= (A↑1ψ
∗
)↑1ψ and B↑2ψψ
∗
= (B↑2ψ)↑2ψ
∗
. (34)
All the six transformations preserve linearity, hence, in particular, from (14) we get
Γ ◦∆ψ = Γ↑1ψ − Γ↑2ψ =
∑k
j=0
γj
(
Φ↑1ψj − Φ↑2ψj
)
, (35)
Γ ◦∆ψ∗ = Γ↑1ψ∗ − Γ↑2ψ∗ =
∑k
j=0
γj
(
Φ↑1ψ
∗
j −Φ↑2ψ
∗
j
)
, (36)
Γ ◦∆ψψ∗ = Γ↑1ψψ∗ − Γ↑2ψψ∗ =
∑k
j=0
γj
(
Φ↑1ψψ
∗
j − Φ↑2ψψ
∗
j
)
. (37)
The transformations in (33) also preserve the Sn-module structure. For concreteness, we
will now consider the case when A is a linear transformation from RM to RX . Then, A↑1ψ is a
linear transformation from RM to RX ⊗Rn. Here, Rn is isomorphic to J (n, 1) and decomposes
into irreps as
R
n ∼= E(n, 0)⊕ E(n, 1). (38)
Let {ei} denote the standard basis in Rn, and take u =
∑
i∈[n] ei/
√
n. Define Π0 := uu
∗ and
Π1 := In−uu∗. Then, Π0 and Π1 project onto the irreps E(n, 0) and E(n, 1) in Rn, respectively.
Proposition 32. If A is an Sn-morphism from R
M to RX , then A↑1ψ is an Sn-morphism from
R
M to the tensor product of Sn-modules R
X and Rn.
Proof. Since the modules are obtained from the group action of Sn on the basis elements, we
can use Proposition 26:
A↑1ψ[[π(x, i), π(y)]] = A[[π(x), π(y)]]ψπ(x)[[π(i)]] = A[[x, y]]ψx[[i]] = A↑1ψ[[(x, i), y]].
The same holds true for the other transformations as well. We will implicitly use this
observation throughout this section.
Finally, it is possible to define the transformations in (33) in an alternative way. For that
we will need the following transformations
V = I↑1ψX = I
↑2ψ
X and Vˆ = I
↑1ψ
Y = I
↑2ψ
Y , (39)
where IX and IY are the identity operators in R
X and RY , respectively.
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Proposition 33. Both V and Vˆ are isometries. For any X ×M matrix A, M ×X-matrix B,
Y ×M matrix C, and M × Y matrix D, we have
A↑1ψ = V A, B↑2ψ = (B ⊗ In)V, C↑1ψ = Vˆ C, D↑2ψ = (D ⊗ In)Vˆ , (40)
A↑1ψ
∗
= V ∗(A⊗ In), B↑2ψ∗ = BV ∗, C↑1ψ∗ = Vˆ ∗(C ⊗ In), B↑2ψ∗ = DVˆ ∗. (41)
Proof. The first claim follows from the fact that V and Vˆ map the standard basis {ex} of RX
or RY , respectively, into an orthonormal system {ex ⊗ ψx}. The equalities for A↑1ψ and B↑2ψ
follow by comparing the entries, and the rest follow by symmetry.
11.2 Decomposition of V
Our plan for completing the proofs is as follows. First, we show how to decompose the mor-
phism V as a linear combination of transporters. Next, we show how Φj interplays with these
transporters, which allows us to prove Lemmas 13—15.
The operator V defined in (39) is an Sn-morphism from R
X into RX ⊗ Rn. First, we have
to find the decomposition of RX ⊗ Rn into irreps. We know how both RX and Rn decompose
into irreps by (25) and (38). To find the irreps of their tensor product, we can use (24). For
each j, the decomposition of RX⊗Rn contains one instance of each S(n−j,j−1,1) and S(n−j−1,j,1).
However, RX does not use these irreps, therefore, by Schur’s Lemma, the image of V will be
orthogonal to these subspaces; hence, we can ignore them. On the other hand, for each j ≥ 1,
the irrep E(n, j) has multiplicity four in RX ⊗ Rn because a unique instance of it appears in
each of the tensor products:
E(n, j − 1)⊗ E(n, 1), E(n, j)⊗ E(n, 0), E(n, j)⊗ E(n, 1), and E(n, j + 1)⊗ E(n, 1).
Let us define Ej as the orthogonal projector onto E(n, j) in RX . For j ∈ {0, . . . , k} and
(ℓ,m) ∈ L := {(1,−1), (0, 0), (1, 0), (1, 1)}, define
Ξℓ,mj :=
(Ej+m ⊗Πℓ)V Ej
‖(Ej+m ⊗Πℓ)V Ej‖ . (42)
The operator Ξℓ,mj is a transporter between the sole instance of E(n, j) in RX and the sole
instance of E(n, j) contained in the sole copy of E(n, j +m)⊗ E(n, ℓ) in RX ⊗Rn. To cover the
border cases, let us also define Ξ1,−10 , Ξ
1,0
0 , Ξ
1,+1
k , Ξ
1,+1
−1 , and Ξ
1,−1
k+1 as zero operators.
We will denote the corresponding objects for the module RY with the hat above them: Vˆ ,
which is already defined, as well as Eˆj and Ξˆ
ℓ,m
j .
Lemma 34. We have
V =
k∑
j=0
(
φj,0Ξ
1,−1
j + φj,1Ξ
0,0
j + φj,2Ξ
1,0
j + φj,3Ξ
1,+1
j
)
(43)
and
Vˆ =
k∑
j=0
(
φ′j,0Ξˆ
1,−1
j + φ
′
j,1Ξˆ
0,0
j + φ
′
j,2Ξˆ
1,0
j + φ
′
j,3Ξˆ
1,+1
j
)
, (44)
where the coefficients are given by (15).
Recall that there is an ambiguity in the ±1 sign when defining a transporter between two
copies of the same irrep. By (42), the operator V dictates how to resolve this ambiguity in the
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case of Ξℓ,mj . Recall also from (29) the transporter Φj from the image of Eˆj to that of Ej . Now
consider the following mapping
(Φj+m ⊗ In)Ξˆℓ,mj . (45)
The operator Φj+m⊗ In maps the image of Eˆj+m⊗Πℓ onto the image of Ej+m⊗Πℓ. Since it is
also an Sn-morphism, it also maps the image of Ξˆ
ℓ,m
j onto the unique copy of E(n, j) contained
in that subspace. Thus, the operator in (45) is a transporter from the image of Eˆj to the image
of Ξℓ,mj . But the same is true with regards to Ξ
ℓ,m
j Φj. Hence, from general principles, the two
operators are equal up to a sign. The next lemma states that the sign is equal as well.
Lemma 35. For all j ∈ {0, . . . , k} and (ℓ,m) ∈ L, we have
(Φj+m ⊗ In)Ξˆℓ,mj = Ξℓ,mj Φj and (Φ∗j+m ⊗ In)Ξℓ,mj = Ξˆℓ,mj Φ∗j .
Lemmas 34 and 35 will be proven in Section 11.4.
11.3 Proofs of the main lemmas
Now we turn to the decomposition of Φ↑1ψj , Φ
↑2ψ
j , Φ
↑1ψ∗
j , and Φ
↑1ψ∗
j . We will write them in terms
of transporters ←−−
Ξℓ,mj = Ξ
ℓ,m
j Φj and
−−→
Ξℓ,mj = Φj(Ξˆ
ℓ,m
j )
∗,
where j ∈ {0, . . . , k} and (ℓ,m) ∈ L. From Lemma 35, we get that
(Φj ⊗ In)Ξˆℓ,mj−m =
←−−−
Ξℓ,mj−m and
(
Ξℓ,mj−m
)∗
(Φj ⊗ In) =
−−−→
Ξℓ,mj−m. (46)
We repeatedly use that∥∥∥∥∥∥
k∑
j=0
∑
(ℓ,m)∈L
aℓ,mj
←−−
Ξℓ,mj
∥∥∥∥∥∥ =
∥∥∥∥∥∥
k∑
j=0
∑
(ℓ,m)∈L
aℓ,mj
−−→
Ξℓ,mj
∥∥∥∥∥∥ = maxj
√√√√ ∑
(ℓ,m)∈L
(
aℓ,mj
)2
. (47)
and
tr
[(←−−
Ξℓ,mj
)∗←−−−
Ξℓ
′,m′
j′
]
= tr
[(−−→
Ξℓ,mj
)∗−−−→
Ξℓ
′,m′
j′
]
=
{
dj , if j = j
′, ℓ = ℓ′, and m = m′;
0, otherwise;
(48)
where dj = trEj = tr Eˆj is the dimension of E(n, j). We will also implicitly use that Φj =
EjΦjEˆj .
By (40) and (43), we have
Φ↑1ψj = V Φj =
[ k∑
i=0
(
φi,0Ξ
1,−1
i + φi,1Ξ
0,0
i + φi,2Ξ
1,0
i + φi,3Ξ
1,+1
i
)]
Φj
= φj,0
←−−−
Ξ1,−1j + φj,1
←−−
Ξ0,0j + φj,2
←−−
Ξ1,0j + φj,3
←−−−
Ξ1,+1j . (49)
Also, by (40), (44), and (46), we get
Φ↑2ψj =
(
Φj ⊗ In
)
Vˆ =
(
Φj ⊗ In
) k∑
i=0
(
φ′i,0Ξˆ
1,−1
i + φ
′
i,1Ξˆ
0,0
i + φ
′
i,2Ξˆ
1,0
i + φ
′
i,3Ξˆ
1,+1
i
)
= φ′j+1,0
←−−−
Ξ1,−1j+1 + φ
′
j,1
←−−
Ξ0,0j + φ
′
j,2
←−−
Ξ1,0j + φ
′
j−1,3
←−−−
Ξ1,+1j−1 . (50)
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Similarly,
Φ↑1ψ
∗
j = V
∗(Φj ⊗ In) = φj+1,0−−−→Ξ1,−1j+1 + φj,1−−→Ξ0,0j + φj,2−−→Ξ1,0j + φj−1,3−−−→Ξ1,+1j−1 , (51)
Φ↑2ψ
∗
j = ΦjVˆ
∗ = φ′j,0
−−−→
Ξ1,−1j + φ
′
j,1
−−→
Ξ0,0j + φ
′
j,2
−−→
Ξ1,0j + φ
′
j,3
−−−→
Ξ1,+1j . (52)
Now we are in position to finally prove Lemmas 13–15. We start with Lemma 14 as the
simplest one.
Proof of Lemma 14. By (35), (49), and (50), we get
Γ ◦∆ψ =
k∑
j=0
γj
(
Φ↑1ψj − Φ↑2ψj
)
=
k∑
j=0
(
(γjφj,0 − γj−1φ′j,0)
←−−−
Ξ1,−1j + (γjφj,1 − γjφ′j,1)
←−−
Ξ0,0j
+ (γjφj,2 − γjφ′j,2)
←−−
Ξ1,0j + (γjφj,3 − γj+1φ′j,3)
←−−−
Ξ1,+1j
)
,
which has norm maxj
∥∥γjφj − φ˜′j∥∥ by (47). Similarly, using (36), (51), and (52), we get that
‖Γ ◦∆ψ∗‖ = maxj
∥∥φ˜j − γjφ′j∥∥
Proof of Lemma 13. Fix j ∈ {0, 1, . . . , k}. Note that Ψ and Ψ ◦ Φj are Sn-morphisms. Because
of Schur’s lemma, we can write Φj ◦Ψ =
∑
i αiΦi for some coefficients αi. Recall that di = trEi
is the dimension of E(n, i). We have
αi =
tr[Φ∗i (Φj ◦Ψ)]
di
=
1
di
∑
x,y
Φi[[x, y]]Φj [[x, y]]〈ψx, ψy〉 =
tr
[
(Φ↑1ψi )
∗Φ↑2ψj
]
di
.
Using the expressions (49) and (50) for Φ↑1ψj and Φ
↑2ψ
j above as well as (48), we get that
Φj ◦Ψ = φj−1,3φ′j−1,3Φj−1 +
(
φj,1φ
′
j,1 + φj,2φ
′
j,2
)
Φj + φj+1,0φ
′
j+1,0Φj+1,
and the lemma follows by linearity.
Proof of Lemma 15. Using (34) and Proposition 33, we have
Φ↑1ψψ
∗
j = V Φ
↑1ψ∗
j and Φ
↑2ψψ∗
j = Φ
↑2ψ
j Vˆ
∗.
Thus, from (37), Lemma 34, as well as (51) and (50), we get
Γ ◦∆ψψ∗ =
k∑
j=0
[(
φj,0Ξ
1,−1
j + φj,1Ξ
0,0
j + φj,2Ξ
1,0
j + φj,3Ξ
1,+1
j
)
(
γj−1φj,0
−−−→
Ξ1,−1j + γjφj,1
−−→
Ξ0,0j + γjφj,2
−−→
Ξ1,0j + γj+1φj,3
−−−→
Ξ1,+1j
)
−
(
γj−1φ′j,0
←−−−
Ξ1,−1j + γjφ
′
j,1
←−−
Ξ0,0j + γjφ
′
j,2
←−−
Ξ1,0j + γj+1φ
′
j,3
←−−−
Ξ1,+1j
)
(
φ′j,0Ξˆ
1,−1
j + φ
′
j,1Ξˆ
0,0
j + φ
′
j,2Ξˆ
1,0
j + φ
′
j,3Ξˆ
1,+1
j
)∗]
.
The j-th term in the above sum corresponds to the action of the operator on the isotypic
subspace corresponding to E(n, j). Since the isotopic subspaces are orthogonal, the norm of the
operator is equal to the maximal norm of the terms in the sum. Note that
Ξm,ℓj
−−−→
Ξm
′,ℓ′
j =
←−−
Ξm,ℓj (Ξˆ
m′,ℓ′
j )
∗ = Ξm,ℓj Φj(Ξˆ
m′,ℓ′
j )
∗
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is the transporter from the image of Ξˆm
′,ℓ′
j in R
Y ⊗ Rn onto the image of Ξm,ℓj in RX ⊗ Rn.
Writing out the term in the basis of these irreps, we get that it is a 4× 4-matrix
φj φ˜j
∗ − φ˜′jφ′j∗
which is tensor multiplied by the identity on E(n, j). The norm of this term is the norm of the
corresponding 4× 4-matrix, which proves the lemma.
11.4 Proofs of Lemmas 34 and 35
Recall the unit vector v ∈ E(n, j) from (28). It treats the indices in [n − 2j] equally. Also, it
treats the indices in {n − 2j + 1, . . . , n} equally up to a sign. As in Section 9, we choose the
indices b = n − 2j and d = n − 2j + 1 to represent these two sets, respectively. Recall also the
orthonormal bases {v, v∼}, {wo, wi}, {v−, v, v0, v+}, and {w∅, wc, wd, wcd} from the same section.
Note that v can be expressed as a linear combination of wi and wo as well as a linear
combination of wc and wd. Recall that {ea} denotes the standard basis of Rn. By the definition
of V , we have
(IX ⊗ e∗b)V wi = wi/
√
k, (IX ⊗ e∗b)V wo = 0,
(IX ⊗ e∗d)V wc = 0, (IX ⊗ e∗d)V wd = wd/
√
k.
Therefore, by consulting Tables 1 and 2, we have
(IX ⊗ e∗b)V v = 〈wi, v〉wi/
√
k =
√
k − j
(n− 2j)kwi, (53)
(IX ⊗ e∗d)V v = 〈wd, v〉wd/
√
k = −wd/
√
2k. (54)
Also note that, since Π0 = uu
∗, we have
(IX ⊗Π0)V v = (IX ⊗ u
√
k/n)v = (v ⊗ u)
√
k/n. (55)
Note that (53)–(55) also hold when k, IX , v, V, wi, wd are replaced by k
′, IY , vˆ, Vˆ , wˆi, wˆd, respec-
tively.
Proof of Lemma 34. Here we only prove (43), the decomposition of V , as (44), the decomposition
of Vˆ , follows directly from the same reasoning by replacing k with k′.
We consider the unit vector v ∈ E(n, j). Since Ejv = v, it suffices to evaluate the norm of
(Ej+m ⊗Πℓ)V v for (ℓ,m) ∈ L. We start with the hardest case.
Case m = ±1 (and ℓ = 1). Throughout the analysis of this case, the ± notation is consistent
with m = ±1. We want to calculate the norm of the vector (Ej±1⊗Π1)V v, which we decompose
as
(Ej±1 ⊗Π1)V v = (Ej±1 ⊗ In)V v =
∑
a∈[n]
(IX ⊗ ea)Ej±1(IX ⊗ e∗a)V v.
For all a ∈ [n], the operators IX ⊗ ea are linear isometries with orthogonal ranges. Therefore,
‖(Ej±1 ⊗Π1)V v‖2 =
∑
a∈[n]
‖Ej±1(IX ⊗ e∗a)V v‖2
= (n− 2j)‖Ej±1(IX ⊗ e∗b)V v‖2 + 2j‖Ej±1(IX ⊗ e∗d)V v‖2
=
k − j
k
‖Ej±1wi‖2 + j
k
‖Ej±1wd‖2,
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as, by the symmetries of v, we can see that ‖(Ej±1 ⊗ e∗a)V v‖2 takes the same value for all
a ∈ [n− 2j] and the same value for all a ∈ {n− 2j +1, . . . , n}. Here we also used (53) and (54).
According to Table 1, we have ‖Ej−1wi‖2 = 0 and ‖Ej+1wi‖2 = 〈wi, v∼〉2 = n−k−jn−2j . And
Ej±1wd = 〈wd, v±〉v±, so, according to Table 2,
‖Ej−1wd‖2 = (k − j + 1)(n − k − j + 1)
(n− 2j + 2)(n − 2j + 1) and ‖Ej+1wd‖
2 =
(k − j)(n − k − j)
(n− 2j + 1)(n − 2j) .
By combining everything above, we obtain
‖(Ej−1 ⊗Π1)V v‖2 = k − j
k
· 0 + j
k
· (k − j + 1)(n − k − j + 1)
(n− 2j + 2)(n − 2j + 1) =
j(k − j + 1)(n − k − j + 1)
k(n − 2j + 2)(n − 2j + 1)
and
‖(Ej+1 ⊗Π1)V v‖2 = k − j
k
· n− k − j
n− 2j +
j
k
· (k − j)(n − k − j)
(n− 2j + 1)(n − 2j)
=
(n− j + 1)(k − j)(n − k − j)
k(n− 2j)(n − 2j) .
Case m = 0 (and ℓ ∈ {0, 1}). Since Ej and IX act equally on v, from (55), we have
‖(Ej ⊗Π0)V v‖ = ‖
√
k/n(v ⊗ u)‖ =
√
k/n.
Finally, we can find the norm of (Ej ⊗Π1)V v from
‖(Ej−1 ⊗Π1)V v‖2 + ‖(Ej ⊗Π1)V v‖2 + ‖(Ej+1 ⊗Π1)V v‖2 + ‖(Ej ⊗Π0)V v‖2 = ‖V v‖2 = 1.
Remark 36. Note that the above equation essentially gives φ2j,0+φ
2
j,1+φ
2
j,2+φ
2
j,3 = 1 as stated
in Claim 20.
Proof of Lemma 35. Here we prove Ξℓ,mj Φj = (Φj+m ⊗ In)Ξˆℓ,mj ; the proof for the other equality
of the lemma is equivalent. We say that two equally dimensional matrices (including vectors
and scalars as special cases) are positively proportional if one can be obtained from the other by
multiplying it with some strictly positive scalar, and we denote this relation with ∝+.
By the discussion before Lemma 35, the transporters
Ξℓ,mj Φj and (Φj+m ⊗ In)Ξˆℓ,mj
are either equal or sum to 0. To prove the former, it suffices to show that they are positively
proportional. So, throughout the proof, we will use the ∝+ notation to freely shed positive
factors.
To show that the two transporters above are positively proportional, it suffices to show that
the images of vˆ under them are positively proportional. Using the definitions of Ξℓ,mj and Ξˆ
ℓ,m
j ,
we can see that these images are positively proportional to
(Ej+m ⊗Πℓ)V v and (Φj+m ⊗Πℓ)Vˆ vˆ, (56)
respectively. Thus it suffices to show that the two vectors in (56) are positively proportional for
all four choices of (ℓ,m) ∈ L.
Since we know that vectors in (56) are proportional, to show that they are positively propor-
tional, it suffices to come up with the vector whose inner products with the two vectors in (56)
are of the same non-zero sign. Namely, both inner products are positive or both are negative.
We do that case by case.
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Case m = 0 (and ℓ ∈ {0, 1}). We multiply both vectors (56) from the left side with v∗ ⊗ e∗b ,
obtaining
v∗(IX ⊗ e∗bΠℓ)V v and vˆ∗(IY ⊗ e∗bΠℓ)Vˆ vˆ,
respectfully. It suffices to show that these two values are of the same sign. We do that by
calculating them exactly and showing that they are both positive for ℓ = 0 and negative for
ℓ = 1.
For ℓ = 0, we get
v∗(IX ⊗ e∗bΠ0)V v = v∗(IX ⊗ e∗bu)v
√
k/n =
√
k/n > 0.
from (55). This quantity is also useful in the ℓ = 1 case: since Π1 = In −Π0, we have
v∗(IX ⊗ e∗bΠ1)V v = v∗(IX ⊗ e∗b)V v −
√
k/n = v∗wi〈wi, v〉/
√
k −
√
k/n
=
〈wi, v〉2√
k
−
√
k
n
=
k − j
(n− 2j)
√
k
−
√
k
n
= − j(n − 2k)
n(n− 2j)
√
k
< 0,
where we have used (53). The same way we show that vˆ∗(IY ⊗ e∗bΠℓ)Vˆ vˆ is positive for ℓ = 0
and, since n− 2k′ > 0, negative for ℓ = 1.
Case m = ±1 (and ℓ = 1). Throughout this case, we use ± consistently with m = ±1.
Note, however, that the positive proportionality coefficients hidden under ∝+ notation are not
necessarily the same in m = +1 and m = −1 cases.
Since m 6= 0, in (56) we can replace Π1 with In. We then multiply both vectors (56) from
the left side with v∗± ⊗ e∗d, obtaining
v∗±(IX ⊗ e∗d)V v = −〈v±, wd〉/
√
2k ∝+ ±1 and vˆ∗±(IY ⊗ e∗d)Vˆ vˆ = −〈vˆ±, wˆd〉/
√
2k′ ∝+ ±1,
respectfully, where we have used (54). This concludes the proof.
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A Quantum Algorithms with Access to Several Input Oracles
In this appendix, we briefly describe our approach towards the adversary bound when the
quantum algorithm has access to several input oracles. Before even deriving the adversary
formulation for this type of situation, we have to clarify how we count queries to different input
oracles. Since we are interested in proving lower bounds, we allow as a flexible model as possible.
Let O(1), O(2), . . . , O(ℓ) be some number of input oracles. For each x ∈ D and each i, the
unitary the oracle O(i) implements on input x is O
(i)
x . We model our algorithm as a usual
one-oracle quantum query algorithm with access to the combined input oracle O given by
Ox = O
(1)
x ⊕O(2)x · · · ⊕O(ℓ)x .
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We will not restrict the number of queries to this combined oracle per se, however, we will
account for the number of queries to each of the individual input oracles as follows.
Let ψt,x be the state of the algorithm on the input x just before the t-th application of the
combined input oracle. Let ψ
(i)
t,x be the part of ψt,x processed by O
(i)
x . Thus, the state ψt,x is the
direct sum of all ψ
(i)
t,x together with some part ψ
(0)
t,x which is not given to any of the oracles. We
define the number of queries to the oracle O(i) on input x as
T (i)x =
∑
t
∥∥∥ψ(i)t,x∥∥∥2.
Thus, the number of queries can vary for different inputs x. Note also that this definition
differs slightly from the the usual one even in the case of one input oracle: the number of
queries according to our definition can be smaller than the number of queries as defined usually.
Therefore, lower bounds in this model also apply to the model where, independently from x, it
is predetermined which oracle O(i) to be called at which stage of the algorithm.
Now, choose a weight wi ≥ 0 for each of the input oracles O(i)x , and define the total query
complexity of the algorithm on input x as
Tx =
∑
i
wiT
(i)
x .
The total query complexity T is defined as the maximum of all Tx.
The following result is a straightforward modification of Theorem 10 from [7]. We omit the
proof.
Theorem 37. Assume there exists a quantum algorithm that solves a state conversion problem
υx 7→ τx exactly and whose query complexity is T , everything in the above sense. Then,
γ2
(
〈υx, υy〉 − 〈τx, τy〉
∣∣∣∣⊕i O(i)x −O(i)ywi
)
x,y∈D
≤ T.
To obtain (7), use the above theorem with w1 = 1/α and w2 = 1/β.
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