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We give a condition for a family of functions to be lineable by means of its additivity.
The novelty presented here is that we solve the lineability problem using a technique
that is not constructive, as are most approaches to this problem. We relate the notions
of additivity and lineability and use this relation to give a general method to ﬁnd the
lineability of large families of functions. We also study more examples of pathologically
behaving functions, in particular, the class of Jones functions, which is a highly pathological
subclass of perfectly everywhere surjective functions. We work on the additivity, lineability,
and main properties of this class.
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1. Introduction and preliminaries
Let us recall that, given certain “special” property, we say that the subset M of some vector space X that satisﬁes it is
κ-lineable if M ∪ {0} contains a vector space of dimension κ (ﬁnite or inﬁnite). If M contains an inﬁnite dimensional vector
space, it will be called lineable for short [1].
In the last years many authors have been studying the lineability problem for many subsets of RR . The technique for
this series of studies on lineability has always been sort of standard, namely an inﬁnitely independent family of functions
in R every one of which enjoys this property is constructed, and then we take the linear span of that family to generate
a inﬁnite dimensional vector space, which is usually the candidate to obtain lineability. In other words, we have been
obtaining lineability via a constructive procedure. Using these constructive approaches some authors were able to construct
(to cite some) the following inﬁnite dimensional linear spaces/algebras:
• Inﬁnite dimensional spaces of differentiable nowhere monotone functions [1,2,11].
• Inﬁnitely generated algebras of non-convergent Fourier series [3].
• Inﬁnite dimensional closed subspaces and algebras of continuous nowhere differentiable functions [4,14–16,25].
• Inﬁnite dimensional spaces of bounded linear non-absolutely summing operators [6,7,26].
• Inﬁnite dimensional Banach spaces of differentiable functions on Rn (n > 1) failing the Denjoy–Clarkson property [12].
It was not until very recently [2,5] that some existence results to guarantee the lineability of certain sets were given. These
mentioned results, although not giving the speciﬁc linear space, supply the positive answer we look for in this area. Due to
the lack of existence results in this topic, we believe that it is interesting to have this kind of machine-proving result that, right
away, guarantees the lineability of a given family of functions. In order to do that, we relate the notion of lineability with
that of additivity, introduced by T. Natkaniec in [23,24] and thoroughly studied by F.E. Jordan in his Ph.D. dissertation [17].
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A(F) =min({card F : F ⊂ RR, ϕ + F ⊂ F, ∀ϕ ∈ RR}∪ {(2c)+}),
where c denotes the cardinality of the continuum and (2c)+ stands for the successor cardinal of 2c .
The above deﬁnition gives us, roughly, the biggest cardinal number κ for which every family G , with cardG < κ , can be
translated into F . Let us remark that for some families the additivity is relatively “easy” to compute, whereas lineability is,
in general, hard to calculate.
Additivity and lineability have not been related until now. Although it may look like this concept has nothing to do with
the concept of lineability, we shall see (Theorem 2.4) that it actually has a lot to do with it and that they are closely related.
In Section 2, we will study the relationship between the notions of lineability and additivity, providing a condition
for lineability, and obtaining (among other consequences and under certain hypothesis) that a family F is always A(F)-
lineable, giving some examples as well and a list of consequences of this theorem. In order to understand some of these
consequences we may need some previous deﬁnitions that can be found in [11,13,17] but, for the sake of completeness, we
include some of them here.
Deﬁnition 1.2. Let f ∈ RR . We say that:
(i) f ∈ ES(R) ( f is everywhere surjective) if f (I) = R for every non-trivial interval I .
(ii) f ∈ SES(R) ( f is strongly everywhere surjective) if f takes all values c times on any interval.
(iii) f ∈ PES(R) ( f is perfectly everywhere surjective) if for every perfect set P , f (P ) = R.
(iv) f ∈ AC(R) ( f is almost continuous, in the sense of J. Stallings [27]) if every open set containing the graph of f
contains also the graph of some continuous function.
(v) If h : X → R, where X is a topological space, h ∈ Conn(X) (h is a connectivity function) if the graph of h|C is connected
for every connected set C ⊂ X . (If h ∈ RR , it is equivalent to say that its graph is connected.)
(vi) f ∈ Ext(R) ( f is extendable) if there is a connectivity function g :R2 → [0,1] such that f (x) = g(x,0) for every x ∈ R.
(vii) f ∈ PR(R) ( f is a perfect road function) if for every x ∈ R there is a perfect set P ⊂ R such that x is a bilateral limit
point of P and f |P is continuous at x.
(viii) f ∈ PC(R) ( f is peripherally continuous) if for every x ∈ R and pair of open sets U , V ⊂ R such that x ∈ U and
f (x) ∈ V there is an open neighborhood W of x with W ⊂ U and f (bd(W )) ⊂ V .
(ix) f ∈ SZ(R) ( f is a Sierpin´ski–Zygmund function) if f is not continuous on any set of cardinality c.
Also, and as usual, D(R) and C(R) will denote the set of Darboux and continuous functions respectively.
In Section 3 we shall work on the lineability of a new type of very pathological functions on R, the Jones functions, whose
class is denoted as J(R). They are a very special case of perfectly everywhere surjective functions and bring the meaning of the
word surjectivity to a whole new level. Although we shall deﬁne it properly and give its main properties, a Jones function is
a function such that its graph intersects every closed subset of R2 with uncountable projection on the x-axis. (In particular
these functions are in PES(R).) In order to make all the above deﬁnitions more clear to the reader, we can picture them in
the following diagram, which link all of the above properties (the proofs of the below implications are either trivial, or will
be shown here or can be found in [11,17]):
J(R) PES(R) SES(R) ES(R)
RR \ SZ(R) AC(R) Conn(R) D(R)
Ext(R) PR(R) PC(R)
We shall also study some of the properties of J(R), their behavior and structure, giving its additivity and studying its
lineability as well. The notation will be rather usual, πx denotes the projection onto the x-axis and, for short, we will
identify a function f with its graph.
2. Lineability and additivity
As we announced earlier in this section we shall explain the relation between lineability and additivity. Beforehand, let
us recall some basic properties enjoyed by the additivity (see [10, Prop. 1.1]).
Proposition 2.1. Let F ,G ⊂ RR . The additivity veriﬁes the following properties:
J.L. Gámez et al. / J. Math. Anal. Appl. 369 (2010) 265–272 267(i) 1 A(F) (2c)+ .
(ii) If F ⊂ G then A(F)A(G).
(iii) A(F) = 1 if and only if F = ∅.
(iv) A(F) = (2c)+ if and only if F = RR .
(v) A(F) = 2 if and only if F − F = RR .
The following lemma will be needed to prove the main result in this section:
Lemma 2.2. Let F , F  RR such that F − F ⊂ F and
ℵ0  card F < A(F).
Then there exists g ∈ F \ F such that g + F ⊂ F .
Proof. Let h ∈ RR \ F , and deﬁne Fh = (h + F ) ∪ F . Then card Fh = card F < A(F). Therefore, there exists g ∈ RR such that
g+ Fh ⊂ F . We have, consequently, that g+ F ⊂ F and (g+h)+ F ⊂ F . Since 0 ∈ F − F ⊂ F , it is obvious that g, g+h ∈ F .
Assuming that g ∈ F , it must be g + h /∈ F , since in other case we would have h = (g + h) − g ∈ F − F ⊂ F , and this is
a contradiction. 
Deﬁnition 2.3. We say that F ⊂ RR is star-like if αF ⊂ F for all α ∈ R.
Let us now state and prove the main result of this section.
Theorem 2.4. Let F ⊂ RR star-like. If cA(F) 2c , then F is A(F)-lineable.
Proof. Obviously, F contains a linear space ({0}) and, using Zorn’s Lemma, we obtain that there exists a maximal linear
space X contained in F . Clearly, we have card X = max{dim X, c}. If the statement does not hold, we shall have card X <
A(F) and, by Lemma 2.2, there exists g ∈ F \ X such that g + X ⊂ F . Deﬁne Y = [g] + X , where [g] denotes the linear
span of g . Using that F is star-like, it is easy to prove that Y ⊂ F , in plain contradiction with the maximality of X . 
Remark 2.5. Let f ∈ RR \{0}, and F = [ f ]. Then A(F) = 2 but F is not 2-lineable. Therefore the assumption in Theorem 2.4
that A(F) c is necessary.
Question 2.6. Can this condition be lightened? For example, does the result remain true if 2< A(F) 2c?
Corollary 2.7. Let F ⊂ RR be star-like with A(F) c. Then F is lineable.
Remark 2.8. We could wonder whether the number A(F) is an upper bound for the dimensions of vector spaces inside F .
To put it in another way, does the additivity mark the optimal solution for the lineability problem? To answer this, consider
the family D of all Darboux functions. This is 2c-lineable. (For example, in [1] it is proved that ES(R) ⊂ D(R) is 2c-lineable.)
Nevertheless, A(D) = ec , where
ec = min
{
card F : F ⊂ RR, (∀ϕ ∈ RR)(∃ f ∈ F )(card( f ∩ ϕ) < c)}
(see [8]). It is easy to prove that c+  ec  2c , and it is obvious that under ZFC + GCH it must be ec = 2c , and in this case
the additivity gives us an optimal solution for the lineability of D. But, on the other hand, it is compatible with ZFC + CH
that ec = c+ < 2c , which means that in some model of ZFC+ CH, the additivity of D does not give the optimal solution.
Now we can apply the previous results, in particular Theorem 2.4, to obtain the following consequences, taking into
account results about additivity appearing in [8,17] and [10, Thm. 1.7]:
Corollary 2.9. If F ∈ {AC(R),SES(R)} then F is ec-lineable. Therefore the same is true if F ∈ {Conn(R),ES(R)}.
Corollary 2.10. Ext(R) is c+-lineable. Therefore PR(R) is c+-lineable as well.
Before stating the last corollary of this section, let us point out some known results relative to the class SZ(R). Recall
the cardinal invariant known as dc , that is deﬁned in the following way:
dc = min
{
card F : F ⊂ RR, (∀ϕ ∈ RR)(∃ f ∈ F )(card( f ∩ ϕ) = c) }.
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between c+ and 2c . Moreover, in [9, Thm. 2.14] it is proved that A(SZ(R)) = dc . Hence we can now state the following
corollary which is an improvement of [11, Thm. 5.6].
Corollary 2.11. SZ(R) is dc-lineable.
3. Jones functions. Lineability and additivity
3.1. Perfectly everywhere surjective functions
A function f :R → R is said to be perfectly everywhere surjective (or perfectly Darboux) if, for every perfect set P ⊂ R, the
restriction f |P is surjective. (See, for example, [11].) Equivalently, f is perfectly everywhere surjective if, for every y ∈ R,
the level set f −1(y) is a Bernstein set. (A set S is a Bernstein set if neither S nor R \ S contain a perfect set.)
Perfectly everywhere surjective functions (or PES(R) for short) have dense graphs, and actually their graph is much more
than this. Recall that a function f :R → R is said to have a thick graph if for every Lebesgue measurable set E ⊂ R2 with
positive measure it is f ∩ E = ∅.
Although A. Kharazishvili and A. Kirtadze do not state it explicitly in [22, Theorem 3], the following result is implicit in
their proof. For easy reference, we include it here.
Theorem 3.1. (See Kharazishvili and Kirtadze [22].) If f ∈ PES(R) then f has thick graph.
Proof. Let f ∈ PES(R) and let E ⊂ R2 be a measurable set with m(E) > 0. Let E y = πx(E ∩ (R × {y})). By Fubini’s Theorem,
m(E y) > 0 for some y ∈ R. Since f −1(y) is a Bernstein set, then πx(E y) ∩ f −1(y) = ∅. If x ∈ πx(E y) ∩ f −1(y), then clearly
(x, f (x)) ∈ E . 
The sum of a continuous function and a perfectly everywhere surjective one need not be even surjective, as we show in
the following result:
Proposition 3.2. There exists a function f ∈ PES(R) whose graph does not cut the line x = y. Consequently, if ϕ(x) = x, the function
f − ϕ is neither surjective nor Darboux.
Proof. Consider the pairs (P , y), where P ⊂ R is a perfect set and y ∈ R. Obviously, the set of all these pairs has cardinality
c, and therefore we can write it as {(Pα, yα): α < c}. We will ﬁnd inductively a set of different real numbers {xα: α < c} in
such way that xα ∈ Pα \ {yα,0}. Let α < c, and assume that we have deﬁned xβ for every β < α. Since card{xβ : β < α} < c,
and card(Pα \ {yα,0}) = c, we can choose xα ∈ Pα \ ({yα,0} ∪ {xβ : β < α}).
Now, deﬁne
f (x) =
{
yα, if x = xα for some α < c,
1, if x = 0,
0, otherwise.
It is easy to check that f ∈ PES(R). Also, it is clear that f (x) = x for all x ∈ R. If ϕ(x) = x, this implies that f − ϕ does not
attain the value 0. 
3.2. Jones functions
F.B. Jones [18] proved in 1942 the existence of functions whose graphs satisfy a stronger condition than mere thickness.
We include here the details of Jones’ result for completeness.
Theorem 3.3. (See Jones [18].) There exists a function f :R → R such that, for every closed set K ⊂ R2 with uncountable projection
on the x-axis, it is f ∩ K = ∅.
Proof. Let
K = {K ⊂ R2: K is closed and πx(K ) is uncountable}.
Obviously, cardK = c. Therefore, we can write K = {Kα: α < c}. We shall build f using transﬁnite induction. For every
α < c, we shall deﬁne xα ∈ R and f (xα), in such way that (xα, f (xα)) ∈ Kα . Let β < c and suppose that we have deﬁned
xα and f (xα) for every α < β . Since card{xα: α < β} < c and cardπx(Kβ) = c, we can ﬁnd an xβ ∈ πx(Kβ) \ {xα: α < β}.
Choose now yβ to hold (xβ, yβ) ∈ Kβ and deﬁne f (xβ) = yβ . This transﬁnite process has deﬁned f on a set {xα: α < c}.
Set now f (x) = 0 if x ∈ R \ {xα: α < c}, and the function is completely deﬁned. 
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stronger: there is a Jones function that is also additive, i.e., f (x+ y) = f (x) + f (y) for every x, y ∈ R.) We shall denote the
set of all Jones functions as J(R).
We show in the following that the functions from this class are precisely the ones in PES(R) that behave “politely” when
added to a continuous function. To this end, we need the following lemma:
Lemma 3.4. Let K ⊂ R2 a closed set such that πx(K ) is uncountable. There exists ϕ ∈ C(R) such that ϕ ∩ K is uncountable.
Proof. We can assume without loss of generality that K is compact. Deﬁne s :πx(K ) → R by
s(x) = max{y ∈ R: (x, y) ∈ K}.
Obviously, (x, s(x)) ∈ K for every x ∈ πx(K ). If y0 ∈ R, we have that s−1([y0,∞)) = πx(K ∩ (R×[y0,∞))) is either empty or
compact. Thus, s is an upper semicontinuous map [20]. Therefore s is continuous on a non-meager Gδ set G . Let C ⊂ G be
a Cantor set. Then s|C is continuous and it can be easily extended to a continuous function ϕ on R. Clearly, C ⊂ πx(ϕ ∩ K ),
so card(ϕ ∩ K ) = c. 
Theorem 3.5. Let f : R → R. The following are equivalent:
(i) f ∈ J(R).
(ii) For every ϕ ∈ C(R), πx( f ∩ ϕ) is a Bernstein set.
(iii) For every ϕ ∈ C(R), f + ϕ ∈ PES(R).
Proof. (i) ⇒ (ii). Let ϕ ∈ C(R) and let B = πx( f ∩ϕ). Take a perfect set P . Then, ϕ|P is a closed set in R2 and has P , which
is uncountable, as projection on the x-axis. Since f is a Jones function, f ∩ (ϕ|P ) = ∅. Therefore, B ∩ P = πx( f ∩ ϕ) ∩ P =
πx( f ∩ (ϕ|P )) = ∅. On the other hand, changing ϕ with ψ = ϕ + 1, if we deﬁne C = πx( f ∩ ψ), then B ∩ C = ∅, and we
have that P \ B ⊃ C ∩ P = ∅. In this way, we ﬁnd that B is a Bernstein set.
(ii) ⇒ (i). Let K ⊂ R2 a closed set such that πx(K ) is uncountable. According to Lemma 3.4, there exists ϕ ∈ C(R) such
that E = πx(ϕ ∩ K ) is uncountable. Notice, moreover, that E is a Borel set. Since the set B = πx( f ∩ ϕ) is a Bernstein set,
we have B ∩ E = ∅. If we take x ∈ B ∩ E , we get (x, f (x)) = (x,ϕ(x)) ∈ K , and so f ∩ K = ∅.
(ii) ⇒ (iii). Fix y ∈ R and let ϕ ∈ C(R). As y − ϕ ∈ C(R), the level set ( f + ϕ)−1(y) = πx( f ∩ (y − ϕ)) is a Bernstein set.
Therefore, f + ϕ ∈ PES(R).
(iii) ⇒ (ii). Consider a continuous function ϕ :R → R. We have then f −ϕ ∈ PES(R). Therefore, πx( f ∩ϕ) = ( f −ϕ)−1(0)
is a Bernstein set. 
Corollary 3.6. J(R) ⊂ PES(R).
Corollary 3.7. If f ∈ J(R) and ϕ ∈ C(R), then f + ϕ ∈ J(R).
Corollary 3.8. J(R) ∩ SZ(R) = ∅.
We could wonder whether our characterization of Jones functions remains true if we replace PES(R) by either SES(R) or
ES(R). The answer is negative, which actually gives us information about how (really) pathological the kind of surjectivity
enjoyed by the functions in J(R) is, as we see in the following result:
Proposition 3.9. There exists a map f /∈ PES(R) such that f + ϕ ∈ SES(R) for every continuous map ϕ . (In particular, f /∈ J(R).)
Proof. Let C be the Cantor set, and In , n ∈ N, its adjacent open intervals. For every n ∈ N, let hn an homeomorphism from
In to R. Let j ∈ J(R). Deﬁne
f (x) =
{
j(hn(x)), x ∈ In,
0, x ∈ C .
Obviously, f /∈ PES(R), since f ≡ 0 on C . Let ϕ ∈ C(R) and let I be an open interval. There exists n ∈ N such that I ∩ In = ∅.
As j ∈ J(R), it is j + ϕ ◦ h−1n ∈ PES(R) and, thus, for any y ∈ R, there is a c-dense set Dy with f (h−1n (x)) + ϕ(h−1n (x)) =
j(x) + ϕ(h−1n (x)) = y whenever x ∈ Dy . Since h−1n (Dy) is c-dense in In , there exist c many points in I ∩ In ⊂ I on which
f + ϕ takes the value y. That means that f + ϕ ∈ SES(R). 
As we see, if f ∈ ES(R) and ϕ ∈ C(R), the behavior of the sum f + ϕ has much to do with the kind of set that
πx( f ∩ ϕ) =
{
x ∈ R: f (x) = ϕ(x)}
270 J.L. Gámez et al. / J. Math. Anal. Appl. 369 (2010) 265–272is. For Jones functions this set is large since it is a Bernstein set. In some other cases, instead, this set could be empty, as in
Proposition 3.2. A curious fact is that the sets in which f is bigger or smaller that ϕ always behave properly.
Proposition 3.10. Let ϕ ∈ C(R) and f ∈ ES(R). Let
S+ =
{
x
∣∣ f (x) > ϕ(x)} and S− = {x ∣∣ f (x) < ϕ(x)}.
(i) The sets S+ and S− are dense.
(ii) If f ∈ SES(R), S+ and S− are c-dense.
(iii) Finally, if f ∈ PES(R), S+ and S− are Bernstein sets.
Proof. We prove (iii), since the proof of the other cases is similar (and easier). Let P be a perfect bounded set. To show that
S+ is a Bernstein set, it suﬃces to check that P has points in S+ and points in S− . Since P is compact, ϕ has a maximum
and a minimum on P . Let us denote them as m and M . As f ∈ PES(R), there exists x1 ∈ P such that f (x1) > M , and then
we have x1 ∈ S+ . In the same way, there exists x2 ∈ P such that f (x2) <m, and hence x2 ∈ S− . 
If, in the previous result, we further assume that f ∈ Conn(R) as well, then the set on which both functions coincide is
dense, as we see in what follows:
Corollary 3.11. Let f ∈ ES(R) ∩ Conn(R), and let ϕ ∈ C(R). Then the set πx( f ∩ ϕ) is dense. As a consequence, f + ϕ ∈ ES(R).
Proof. Let I be a non-degenerate interval. Being f ∈ Conn(R), the set
f |I =
{(
x, f (x)
) ∣∣ x ∈ I}
is connected. If there is no x ∈ I such that f (x) = ϕ(x), then f |I could be split into the disjoint relative open sets
{(x, f (x)): f (x) > ϕ(x)} and {(x, f (x)): f (x) < ϕ(x)}. By (i) in Proposition 3.10 these two open sets are not empty, in
contradiction with the connectedness of f |I .
Let now k ∈ R. Taken into account the previous paragraph, if I is a non-degenerate interval and we consider the
continuous function ψ(x) = k − ϕ(x), there exists x ∈ I such that f (x) = ψ(x), that is, f (x) + ϕ(x) = k. This means that
f + ϕ ∈ ES(R). 
3.3. Additivity in J(R) and some consequences
If f is the PES(R) function from Proposition 3.2, since its graph is dense, we can ﬁnd points x ∈ R such that f (x) > x or
such that f (x) < x. On the other hand, since f (x) = x for all x ∈ R, we can deduce that f is not a connectivity function.
The situation is quite different for Jones functions. It can be proved that every almost continuous function on R has a
connected graph, i.e., it is a connectivity function [27].
The following concept was introduced by K.R. Kellum and B.D. Garrett in 1972 (see [21]):
Deﬁnition 3.12. We say that B ⊂ R2 is a blocking set, if the following conditions hold:
(i) B is closed;
(ii) B contains no vertical lines, i.e., for every x ∈ R,({x} × R) \ B = ∅;
(iii) for every continuous function, g ∩ B = ∅.
If, moreover, no proper subset of B is a blocking set, we shall say that B is an irreducible blocking set.
Using Zorn’s Lemma, it can be proved that every blocking set contains an irreducible one. Also, if B is an irreducible
blocking set, it is not diﬃcult to see that πx(B) is a non-degenerate interval. As a consequence, if B is a blocking set, the
interior of πx(B) is not empty and, therefore, cardπx(B) = c. On the other hand, looking carefully at the deﬁnition of almost
continuity, one has
Theorem 3.13. (See Kellum [21].) f ∈ AC(R) if, and only if, for every blocking set B, f ∩ B = ∅.
Combining this with the deﬁnition of a Jones function, Kellum proved the following:
Corollary 3.14. (See Kellum [19, Lemma 3].) J(R) ⊂ AC(R).
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Lemma 3.15. Let Perf = {P ⊂ R: P is perfect}. There exists a map S : Perf → P(R), such that card S(P ) = c, S(P ) ∩ S(Q ) = ∅ if
P = Q , and S(P ) ⊂ P , for P , Q ∈ Perf.
Proof. It is a known fact that R can be written as a disjoint union of c many Bernstein sets. (Consider, for example, the
level sets of a function in PES(R).) Since card(Perf) = c, we can write the family of these Bernstein sets as
{BP : P ∈ Perf}.
Deﬁne now S(P ) = P ∩ BP . It is easy to check that the map S deﬁned in this way satisﬁes the required properties. 
Theorem 3.16. A(J(R)) = A(PES(R)) = ec .
Proof. Since J(R) ⊂ PES(R) ⊂ D(R), we have
A(J(R))A(PES(R))A(D(R)) = ec,
so it is suﬃcient to prove that A(J(R)) ec . To this end, let κ < ec , and we shall prove that κ < A(J(R)). Let F ⊂ RR with
card F = κ . For any perfect set P deﬁne the family
F P =
{
(ϕ − f )|S(P ): f ∈ F , ϕ ∈ C(R)
}
,
where S(P ) is as in Lemma 3.15. Obviously card F P = max{κ, c} < ec. So, there exists ψP : S(P ) → R such that card((ϕ− f )∩
ψP ) = c (and therefore (ϕ − f ) ∩ ψP = ∅) for any ϕ ∈ C(R) and f ∈ F . Thus, there exists x ∈ S(P ) such that ϕ(x) − f (x) =
ψP (x) or, put in another way, ψP (x) + f (x) = ϕ(x). If we now deﬁne ψ :R → R in such way that ψ |S(P ) = ψP , then for
any perfect set P , any f ∈ F , and any ϕ ∈ C(R), there exists x ∈ S(P ) ⊂ P such that ψ(x) + f (x) = ϕ(x). That means that
πx((ψ + f ) ∩ ϕ) is a Bernstein set, and in this way ψ + f must be a Jones function. We have proved that, for every family
F with card F = κ , there exists a map ψ such that ψ + F ⊂ J(R). Therefore we have κ < A(J(R)). 
Corollary 3.17. J(R) is ec-lineable.
Proof. It follows directly by applying Theorem 2.4 to the set J(R) ∪ {0}, which is a star-like family. Notice that, as J(R) ⊂
J(R) ∪ {0}, it must be A(J(R) ∪ {0})A(J(R)) = ec . 
If f ∈ PES(R) it is clear that f /∈ PR(R). Thus, f /∈ Ext(R). Hence, if f ∈ J(R) then f /∈ Ext(R), and so J(R) ⊂ AC(R)\Ext(R).
Corollary 3.18. A(AC(R) \ Ext(R)) = ec .
Corollary 3.19. AC(R) \ Ext(R) is ec-lineable.
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