Synthetic microswimmers show great promise in biomedical applications such as drug delivery and microsurgery. However, their locomotion is subject not only to stringent constraints due to physical laws at microscales but also to uncontrolled environmental factors in realistic biological media. Successful applications of these synthetics are contingent upon their ability to adapt their locomotory gaits across varying biological environments. Here, we present a machine learning framework to design a new class of self-learning, adaptive (or "smart") swimmers at low Reynolds numbers. Unlike the conventional approach of designing synthetic microswimmers, we do not specify any locomotory gaits a priori but allow the swimmer to self-learn its own propulsion policy based on its interactions with the surrounding medium via reinforcement learning. We showcase the capabilities of these smart swimmers to identify effective propulsion policies, progressively improve these policies, and adapt their locomotory gaits to traverse media with vastly different properties. Further, these swimmers perform robustly under the influence of random noises, and the learning algorithm is scalable to complex designs with multiple degrees of freedom. We demonstrate these novel features theoretically via a simple reconfigurable system amenable to future experimental implementation. Our studies lay the groundwork for designing the next-generation of smart micro-robots with robust locomotive capabilities.
I. INTRODUCTION
Swimming at the microscale encounters stringent constraints due to the dominance of viscous over inertial forces at low Reynolds numbers (Re) [1, 2] . Microorganisms have evolved versatile locomotion strategies for diverse biological processes from reproduction to evading predation and locating nutrient sources [2] [3] [4] . Synthetic microswimmers capable of navigating biological environments offer exciting opportunities for biomedical applications, including microsurgery and targeted drug delivery [5, 6] . Much progress has been made over the past decades on the physics of propulsion and fabrication of synthetic microswimmers [7] [8] [9] . Successful biomedical application of these synthetics rely on their ability to traverse vastly different biological environments [10, 11] , including blood-brain, gastric mucosal barriers and tumor micro-environments [12] [13] [14] . However, existing microswimmers are typically designed to have fixed locomotory gaits for a particular type of medium or environmental condition; hence, their locomotion performance is not robust to environmental changes. In contrast, natural organisms show robust locomotion performance across varying environments by adapting their locomotory gaits to the surroundings [15] [16] [17] . Without adaptability like their biological counterparts, it remains formidable for synthetic microswimmers to function in complex biological media with unpredictable environmental factors.
To equip synthetic microswimmers with adaptive locomotive capabilities, we integrate machine learning into low Re locomotion to propose a new design approach: instead of specifying a locomotory gait a priori, we allow the swimmer to self-learn and develop its own propulsion policy based on its interactions with the surrounding medium. Machine learning has brought several groundbreaking advances in the design of artificial intelligent systems that can perform complex tasks without being explicitly programmed [18] . This approach has also sparked several novel directions in fluid mechanics, including modeling of turbulence [19, 20] , fish schooling [21] [22] [23] , soaring birds [24] , wake detection [25] , and navigation problems [26, 27] . Here, we developed a machine learning framework that enables the design of a new class of adaptive (or "smart") swimmers that can (1) learn effective policies to swim at low Re on their own, (2) continually improve their policy, (3) scale up to a system of many degrees of freedom, and (4) adapt locomotory gaits in response to environmental changes. Our simple reconfigurable system is amenable to future experimental implementation, laying the groundwork for designing the next-generation of smart micro-robots with robust locomotive capabilities for biomedical applications.
II. SWIMMING AT LOW RE VIA REINFORCEMENT LEARNING
We considered a simple reconfigurable system for locomotion, which consists of N spheres connected by N − 1 extensible rods of negligible diameters. Each sphere has a radius R and each rod has a length that can contract by a length e (Fig. 1B) . We set = 10R and e = 4R in all cases in this study. An N -sphere system has a total of 2 N −1 configurations, and each configuration can transition to N − 1 different configurations by extending or contracting one of the connecting rods. Previous studies have used similar reconfigurable systems to generate net translation (e.g., Najafi-Golestanian's swimmer [28] The dimensionless cumulative displacement D of the swimmer evolves over learning steps n. The swimmer initially struggles to propel (left inset). However, after accumulating sufficient knowledge (e.g., n > 60), the swimmer develops an effective propulsion policy (right inset) that repeats the same sequence of actions over time (except for small fluctuations in D due to the probability of random selection of actions). The learning outcome is consistent with Najafi-Golestanian's swimmer [28] . (D) The evolution of the differences of entries in the Q-matrix for the case shown in (C).
its variants [29] [30] [31] ), rotation [32] , and combined motion [33, 34] . Unlike the traditional approach where the swimming strokes were specified, here we allow the spheres to self-learn propulsion policies via reinforcement learning [35] .
A. Reinforcement learning
The use of reinforcement learning enables the swimmer to progressively learn how to act by interacting with the surrounding fluid (Fig. 1A) . In a given state s n defined by the swimmer's configuration in the n-th learning step, the swimmer takes an action a n to reach a new configuration in the next state s n+1 . We denote the body centroid of a swimmer as c n = N i=1 x i (n)/N , where x i (n) represents the position vector of the i-th sphere. The transformation between states displaces c n by ∆c n = c n+1 − c n . The swimmer then obtains a reward r n to measure the immediate success of the action relative to its goal. As we are interested in net translation along a desired directionê, we defined r n as the change of c n due to the action: r n =ê · ∆c n . Subsequent learning steps lead to cumulative displacement of the body centeroid d, i.e., d = nê · ∆c n . We scaled all lengths by the sphere radius R; hereafter, we used dimensionless displacement of the body center, D = d/R.
We implemented reinforcement learning based on the Q-learning algorithm [36] , where the experience gained by the swimmer is stored in a Q-matrix, Q(s n , a n ). The matrix is an action-value function that captures the expected long-term reward for taking the action a given the state s. After each learning step, Q(s n , a n ) is updated as Q(s n , a n ) ← Q(s n , a n )
Here, α is the learning rate (0 ≤ α ≤ 1), which determines to what extent new information overrides old information in the Q-matrix. In a fully deterministic system, α = 1 gives the optimal convergence for the Q-matrix; hence, unless otherwise specified, we fixed α = 1. The Q-matrix encodes the adaptive decision-making intelligence of the swimmers by accounting for both immediate reward r n and maximum future reward at the next state, max an+1 Q(s n+1 , a n+1 ). The discount factor γ assigns a weight to immediate versus future rewards (0 ≤ γ < 1). When γ is small, the swimmer is shortsighted and tends to maximize the immediate reward; when γ is large, the swimmer is farsighted and considers the contribution of future rewards.
To trade off exploitation of the gained knowledge and exploration of new solutions, we incorporated an -greedy selection scheme: in each learning step, the swimmer chooses the best action advised by the Q-matrix with a probability 1 − , or takes a random action with a probability , which allows the swimmer to explore new solutions and avoid being limited to only locally optimal propulsion policies.
B. Hydrodynamic interactions
The interaction between the spheres and the surrounding viscous fluid is governed by the Stokes equation, ∇p = µ∇ 2 v, for incompressible flows, ∇ · v = 0. Here, p and v represent, respectively, the pressure and velocity fields, and µ represents the dynamic viscosity. We used the Oseen tensor to consider the hydrodynamic interaction between spheres that are spaced far apart (R/ 1) [28, 37] . The linearity of the Stokes equation allows us to relate the velocities of the sphere V j and the forces F j acting on them as V i = N j=1 H ij F j . Here, the Oseen tensor H ij for spheres is given by
where I is the identity matrix and x ij = x j − x i denotes the vector between spheres i and j. The instantaneous positions of the spheres x i are determined by enforcing the force-free (
III. RESULTS AND DISCUSSION
A. A self-learning three-sphere swimmer
We first considered a three-sphere swimmer (N = 3), which has the minimal degrees of freedom for swimming at low Re [1, 28] (Fig. 1B-D , Movie S1). The swimmer has four different configurations (Fig. 1B) . In each learning step, the swimmer switches from one configuration to another, and updates the corresponding entry in the Q-matrix according to Eq. 1. Fig. 1C depicts a typical episode of the self-learning process. The swimmer initially struggles to find a policy to swim forward and thus moves back and forth (left inset in Fig. 1C ), where D remains close to 0. The swimmer keeps exploring the surrounding medium by taking different actions and adapting its propulsion policy. After accumulating enough knowledge, the swimmer develops an effective propulsion policy that repeats the same sequence of action several times (except with probability, at which a random action is chosen), and swims with increasing D (right inset in Fig. 1C ). The propulsion policy obtained by our learning algorithm for a three-sphere swimmer is consistent with Najafi-Golestanian's swimmer [28] .
During the learning process, the entities in the Qmatrix are updated over the learning steps, and eventually converge to steady values (Fig. 1D) . We observed that a swimmer starts repeating the same sequence of swimming strokes (when n ≈ 60) well before all entities in the Q-matrix reach steady values (when n > 100; see Fig. 1C & D) . The swimmer follows the same propulsion policy as long as the differences in entities in the Q-matrix remain on the same sign (Fig. 1D ). Here we demonstrate, for the first time, how reinforcement learning enables a swimmer to self-learn how to swim with no prior knowledge on low Re swimming.
B. Generalization to N-sphere swimmers
Our learning algorithm can be readily extended to systems with more spheres. Unlike the three-sphere swimmer, where only one propulsion policy leads to net translation, multiple propulsion policies are possible when the number of spheres increases [33] . In Fig. 2 , we use a four-sphere system to illustrate that a swimmer equipped with reinforcement learning not only can identify multiple propulsion policies (e.g., policies I-III in Fig. 2A ) but also can self-improve and evolve a better policy during the learning process (e.g., from policy I to II in Fig. 2A , see Movie S2). We consider three sets of simulations with different values of γ. First, with γ = 0.6, the swimmer learns one propulsion policy ( Fig. 2A-I ) in the initial stage. Through continuous learning, the swimmer keeps modifying its Q-matrix and eventually identifies a better propulsion policy ( Fig. 2A-II , reminiscent of a traveling wave pattern), indicated by the increased slope of D in Fig. 2A .
Continuous improvement of the propulsion policy does not always happen and depends on the choice of learning parameters, as demonstrated with γ = 0.3 in Fig. 2A . In this case, the swimmer learns a different but suboptimal propulsion policy ( Fig. 2A-III) and cannot improve the policy in the subsequent learning process. When γ is even lower (e.g., γ = 0.1), the system fails to learn any effective propulsion policy; the policy harvested corresponds to a back-and-forth motion that leads to zero net translation ( Fig. 2A-IV) . We note that even though the swimmer with γ = 0.1 did not learn to swim, it displayed a slight drifting biased towards the positive direction. This resulted from the combined effect of the -greedy exploration steps, which allow the swimmer to act against the advice of the Q-matrix, and the encouragement of overall positive displacement in the learning process by the rewards. The complex dependences of propulsion policy on the discount factor γ and learning steps n motivate the parametric studies detailed below.
C. Influences of learning parameters on swimmers
Here, we systematically investigated the influences of learning parameters on a four-sphere swimmer. The learning outcome depends on how much the swimmer values an immediate reward (γ), how often the swimmer explores randomly ( ), and how many learning steps the swimmer takes (N learn ). We explored different possibilities by performing Monte-Carlo-type simulations with random initial states, where we fixed = 0.1 and varied γ and N learn . We performed 1, 000 simulations for each set of parameters and extracted the resulting propulsion policies given by the Q-matrix after learning. In order to distinguish propulsion policies with different numbers of strokes per cycle (N stroke ), we characterized each propulsion policy by the dimensionless average displacement per stroke (∆, scaled by R), which we defined as the net displacement over one cycle ∆ divided by N stroke . The simulation results revealed three main findings (Fig. 2B): (1) Given sufficiently large N learn (e.g., N learn = 5000), the learning process evolves into three major outcomes, depending on the value of γ (Fig. 2B) . At a small γ (≤ 0.2), the swimmer fails to swim (a two-stroke policy in Fig. 2A-IV) . At an intermediate γ (e.g., γ = 0.3−0.4), the swimmer identifies an effective but suboptimal policy (a four-stroke policy in Fig. 2A-III) . At a large γ (≥ 0.5), the swimmer learns the optimal policy (a six-stroke policy in in Fig. 2A-II) , which corresponds to a traveling wave pattern.
(2) There exists a threshold of γ, below which the swimmer cannot learn the optimal propulsion policy (e.g., for a four-sphere system, the critical γ 0.5). The learning process leads to suboptimal policies even with many learning steps. This occurs because compared to the suboptimal policies, the optimal policy involves more swimming strokes, including those that contribute immediate, negative rewards in the cycle. Therefore, only a far-sighted swimmer (large γ) can learn the optimal propulsion policy. Before the propulsion policy converges (e.g., when N learn = 100), a small portion of swimmers at γ = 0.4 follow the optimal policy due to random initialization of the Q-matrix, but the policy eventually converges to a suboptimal policy at large N learn (e.g., N learn = 5, 000).
(3) For a given number of learning steps N learn , an optimal γ maximizes the portion of swimmers that can acquire the optimal propulsion policy (Fig. 2B) . As N learn increases, the optimal γ increases its value from γ ≈ 0.5 for N learn = 100 to γ ≈ 0.7 for N learn = 500. These results illustrate that while a sufficiently large γ is necessary to acquire the optimal policy, an excessively large γ (e.g., γ = 0.9) can delay the learning of the optimal policy because the swimmer becomes too far-sighted and largely ignores the immediate rewards for new possibilities. When there is only a small number of learning steps (e.g., N learn = 100 in Fig. 2B ), this emphasis on longterm benefits results in harvesting more distinct policies as γ increases, which can hamper the overall learning outcomes (see decrease inD for learning processes with N learn = 100 and γ > 0.5 in Fig. 2B ).
The effects of on self-learning the propulsion policy are obvious when we compared = 0 and > 0 (Fig. 2C) . When = 0 (greedy policy), the swimmer can get trapped in certain suboptimal propulsion policies. For instance, a swimmer may be trapped in a failed policy that yields no net displacement (white region in Fig. 2C-i) or an effective but suboptimal policy (white region in Fig. 2C-ii) . In either case, the introduction of > 0 (epsilon-greedy policy) helps kick the swimmer away from these locally trapped policies, thus enabling the swimmer to continually improve its propulsion policy to its fullest extent for a given value of γ (blue regions in Fig. 2C-i & ii) .
Taken together, these findings reveal how the propulsion policy depends on the learning parameters in complex manners.
D. Self-learning versus brute force
To assess the performance of the learning approach in systems with more degrees of freedom, we extended our studies to consider self-learning swimmers consisting of up to ten spheres (i.e., N = 3 to N = 10). For every N considered, we performed 100 simulations and evaluated the minimum number of steps, N req , required for a swimmer to learn the propulsion policy reminiscent of the traveling wave patterns (e.g., Fig. 1C right inset and Fig. 2A-II) . The threshold for γ to learn such traveling wave solutions increases with N , because a swimmer needs to become more far-sighted in order to learn a policy involving increasingly more strokes as N increases. We set γ = 0.9, to ensure the occurrence of these traveling solutions, and = 0.1, for all cases we considered. We display the required learning steps N req as a function of N in Fig. 3 .
We demonstrated the progressive self-learning prowess in harvesting effective policies from a pool containing a tremendous number of stroke combinations. Here, we benchmarked the performance of this self-learning approach against brute force in searching through this large pool of combinations (see SI Appendix for details). First, we counted the number of distinct cycles of swimming strokes that have maximum cycle lengths of 2(N − 1), which correspond to the lengths of the traveling wave policies. Fig. 3 shows that the total number of steps from all combinations in this brute force approach N brute increases with N . To reduce the number of combinations in the brute force approach, we could prevent any configuration from repeating within a cycle, which would eliminate combinations containing any sub-cycles or time-reversal symmetry; the latter is known to be useless for locomotion by the scallop theorem [1] . With these restrictions, the reduced number of simulation steps
thus represents a crude lower bound for the brute force approach (Fig. 3) . Overall, the learning algorithm does not have clear advantage over the brute force approach when N is small; however, the brute force approach becomes quickly intractable as N increases. The number of simulation steps, even considering the crude lower bound, is orders of magnitude greater than the learning steps when N > 6. The relatively modest increase in N learn at large N shows the potential benefits of this self-learning approach in empowering more complex swimmers with many degrees of freedom.
E. A self-learning swimmer under noise
We assessed how a self-learning swimmer behaves under the influence of random noises from the environment. In each learning step, we introduced noise to the displacement (and hence reward) of the swimmer: r n =ê · ∆c n (1 + ξU ), where ξ is the noise level and U is a random variable with a uniform distribution in [−1, 1]. To illustrate, we considered the case of a threesphere swimmer and used cumulative displacement D at N learn = 200 as a metric for the performance of the selflearning swimmer under increasing noise levels ξ (Fig. 4 , Movie S3). When the noise is weak (ξ ≤ 0.5), the swimmer with a learning rate α = 1 (blue solid line) performs the best. As the noise level increases, α = 1 no longer guarantees the best performance and different optimal values of α exist depending on the noise level. Remarkably, when the noise level is as large as 100% of the instantaneous displacement (ξ = 1), a self-learning swimmer with α = 0.8 still reaches over 85% of the mean displacement compared with the noise-free environment (ξ = 0); even when the noise level is twice as much as the instantaneous displacement (ξ = 2), a swimmer with a reduced learning rate in the range of α = 0.4−0.6 can retain over 60% of its noise-free performance (Fig. 4) . Thus, a self-learning swimmer can robustly adapt to swim in a noisy environment, and further improve its performance by adjusting its learning rate.
F. Adaptive locomotion across different media
Finally, we demonstrated the adaptivity of this selflearning approach in a medium vastly different from viscous fluids -a frictional environment [17, 38, 39] where motion arises by the interaction of surface friction F i and net driving forces f i exerted on each sphere by the rods. We again considered a three-sphere swimmer, but allowed both rods to move in the same step, thereby enabling free transitions between the four states in Fig. 1B . We restricted our analysis to a standard Coulomb sliding friction law [38, 39] : when the magnitude of the net driving force on a sphere is greater than the sliding friction F s (i.e., |f i | > F s ), the friction acting on the sphere is given by F i = −F sVi , whereV i = V i /|V i | is the velocity direction of the sphere. When |f i | ≤ F s , the static friction balances the net driving force,
In the low Froude number (Fr) limit, inertial forces are subdominant to frictional forces. Frictional forces are therefore transduced directly to velocities instead of accelerations, similar to the low Re regime in viscous fluid flows [39] . As a result, locomotion in frictional media in the Fr = 0 limit is kinematic (also a feature of Stokesian locomotion), in that the net displacement is independent of its rate but only the sequence of deformations [40] . Despite the similarities between frictional and viscous fluid media, a key difference is the absence of hydrodynamic interactions in the frictional medium. This difference renders Najafi-Golestanian's strokes (N-G-strokes) of a three-sphere swimmer ineffective in frictional media (region I in Fig. 5 ; without learning, Movie S4). Nevertheless, when we turn on reinforcement learning and allow simultaneous actuation of both rods, the self-learner rapidly adapts to the frictional medium and identifies a new, effective propulsion policy (region II; Fstrokes). We note that it takes significantly fewer steps to learn propulsion policies in the frictional medium than in the viscous medium because the F-strokes do not involve steps that contribute intermediate, negative rewards. Finally, we found that the new locomotory gaits identified in frictional media (F-strokes) also propel a swimmer in a viscous fluid (region III; without learning, Movie S5); nevertheless, a swimmer with reinforcement learning will explore, re-learn, and evolve a better propulsion policy to adapt to the surrounding medium (region IV). The adaptivity demonstrated here a first step in realizing a smart "amphibian" micro-robot that can move effectively in both liquid and solid terrains by adjusting its locomotory gait.
IV. CONCLUDING REMARKS
The design of successful locomotory gaits for microrobots is subject to both constraints by physical laws at microscales and uncontrolled environmental factors in biological media. Designing micro-robots to traverse complex biological environments with vastly varying and often-unknown properties remains an unresolved challenge. Diverging from the traditional paradigm of low Re locomotion, our machine learning framework allows a robot to self-learn effective propulsion policies based on its interactions with the surrounding environment. Resulting smart robots can identify effective propulsion policies in a viscous fluid, move robustly in a noisy environment, and adapt their locomotory gait to move in a frictional medium. The demonstrated adaptivity circumvents unpredictability that can arise in in vivo applications of synthetic microswimmers. Finally, the scalability to systems with more degrees of freedom empowers the design of smart micro-robots to perform complex maneuvers or an assembly of smart micro-robots for collective tasks [21, 22] . We envision that the novel features demonstrated by this new self-learning approach will pave the way to designing the next generation of smart microrobots for complex tasks in realistic biological environments.
