We develop a modified willow tree algorithm for option pricing. Our numerical results
Introduction
In computational finance, the binomial tree algorithm of Cox, Ross and Rubinstein [2] is a classic method for computing the prices of financial derivatives and hedging strategies. However, this algorithm is not very efficient for multiple asset models with a large number of time steps. In this paper, we developed a new type of recombining tree algorithm as an alternative to standard binomial and trinomial tree algorithms. This algorithm is called the modified willow tree algorithm and is based on the idea of the willow tree algorithm proposed by Curran [3] in 1998. The purpose of our modification is to make the algorithm simple and feasible in practice (more discussion in section 2) and to allow us to prove convergence.
Instead of approximating the geometric Brownian motion as does the binomial tree, the willow tree and our modification approximate the Brownian motion directly, so it expands as the square root of time as does the Brownian motion, and therefore avoids the unnecessary computations that are performed in the "wings" of standard binomial and trinomial trees. One distinct feature of this algorithm is that the number of nodes in each spatial direction at each time step is constant (say 2m + 1) over time (m positive numbers, m negative numbers plus the zero point). The total number of nodes for a d-factor model with n time steps is (2m + 1)
d n, while in a binomial tree algorithm the total number of nodes grows as O(n d+1 ) where n is the number of time steps. This feature allows the computation process to be very efficient even with a large number of time steps.
It should be emphasised that, due to the small number of nodes, (2m + 1) in the spatial dimension, the speed advantage of the willow tree algorithm increases in multi-factor models. Our numerical results in section five
show that we can choose m around 9 and that it takes 12 times as long to calculate an option price in a 4
factor model using the usual binomial tree algorithm than it does using the modified willow tree algorithm (5 minutes versus in excess of one hour). Numerical experiments show that the modified willow tree radically outperforms standard trees and simplifies the implementation of pricing trees that are required for practical applications, especially in a d-factor model for d = 3, 4, 5, 6.
The organization of the paper as follows. In Section 2 we motivate and describe our modified willow tree algorithm: transition probabilities must be found on a suitable grid. Then valuation, i.e. compution
of expected values of the contingent claim, can be done possibly via backwards induction (in the case of American options). The transition probabilities are found by solving a linear programming problem. We also relate our algorithm to Curran's. In Section 3 we explain how to choose the grid points so that the linear program is feasible and sparse. And then we provide a rate for the convergence of expectations of a functional of the approximating Markov chain (which lives on the grid) to the expectation of the functional of Brownian motion as the grid is refined. Applications to option pricing are given in Section 4. Numerical results and our conclusions are listed in Sections 5 and 6 respectively. Proofs are found in the Appendix.
Definition of Modified Willow Tree
We consider the one dimensional case. Since d-dimensional Brownian motion is composed of d independent one-dimensional Brownian motions, we can construct the d-dimensional algorithm from the one-dimensional algorithm. We begin by defining the embedded Markov chain. Let M k be a Markov chain on the state space {−m, . . . , −1, 0, 1, . . . , m} starting at 0 with a transition probability matrices
We define the willow tree algorithm as follows. Let Z −m < . . . < Z 0 = 0 < . . . < Z m be any real numbers. This is the basic grid in the space direction, but it is scaled according to the time step as follows.
Let 0 = t 0 < t 1 < . . . < t n = 1 be a partition of [0, 1] , and
Let Y n t be a continuous process obtained by interpolating between the points
for t k ≤ t ≤ t k+1 . To ensure that Y n converges weakly to a standard Brownian motion, we require that
, k ≥ 0} be a martingale, and that the conditional variance of Y
To ensure that the convergence is sufficiently fast, Curran [3] suggested that for each k the transition probabilities p k ij be determined from the following linear programming problem:
with minimization over all transition probability matrices P k = (p k ij ) that satisfy (3) and (4) and that have a given stationary distribution {q i : i = −m, . . . , 0, . . . , m}. This stationary distribution represents a restriction on the quantiles used to approximate the normal distribution, see Curran [3] .
When pricing options one wants to compute E F (S) where F is a functional of S, the price of some stock.
This can be rewritten as E G(W ) where G is again a functional and W is the Brownian motion driving S. Here E is expectation under the equivalent martingale measure. We say that the willow tree algorithm converges
Although numerical results of the willow tree algorithm Y n t indicated that it converges quickly, see Ding [4] , [5] and Ho [6] , there is a pratical problem: how to choose the partition points {Z i } and {t k }, and the stationary distribution {q i }, such that the domain of the above LP problem is not empty at each time step t k for 0 ≤ k < n, since we require n linear systems, each with 4(2m + 1) equations and (2m + 1)
2 unknowns, to have a nonnegative solution. In addition it is not easy to obtain the rate of convergence theoretically; the difficulty stems from the restriction that P k have a stationary distribution. However, without this restriction, the algorithm will become simple and converge.
Let us look at convergence further. For the discussion we assume dimension one. We may think of a stock price S(·) as a functional ψ(W ) of the Brownian motion W . (Actually we will take ψ(W ) = ln S;
we give more details in Section 4.) Then the value of a European option is E φ(ψ(W )) for the appropriate 
A result of Hall and Heyde, [7] , chapter 4, theorem 4.5, implies that if ψ is suitably regular, then for any p ∈ (0, 1) there exists a constant A depending only on ψ and p, such that (6) whenever D n ≤ 1/2, where
Now we know that the rate of convergence of Y n to a standard Brownian motion can be dominated in terms of D n . However, it seems to be difficult to find an algorithm with the smallest D n . If we restrict ourselves to finding the minimum of D n (with p = 1/2) over all transition probability matrices P k = (p k ij ) which satisfy (3) and (4) and which have a uniform stationary distribution, {q i = 1/(2m + 1), i = −m, . . . , 0, . . . , m}, then we obtain the LP problem (5) suggested by Curran. Without this uniform stationary distribution restriction, it is not clear that Curran's heuristic argument has a rigorous basis. The restriction of the Markov chain M k being stationary is intuitively reasonable, but it may rule out good candidates for P k , and it makes the LP more complicated. We prefer to remove this restriction and propose that for each k ≥ 0, the p k ij be determined from
where the minimum is taking over all transition matrices P k = (p k ij ) such that (3) and (4) hold. Here p is a constant between 0 and 1. Now in fact the problem decomposes into 2m + 1 smaller problems, one for each i, because the constraints (3), (4) (8) is smaller than (5) . Therefore, the algorithm with (8) with p = 1/2 converges to a Brownian motion no slower than the willow tree algorithm proposed by Curran.
Here is a linear programming version of the problem. For fixed p ∈ (0, 1), and each pair (k, i) with
To aid with the numerics, we impose an extra condition on the transition matrix P k ,
where δ n is a positive sequence with limit 0 as n goes to ∞. We call Y n t , defined in (1) and (2) with transition matrices P k determined by (9) - (14), the process generated by the modified willow tree algorithm, or, for short, the modified willow tree.
Condition (14) ensures that P k is very sparse. Commercial software provides fast and efficient solution of this LP problem. Once we have these probability transition matrices, we store them as input data for future use in option pricing. This saves CPU time by avoiding the evaluation of these transition probabilities case by case as the binomial tree algorithm does. To ensure feasibility of the LP as well as convergence we make a special selection of {Z i : −m ≤ i ≤ m} and {t k : 0 ≤ k ≤ n} and δ n in the next section.
Partitions and Convergence
We cannot choose the spatial partitions and time partitions arbitrarily. First, the domains of the above LP problem should not be empty for any time step t k (i.e. the LP must be feasible); second, the partitions should give us some rate of convergence. To obtain feasibility we choose the grid as follows. Take n ≥ n 0 and assume that {0 ≤ δ n ≤ 1 : n ≥ n 0 } is a sequence with limit zero, satisfying Definition An admissible partition is composed of a set of time points {t 0 , t 1 , . . . , t n } and a set of space
Admissible partitions are not difficult to construct; the following two are used later. Take n = 100, δ 100 = 0.25, ∆ 100 = 63/64, (so t 1 ≈ 0.21) and either
.0, 1.3, 1.6, 2.0, 2.5}. These data can be stored for future use. We note also that they are one-dimensional; for the multi-factor case we simply use products of the partitions.
Lemma 3.2 For admissible partitions the LP (9)-(14) is feasible.
The proof is given in Lemmas 6.2 and 6.3. The idea is that for each pair (k, i) with (k, i) = (0, 0) or
and then we find
LetȲ n t denote the modified willow tree when an admissible partition is used (so we know it exists). The next result establishes convergence assuming a global Lipschitz property of ψ and a local Lipschitz property of φ. This separation is convenient for the proof.
Theorem 3.1 Suppose that φ(x) is a piecewise differentiable function on R with |φ (x)| ≤ ce
x for some constant c and that ψ :
where A is a constant depending only on c, K, p.
To get the rate of convergence of the willow tree algorithm for American options, we need more notation. 
Proofs can be found in the Appendix.
Applications to Option Pricing
Let us apply the above to a couple of vanilla options. In the Black Scholes model (under the equivalent martingale measure), dS t = rS t dt + σS t dW t , and the price of a European call option with strike price Q and maturity T is
We first rescale to the time interval [0, 1] by using Brownian scaling: 
For the American put option, the price is 
. We could allow r and σ to be deterministic functions of t such that r t ≥ 0 and sup
The convergence rate also applies to Exchange options and to Look-Back options (in the lat-
. A slight modification of the proofs (take φ : for all these path-dependent options implementation is more difficult.
Numerical Results
To approximate the option price by the modified willow tree algorithm, we assume that the stock prices is (63/64) 100−k with δ n = δ 100 = 0.25. It takes between 4 and 5 minutes to compute the 100 transition probability matrices, but we can store those matrices (sparse) for future use. Even for the multi-factor models we only use this collection of matrices. We also assume that the option in our numerical results has a special payoff function so that we have an analytic formula for its option price [9] so that we can compare the approximate solution to the true.
In the one factor model, we assume the strike price is K = $100, time to maturity is T = 0.5year, volatility is σ = 0.4 and the interest rate is r = 0. Table 1 It takes the modified willow tree five seconds to get all the prices in Table 1 , and it takes the binomial tree with 30, 000 steps almost one minute to get one price. In the one factor model the modified willow tree algorithm does not have a big advantage over the binomial tree algorithm, unless it involves a large number of time steps.
In the two factor model we fix the prices of the underlying, but we vary the strike price. We assume the underlying spot prices (S Table 2 , GM2(W) is the option price calculated by the modified willow tree, GM2(B) is the option price calculated by the binomial tree with 100 time steps, GM2(BS) is the option price calculated by formula, Table 2 It takes the modified willow tree one minute using the stored transition probabilities to get all prices in Table 2 , whereas it takes the binomial tree 5 minutes to get one price with 100 time steps. Our numerical results show that the modified willow tree approximates the true prices faster and more precisely than the binomial tree.
error(W) = GM2(W)-GM2(BS), error(B) = GM2(B)-GM2(BS).

European call prices on geometric mean in a two-factor model
In the four factor model we calculate the European call price on the geometric mean of four stocks. We 
The claim now is max{(S
The results are in Table 3 , with the obvious notation. Table 3 It takes the modified willow tree 5 minutes to get all the European call prices E call (W) in Table 3, however it takes the binomial tree more than an hour to get one price E call (B,100) with 100 time steps and it has larger error than the willow tree. A put (W) is the American put option price calculated by the modified willow tree. It takes a long time to calculate the corresponding put price A put (B, 30,000) using the binomial tree method with 30,000 time steps. A quick node count explains this. The total number of nodes in our willow tree algorithm is 21 4 ×100 ≈ 2×10 7 , while the total number of nodes in the binomial tree algorithm is
Option prices on geometric mean in a four-factor model
We can choose fewer points for the space partitions for the willow. If we pick 17 points, then the total number of nodes in the modified willow tree algorithm is 17 4 ×100 ≈ 8×10 6 and it takes 4 minutes to get the prices which are still more precise than those calculated by the binomial tree method.
In the five factor model we calculate the American put price on the geometric mean of five stocks. We 
The claim now is max{(S
The results are in Table 4 , where A put (B, 10,000) is the American put prices calculated by the binomial tree method with 10, 000 time steps. Our modified willow tree method is much faster than the binomial tree method, though both are much slower than in the case of d = 4. Table 4 This paper presents a simple algorithm for evaluating option prices by a direct approximation of Brownian we suggest using the Monte Carlo method since the modified willow tree algorithm becomes slow in high dimensional models.
American put prices on geometric mean in a five-factor model
Appendix
Proof of Feasibility
Proof. Since ln(x)/x is increasing on (0, e) and e ≥ 16δ n 2 ≥ n −2α ≥ 128α ln(n)/(n − 1), we have ln (16δ 
such that the system of equations (17) has a nonnegative solution and for j = 1, 2, 3, 4,
Proof. In order to use Lemma 6.2 to prove the existence of nonnegative solutions, we denote a
We choose
, then by Lemma 6.2 the system of equations (17) has a nonnegative solution. Moreover (21) holds because
. By symmetry we only prove the case when
then by Lemma 6.2, (17) has a nonnegative solution. Since
5δ n , and similarly a − x 2 < a − x 3 < 4.5δ n , then (21) holds.
We also have 
(23) follows by (18).
We note that in the d-dimensional case, the right hand sides of (23) and (24) must be raised to the dth power.
By Theorem 4.3 in Strassen [8] , we can embed the martingaleȲ n t k in Brownain motion W on a new probability space, that is, there exists a sequence of nondecreasing random variables
Let us write ρ(x, y) := sup 0≤t≤1 |x(t) − y(t)|.
Lemma 6.6
For all ε > 0, 0 < ∆ < 1/2 and 0 < p < 1, there exists a constant c such that
Proof. By Lemma 4.5 of [7] , we have
As in the inequalities (3.82) on page 92 of [7] ,
where c and c depend only on p. On the other hand, from (21)
The lemma follows from this and the fact that V The corollary follows from the triangle inequality.
