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ABSTRACT
The Indian Wells-Owens Valley area is located in the semi-arid Basin and Range
province, which is characterized by alternating mountain ranges and alluvial-filled basins.
Groundwater is a critical resource in this area and effective management of this resource
requires an accurate model for the recharge, aquifer characteristics, groundwater flow and
discharge mechanisms.  Traditional approaches to quantify available water resources for
this relatively unpopulated region have relied on limited measurements of recharge and
discharge and the extrapolation of these measurements across large areas to constrain the
groundwater flow models.  Present models of the hydrologic systems in the area assume
each basin is a closed system with recharge derived from precipitation in the local
topographic drainage basin and losses due only to evapotranspiration and human use.
However, this research shows that some faults in granitic bedrock of the eastern Sierra
Nevada may serve as conduits for interbasin flow.
This study has constructed an integrated conceptual flow model for the Indian
Wells-Owens Valley area by analyzing the existing hydrochemical, hydrologic, and
geologic data.  Hydrochemical data from a total of 1368 spring, surface, and well water
samples collected over an 80-year period were used to evaluate water quality and to
determine processes that control water chemistry, thus providing an independent
evaluation of the hydrologic flow system.  Several issues related to data preparation,
database editing, data-gap filling, data screening, and data quality assurance are discussed
and a database construction methodology is presented.  The database was utilized for
testing the performance of the many available graphical and statistical methodologies
used to classify water samples.  All the methods are discussed and compared as to their
ability to cluster, ease of use, and ease of interpretation.  The use of graphical techniques
have limitations compared to multivariate methods for large data sets.  The most efficient
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grouping was achieved by hierarchical cluster analysis (HCA) technique.  Combination
of HCA with graphical techniques provide a consistent and objective means to classify
large numbers of samples.  Using this methodology, five major water groups were
delineated in the study area.  Spatial plots of the major statistical groups show that the
samples that belong to the same group are located in close proximity to one another
suggesting the same processes and/or flowpaths.
Inverse geochemical models of the statistical groups were developed using
PHREEQC to elucidate the chemical reactions controlling water chemistry.  The inverse
geochemical modeling demonstrated that relatively few phases are required to derive
water chemistry in the area.  In a broad sense, the reactions responsible for the
hydrochemical evolution in the area fall into four categories: 1) silicate weathering
reactions; 2) dissolution of evaporative salts; 3) precipitation of calcite, amorphous silica,
and clay minerals; and 4) ion exchange.
The chemical composition of the water samples in the area describe the changing
chemistry of water in a regional flow system beginning with the dilute Ca-Na-HCO3
recharge waters of Sierra Nevada and ending with the Na-Cl brines around the China
Lake playa.  When plotted on the site map, these groups form distinct clusters, in which
all major ion concentrations increase progressively from Sierra Nevada to China Lake
playa.  This trend suggests a generalized easterly flow direction of groundwater.  This
result is also consistent with Basin and Range groundwater flow system as described by
previous researchers.  The distribution of water types from the southeastern part of the
Indian Wells Valley; however, does not conform to this regional trend.  The groundwater
from this area has distinctly different chemistry, statistically more similar to waters from
the Kern Plateau area than to waters from the local watershed.  The groundwater is low in
total dissolved solids and interpreted to originate from fracture-directed interbasin flow
from Kern Plateau area.  This type of flow could have an enormous impact on water
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Prior to World War II, human population in the Indian Wells-Owens Valley area
consisted mainly of native Americans, pioneers, prospectors, miners, and farmers.
During the war, the Navy established the Naval Ordnance Test Station at China Lake
resulting in a significant population increase in the area.  This facility later became the
Naval Weapons Center and now is called Naval Air Weapons Station (U.S. Bureau of
Reclamation, 1993).
In the Indian Wells Valley, groundwater pumping for agricultural and industrial
purposes began in the early 1920’s and has gradually increased to the present.  Since
1944, the groundwater has been mainly used by the Naval Air Weapons Station or for
public supply (Dutcher and Moyle, 1973).  Groundwater pumping for domestic and
industrial use has been in an area immediately west of the city of Ridgecrest while
agricultural pumping has been concentrated in the northwest portion of the Indian Wells
Valley.  Recently, heavy groundwater pumping in the Indian Wells Valley not only
resulted in local declines in water elevations but also deteriorated the local water quality
to unacceptable levels in parts of the valley aquifer.
To the north Owens Lake, a dry lakebed (located in Owens Valley) is a source of
major windblown dust pollution in the USA (Tyler et al., 1997).  It is estimated that 6%
of the breathable dust in the continental USA is contributed from Owens Lake (Blum,
1993).  The source of the dust is caused by diversion of the Owens River into the Los
Angeles Aqueduct and subsequent desiccation of the Owens Lake in the early part of
20th century.  Blowing dust contains particles less than 10 microns in diameter (Schultz,
2001), which are potentially hazardous to human respiratory systems (Saint-Amand et al.,
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1986).  The goal of dust mitigation has prompted much hydrologic research in Owens
Valley (Lopes, 1987; Kranz, 1994; Font, 1995; Tyler et al., 1997) because one of the
suggested remedial measures involve the use of groundwater to suppress the dust
production.  However, there is a possibility that the groundwater withdrawal may
adversely affect the vegetated wetlands that became established below the historic
shoreline, following desiccation of the Owens Lake (Schultz, 2001).
In recent years, methods for combining spatial analysis with database
technologies have been developed and used to manage, analyze, and display spatial data.
These methods are referred to as Geographic Information Systems, or GIS (Clarke,
1997).  Characterization of subsurface geologic conditions requires true three-
dimensional (3D) spatial coordinate references.  GIS applications providing such 3D
referencing and supporting geological interpretations are called Geoscientific Information
Systems or GSIS (Turner, 1992).  GIS and GSIS technologies allow for the development
of computer-processable models that define the geologic and/or hydrologic conditions in
the subsurface.  Such models are said to define the “framework,” geologic or hydrologic,
depending on their data content and method of construction.
Increasingly, GIS is being used for the database creation, analysis, modeling, and
management of the natural environment.  For the analysis and modeling of environmental
phenomena, basic GIS tools must be supplemented by reliable data and analytical models
to enable the analysis of spatially distributed trends (Burrough et al., 1996).  Large
amounts of geologic, hydrologic and hydrochemical data exist for the Indian Wells-
Owens Valley area; however, there has been little integration of these data into databases
appropriate for environmental modeling and public usage.  Groundwater chemistry is
influenced by aquifer rock type; thus, hydrochemical data may be used in conjunction
with other data to better understand the groundwater flow system.  This study integrates
existing geologic, hydrologic, and hydrochemical data to develop a hydrogeologic
framework model for the Indian Wells-Owens Valley area.
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Framework models can also be used to develop the parameter arrays required by
mathematical groundwater models (D’Agnese, 1994).  Such procedures are especially
valuable in areas of complex geological structures like Indian Wells-Owens Valley area.
The geologic properties of local groundwater systems can also be evaluated in 3D,
thereby providing information critical to the management of valuable groundwater
resources.  Henceforth, in this document, the area studied (Indian Wells-Owens Valley
area) is referred to as “the study area”.
1.1       Purpose
The purpose of this study was to create a series of GIS coverages and a database
of groundwater and surface water chemistries covering the study area and to analyze
these data using basic statistics, multivariate statistical methods, spatial plots, aqueous
geochemical modeling, and GIS tools.  Using these techniques we can define distinctive
water types, relate them to aquifer lithology, and plot them spatially in order to help
characterize the groundwater flow system of the study area.  Figure 1.1 outlines the
methodology that has been followed in the present study.
1.2       Objectives and Justification
The objectives of this study are:
1) to evaluate and synthesize existing data sources that can define the
geologic, hydrologic, and hydrochemical characteristics of the study area,
2) to evaluate and investigate the critical hydrologic and geologic factors that
control the hydrochemical characteristics of the surface and ground water
within the study area,
3) based on the results from the previous objectives, test the interbasin-flow
or closed-basin theories, and
4) to develop a prioritized list of future field investigations required to further
improve the hydrogeologic framework model.
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Figure 1.1  Outline of the methodology followed by this study and organization of the
related chapters.
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1.3       Scope
Specifically, the results of the present research are derived from chemical
analyses of: 1) 152 spring water, 2) 153 surface water, and 3) 1063 well water
(groundwater) samples (including temporal samples collected over a period of time from
the same location).  The scope of this study includes a thorough literature search and
compilation of published and unpublished geologic, hydrologic, and hydrochemical
information.
The scope of this study can be summarized as follows:
1) the study is limited to the area defined in Chapter 2, section 2.1,
2) details of geology, surface and groundwater hydrology were obtained from
existing geology maps and data archives (at a scale of 1:100,000,
1:250,000 or better),
3) existing data were used with only limited additional field observations,
and
4) data analysis and synthesis were conducted using commercially- or
publicly-available software and computer models.
1.4       Previous Studies
In the early 1900’s, hydrogeology and water quality issues were the main subjects
of investigations in the study area.  Since then, the study area has been the subject of
numerous geologic, hydrogeologic, hydrochemical, isotopic, geophysical, and geological
engineering studies.
Lee (1912) conducted the earliest hydrogeologic work in Indian Wells Valley.
Further work was done by Whistler (1923).  Each of these investigators assembled
important hydrologic data and defined the characteristics of the aquifer, but only Lee
attempted an estimate of perennial yield.  They also noted the varying water quality
within the basin and estimated the amount of evapotranspiration from China Lake playa.
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Later, Thompson (1929) included the area in a general investigation of the Mojave Desert
region, which included geology, climate, and groundwater geochemistry.
Following the establishment of the Naval Ordinance Test Station, now the Naval
Air Weapons Station at China Lake in 1943, Buwalda (1944), Bailey (1946), and Wilcox
et al. (1951) conducted hydrologic investigations and released reports related to the water
supply of Indian Wells Valley.  These initial investigations were refined in later studies
by Kunkel and Chase (1955; 1969) and Dutcher and Moyle (1973) who discussed
geologic and hydrologic features of the valley in detail.
Geologic maps of various scales have been produced for the study area by
different researchers and organizations.  Thompson (1929) mapped the geologic
formations in Indian Wells Valley in a reconnaissance manner and Dibblee (1952)
mapped the Saltdale quadrangle in detail.  Several other geologists have worked in the
area, but, with the exception of Dibblee, earlier geologic maps are very sketchy.
California Division of Mines and Geology compiled 27-sheet (and one additional legend
sheet) Geologic Atlas of California at a scale of 1:250,000 showing 124 different
geologic units (Bacon, 1971).  Four of these geologic maps, namely Death Valley, Trona,
Bakersfield, and Fresno sheets, form the basis for GIS coverages that have been created
by this study and earlier studies (Figure 1.2).  Jennings (1958) mapped the Death Valley
sheet, Jennings et al. (1962) mapped the Trona sheet, Smith (1964) mapped the
Bakersfield sheet, and Matthews and Burnett (1965) mapped the Fresno sheet.  In support
of Yucca Mountain site characterization studies several digital hydrologic and geologic
frameworks were developed by Colorado School of Mines researchers, in cooperation
with U.S. Geological Survey (U.S.G.S.) (D’Agnese, 1994; D’Agnese et al., 1994; Faunt,
1994; Turner et al., 1994; Turner et al., 1996a; Turner et al., 1996b; Faunt et al., 1997).
Some of these GIS coverages are available from U.S.G.S. and they include part of the
current study area (Figure 1.2).  Four of these GIS coverages were utilized in this study in
conjunction with additional GIS coverages created by this study.
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Figure 1.2  Digital GIS coverages available for the study area and their areal extent.
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Moyle (1963) studied perennial yield, groundwater use, supply, storage, and
groundwater geochemistry of the Indian Wells Valley area.  In this publication, Moyle
also tabulated the hydrologic data collected by all workers and agencies prior to that time.
Zbur (1963) conducted a seismic refraction, gravity, and aeromagnetics investigation of
the Indian Wells Valley area that yielded information on depth and types of sediments in
the valley.  His study concluded that the valley is not a simple down-dropped block, but
rather a highly complex, faulted, folded, and warped tectonic trough.
In the study area, the U.S.G.S. has conducted the most comprehensive geologic
and hydrogeologic studies in cooperation with the Naval Air Weapons Station since
1952.  Groundwater and water well-related data in the valley were occasionally published
in U.S.G.S. Open-File Reports.  Numerous reports concerning the groundwater flow
system, water quality, and geology of the study area are available including Hunt et al.
(1966), Thordarson and Robinson (1971), Banta (1972), Banta (1974), Warner (1975),
Lamb and Downing (1978), Berenbrock (1987), Dockter (1980a), Dockter (1980b),
Lipinski and Knochenmus (1981), Bedinger et al. (1989), Duell (1990), Hollett et al.
(1991), Berenbrock and Schroeder (1994), and Danskin (1999).  Most of these
researchers have compiled water-level and water-chemistry data from numerous shallow
and deep wells of the area.  Muir and Birman (1986) measured soil temperature in an
attempt to determine the groundwater flow divide between the water flowing northeast
towards Inyokern and water flowing southwest towards Red Rock Canyon.  All these
studies have assumed that the Indian Wells Valley basin is a closed hydrologic system,
although some authors have suggested that this assumption might not be valid (Austin
and Moore, 1987; Erskine, 1989; Howard et al., 1997a; Howard et al., 1997b; Ostdick,
1997; Thyne et al., 1999).  The closed-basin model implies that all of the basin’s
groundwater is discharged only by evaporation from the China Lake playa.  This model
also assumes that there is no significant subsurface flow into or from adjacent basins
(Thyne et al., 1999).  Exceptions to this conceptual model that incorporate interbasin flow
have been used for portions of Nevada that have fractured carbonate bedrock.  However,
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no examples of significant interbasin flow in fractured metamorphic and igneous rocks
have been identified.
Using previously published U.S.G.S. data, Bloyd and Robson (1971) and later
Berenbrock and Martin (1991) have utilized mathematical groundwater models of the
hydrologic system to better quantify the water budget of the Indian Wells Valley basin.
These investigators also assumed a closed-basin system in their studies and created 2D
and 3D mathematical groundwater models, respectively.  Danskin (1988) used a finite-
difference groundwater model to evaluate the hydrogeologic system of the Owens Valley.
In 1993, U.S. Bureau of Reclamation, in cooperation with the Indian Wells Valley
Water District, North American Chemical Company, and the Naval Air Weapons Station,
published a technical report evaluating new information gained from a joint drilling
project.  Ten wells were drilled as deep as 617 meters in Indian Wells Valley, including
four nested piezometers in the study area.
There are also a few recent engineering and environmental geologic studies
conducted in the study area.  Hart (1977) delineated fault hazards zones in California in
compliance with the Alquist-Priolo Geologic Hazard Zones Act of 1972.  Banks (1982)
investigated soil liquefaction potential at the Naval Air Weapons Station and later,
Zellmer (1988) reported on various geologic and geotechnical hazards existing in the
Indian Wells Valley area.
Numerous potentiometric-surface maps have been developed for basins within or
in the vicinity of the study area.  Most of these maps have been generalized contour maps
of shallow unconfined basin-fill aquifers (Mallory, 1979; Lipinski, 1980; Bedinger et al.,
1984; Saint-Amand, 1986; Berenbrock and Martin, 1991; D’Agnese et al., 1998).
Bedinger et al. (1984) and Langer et al. (1984) developed maps of groundwater levels
and spring discharges for the Nevada and California parts of the Death Valley region,
respectively.  During these investigations, they noted the difficulty in extrapolating water
levels over large distances.  Significant conclusions were drawn from these
investigations, including that in the unconsolidated basin-fill deposits, the saturated zone
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is relatively continuous, although perched groundwater may occur in isolated areas
(D’Agnese et al., 1998).
U.S.G.S. conducted the first significant study of isotope geochemistry of the area,
which was partially supported with U.S. Navy funds.  In this study, Fournier and
Thompson (1980) classified the geothermal brines of the Coso Geothermal Field as
sodium-chloride (Na-Cl) type and they also suggested that the recharge area for the field
was the Sierra Nevada.  Recent geochemical studies by Whelan et al. (1989), Gleason et
al. (1992), Smith et al. (1992), Houghton (1994), Font (1995), and Thyne et al. (1999)
analyzed stable isotopic compositions of the groundwater and surface waters of the study
area.
The study area is located within a tectonically very-active region.  Numerous
papers and maps have been published on the seismicity, tectonics, and volcanism of the
region, including Christensen (1966), Stewart (1971), Reynolds (1974), Smith and Sbar
(1974), Jennings (1975), Wright (1976), Anderson and Ekren (1977), Dickinson and
Snyder (1979), Lockwood and Moore (1979), Duffield et al. (1980), Bacon (1982),
Kanter and McWilliams (1982), Moore et al. (1982), Astiz and Allen (1983), Rogers et
al. (1983), Roquemore (1983), Roquemore and Zellmer (1983), Carr (1984), Frei et al.
(1984), Bent et al. (1986), Chase and Wallace (1986), Austin and Moore (1987), Rogers
et al. (1987), Hamilton (1988), Loomis and Burbank (1988), Harmsen (1991), Harmsen
and Bufe (1991), Reheis (1991), Faunt (1997), and Wakabayashi and Sawyer (2001).
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CHAPTER 2
DESCRIPTION OF THE STUDY AREA
2.1       Location
The study area lies within the south Lahontan hydrologic region and covers
approximately 29,804 km2 extending from 35°00' to 37°00' North latitude and from
117°00' to 118°30' West longitude (Figure 2.1).  The area consists of the Sierra Nevada
mountain range and other smaller mountain ranges, which serve as the recharge areas,
and the adjoining alluvial basins, which are arid (Figure 2.2).
A portion of the land in the study area is Federal land under the jurisdiction of
China Lake Naval Air Weapons Station, with the remainder being private.  The study
area is located in the southwestern part of the extensional Basin and Range province and
in the northern Mojave Desert in Kern, San Bernardino and Inyo counties in eastern
California, approximately 177 km east of Bakersfield and 201 km north of Los Angeles.
U.S. 395 is the main route between population centers of southern California and the
eastern Sierra Nevada range and high desert.  The study area is included in four U.S.G.S.
1:250,000-scale topographic maps: Bakersfield, Death Valley, Fresno, and Trona sheets.
2.2       Physiography
The study area stretches from Owens Valley at the north to Indian Wells Valley at
the south (Figure 2.2).  Both of these north-south trending alluvial-filled basins are young
(having formed in the last few million years), complex structural and topographic
depressions and are tectonically similar to other valleys in the Basin and Range
physiographic province, which is described by Fenneman (1931).
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Figure 2.1  Location of the study area in relation to the hydrologic regions of California
(modified from State of California Department of Water Resources, 1994).
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Owens Valley is bordered on the east by the Inyo Mountains with elevations
above 2750 m, on the southeast by the Coso Range rising above 2450 m and on the west
by the Sierra Nevada with peaks rising from 1829 m to 4417 m.  The Sierra Nevada is a
range of mountains 644 km long that stretches generally along southeast-northwest
direction and ranges in width from about 64 to 128 km (Feth et al., 1964a).  The Indian
Wells Valley is bordered on the west and northwest by the Sierra Nevada, on the east by
the Argus Range with elevations above 1800 m, on the south by the El Paso Mountains
with heights above 1500 m, on the north by low volcanic ridge and the Coso Range, and
on the southeast by a low bedrock hill (Corbett, 1990; Dutcher and Moyle, 1973).  Most
of the mountain ranges display distinct north-northwest trends (Stewart, 1971), although
the smaller scale topographic features do not follow this pattern (Figure 2.2).  There is a
small basin between the Coso and Argus ranges tributary to Indian Wells Valley, known
as the Coso Basin.  It contains the Coso Hot Springs, which are the residuals of the
former volcanic activity in the region (Lee, 1912; Duffield et al., 1980).  Both Coso and
Argus ranges are the results of volcanic activity in the form of cinder cones with basaltic
to rhyolitic lava flows.  The alluvial fans of the Argus Range separate Coso Basin from
Indian Wells Valley by a low divide.  Extensive alluvial fans emanating from the mouths
of the Sierra Nevada canyons and relatively smaller fans emanating from ranges to the
east of the valleys, gradually decrease in steepness until they reach the flat lying playas
(Lipinski and Knochenmus, 1981).
The existing topographic relief between the ranges (horsts) and the valley floors
(grabens) of the area is mostly the result of the tectonic activity and faulting that occurred
during the Late Cenozoic time (Christensen, 1966; Grose and Smith, 1989; Wakabayashi
and Sawyer, 2001).  Topography of the valley floors is relatively flat and slopes to the
south with valley floor elevations decreasing from 1100 m above mean sea level (amsl) in
the Owens Valley to nearly 663 m amsl in the vicinity of Indian Wells Valley.
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Figure 2.2  Shaded relief topographic map of the study area developed from 1:250,000-
scale digital elevation model (DEM).
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2.3       Climate
Two contrasting climate regimes exist in the area, which have a profound effect
on the hydrology and water chemistry of the study area.  High alpine to alpine climate
conditions prevails in the Sierra Nevada portion, which serves as main recharge area, and
arid climate conditions dominate in the adjoining alluvial-filled basins.  Climate of the
area is mostly shaped by the Sierra Nevada range, which forms a barrier to passing
storms and frontal systems, and create a rain-shadow effect (Whelan et al., 1989).  As a
result of this phenomenon, the mountain ranges in the area generally receive
progressively less precipitation from west to east.
The climate in the area is characterized by low precipitation, abundant sunshine,
hot summers, cool to cold winters, moderate to low humidity, high potential
evapotranspiration, and frequent winds, which are typical characteristics of Mojavean
Desert climate (Figure 2.3).
2.3.1    Precipitation
The three types of precipitation that effect the study area are winter/spring storms
that originate in the Pacific Ocean, scattered summer thunderstorms that originate in the
Gulf of Mexico, and summer thunderstorms that originate in the Sierra Nevada
(Houghton, 1969).  Precipitation in the study area is derived chiefly from moisture-laden
clouds that originate over the Pacific Ocean (Hollett et al., 1991).
Most of the precipitation on the valley floors and on the high Sierra Nevada
occurs during the period from October through April (Corbett, 1990).  During the
remainder of the year, rain falls infrequently as high-intensity and short-duration summer
thunderstorms (Hales, 1972).  Most of the time, thunderstorms are followed by flash
flooding, which can occur from June through October.  During these rare heavy
precipitation events recharge to basin occurs via infiltration along dry washes.
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Figure 2.3  Climate regions of southwestern USA
(modified from Benson and Darrow, 1981).
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Monthly precipitation in the area is highly variable both between seasons and
between years.  Average rainfall on the valley floors ranges from about 75 mm to 152
mm whereas at the crest of the Sierra Nevada average annual precipitation generally
varies from 508 mm to 1400 mm and occurs mostly as snowfall (accounting for 90-95%
of the precipitation).  Snow falling in the Sierra Nevada remains on the ground only
above 1250 m (Feth et al., 1964a).  The resultant snowpacks store much of the winter
moisture and do not begin significant melting until the spring.  Snowmelt in high alpine
basins extends over two to five months (Leydecker and Melack, 2000) and it is an
important part of groundwater recharge in the area.  Some of this moisture reaches the
basin margins in the form of small creeks and streams and rapidly infiltrates into alluvial
fan material before being lost to evapotranspiration (Dutcher and Moyle, 1973).  Because
of the semiarid conditions prevailing in the valley floors, most of the precipitation falling
on the valley floors remains briefly in the soil-moisture zone and then either evaporates
or is used by plants (Danskin, 1988).
2.3.2    Prevailing Winds
The strongest winds generally occur in the late winter and spring as a result of
rapidly moving cold-front systems.  These winds occasionally cause severe dust and
sandstorms that can significantly reduce visibility (Corbett, 1990).  In the windy season,
clouds of alkali dusts rise from playas and travel hundreds of kilometers across the land.
The wind lofts an estimated four million tons of dust each year (Sharp and Glazner, 1997;
Tyler et al., 1997) providing soluble minerals (e.g. halite and gypsum) to upland areas.
This is important because, salt minerals have a profound effect on the water chemistry of
the area.
The prevailing winds blow from the south-southeast direction, although strong
northerly winds are also recorded occasionally (Dutcher and Moyle, 1973).  Historic data
show that the average annual wind speed at China Lake to be 13.2 km h–1, with the
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highest monthly average 16.7 km h–1 occurring in May.  The strongest wind recorded in
China Lake was 130.4 km h–1 in March 1952 (Whelan et al., 1989).
2.3.3    Temperature
Great altitude variations effect the temperatures considerably.  Air temperature in
the valleys can be as low as –18°C in winter with an average temperature above 3°C.
Summer temperatures can be as high as 41°C with an average temperature of 28°C.
Because of the accessibility problems, long-term climatic measurements are
sparse for the alpine watersheds of the Sierra Nevada.  Perhaps, the Emerald Lake
watershed (see Figure 2.2 for the location) is the only area in the southern Sierra Nevada
that was intensely studied with respect to climatic, hydrologic, and hydrochemical
conditions prevailing in the area (Melack et al., 1985; Kattelmann and Elder, 1991;
Williams and Melack, 1991a; Williams and Melack, 1991b; Marks et al., 1992).  The
Emerald Lake watershed is located in Sequoia National Park, in southern Sierra Nevada
(20 km west of the crest).  The basin lies at elevations from 2800 m to 3416 m and covers
an area of 1.2 km2, which is underlain by granitic rocks with poorly developed soils
(Tonnessen, 1991).  The basin can be considered as representative of alpine watersheds at
high altitudes in the southern Sierra Nevada.  Figure 2.4 shows monthly averages of air
and snow surface temperatures, from November 1985 through September 1986 at two
sites located in the Emerald Lake watershed.
2.4       Vegetation
Land plants and their associated microbiota can directly affect mineral weathering
by generating chemical agents or by altering the physical properties of soil.  The indirect
effect of vegetation through changing the regional distribution of precipitation may be as
important as the direct effects (Drever, 1994).
Vegetation in the valley floors is characteristic of the arid climate, consisting of
various type phreatophytes such as sagebrush (Artemisia tridentata), greasewood
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(Sarcobatus vermicerlitus), Nevada saltbrush (Atriplex canescens), alkali sacaton
(Sporobolus airoides), rabbitbrush (Chrysothamnus sp.), and occasional cacti (Simpson
and Duell, 1984; Danskin, 1988; Diggles et al., 1989).  California sycamore (Platanus
racemosa), black cottonwood (Populus trichocarpa), and willows grow along Sierra
Nevada washes, stream channels and populate the alluvial fans (Carver, 1969; Diggles et
al., 1989).  Alfalfa is almost the only crop produced in the area (U.S. Bureau of
Reclamation, 1993) and production is mostly concentrated on the northwestern margin of
the Indian Wells Valley.  In satellite images the alfalfa fields appear in red-colored
circular forms (center-pivot irrigation systems) (Figure 2.5).  Several fruit trees are also
abundant in parts of the Indian Wells Valley including almond, apricot, pistachio and
grape (Berenbrock and Martin, 1991; U.S. Bureau of Reclamation, 1993).  The main
growing season is April through October.  The 50% probability date of the last spring
frost is around April 1 (Whelan et al., 1989).
Vegetation is sparse or lacking in the majority of alpine watersheds.  Alpine
meadow and meadow-like vegetation occurs above timberline (above ~3200 m) with
scattered coniferous trees and shrubs (abundant where soil occurs).  Coniferous trees
consist predominantly of piñon pine (Pinus monophylla), juniper (Juniperus spp.), and
digger pine (P. sabiniana).  The middle elevations are populated by Arizona white oak
(Q. arizonica), canyon live oak (Q. chrysolepis), California black oak (Q. kelloggii),
ceanothus (Caenothus spp.), manzanita (Arctostaphylos spp.), and brush chinquapin
(Castanopsis sempervirens) (Diggles et al., 1989).
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Figure 2.4  Monthly averages of air and snow surface temperatures (Ta and Ts), from




















































2.5       Regional Geologic History
The complex geologic history of the study area strongly influences the
distribution of discharge and recharge areas, pattern of groundwater flow and water
quality of the aquifers, both in local and regional scales.  Geologic history of the area has
been a subject of continuing debate because of extensive faulting, seismic activity,
volcanism, glaciation, mineralization, and geothermal activity.
The orogenic activity that is responsible for creating the Sierra Nevada range
began in the Pennsylvanian period with the folding and uplifting of Paleozoic deep
marine sediments into the ancestral Sierra Nevada (Hill, 1975).  The subsequent erosion
of these relatively low-lying mountains was aided beginning in the Jurassic by a series of
igneous intrusions, which uplifted and gradually metamorphosed the remaining
sedimentary roof rock.  During the late Cenozoic rise of the range, the massive crustal
root, which supports the range isostatically, had formed beneath the broad mountains
(Christensen, 1966).  In the early Tertiary, the granitic rocks were exposed to the surface
and eroded, but in places, these rocks are partially covered by lava eruptions from the
mountain summits (Christensen, 1966).  The volcanic activity was intermittent from the
Oligocene into Pliocene, when rapid uplift along the eastern Sierra Nevada fault zone
produced the high elevation and westward-tilt of the ranges seen today (Chase and
Wallace, 1986).  The northern Sierra Nevada are believed to have uplifted as a rigid
block, tilting to the west with minor warping and faulting within the block (Christensen,
1966).  In the southern Sierra Nevada the history is less clear, but it is argued that much
of the complex structure and geomorphology found in southern Sierra Nevada is the
result of large-scale oroclinal bending or rotation (Christensen, 1966).
Paleomagnetic studies by Kanter and McWilliams (1982) demonstrated that the
southern Sierra Nevada pluton had rotated clockwise approximately 45° in Paleocene
time, resulting in drastically altered structure and geomorphology.  Recent paleomagnetic
studies of Late Cretaceous plutons by Frei et al. (1984) indicate that in the central Sierra
Nevada, however, no significant rotation and tilting occurred.
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Formation of the valleys began during crustal extension when structural blocks
dropped down between vertical faults separating them from the Sierra Nevada on the
west and from the other ranges on the east (Pakiser et al., 1964).  Erosion along the valley
sides has progressively widened the valleys and filled the deepening throughs with
alluvial deposits.  The last major uplift along the Sierra Nevada frontal fault began in the
late Miocene epoch and continued into the middle Pleistocene, resulting in several
thousand meters of local relief (Christensen, 1966; Kunkel and Chase, 1969; Chase and
Wallace, 1986).  Because of the substantial uplift, broad alluvial fans developed,
particularly along the western side of the valleys.
Monastero and Katzenstein (1995) estimated the beginning of the crustal
extension in the southwest Basin and Range as being 4 m.y. ago and they think it may
serve as a mechanism for the delivery of geothermal fluids to Indian Wells Valley deep
beneath the alluvial basin-fill.  The study of Pleistocene and Recent deposits indicates a
cyclic deposition of fluvial and lacustrine deposits which at times has been interrupted by
volcanic flows, faulting, changes in climate, and drainage pattern (Kunkel and Chase,
1955).
2.6       Structural Geology
The geologic structures present in the area reflect the complex history of past and
recent tectonic events and provide the framework for the hydrologic pathways.  Faults
and fractures are common throughout the area and they are discussed in detail in the
following section.
The study area lies in close proximity to several major active fault zones of
California including the Sierra Nevada frontal fault, Kern Canyon fault zone (along Kern
River), Death Valley-Furnace Creek fault zone, Garlock fault zone, and Argus fault zone.
Locally, complex faulting occurs in all the bordering ranges.  As a result, recurring
earthquakes are common in the area indicating that deformation and seismic activities are
continuing.  As many as 100 small earthquakes may occur within a limited region in a
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few days or weeks (Healy and Press, 1964).  Figure 2.6 shows plot of the faults and the
epicenters of the 2812 earthquakes that occurred in the study area between July 05, 1871
and August 30, 2000.
The Sierra Nevada fault zone lies along the east side of the Sierra Nevada range
and forms the west border of the valleys (Figure 2.6).  The relative movement on this
fault zone has uplifted the Sierra Nevada and downdropped the adjacent valleys (Kunkel
and Chase, 1955).  The trace of this zone is largely buried under the alluvial fans
extending from the mouths of the Sierra Nevada canyons.
The Kern River has its headwaters high in the Sierras southwest of Mount
Whitney, and parallels the Kern Canyon fault zone (Figure 2.6) until it flows into Lake
Isabella reservoir.  Miller and Webb (1940) observed the presence of warm springs
emerging along this fault zone.  The southeastern portion of the Kern Canyon fault zone,
which is described as an “intensely sheared, pulverized, and hydrothermally altered
granite and quartz vein” passes beneath the right abutment of the auxiliary dam of the
Lake Isabella reservoir.  It is believed to be a high-angle thrust fault that dips west and is
244 m wide (Treasher, 1949).  Erskine (1989) suggested that a combination of faults exist
in the area may allow the transport of large amounts of groundwater that originates from
the Kern River recharge area.
The Garlock fault zone occurs on the south side of the El Paso Mountains and
forms a major physiographic boundary separating the Mojave Desert to the south from
the Sierra Nevada and the Basin and Range provinces to the north (Figure 2.6).  This fault
zone branches from the San Andreas rift to the southwest and stretches in a northeasterly
direction towards the south end of Death Valley where it is terminated by Death Valley
fault zone (Kunkel and Chase, 1955).  Garlock fault runs a total length of 257.5 km
between these two major faults (Smith, 1962).  The El Paso Mountains are bounded by
the El Paso fault on their southern margin.  This fault appears to be a splay of the Garlock
fault (Loomis and Burbank, 1988; Pampeyan et al., 1988).
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Figure 2.6  Map showing distribution of faults and earthquake epicenters within the study
area.  Fault traces were digitized from Smith (1964), Jennings (1958),
Matthews and Burnett (1965), and Jennings et al. (1962).  Earthquake data




Movement along the Garlock fault zone is predominantly left-lateral strike-slip
and it has probably been active since the Oligocene.  Smith (1962) estimated the total
lateral displacement on the fault to be as much as 64.4 km over as much as 60 m.y. based
on offsets of the dikes.  A left-stepping offset midway along the Garlock fault zone
separates the zone into two parts near Koehn Lake with different characteristics; a
seismically active broad zone in the western part and a seismically less active narrow
zone in the eastern part (Astiz and Allen, 1983).
The Argus fault (Figure 2.6) lies along the west side of the Argus Range, which
has been uplifted along this fault relative to the valley floor.  The northern end of this
fault may be truncated by the Wilson Canyon fault zone, while the southern end of it may
be truncated by the Garlock fault (Kunkel and Chase, 1969).  The Wilson Canyon fault
zone is part of a group of northwest trending faults in the Argus Range.  The Argus fault
probably extends north between the Coso and Argus Ranges (Kunkel and Chase, 1955).
Three sets of faults have been mapped in the Coso Range (Duffield et al., 1980).
One set trends approximately 20° northeast and dips 60°-70° east or west, and can be
classified as normal faults.  These set of faults are believed to have formed as a result of
Basin and Range extension (Bacon et al., 1980).  A second set of faults oriented in a
west-northwest direction with vertical dips and are thought to be strike slip in character
(von Huene, 1960).  Third set of faults show small displacements along planes that dip
steeply toward the rhyolite field and they occur locally.  Coso Range is experiencing high
levels of shallow seismic activity (up to 8 km) because of the existence of the Coso Hot
Springs geothermal area within the region.  The geothermal activity in the area is
believed to have started approximately 3 to 4 m.y. ago and the area is characterized by
hydrothermally altered rock, fumarolic activity, Quaternary fault scarps, high seismicity,
and high heat flow (Bacon et al., 1980).  Thirty-eight separate domes and flows of
rhyolitic magma were erupted from vents covering an area of 126 km2, and most of the
extrusions are believed to be less than 0.3 m.y. old (Bacon et al., 1980).  This area has
been a subject to various investigations because of a potential for geothermal resource.
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This geothermal area is located within and adjacent to a roughly north trending field of
late Pleistocene rhyolite domes that lie atop a block of crystalline basement bounded by
faults of similar trend (Bacon and Duffield, 1980).  Seismograms occasionally show
waveforms suggestive of harmonic tremor indicative of magma movement (Zellmer,
1988), and according to Duffield et al. (1980) and Bacon (1982), a new period of eruptive
activity may be near.
The alluvial deposits of the basins have also been dissected by several major and
numerous minor local faults, which propagate upwards from the underlying crystalline
basement complex.  This thick section of alluvial-fill acts as a cushion that absorbs the
deformation.  As a result, the offsets along the faults attenuate as they become close to
the valley floor.  For that reason, most of the faults dissecting the alluvial deposits are
lacking surface expression or can only be traced for short distances.  However, the major
structural discontinuities of the valleys have been determined by the aid of the seismic
refraction and gravimetric studies (e.g. von Huene, 1960; Zbur, 1963).  Some of these
faults are believed to form partial groundwater barriers to groundwater flow in the area
(Bloyd and Robson, 1971; Dutcher and Moyle, 1973).  Two of the local faults, Little
Lake fault and Airport Lake fault are known to be very active (Roquemore and Zellmer,
1983).
2.7       Regional Hydrology
Due to the modern arid climate, surface water in the area is scarce and
groundwater is the only water source in the valleys (Berenbrock and Schroeder, 1994).
During the Pleistocene and Holocene epochs, however, the valley floors were
periodically occupied by a chain of lakes stretching from Mono Lake in the north to Lake
Manley in Death Valley, (Droste, 1961; Duffield and Smith, 1978; Lipinski and
Knochenmus, 1981).  At that time, Owens River flowed from north to south carrying the
overflow from Owens Lake to China Lake and then to other lakes in the chain, all of
which are now dry (Figure 2.7).
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Figure 2.7  Map showing present day distribution of playa lakes and their maximum
extent during the late Pleistocene (modified from Friedman et al., 1982).
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In 1913, the Los Angeles Department of Water and Power constructed a 375 km-
long aqueduct to divert surface water from the Owens River to Los Angeles.  A second
section was added in 1970, which increased its capacity from 0.41 km3 yr–1 to 0.59 km3
yr–1.  As a result of this diversion, Owens Lake desiccated in the early 20th century.  The
Owens River channel is now also dry and is the site of the 11 km-long manmade Haiwee
Reservoir and naturally occurring shallow lake, Little Lake (Duffield and Smith, 1978).
As described previously, environmental problems resulting from diversions have resulted
in restrictions on groundwater pumping in the Owens Valley.  Eventually, the water
supply of Los Angeles aqueduct was reduced to about 0.25 km3 yr–1.  Haiwee reservoir is
primarily used to regulate flow and store water for the aqueduct system.
Presently, valley floors are occupied by playas, known in different localities as
“salt lakes,” “soda lakes,” “alkali marshes,” “dry lakes” or “borax lakes” where the
majority of groundwater discharges by evapotranspiration (Lee, 1912; Fenneman, 1931;
Dutcher and Moyle, 1973).  In the valleys, evapotranspiration is the largest flux of water
out of the system, but the least understood.  The largest of the playas are Searles Lake,
Owens Lake, and China Lake, which occupy the central portions of the Searles Valley,
Owens Valley, and Indian Wells Valley, respectively. Several local topographic
depressions are occupied by smaller playas such as Airport, Koehn, Mirror and Satellite
Lakes.  The annual pan evaporation rate is about 2032 mm yr–1 near the playas.  Such
conditions can produce high chemical concentrations in evaporating groundwater
discharges and result in the precipitation of evaporate mineral deposits as salt crust on the
playas.  The analyses of salt crust from the playas indicate that the most important crust-
forming minerals are halite (NaCl), natron (Na2CO3 10H2O), borax (Na2B4O7 10H2O),
thenardite (Na2SO4), mirabilite (Na2SO4 10H2O), trona (NaHCO3 Na2CO3 2H2O),
burkeite (2Na2SO4 Na2CO3), nahcolite (NaHCO3), gaylussite (Na2CO3 CaCO3 5H2O),
and pirsonnite (Na2Ca(CO3)2 2H2O) (Droste, 1961; Saint-Amand, 1986; Smith et al.,
1987).
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The Lake Isabella reservoir is the largest standing water body within the study
area, which is located at the westside of the Sierra Nevada drainage divide, on the Kern
River.  At an elevation of 794 m, the reservoir encompasses an area of 46.2 km2 (U.S.
Army Corps of Engineers, 1965).  The reservoir was built as a flood control project for
the development of the city of Bakersfield and the southern San Joaquin Valley.
2.7.0    Groundwater Recharge and Discharge
Controversy exists regarding the source of groundwater in the Indian Wells
Valley.  Lee (1912) was first to suggest that the valley is a fundamentally closed-system
(Figure 2.8a).  The closed-system model assumes that recharge to the groundwater
reservoir is derived from precipitation in the local topographic drainage basin only.  Later
researchers also adopted the closed-basin conceptual model in their studies (Buwalda,
1944; Bailey, 1946; Moyle, 1963; Kunkel and Chase, 1969; Bloyd and Robson, 1971;
Dutcher and Moyle, 1973; Berenbrock, 1987; Berenbrock and Martin, 1991; Berenbrock
and Schroeder, 1994).  Recent studies, however, suggested that closed-basin assumption
might not be valid (Austin and Moore, 1987; Erskine, 1989; Howard et al., 1997a;
Howard et al., 1997b; Ostdick, 1997; Thyne et al., 1999).  According to this alternative
conceptual model, a significant amount of subsurface (interbasinal) water flows into the
groundwater basin via the fracture network existing in the igneous and metamorphic
bedrock of the eastern Sierra Nevada (Figure 2.8b).
In a classic Basin and Range groundwater system, water flows from recharge
areas in the mountains to discharge areas in adjacent valleys (Maxey, 1968).  This local
flow system is often modified by local geologic, physiographic, and climatic factors.  In
the study area, recharge to the groundwater reservoir occurs in several ways: 1) runoff
from snowmelts and precipitation events in the Sierra Nevada; 2) infiltration from the
runoff after rare heavy rain events; 3) infiltration from irrigation water; 4) subsurface
inflow of water from adjacent valleys that moves through bedrock fractures or faults, 5)
underflow from the Haiwee Reservoir; 6) leakage from the Los Angeles Aqueduct
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system; and 7) infiltration from wastewater (domestic and industrial) and leakage from
sewage ponds.  During infrequent storms, stream runoff discharge also occurs through
Little Lake into Indian Wells Valley.  Recharge by subsurface geothermal leakage into
Indian Wells Valley from Coso Basin and Haystack in the Spangler Hills was also
postulated by Whelean et al. (1989).  Precipitation in the other ranges bordering the
valleys contributes much lesser volumes of recharge than the Sierra Nevada.
The discharge from the groundwater reservoir occurs mainly in four ways: 1)
evaporation of shallow groundwater from the surface of playas; 2) transpiration by plants;
3) discharge by springs and seeps; and 4) pumping from wells.  In the Indian Wells
Valley most of the groundwater pumped for municipal and military supplies returns to
wastewater treatment plants.  These facilities provide secondary treatment of sewage,
which provides some biological action or filtration to remove any remaining organic
matter from the sewage.  A large portion of the effluent from these treatment plants is
evaporated from shallow ponds, a small portion is directly recharged to groundwater
basin, the remainder is diverted from the ponds for watering Naval Air Weapons Station
golf course and nearby alfalfa fields (Berenbrock and Martin, 1991).
Groundwater is the only source of water in the area and occurs in two porosity
regimes: 1) fracture porosity found in the mountain watersheds and 2) intergranular
porosity found mostly in alluvial basin-fill aquifers.  In the mountain watersheds, the
water from precipitation at high altitudes percolates into a network of interconnecting
fractures and faults existing within the plutonic rocks, and under the influence of gravity
moves toward points of lower hydraulic head.  The alluvial basin-fill aquifers can be
further divided into two components (Kunkel and Chase, 1969): a shallow saline aquifer
(<150 m deep); and a deep (610 m), locally confined aquifer that extends throughout the
area.  The shallow aquifer consists of fine-grained lacustrine, alluvium, playa, and sand
dune deposits perched on impermeable lacustrine clays near and around the playa lakes
(Kunkel and Chase, 1969).  The shallow aquifer does not yield water freely to wells and
contains water of poor quality (Warner, 1975; Berenbrock, 1987).
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Figure 2.8  Closed basins (a) discharge mostly through evapotranspiration from playa
lakes near the basin centers.  Basin-fill aquifers in open basins (b) are
hydrologically connected by through-flowing streams and groundwater
underflow.  Both types of basins receive recharge primarily from infiltration
of flow from intermittent streams that originate in the surrounding mountains
(modified from Anderson et al., 1988).
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The deep aquifer consists predominantly of fine-to-coarse sand and gravel of high
permeability; however, in the central and eastern parts of the valleys, it is interbedded
with silt and clay layers of lacustrine deposits (Figure 2.9).  The deep aquifer extends
from the base of the shallow aquifer to consolidated rocks.  Where the shallow aquifer is
not present, the deep aquifer extends from land surface to the consolidated rocks.  The
deep aquifer is currently being heavily pumped in Indian Wells Valley for its fresh water
supply (Berenbrock and Martin, 1991).
2.8       Hydrostratigraphic and Hydrogeologic Units
The rocks and sediments forming a hydrogeologic system can be classified into
hydrostratigraphic units.  A hydrostratigraphic unit is “a geologic unit that has
considerable lateral extent and has reasonably distinct hydrologic properties because of
its physical (geological and structural) characteristics” (Maxey, 1968).  Ten
hydrostratigraphic units of the Death Valley region are described by Bedinger et al.
(1989) and Faunt et al. (1997) and were used in this study (see Table 2.1).
The level of detail digitized for the surface geologic maps was greater than that
can be readily accommodated by the existing scale of the study.  Since the overall
objective of this study was to develop an understanding of the hydrogeology,
hydrogeologic units were used for simplicity.  Ten hydrostratigraphic units (Tables 2.1
and 2.2) were grouped into five hydrogeologic units including: 1) igneous and
metamorphic rocks composed of hydrostratigraphic units TJg, P1, and pCgm; 2) volcanic
rocks composed of hydrostratigraphic units QTv, Tv, and Tvs; 3) carbonate rocks
composed of hydrostratigraphic units Mvs and P2; 4) basin-fill deposits composed of
hydrostratigraphic unit QTvf; and 5) playa deposits composed of hydrostratigraphic unit
Qp.  The geologic units found on the regional geologic maps that compose each
hydrostratigraphic unit are summarized in Table 2.1 and definitions for each unit
designation are provided in Table 2.2.
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The geology maps of the study area contained 43 different geologic units with a
limited mineralogical description of the geologic units.  These original 43 geologic units
were combined to create a hydrogeologic map showing the distribution of the five
hydrogeologic units described above (see Figure 4.4).  Although all the major geological
features were retained, many of the smaller geologic units were grouped into larger
entities by generalizing both lithologic and hydrologic properties of the surficial geologic
units.
Figure 2.9  Diagrammatic hydrogeologic section of a basin showing the interlayering of
































































































































































































































































































































































Description of Hydrostratigraphic Units
Symbol Hydrostratigraphic Unit Description
Qp Lacustrine confining beds Quaternary lake bed deposits of silt and clay
QTvf Alluvial (basin-fill) aquifer Quaternary-Tertiary valley fill
(stream channel and alluvial fan gravels)
QTv Volcanic aquifers and
confining beds
Tertiary lava flows
(rhyolitic, basaltic, and andesitic lavas)
Tv Tuffaceous aquifers and
confining beds
Late Tertiary volcanic rocks
(dominantly rhyolitic ash flow tuffs)
Tvs Clastic and tuffaceous
aquifers and confining beds
Tertiary volcanic and volcanoclastic rocks
(tuffs and tuffaceous clastic rocks)
TJg Intrusive confining crystalline
rocks
Late Jurassic-Tertiary intrusive granites
Mvs Clastic aquifers Mesozoic sedimentary and metavolcanic rocks
P2 Carbonate aquifer Paleozoic carbonate rocks
(limestones, dolomites, and calcareous shales)
P1 Clastic aquifer and aquitard Precambrian-Paleozoic clastic rocks
(conglomerates, argillites, and quartzites)
pCgm Older confining metamorphic
and crystalline rock
Precambrian Metamorphic rocks
(gneisses, schists, and migmatites)
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2.8.1    Igneous and Metamorphic Rocks (TJg−P1−pCgm)
Igneous rocks of Mesozoic age outcrop in many mountain ranges (34% of the
area) and underlie most of the region at depth (Kistler et al., 1965; McKee and Nash,
1967).  The granitic rocks range from gabbro to quartz monzonite in composition, with
quartz diorite making up the bulk of the plutonic rock (Oliver, 1977).  These rocks are
characterized by porphyritic texture, phenocrysts of quartz, biotite, plagioclase, and
orthoclase, and commonly contain mafic inclusions (hornblende gabbro, pyroxene
hornblende gabbro, and clinopyroxene anorthosite).  The presence of disseminated pyrite
in these rocks has also been noted by Diggles et al. (1985).  These plutons are in sharp
and generally steeply dipping contact with one another or separated by numerous younger
felsic and basic dikes (Hurley et al., 1965).  However, most of the time no apparent age
and contact relationships exits between plutons.  The Sierra Nevada batholith intruded
Paleozoic and Mesozoic metasedimentary and metavolcanic rocks, which occur as roof
pendants.  Contact metamorphic zones formed as a result of the intrusions are important
for their mineral resource potential (e.g. tungsten and gold) (Diggles et al., 1989).
Metamorphic rocks of Precambrian age scattered throughout the area and display very
limited areal extention, covering only 3.11% of the study area.  Together, igneous and
metamorphic rocks cover 37.11% of the study area.
2.8.2    Volcanic Rocks (QTv−Tv−Tvs)
The volcanic rocks, including lava flows, undifferentiated volcanic rocks, and
tuffs and associated sedimentary rocks (volcaniclastic sediments) of Cenozoic age, crop
out extensively in the mountainous regions surrounding Coso Hot Springs (Lanphere et
al., 1975), and may underlie Quaternary basin-fill deposits of the surrounding valleys.
This unit is mainly composed of Pleistocene, Pliocene, and Miocene volcanic rocks
including rhyolites, andesites, basalts, olivine basalts, and basaltic pyroclastic rocks.
Volcaniclastic sediments include variety of non-welded to welded ash-flow tuff, ash-fall
tuff, tuff breccia, breccia flow, tuffaceous sandstone, siltstone, and mudstone.  The tuff
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deposits, which are rhyolitic to andesitic in composition, exhibit both lacustrine and air-
fall characteristics.  This unit constitutes 9.01% of the surface hydrogeologic units.
2.8.3    Carbonate Rocks (Mvs−P2)
Carbonate rocks constitute 9.75% of the surface hydrogeologic units and consist
of a wide variety of Paleozoic and Mesozoic age rocks.  Paleozoic and Mesozoic age
limestone, dolomite, marble, calcareous shale, calc-hornfels, and calcarenite outcrop
along flanks of and throughout some mountains.
2.8.4    Basin-Fill Deposits (QTvf)
The Quaternary-Tertiary basin-fill deposits are a heterogeneous mixture of
volcanic and sedimentary rock detritus ranging from clay to boulder size.  The mixture
includes sand dune deposits, stream alluvium, stream-terrace deposits, coarse granitic
debris flow, fan deposits, talus, slope wash, and glacial deposits.  Fan deposits are
characterized by their poorly sorted nature (Healy and Press, 1964; Moyle, 1969) and
contain boulders as much as 2 m in diameter (Danskin, 1988).  In contrast,
unconsolidated materials deposited in the fluvial and lacustrine environments of the
valleys are relatively well sorted and contain less coarse materials.  The percentage of silt
and clay in the alluvium generally increases toward the central and eastern parts of the
valleys.  The alluvial basin-fill was deposited largely in structural basins and constitute a
regional system because of the similarities between basins (Moyle, 1963).  The basin-fill
deposits range in thickness from zero at margins of valleys to as much as 610 m in central
part of the Indian Wells Valley (Zbur, 1963; Dutcher and Moyle, 1973) and at least 1830
m in Owens Valley lowlands (Pakiser et al., 1964) to more than 2440 m beneath Owens
Lake (Hollett et al., 1991).  Accurate determination of the depth of basin-fill deposits is
complicated and lateral variation is rapid (Danskin, 1988).  The hydraulic properties of
these deposits can differ greatly over short distances, both laterally and vertically,
because of abrupt changes in grain size, and degree of sorting and consolidation.  These
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deposits also vary greatly in lithology, both vertically and areally, especially in the
central and eastern parts of the valleys.  The basin-fill deposits cover 39.68% of the study
area.
2.8.5    Playa Deposits (Qp)
Quaternary playa deposits are relatively homogeneous, composed of mainly
lenticular layers of interbedded salt deposits (evaporites), fine-grained sands, silts, clays,
and lacustrine limestone.  The lacustrine beds were deposited contemporaneously with
the younger alluvial materials and are locally covered by windblown sand (Kunkel and
Chase, 1969).  As a result, these deposits are interbedded with, and overlie the basin-fill
alluvium (Berenbrock and Schroeder, 1994).  This unit covers 4.45% of the study area.
In some valleys, the lacustrine confining beds are several hundred meters thick.  This unit
is probably is only slightly permeable due to preponderance of clay- and silt-sized
particles.  Kerr-McGee Chemical Corporation presently conducts solution-mining
operations at Searles Lake for recovery of minerals from the saline deposits of this unit.
The lake has been mined since the early 1900’s (Friedman et al., 1982) by pumping more
than 100 wells, creating a revenue in excess of one billion U.S. dollars (Hardt, 1982).
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CHAPTER 3
DEVELOPMENT OF THE HYDROCHEMICAL DATABASE
The location and acquisition of existing suitable data and subsequent statistical
treatment of the compiled-data are critical for the successful characterization of the area
and for modeling purposes.  There are many reasons that a statistical analysis can fail
before even it starts.  As a general rule, first, data quality must be assessed before
proceeding into complex statistical data analytical procedures.  Even though computers
do much of the computational work, some degree of knowledge of the statistical methods
used is also necessary to be able produce required type of results.  Unfortunately, there is
no single procedure or method that can be employed to prove that data are or are not
usable.  Randomness in data may either be due to naturally-occurring randomness, which
exist in the geological environment, or to measurement errors introduced by analytical
procedures or instruments used (Swan and Sandilands, 1995).
For this study, a five-step methodology was followed to support these activities.
These steps were:
1) Data Collection,
2) Database Editing Procedures,
3) Data-Gap Filling Procedures,
4) Percent Charge Balance Error,
5) Data Characterization and Screening.
Figure 3.1 is a flowchart that summarizes the methodology used for compiling and
editing the hydrochemical database.
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Figure 3.1  Methodology used for compiling and editing the hydrochemical database.
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3.1       Data Collection
This study commenced with a through literature search and compilation of
published relevant hydrologic and water chemistry information in order to create a
comprehensive hydrochemical database for the Indian Wells-Owens Valley area.
Compiling water chemistry data, which has been collected within different time frames,
by different agencies using a wide variety of sampling strategies, and analyzed by
different laboratories using different analytical techniques, provides challenges that need
to be addressed carefully.  Data compiled for this study, from different sources, spans
more than 80 years.  Even within a single data set, the elements analyzed and parameters
defined are extremely varied, with an element or parameter measured in one sample and
not in another.  Furthermore, the methods used to analyze the elements have changed
over the years.
The water chemistry data for this study were compiled from various sources.  Of
the 30 individual water chemistry data sets used, 28 of them were in hardcopy paper
(analog) form and two were in digital (spreadsheet) format.  The data sets were manually
entered into a single Microsoft  Excel 97 (Microsoft Corporation, 1985) spreadsheet.
The data in the database are arranged in rows (for sampling locations) and columns (for
variables) resulting in r × c dimensional data matrix, in flat table form.  During data
recording phase, it was ensured that each measurement value on a row has come from the
same sampling location, also equally important is that all the data in one column belong
to same variable.  The individual data sources are listed in alphabetical order in Appendix
A, in Table A-3 and are included in the cited references.
For the purpose of this study, it was assumed that the adequate quality control
measures were undertaken at the time of original data collection and analysis.  The data
collection methods, including sample processing and analytical procedures are described
in most of the data sources or documented in U.S. Geological Survey’s “Techniques of
Water-Resources Investigations” manuals (e.g. Brown et al., 1970; Wood, 1981).  For a
more detailed description of the database, reader is referred to Appendix A.
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The samples collected by different researchers and used by this study were not
selected on the basis of a rigorous statistical sampling procedure.  Some of the samples
are not random in space, although the sampling was random in time for spring, surface,
and well water samples in that no particular seasonal pattern was followed, and in some
of the source reports, the records spanned several years of sampling.  For groundwater
samples, the sampling is spatially biased in that water sampling was most intense in areas
of numerous wells (e.g. in valleys).  Spring waters, in a sense, can be considered
randomly distributed throughout the area.  Surface waters, however, limited in the area as
a result of the extreme aridity, are somewhat random in character.  However, this kind of
non-randomness is inherent in most of the hydrogeological and hydrochemical
investigations.  After entering all the pertinent data into the database editing process was
initiated.  Several database construction issues are addressed below in the order of
application.
3.2       Database Editing Procedures
A complete water analysis result (no missing data values) is required for the
effective use of the methods that are utilized in this study and means of establishing that
were addressed in the following sections.
3.2.1    Uncertain Sample Locations
Since, water chemistry data without a location cannot be evaluated in a spatial
context; samples with uncertain locations were located by using reports and maps or
eliminated from the database when such information was not available.  Locations of
sites that had only the name of the well or spring were determined as accurately as
possible, usually to several hundred meters and always within one kilometer.  Well water
samples without sampling depth information were retained in the database but eliminated
from the multivariate statistical analysis.  Sampling depth was assumed to be the middle
of the given perforated interval representative of the hydrogeologic unit surrounding that
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interval.  However, some of the wells have long perforated intervals, which may be open
to more than one hydrogeologic unit.
3.2.2    Different Unit Reporting Formats
One of the most difficult aspects of compiling a comprehensive water chemistry
database involves the integration of data from many disparate sources.  Units of
measurements were sometimes inconsistent between different data sets.  All values were
converted to an internally consistent format (all units are in mg L−1 in the hydrochemical
database) before entry into main database to be able to produce meaningful statistical
analysis results.  Common reporting units observed within disparate data sets were
mostly weight-per-volume units (milligrams per liter (mg L−1) and micrograms per liter
(µg L−1)), equivalent-weight units (milliequivalents per liter (meq L−1) and
microequivalents per liter (µeq L−1)), and weight-per-weight units (parts per million
(ppm), parts per billion (ppb), and parts per trillion (ppt)).  Conversion factors for
calculation of a unit from the other units are given by Hem (1989).
3.2.3    Recommended Procedures for Utilizing Censored Values
Water chemistry data are frequently censored, that is, concentrations of some
elements are reported as non-detected, less-than or greater-than (Gilliom and Helsel,
1986; Sanford et al., 1993).  These values are created by the lower and upper detection
limit of the instrument or method used.  Censored data are not appropriate for many
multivariate statistical techniques.  Therefore, the non-detected, less-than and greater-
than values must be replaced with unqualified values (Farnham et al., 2002).  In the
hydrochemical database there were no censored values for the 11 variables used in this
study.  However, trace and minor element data contain censored (less-than) values and
should be treated with caution.  These censored water chemistry data are given as
negative concentrations (e.g. −0.002 mg L−1) in the hydrochemical database.  Most of the
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censored data contains single detection limits; however, censored data with multiple-
detection limits also exist in the hydrochemical database.  Multiple-detection limits arise
because of: 1) compilation of data from disparate data sets; 2) improvement in analytical
methods; and 3) use of differing laboratory procedures and detection limits.
A number of techniques have been suggested for replacement of a censored value
by different researchers including replacement of less-than value by 3/4 times the lower
detection limit and greater-than value by 4/3 times upper detection limit (VanTrump and
Miesch, 1977).  An alternative is replacement of less-than values by 0.55 times the lower
detection limit and greater-than values by 1.7 times upper detection limit (Sanford et al.,
1993).  If the proportion of the censored values is >10%, another method that was
devised by Sanford et al. (1993) can be used.  This method estimates the mean of the
normal distribution using a maximum likelihood estimation method.  Then, this estimated
mean is used to derive an estimated replacement value.  Miesch (1976) and Wilkinson et
al. (1999), in their studies simply used single replacement values of 0.007 and zero,
respectively for a small proportion (<20%) of the data that were censored.  However, a
replacement value of zero is undesirable because it is an infinitely low value on a
logarithmic scale and it causes problems during log-transformation of data.  The methods
of estimation of distributional parameters (e.g. mean, standard deviation, median) for
censored data having single- and multiple-detection limits can be found in papers by
Gilliom and Helsel (1986), Helsel and Gilliom (1986), and Helsel and Cohn (1988).
3.3       Data-Gap Filling Procedures
Usually the effective use of many of the methods requires complete water
analyses (no missing data values).  Missing data values may hamper the construction of
graphical water chemistry evaluation techniques, or limit the quality of the statistical and
non-statistical analysis techniques, and thus, provide an important challenge in database
construction.  During the statistical analysis, most statistical software packages replace
those missing values with means of the variables or prompt the user for casewise deletion
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of the valuable analytical data, both of which are not desirable.  This can bias statistical
analyses if these values represent a significant number of the data being analyzed.
Therefore, it is important to make sure that every variable and object in the database has
numerical values.  If this is not possible, then the easiest option is to use variables and
samples with no missing values.
In this study, out of the 39 hydrochemical variables in the compiled database, the
variables Specific Conductance, pH, Ca, Mg, Na, K, Cl, SO4, HCO3, SiO2, and F occur
most often and were chosen.  If elimination is unacceptable, the missing data should be
replaced by an unambiguous number (e.g. –9999) to warn the future users of the data
indicating that there is no data for this entry.  However, there are statistical methods and
chemical relationships that can be employed to estimate some of those missing values
instead of entering an unambiguous number in their place.
3.3.0    Estimation of the Missing Values
There are statistical methods and chemical relationships that can be employed to
estimate missing values to fill the data gaps that exits in the database.  For instance, the
missing Specific Conductance data were calculated from total dissolved solids (TDS)
data by using simple linear regression method.  The conventional approach to regression
analysis involves fitting a straight line that minimizes the sum of squares of the vertical
distances from data points to this regression line.  This minimum sum of squares value
often is referred to as the error sum of squares or the residual sum of squares.  The linear
regression analysis method was utilized for predicting the value of one variable, called
the dependent variable, from knowledge of the value of another variable, called the
independent variable.
Significantly (p<0.001) high correlation coefficients (r>0.95) were found to exist
between variables Specific Conductance and TDS (for spring, surface, and groundwater
data sets) making it possible to calculate missing values of one from the other.  The p-
value is the significance probability for testing the null hypothesis that the true
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correlation in the population is zero.  For example, in the case of correlation coefficient, a
small value of p (e.g. p<0.001) gives very strong evidence that the population correlation
is statistically significant.  A smaller number of potassium (K) values were missing in the
database.  These were also estimated by utilizing simple linear regression method using
sodium (Na) as independent variable.  Significantly (p<0.001) high correlation
coefficients exist between potassium and sodium for each data set.  When it is missing,
bicarbonate (HCO3) data were calculated from alkalinity values and pH.  Inverting the
problem, missing pH values were calculated by using the Equation (3.1) if the CO3 and
HCO3 values were reported:
(3.1)
The same relationship can be also used to calculate the missing carbonate (CO3) values if
pH was reported.  K2 values for different temperatures are given by Drever (1997), in
Table 3-1, p. 42.  If there were no means of establishing a value for a missing variable by
using the methods mentioned above, a value of “–9999” was entered for this missing
value, indicating that no data available for that entry.  In the hydrochemical database
there were very few (3%) samples with censored or missing values.
3.4       Percent Charge Balance Error
Although a zero charge balance for a hydrochemical analysis does not warranty
the accuracy of that analysis (Freeze and Cherry, 1979), the percent charge balance error
becomes more credible as a means for evaluating analytical technique when applied to
groups of analyses from different data sets (Fritz, 1994).  A solution must be electrically

























As a check on the completeness of the edited chemical analyses in the
hydrochemical database, percent charge balance errors were calculated by using the
formula given by Freeze and Cherry (1979):
(3.2)
In the Equation (3.2), z is the absolute value of the ionic valence, mc the molality of
cationic species and ma the molality of the anionic species.  When the results of chemical
analyses expressed as milliequivalents per liter (meq L−1), the valence terms are omitted
from the equation.  Calculated percent charge balance errors, based on concentrations of
major cations and anions, are less than or equal to ±10.4%, for hydrochemical database,
which is a relatively reasonable error for the purpose of this study (Table 3.1).  Samples
with errors greater than ±10.4% were not used.  The ±10.4% cutoff rather than 10%, is
arbitrary but allowed inclusion of the maximum number of samples in the database.
3.4.1    Spring and Well Water (Groundwater)
For the spring water and groundwater data, charge balance errors are evenly
distributed between positive and negative values and thus are likely not systematic.  The
percent charge balance errors of the spring water samples are centered around a mean of
0.612 and show a symmetrical distribution (Figure 3.2a and 3.2b).  Similarly,
groundwater samples have charge balance errors that approach a normal distribution,
which are centered around a mean of 0.528 (Figure 3.2c and 3.2d).
3.4.2    Surface Water
Unlike the other data sets, the percent charge balance errors of the surface water
samples showed a bimodal and skewed distribution (Figure 3.3a).  Accordingly, the
surface water samples were further studied.  The surface water samples were split into
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those from the Sierra Nevada mountain block (Figure 3.3b) and the Indian Wells-Owens
Valley area (Figure 3.3c).  The Indian Wells-Owens Valley area samples have charge
balance errors that approach a normal distribution and range from –6% to +10% (Figure
3.3c), while the Sierra Nevadan samples had a strongly skewed distribution (Figure 3.3b).
Clearly, the reason for the skewness in the Sierra Nevada data set is caused by a subset of
data having dominantly negative charge balance errors.  The Sierra Nevada data included
78 samples collected for the Domeland Wilderness study (McHugh et al., 1981), which
were identified as the source of the skewed distribution and indicates a systematic error in
that particular set of analyses (Figure 3.3d).  However, the error is not sufficient to
remove the data set from the database.
The Domeland Wilderness study samples have dominantly negative charge
balance errors (64 negative samples out of 78 samples).  There are no significant
correlations between the percent charge balance error and other database variables such
as iron and aluminum that suggest possible sources of this kind of skewed distribution.  A
systematic error appears to be the most likely reason for this kind of result.  After a water
sample is collected, its physical and chemical properties start to change.  Among these
changes are: 1) temperature; 2) loss of gases; 3) reaction with suspended materials in the
sample; 4) hydrolysis; 5) oxidation; and 6) precipitation of compounds, in particular
calcium carbonate (Miesch, 1976).  For example, predominantly negative charge balance
results would result from the failure to filter samples during field alkalinity or laboratory
measurements.
The Domeland Report (U.S.G.S. Open-File Report 81-730; McHugh et al., 1981)
is not explicit on several points, but apparently the samples were analyzed at the U.S.G.S.
laboratory in Denver.  The report states that unfiltered samples were used to analyze the
alkalinity of the waters.  These values were used to estimate bicarbonate concentrations
for the hydrochemical database.  If an unfiltered sample is titrated, results may be too
high if there are suspended particles of calcite in the titration flask (Fritz, 1994).
However, all the Domeland surface water samples are located high in the Sierra Nevada
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with relatively low TDS values, so the presence of abundant calcite seems unlikely.  A
study conducted by Melack et al. (1985) also shown that waters in Sierra Nevada lakes
are extremely dilute, low in calcium, and poorly buffered.  The quality of a charge
balance also depends on the ionic strength of waters, which is a quantity indirectly related
to TDS.  It is generally very difficult to achieve satisfactory charge balances when
dealing with dilute water samples (Fritz, 1994).  Nevertheless, the character of the
Domeland samples is different from all the other samples collected in the high Sierra
Nevada.  The errors in the Domeland samples appear to support a systematic bias,
possibly due to incorrect procedures or standards.  The Open-File Report does not
provide information to determine the cause of this bias.
3.5       Data Characterization and Screening
In this study, Statistica  Release 5.0 (StatSoft, Inc., 1995) commercial statistical
software package was utilized for the data characterization and screening purposes.  This
software is a comprehensive, integrated statistical data analysis, graphics, database
management, and custom application development system featuring basic and advanced
analytic procedures for science, engineering, and data mining applications, which
supports data import/export compatibility with other database and spreadsheet formats
such as dBASE, Excel, Lotus, Paradox, and QuattroPro.
Data screening is a critical part of data preparation that utilizes univariate and
bivariate statistical methods to assess each variable independently and variable pairs.
The purpose of data screening is to evaluate the distribution characteristics of each
variable in the database.  Statistical procedures can help reveal the insufficiency of data
and information gaps that commonly are found during hydrochemical evaluations.
Within the various data sets, measurements of individual physical and chemical
properties were evaluated using the basic statistical measurements of central tendency
(mean, median, mode) and dispersion (standard deviation, skewness) and by graphical
displays such as histograms, scatterplots, probability plots, and box plots.
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Table 3.1







Median Mean  (± 1σ)
  1. 1981 1 0 −1.04 — −1.04  −1.04  (± 0.00)
  2. 1977-1984 82 112 −10.31 7.75 0.35    0.16  (± 2.87)
  3. 1987-1989 54 54 −9.43 8.66 −0.11    0.24  (± 3.95)
  4. 1968-1980 2 1 −2.05 0.96 −1.31  −0.80  (± 1.57)
  5. 1994-1998 61 102 −9.44 10.04 1.33    1.88  (± 3.73)
  6. 1978 0 1 — 0.32 0.32    0.32  (± 0.00)
  7. 1978 1 1 −0.02 0.52 0.25    0.25  (± 0.38)
  8. 1959 1 0 −1.14 — −1.14  −1.14  (± 0.00)
  9. 1989-1994 14 7 −3.70 3.03 −1.25  −0.83  (± 2.01)
10. 1974-1979 7 5 −5.71 9.41 −0.30    0.82  (± 4.31)
11. 1945-1978 1 4 −0.12 5.30 1.69    2.03  (± 2.15)
12. 1993-1994 12 25 −8.39 10.40 0.87    0.90  (± 4.01)
13. Unknown 0 1 — 0.34 0.34    0.34  (± 0.00)
14. 1993 9 4 −8.94 8.16 −1.43  −1.04  (± 4.34)
15. 1990 4 2 −3.30 8.33 −0.28    0.56  (± 4.34)
16. 1986-1991 34 8 −5.14 2.05 −2.20  −1.82  (± 1.80)
17. 1986 10 18 −2.65 10.39 0.84    1.35  (± 2.92)
18. 1984-1985 30 15 −6.02 8.51 −0.86  −0.92  (± 2.97)
19. 1979 64 14 −9.45 9.10 −5.00  −4.02  (± 4.38)
20. 1982 7 3 −6.17 4.75 −2.68  −2.01  (± 3.56)
21. 1967-1972 4 7 −2.31 4.67 0.79    0.89  (± 2.02)
22. 1917-1960 28 110 −2.34 10.13 0.13    1.13  (± 2.23)
23. 1917-1967 17 103 −9.55 8.74 1.89    2.00  (± 2.28)
24. 1916-1969 22 35 −3.81 8.84 0.20    0.74  (± 1.94)
25. 1996 17 17 −8.70 10.32 0.03    1.14  (± 5.32)
26. 1965 1 0 −0.09 — −0.09  −0.09  (± 0.00)
27. 1990-1992 8 25 −3.13 6.88 2.38    1.99  (± 2.55)
28. 1945-1990 119 63 −8.10 9.92 −0.94  −0.75  (± 2.69)
29. 1976-1987 1 9 −0.76 9.99 6.54    5.18  (± 3.52)
30. 1989-1996 3 8 −10.04 9.58 2.59    2.35  (± 5.63)
*Data sources corresponding to code numbers are listed in Appendix A, in Table A-3.
The + and − columns refer to the number of analyses from a data source having positive and negative CB errors.
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Figure 3.2  Distribution of percent charge balance error for spring and well water
samples.
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Figure 3.3  Histogram of percent charge balance error for surface waters (a).  Surface
water data divided into two categories; data collected from Sierra Nevada (b)
and data collected from Indian Wells-Owens Valley area (c).  McHugh et al.
(1981) data set (Domeland Wilderness Study), which is a subset of the Sierra
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These procedures provide statistical description of the characteristics of the variables and
variable pairs.  Various hypotheses can be tested using these basic statistics, including
whether the variables show normal distribution or not.  Decisions can be made
concerning the need for and selection of appropriate transformations to cause the data to
better approximate the normal (e.g. Gaussian) distribution.  This is important because
most of the statistical analyses assume the data are normally distributed (Isaaks and
Srivastava, 1989).
Prior to data analysis, the database was subdivided into three categories namely;
spring water, surface water, and well water (groundwater).  If there were multiple
samples from the same location, the more recent and/or more complete (with respect to
water chemistry) sample was included in the statistical analysis, except in cases where
evaluation of temporal effects was desired.
The data screening showed that the data used in this study were universally
skewed positively; the data contained small numbers of high values.  This result was
expected, since most naturally occurring element distributions follow this pattern
(Miesch, 1976).  The data were log-transformed (except for pH) so that they more nearly
corresponded to normally distributed data.  Then, all the 11 variables were standardized
by calculating their standard scores (z-scores) as follows:
(3.3)
Besides normalizing and reducing outliers, these transformations also tend to
homogenize the variance of the distribution (Rummel, 1970).  Standardization scales the
log-transformed data to a range of approximately –3 to +3 standard deviations, centered
about a mean of zero and gives a standard deviation of one.  In this way, each variable
has equal weight in the statistical analyses.  The raw data (with data-gaps filled) were
 deviation. standard  the and mean, the




used for the graphical analyses, while the transformed (log-transformed and standardized)
data were used for the Hierarchical cluster analysis (HCA), K-means cluster analysis
(KMC), Principal components analysis (PCA), and Fuzzy k-means clustering (FKM),
which were discussed in detail in Chapter 5.
3.5.1    Basic Statistics
A preliminary data-screening task was undertaken to determine the accuracy and
utility of the chemically balanced water chemistry analyses in the hydrochemical
database.  Raw and transformed (log-transformed and standardized) spring, surface and
well water data were evaluated, basic statistics were calculated, and histograms were
plotted.  Linear relationships between variable pairs were examined (for both raw and
transformed data) using scatterplots and correlation coefficients.  Two data sets were
created for each water type (spring, surface and well water) for basic statistical analysis,
one containing original raw data values and second containing transformed data in which
the data were first log-transformed and then standardized by calculating their z-scores.
All the data sets were formatted to be used by the Statistica  5.0 software (StatSoft, Inc.,
1995).  Eleven variables (Specific Conductance, pH, Ca, Mg, Na, K, Cl, SO4, HCO3,
SiO2, and F) were statistically evaluated for each data set.  The “Basic Statistics and
Tables” data summary algorithm in the commercial Statistica  5.0 software was used to
analyze the data.  Calculated basic statistics included number of samples, mean,
minimum and maximum values, standard deviation and skewness.  The histograms and
correlation matrices that were resulted from the basic statistical evaluations are presented
in Appendix B.
3.5.1.1 Spring Water
Descriptive statistics of the spring water data set are presented in Appendix B, in
Figure B-1 through Figure B-4 along with the histograms of the corresponding variables.
First, the raw data for spring waters were evaluated.  Except pH, all the other variables
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had very strong positively skewed frequency distributions with a major mode at the lower
end of the scale (Figure B-1 and B-2).  Unlike the histograms of the other ten variables,
pH histogram showed a pattern, which approaches a normal distribution (Figure B-1).  It
also has a correspondingly low skewness value of 0.52.  For all the other variables, the
skewness values are much higher, with skewness ranging from a low of 2.20 for calcium
to a high of 6.29 for chloride.  In geochemical data sets, positive skewness is typical for
the minor and major elements and recognized with a long tail of high values to the right
of the histogram.  For spring waters, the predominant constituents are, in order of
concentration (mean values), bicarbonate, sodium, sulfate, chloride, calcium, silica,
magnesium, potassium, and fluoride.  Observed minimum and maximum concentrations
(in mg L−1) of these constituents are: 22.70-3,000.00 for bicarbonate, 3.42-2780.00 for
sodium, 0.07-1730.00 for sulfate, 0.34-3430.00 for chloride, 2.45-299.00 for calcium,
0.34-190.00 for silica, 0.10-164.00 for magnesium, 0.50-226.00 for potassium, and 0.00-
5.90 for fluoride.  The information available indicates that the specific conductance of the
spring waters ranges from 45 to 13,400 micro-Siemens cm−1 and pH ranges from 6.15 to
10.20 standard units (SU).
Because histograms for the raw spring water data show that distributions are far
from normal for all variables except pH, another set of histograms was plotted, using the
transformed data set.  These histograms show a nearly normal distribution for all
parameters (except for pH), indicating that the data distribution is log-normal.  The
variables also have coefficient of skewness values close to zero, indicating distributions
that are only slightly asymmetric.  The histograms and corresponding descriptive
statistics for specific conductance, pH, calcium, magnesium, sodium, and potassium are
shown in Appendix B, in Figure B-3 and chloride, sulfate, bicarbonate, silica and fluoride
are shown in Figure B-4.
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3.5.1.2 Surface Water
The same procedure was repeated for the surface water samples.  Descriptive
statistics of the surface water data set are presented in Appendix B, in Figure B-5 through
Figure B-8 along with the histograms of the corresponding variables.  First, the raw data
for surface waters were evaluated.  Except pH and silica, all the other variables show
strong positively skewed frequency distributions with a major mode at the lower end of
the scale (Figure B-5 and B-6).  Histograms of pH and silica show relatively normal
distributions (Figure B-5 and B-6, respectively).  These variables also have
correspondingly low skewness values: 0.35 for pH and 0.60 for silica.  For all the other
variables, the skewness values are much higher, with skewness ranging from a low of
1.22 for calcium to a high of 3.18 for chloride.  For surface waters, the predominant
constituents are, in order of concentration (mean values), bicarbonate, sulfate, sodium,
calcium, silica, chloride, magnesium, potassium, and fluoride.  This order is different
from the order observed for the spring water samples.  Observed minimum and maximum
concentrations (in mg L−1) of these constituents are: 2.26-750.00 for bicarbonate, 0.09-
377.00 for sulfate, 0.17-432.00 for sodium, 0.14-163.00 for calcium, 0.01-72.00 for
silica, 0.21-269.00 for chloride, 0.03-102 for magnesium, 0.16-34.40 for potassium, and
0.00-3.01 for fluoride.  The specific conductance of the surface waters ranges from 18 to
2260 micro-Siemens cm−1 and pH ranges from 6.45 to 10.18 SU.  Ratios of the mean
spring water constituents to mean surface water constituents clearly indicate that all the
constituents for spring water increased from around 1.3 to 5.2 times.  The ratios of spring
water/surface water constituents are: 1.33 for silica, 1.42 for magnesium, 1.49 for
fluoride, 1.65 for calcium, 1.80 for bicarbonate, 2.66 for sulfate, 2.75 for potassium, 3.81
for sodium, and 5.23 for chloride.  However, there is no marked difference observed for
the pH of these waters (ratio is 0.99).
Because histograms for the raw surface water data show that distributions are far
from normal for all variables except pH and silica, another set of histograms was plotted,
using the transformed data set.  Histograms of the transformed surface water data set
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show a distinct difference from the spring data set.  Even though, histograms for variables
pH, calcium, sodium, potassium, and fluoride show nearly normal distributions, specific
conductance, magnesium, chloride, sulfate, bicarbonate show bimodal distributions.
Silica definitely does not have a log-normal distribution since it is normally distributed in
raw data histogram (Figure B-6).  Multiple modes observed in some of the histograms
suggest a mixture of two log-normal or similarly shaped distributions.  Mixtures of two
subpopulations are clearly evident in the histograms of the surface water variables
specific conductance, magnesium, chloride, sulfate, and bicarbonate.  Since surface water
samples come from two different hydrologic regimes (dilute Sierra Nevada waters vs.
high TDS waters from the valleys) this was expected for surface water data.  The
histograms and corresponding descriptive statistics for specific conductance, pH,
calcium, magnesium, sodium, and potassium are shown in Figure B-7 and chloride,
sulfate, bicarbonate, silica and fluoride are shown in Figure B-8.
3.5.1.3 Well Water (Groundwater)
Descriptive statistics of the groundwater data set are presented in Appendix B, in
Figure B-9 through Figure B-12 along with the histograms of the corresponding
variables.  First, the raw data for groundwaters were evaluated.  Except pH and silica, all
the other variables had very strong positively skewed frequency distributions with a
major mode at the lower end of the scale (Figure B-9 and B-10).  Unlike the histograms
of the other variables, pH and silica histograms showed patterns which approach normal
distribution (Figure B-9 and B-10, respectively).  These variables also have
correspondingly low skewness values: 0.80 for pH and 0.44 for silica.  Skewness values
for the other variables are much higher, with skewness ranging from a low of 5.88 for
specific conductance to a high of 12.12 for potassium.  For well waters, the predominant
constituents are, in order of concentration (mean values), chloride, sodium, bicarbonate,
sulfate, calcium, potassium, silica, magnesium, and fluoride.  Observed minimum and
maximum concentrations (in mg L−1) of these constituents are: 1.60-166,000.00 for
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chloride, 6.80-138,000.00 for sodium, 18.00-41,480.00 for bicarbonate, 0.00-30,500.00
for sulfate, 0.00-1590.00 for calcium, 0.25-5500.00 for potassium, 0.10-110.00 for silica,
0.00-1650.00 for magnesium, and 0.00-150.00 for fluoride.  As these numbers indicate,
some of these waters are very high in TDS content, indeed some of them locally exceed
370,000 mg L−1.  Specific conductance of the groundwaters ranges from 134 to 214,000
micro-Siemens cm−1 and pH ranges from 6.10 to 11.50 SU.  The ratios of
groundwater/surface water constituents are: 1.39 for silica, 2.22 for calcium, 2.79 for
magnesium, 4.49 for fluoride, 4.51 for bicarbonate, 13.73 for sulfate, 14.90 for
potassium, 62.17 for sodium, and 134.83 for chloride.  However, there is no marked
difference observed for the pH of these waters (ratio is 1.03).  The most important
conclusion of this analysis is that the average surface water seems to increase almost 62
times in sodium content and 134 times in chloride content when they finally reach the
groundwater aquifers, suggesting the dominance of the halite dissolution reactions on the
chemistry of the groundwaters.
Histograms of the transformed groundwater data set show nearly normal
distributions for all parameters, indicating that the data distribution is log-normal.  The
histograms and corresponding descriptive statistics for specific conductance, pH,
calcium, magnesium, sodium, and potassium are shown in Appendix A, in Figure B-11
and chloride, sulfate, bicarbonate, silica and fluoride are shown in Figure B-12.
3.5.2    Correlation Coefficients
Associations among variables can be demonstrated statistically by correlation
analysis.  In correlation analysis, correlation coefficients are calculated for all possible
pairs of variables and those numbers can be presented in an easily comprehensible table
format (correlation coefficient matrix).
Correlation is the ratio of the covariance of two variables to the product of their
standard deviations (Davis, 1986).  The resulting correlation coefficient is a unitless
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number that ranges between −1.0 and +1.0.  A value of −1.0 represents a perfect inverse
relationship between the two variables.  A value of +1.0 occurs when the two variables
react in exactly the same way as their values change.  A correlation coefficient of 0.0
suggests that the two variables are independent of each other.  However, correlation
coefficient should only be used when the relationship between the variables is linear.
Non-linear relationships cannot be detected by this method and the results can be
misleading.  Most of the common statistical software packages perform correlation
analysis and significance tests simultaneously.  In the resulting correlation coefficient
matrix, statistically significant correlation coefficients are highlighted and easily
recognized.  This widely used type of correlation coefficient is also known as the
“Pearson Product-Moment Coefficient” or “Pearson r”.
Correlation coefficients of both raw and transformed data sets were calculated by
using Statistica  5.0’s “Basic Statistics and Tables” algorithm and by choosing
“Correlation Matrices” option.  This algorithm computes correlation coefficients for pairs
of variables, thus defining the linear relationship between them.  Correlation coefficients
for raw data are shown in Appendix B, in Table B-1 for spring waters, in Table B-3 for
surface waters and in Table B-5 for well waters.  Correlation coefficients for transformed
data are shown in Table B-2 for spring waters, in Table B-4 for surface waters, and in
Table B-6 for well waters.
3.5.2.1 Spring Water
For the raw spring water data set, sodium-conductance, chloride-conductance,
potassium-sodium, and chloride-sodium were found to have high correlation, with
correlation coefficients of 0.9 or greater (Table B-1).  Magnesium-conductance,
potassium-conductance, sulfate-conductance, bicarbonate-conductance, chloride-
magnesium, sulfate-magnesium, bicarbonate-sodium, chloride-potassium, sulfate-
chloride, and silica-bicarbonate pairs showed strong correlation, with correlation
coefficients between 0.7 and 0.9.  Both pH and fluoride did not show any significant
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correlation with the other variables of the raw spring water data set.  Results for
transformed spring water data, presented in Table B-2, also showed majority of these
parameter pairs to be highly correlated.  In some cases, the correlation coefficients for
transformed data were slightly lower and in others, they were higher.  There are no
significant negative correlation exists between spring water variables.  Correlation
coefficients of spring water data set showed reasonable relationships between chemical
constituents, and indicated that the values are generally accurate and useful.
3.5.2.2 Surface Water
For the raw surface water data set, sodium-conductance, bicarbonate-magnesium,
potassium-sodium, chloride-sodium, and chloride-potassium were found to have high
correlation, with correlation coefficients of 0.9 or greater (Table B-3).  Magnesium-
conductance, potassium-conductance, chloride-conductance, sulfate-conductance,
bicarbonate-conductance, magnesium-calcium, sulfate-calcium, bicarbonate-calcium,
sodium-magnesium, sulfate-magnesium, bicarbonate-sodium, bicarbonate-potassium, and
bicarbonate-sulfate pairs showed strong correlation, with correlation coefficients between
0.7 and 0.9.  There are no significant negative correlation exists between surface water
variables.  Results for transformed surface water data, presented in Table B-4, also
showed majority of these parameter pairs to be highly correlated.  In some cases, the
correlation coefficients for transformed data were slightly lower and in others, they were
higher.  Correlation coefficients of surface water data set also showed reasonable
relationships between chemical constituents, and indicated that the values are generally
accurate and useful.
3.5.2.3 Well Water (Groundwater)
For the raw groundwater data set, sodium-conductance, chloride-conductance,
and chloride-sodium were found to have high correlation, with correlation coefficients of
0.9 or greater (Table B-5).  Sulfate-conductance, potassium-sodium, sulfate-sodium,
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chloride-potassium, sulfate-potassium, sulfate-chloride, and fluoride-bicarbonate pairs
showed strong correlation, with correlation coefficients between 0.7 and 0.9.  There are
no significant negative correlation exists between groundwater variables.  Results for
transformed groundwater data, presented in Table B-6, also showed majority of these
parameter pairs to be highly correlated.  In some cases, the correlation coefficients for
transformed data were slightly lower and in others, they were higher.  Correlation
coefficients of groundwater data set also showed reasonable relationships between
chemical constituents, and indicated that the values are generally accurate and useful.
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CHAPTER 4
GEOLOGIC, HYDROLOGIC, AND HYDROCHEMICAL DATA
MANAGEMENT BY USING A GIS
Since 1900’s numerous studies has been done in the study area yielding vast
amounts of information on the geology, hydrology and hydrochemistry of the area.  As a
result, management and analysis of these diverse data from this large area by traditional
methods became an insurmountable task.
Even though they were in an experimental stage, by the 1960’s, methods for
combining spatial analysis with database technologies were in place and used to manage,
analyze, and display spatial data.  These systems are now referred to as Geographic
Information Systems (GIS) (Clarke, 1997).  However, it was not until the early 1990’s
that extensive use of these systems became feasible with decreasing cost of hardware
(computer, memory, scanning, display and printing devices) and development of versatile
software tools.  As a result of these advances, an overwhelmingly vast literature has been
created from diverse application areas.  Although prices for computers and peripheral
devices are in a reasonable range now, the software prices are highly variable, ranging
from a couple of thousand U.S. dollars to tens of thousands U.S. dollars.  A number of
GIS softwares have been developed by different organizations [ARC/INFO and ArcView
(Environmental Systems Research Institute), ERDAS-IMAGINE (Erdas Inc.), GRASS
(U.S. Army Corps of Engineers), Integraph (Integraph Corp.), MapInfo (MapInfo Corp.),
and SPANS (Tydac Inc.)], each having different data model and data structure, spatial
analytical capabilities, and operating environment.
Coupled with appropriate statistical data analysis, data management procedures
and modeling techniques, GIS applications can perform many tasks that can not be done
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easily by using traditional techniques.  Increasingly, GIS is being used as an effective tool
for the database creation, data compilation, analysis, modeling, management, and
decision-making processes.  GIS techniques are attractive because maps with a variety of
information contents, or scales or projections can be compiled, combined and produced
from a single database.
The current digital mapping technologies can be effectively used to support and
enhance hydrogeologic/hydrochemical investigations.  GIS techniques have been applied
to many groundwater studies including groundwater vulnerability (Clarke and Sorensen,
1992; Behrendt et al., 1996; Tim et al., 1996), groundwater modeling (El-Kadi, 1988; El-
Kadi et al., 1994; Watkins et al., 1996), groundwater contamination (Baker and Panciera,
1990; Evans and Myers, 1990; Holliday and Wolfe, 1991; Shaffer et al., 1995; Hall,
1996; Meiner, 1996), delineating wellhead protection areas (Rifai et al., 1993), and
groundwater quality (Barber et al., 1996).  For the analysis and modeling of
environmental phenomena, basic GIS tools must be supplemented by reliable data and
analytical models to enable the analysis of spatially distributed trends (Burrough et al.,
1996).
Vast amounts of geologic and hydrologic data exist for the study area; however,
there has been little integration of these data into databases appropriate for environmental
modeling and public usage.  Groundwater chemistry is influenced by aquifer rock type;
thus water chemistry data may be used in conjunction with other data to understand the
groundwater flow system.  This part of the study integrates existing geologic, hydrologic,
and water chemistry data so as to allow for integration and synthesis by developing a
hydrogeologic framework model for the study area.
GIS technology allows for the development of computer-processable models that
define the geologic and/or hydrologic conditions in the surface and subsurface.  Such
models are said to define the “framework,” geologic, hydrologic, or hydrogeologic,
depending on their data content and method of construction.  Framework models can also
be used to develop the parameter arrays required by mathematical groundwater models
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(D’Agnese, 1994).  Such procedures are especially valuable in areas of complex
geological structures.  The geologic properties of local groundwater systems can also be
evaluated in 3D, thereby providing information critical to the management of valuable
groundwater resources.
A GIS database was developed as part of this study.  The GIS database, which is a
collection of digital maps and related data files, was developed to directly support
regional groundwater characterization of the study area.  This part of the study
summarizes the methodology and considerations involved in the compilation and
construction of a large database derived from disparate sources into a GIS.
4.1       GIS Technology
A GIS is described as “a computerized database management and modeling tool
used for the capture, storage, retrieval, analysis, transformation, and display of spatial, or
locationally defined, data” (Burrough, 1986).  Geographic data sets are traditionally two-
dimensional.  They describe the real world in terms of position with respect to:
1) a known coordinate system,
2) attributes that are related to position and,
3) spatial interrelations with each other.
GIS products are designed to efficiently perform large, often tedious and
complex, mathematical and spatial-modeling operations.  A GIS is not just a computer
system for displaying spatial data, rather it is an analytical tool that links spatial data with
geographic information.  As a result, in addition to geometric data, a GIS needs
descriptive data and an ability to analyze and compare multiple data sets, both
geometrically and analytically.  GIS allows users to identify and analyze the spatial
relationships that exist between map features.  Data visualization involves graphically
rendering the results achieved by data manipulation or analysis.  GIS’s are capable of
displaying multiple analysis scenarios in 2D and 3D visualizations.  These renderings
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typically include computer-screen graphics, printed manuscript maps, or photographic-
quality digital images.
GIS is useful for geologic and hydrologic analysis because they include capabilities
of data input or capture, data storage, retrieval and manipulation, data analysis, and data
display.  Data input includes all methods of transforming existing geographical or spatial
data into digital form.  This process includes hand-digitizing of maps, automated digital
scanning of maps and lists of data, hand entry of data into a digital file, or access of pre-
existing digital data, including remotely-sensed images and aerial photography (Burrough,
1986).
Data storage involves the way in which input data is structured and organized.  It
defines how spatial data are handled by the computer system and interpreted by the user.
Data manipulation and editing refers to changes made in raw data to remove errors, to make
data current, or to match the data to other data sets.  These changes may be performed on the
spatial or non-spatial aspects of the data.  Many functions, including scale-changing, data-
fitting to new projections, data editing to make the data entirely error-free and correctly
defining the spatial relationships (known as “data cleaning”), data-retrieval, and attribute
labeling, are quite time-consuming (Burrough, 1986).
Computer aided design (CAD) tools excel at handling geographic data, but have
severe limitations when it comes to analytical tasks (Cowen, 1988).  The characteristic that
distinguishes a GIS from a graphics or CAD system is topology.  Topology describes the
spatial relationships that exist between connecting or adjacent features such as points, lines,
and areas.  Topology is useful because many spatial operations require topological
information either alone or in conjunction with geographic coordinates.  Topology allows
for merging adjacent features with similar characteristics, and overlaying geographic
features.  All GIS software includes an internal linkage between the data, or attributes, and
the geometry (Figure 4.1).  All maps and GIS generalize the geometry to some extent.
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Figure 4.1  Linking map features and attribute data (from Berry, 1993; Figure 1.2).
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4.2       Spatial Data Models
A data model is described as a set of abstraction rules used to convert real
geographical variation into discrete objects (Turner, 1996).  Models themselves are an
abstraction of the real world.
Computers maintain information and operate on numbers and characters held
internally as binary digits (e.g. zeros and ones).  In order to make use of a computer system,
the real world information must be stored in symbolic forms.  The development of this
computer accessible abstraction of the real world involves the use of data models.  Data
modeling is concerned with the development of organized data about the real world in a
consistent and useful data set format so as to reveal information.  A collection of inter-
related data is called a database (Bonham-Carter, 1994).
A geological map is described by Bonham-Carter (1994) as a “symbolic model”,
because it is a simplified representation of part of the real world.  A set of spatial objects that
approximate spatial entities make up a model.  A spatial object may be represented on the
map by a graphical symbol.  A grid of elevation data generally known as a Digital Elevation
Model (DEM) is a good example of a symbolic model.  The cell of the grid is the spatial
object, the elevation data within each cell are the symbolic values of the spatial object.
There are two basic approaches used in describing 2D geometries and spatial
relationships: vectors and rasters (Figure 4.2).  Vector data structures use a collection of line
segments to identify the boundaries of point, line, and area features.  Point features are a
discrete location, usually depicted by a symbol.  The point defines a map object whose
boundary or shape is either too small to be shown as a line or area, or locations that have no
area (e.g. water sample locations).  A line feature is a set of ordered coordinates that, when
connected, represent a linear shape of a map object (e.g. faults) that is either too narrow to
display as an area or has no width.  An area feature is a closed figure whose boundary
encloses a homogeneous area (e.g. hydrogeologic units) (ESRI, 1997).
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Figure 4.2  GIS storage of basic map features (from Berry, 1993; Figure 1.1).
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In contrast, raster data structures establish an imaginary grid pattern over a study
area, then store values identifying the map characteristic occurring within each grid space
(Berry, 1993).  Each grid space, point, line, or area contains one or more attributes; and each
attribute corresponds to a characteristic being mapped.  Some data, including geophysical,
remote sensing, and terrain data, are best represented in raster data structures, while other
types of mapped data are best represented as vectors.
4.2.1    Vector-Based GIS
One example of a vector-based GIS is the Environmental Systems Research
Institute’s (ESRI) ARC/INFO system.  In a vector-based GIS, each linear feature is
represented as a list of ordered x- and y-coordinates, and attributes are associated with the
feature, hence the term “vector” (Figure 4.3a).  However, the fundamental unit is the point,
defined by a single x,y-coordinate pair.
Points can be singular places in space or can represent the connection of lines or
arcs.  These connection points are special types of points, often referred to as nodes.  Linear
features are defined by a series of connected points, or lines.  These lines are often referred
to as vectors or arcs.  Entities defining map areas, or polygons, are described by their
borders, which are defined by a series of vector lines.  These areas are assumed to be “real”
divisions of geographic space into homogeneous units.  This assumption is valid in many
cases.  However, if the border changes with time or is “fuzzy”, the actual location of the
vector boundaries could shift (Berry, 1993).
4.2.2    Raster-Based GIS
Raster data structures consist of an array of grid cells (or pixels) which are
referenced by a row and a column number in a matrix (Figure 4.3b).  Usually, the spatial
locations of pixels are implicitly defined by their positions within the matrix.  Thus, no x- or
y-coordinates need to be stored in the database.  Each cell is associated with an attribute,
corresponding to the characteristic being mapped (Berry, 1993; Burrough, 1986).
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Figure 4.3  GIS vector map structure (a) and GIS raster map structure (b)
(from Berry, 1993; Figures 1.3 and 1.4, respectively).
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Cells must be rectangular, but not necessarily square.  A single grid cell identifies points.
Lines are identified by a series of cells.  Topography is often defined using a grid of equally
spaced elevation points.  This is referred to as a Digital Elevation Model (DEM), and
DEM’s are one of the most widely used raster data structures.
The major difference between raster and vector systems is the method of
identification of areal features (Berry, 1993).  While vector structures describe borders or
boundaries to define an area, raster structures define areas by a set of cells identified with a
certain attribute.  Rasters allow each grid location to be identified independently.  This
allows gradational distributions of attribute values, and thus representation of spatially
varying conditions as continuous gradients rather than as homogeneous units.
4.3       Commercial GIS Software Used in This Study
The GIS systems used for this study include ESRI’s ARC/INFO version 8.0.2 for
Windows NT and ArcView version 3.2a.  These systems are commercial 2D GIS systems
and were utilized in this study to construct the 2D framework model of the study area.  The
ARC/INFO GIS program was used for managing and creating the digital data files and
the ArcView GIS program was used for displaying the ARC/INFO GIS digital files
(coverages) for analysis purposes and printing out the coverages as hard copies and
modeling results.
4.3.1    ARC/INFO GIS
ARC/INFO (ESRI, 1997) is a vector-based GIS system that provides digitizing
capability, interactive graphics editing, data storage and management, and manipulation
functions as well as sophisticated overlay operators and geographic analysis tools.
However, ARC/INFO GIS also employs numerous additional geographic data models for
representing spatial information including grids (rasters), triangulated surfaces, and network
systems (ESRI, 1997).  The ARC/INFO data model is based on the idea that real world
geographic data can be represented using a set of generic features: points, lines, areas, etc.
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In the name “ARC/INFO”, “ARC” refers to the topological data structures and algorithms,
“INFO” to the tabular data structures and algorithms, and “ARC/INFO” to the composite
data model (Morehouse, 1992).
Each layer or map in ARC/INFO GIS is called a “coverage” that consists of
topologically linked geographic features and their associated descriptive data.  A coverage
can contain several feature classes, including points (nodes, vertices, labels, and/or tics),
lines (arcs), and/or areas (polygons).  ARC/INFO GIS uses the INFO database capabilities
to store the descriptive information for all features (Figure 4.1).  These INFO data files may
be visualized as tabular files, in which a record (row) stores all the information about one
occurrence of a feature (point, arc, or polygon), and an item (column) stores attribute
information (Morehouse, 1992; ESRI, 1997).  In ARC/INFO GIS, all of the attribute data
are linked to a single map and cannot be directly related to other maps without additional
analyses.  The attribute files are maintained in an internally defined INFO format and cannot
be read directly by other applications.  ARC/INFO GIS provides data import/export
capabilities for these attribute data files.
The ARC/INFO GIS user interface is a command driven interface, similar in
purpose to operating system languages in Unix, MS-DOS, etc.  An application-oriented user
interface is also available, which is built on top of the user interface, using Arc Macro
Language (AML) (Morehouse, 1992).  ARC/INFO GIS is composed of a series of major
sub-programs that group key functionality into useful operating environments.  The most
critical of these are ARCEDIT and ARCPLOT.  ARCEDIT was used for correcting the
errors in the coverages.  ARCPLOT provides for graphical display of maps within the
ARC/INFO environment.
4.3.2    ArcView GIS
ArcView is a desktop GIS (with a graphical user interface−GUI) and mapping
display program that provides easy-to-use capabilities to visualize, explore, query and
analyze georeferenced data.  ArcView is made by ESRI, the makers of ARC/INFO.
74
ArcView GIS accesses data stored in ArcView’s own shape file format, ARC/INFO GIS
format, and many other data formats.  ArcView GIS allows users to rapidly create
presentable maps of their data by using the “Layout” option.  A key feature is that it is
easy to load tabular data, such as dBASE, INFO files, and data from database servers,
into ArcView GIS so that users can display, query, summarize, and organize their data
geospatially (ESRI, 1996).
ArcView GIS was used to create the figures showing map displays in this report.
ArcView GIS also used for a number of spatial operations including: 1) the generation of
the map showing hydrogeologic units by using “dissolve” command; 2) “point on
polygon operations” to define which sampling points fall into what type of hydrogeologic
unit; 3) “buffer zone generation” to measure the distances from water sampling locations
to fault zones; 4) computations of areas of map units; 5) “coordinate transformation”
(from decimal degrees to Universal Transverse Mercator (UTM) meters); and 6) contour
interpolation from DEM file.
4.4       Data Location, Acquisition, and Conversion
The location, acquisition, and conversion of existing suitable data for the study
area are critical for the successful characterization of the area and for modeling purposes.
One of the most difficult aspects of compiling a large GIS database involves integration
of many different formats from disparate sources.  For this study, a two-step
methodology was followed to support these activities.  These steps were: 1) identification
of critical data sources and 2) integration of data into the GIS.
4.4.1    Identification of Critical Data Sources
Existing data sources were identified from federal and state sources to create a
baseline database for the study area.  Only those data that are appropriate to the regional
characterization of the hydrogeologic system of the study area were gathered and entered
into the baseline database.  No new data were collected for this study.  All the existing
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data were incorporated into a standardized database and a detailed discussion of the GIS
database development is described in following sections.
The study area has been the subject of numerous geologic, hydrologic, and
hydrochemical studies.  Early studies were mostly concerned with geologic and water
supply issues.  The most important geological data sources used in this study are the
geology maps for the area.  Geologic information for the study area was obtained from
four 1:250,000-scale geologic maps: Bakersfield (Smith, 1964); Death Valley (Jennings,
1958); Fresno (Matthews and Burnett, 1965); and Trona (Jennings et al., 1962) map
sheets, belonging to the Geologic Atlas of California.  The area covered by Death Valley
and Trona sheets were already in digital format and obtained from U.S.G.S. (two geology
coverages and two fault coverages) (for a detailed discussion about these coverages see
D’Agnese, 1994; D’Agnese et al., 1994; Faunt, 1994; and Faunt et al., 1997).  However,
the polygon attribute labels for these coverages were missing.  Therefore, additional error
checking and attribute labeling were performed on these digital files.  An additional, 30-
minute (1/2 degree) by 2-degree area, which is located on the parts of the Bakersfield and
Fresno geologic maps were digitized to obtain geologic unit boundaries and faults.
The study also required topographic information in digital form.  Fortunately, the
U.S.G.S. produces digital elevation models (DEM) that define topographic elevations at a
series of regularly spaced points.  DEM data files were obtained for the Bakersfield,
Death Valley, Fresno, and Trona in a scale of 1:250,000 and used to define topographic
conditions for the entire study area.
Some other digital sources of information have also been discovered, such as the
1:250,000-scale digital hydrographic and land use/land cover data (six ARC/INFO GIS
coverages).  Since, these coverages are not critical for this study they were not
incorporated into the GIS database.  If they are going to be used by future studies some
additional digitizing (of hydrographic and land use/land cover information) is necessary,
which covers the same 30-minute (1/2 degree) by 2-degree area mentioned above.  These
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are available from the U.S.G.S. and detailed information about these files provided in an
Open-File Report (Turner et al., 1996b).
For the digital geologic coverage of the study area, several deviations between the
published maps and the digital representation of those published maps are necessary.  The
differences include the lack of thematic data, such as roads, cities, State and county
boundaries, and water bodies, on the digital coverage.  The inclusion of these individual
thematic layers would be pointless and time-consuming since, this study only interested
in geological and structural features of the area.
Most of the water chemistry data (and related information) used in this study
originate from U.S.G.S. studies and detailed information about these data can be found in
Appendix A.  The amount of information available for each water sample in the database
(HYDROCHEMICAL_DATA.XLS), however, is highly variable.  These compiled data
were converted into a format compatible with the GIS database.
This study also gathered earthquake data for the study area from U.S. Geological
Survey’s National Earthquake Information Center (NEIC) database.  A detailed query of
NEIC was undertaken to retrieve data that would be useful for analyzing seismicity in the
region.  Database includes 2812 earthquakes that were occurred between 07/05/1871 and
08/30/2000.  These data were also converted into a format compatible with the GIS
database.
4.4.2    Integration of Data into the GIS
As noted in Section 4.4.1, some existing data (approximately 2/3 of the study
area) are already in digital formats that can be incorporated directly into a GIS.  This
study created additional ARC/INFO GIS coverages for the remaining 1/3 of the study
area that relate topographic, geologic, and structural data.  Two additional ARC/INFO
GIS coverages were created for the study area by using the geologic map sheets of the
Bakersfield and Fresno.  A new integrated geologic map coverage for the study area was
subsequently produced by combining the digitized regional geology from geologic maps
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compiled by Jennings (1958), Jennings et al. (1962), Smith (1964), and Matthews and
Burnett (1965).  In addition to these map coverages, U.S.G.S. sources provided
1:250,000-scale DEM data that were used to create a topographic model coverage for the
study area.
Data conversion and processing procedures used to develop ARC/INFO GIS
coverages from these maps involved a seven-step procedure that includes scanning,
digitizing, editing, and attribute labeling.  These conversion procedures were the most
time-consuming activities undertaken during this study.  Detailed explanation of these
procedures is given in Appendix C.
4.5       Results
Maps were displayed using the ArcView GIS software.  Illustrations of this report
were created using the “Layout” capabilities of ArcView GIS.  This section reports on the
results obtained by this study.
Digitizing and creating a seamless geology and fault map for the study area was a
tedious, time-consuming task; especially the original map spread over four different map
sheets, covering an area of approximately 30,000 km2.  Main purpose of undertaking such
a challenging task was to develop an efficient and integrated computer database.  A great
deal of time was required to get the raw data into a suitable GIS format that would serve
the purpose of the study. The GIS contribution to the study was limited to the
management of maps showing topography, geology, faults, water chemistry, and
seismicity data.  However, simple tasks have been accomplished by using GIS analytic
techniques such as calculation of distances from faults for each sampling point and
assigning hydrogeologic units to the sampling points by using geoprocessing tools of the
ArcView GIS software.
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The results are most easily understood and reported in four steps:
1) A series of ARC/INFO map coverages were produced describing the geologic,
structural geologic, and seismic conditions in the area by digitizing and
editing published geologic maps and related data files.
2) A digital model of the terrain was created by merging four U.S.G.S. digital
elevation models derived from 1:250,000-scale DEM’s.
3) Conversion of tabular data files to ArcView Shapefiles completed the GIS
database.
4) All GIS coverages were registered to the UTM projection coordinates.
4.5.1    Creation of ARC/INFO Map Coverages by Digitization of Published Maps
Published geologic maps provided important information for this study.
Digitization of these maps was required to produce digital files that could be incorporated
into the ARC/INFO GIS database.  A total of two ARC/INFO map coverages were
created from these four maps.
Digital geologic and structural geologic (fault) ARC/INFO map coverages were
derived from the 1:250,000-scale geologic maps of the area.  This study also created a
hydrogeology map by combining geological units that have similar characteristics,
thereby reducing the number of original 43 geologic units to 5 hydrogeologic units
(Figure 4.4).  The reclassification is done by assigning the same attribute value for
polygons having similar and/or same characteristics.  Then, using ArcView GIS
command “dissolve”, the attribute boundaries between the polygons (having the same
attribute value) were removed, thus resulting in a “hydrogeology map” of the area (see
Table 2.1 and Table 2.2 for the description of hydrostratigraphic units composing
hydrogeologic units).  The fault map, which is overlaid on the earthquake epicenter map,
shows the location, extent, orientation, and distribution of faults present in the study area
(Figure 2.6).
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4.5.2    Direct Importation of Digital Elevation Data
A digital model of the terrain within the study area was created by merging
U.S.G.S. DEM data files representing four 1:250,000-scale topographic quadrangles
(Bakersfield, Death Valley, Fresno, and Trona).  The ARC/INFO GIS software can
directly import these DEM files.  Each file contains a series of elevation values (in
meters) for points arranged on a regular grid.  The grid is referenced to UTM coordinates.
Figure 2.2 shows that portion of this DEM model corresponding to the study area
as a shaded relief display.  Shaded relief displays can be automatically generated by
ARC/INFO and ArcView from DEM data.  They are an effective way of representing
topography, and can be used to provide location references to thematic maps.
4.5.3    Conversion of Tabular Data Files to ArcView Shapefiles
All water chemistry data were originally maintained in the Microsoft  Excel 97
spreadsheet format.  These were converted to an ArcView shapefile (ArcView’s own file
format) in a series of steps.  The Microsoft  Excel 97 spreadsheet file, called
HYDROCHEMICAL_DATA.XLS, contains the coordinates for each water sample,
analysis results for different chemical and physical parameters, as well as some additional
explanatory remarks about the samples and sample locations (see Appendix A for
details).  In this Microsoft  Excel 97 spreadsheet, the coordinate units are given in
DDMMSS format (D=degrees, M=minutes, and S=seconds).  The coordinates were
converted to decimal degrees by adding two additional columns to the spreadsheet and
defining the formulas for the conversion.  Spring samples, surface samples, shallow
aquifer samples, and deep aquifer samples were separated and saved as individual
dBASE IV files by using the Microsoft  Excel 97’s “Save As” option.  ArcView can
readily read the dBASE IV files and import them as tables.  Since, the sample coordinates
were in decimal degrees they need to be converted to UTM units.  This was necessary
because all the other ARC/INFO GIS coverages were in UTM units.  By using the
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ArcView’s coordinate transformation tools the decimal degree units were converted to
UTM units.  Finally, these files were saved as ArcView shapefiles.
Earthquake data that were retrieved from NEIC had also coordinates in decimal
degrees.  The same conversion process discussed above also applied to this database and
the file saved as an ArcView shapefile.
4.5.4    Registration and Combination of Individual Coverages
Initially each digitized map coverage contained locations defined in an arbitrary
coordinate system that reflected the location of the source document within the scanning
device.  These coordinates do not permit the features on one map to be related to those on
any other map.  As discussed earlier, to make this coordinate information meaningful,
and to impose a scale factor, these measurements must be converted to the same real-
world coordinates and map projection in which the original map was drawn.
The DEM data were in UTM coordinates, but the published geological maps
showed only latitude-longitude reference points.  Consequently, the digitized maps were
first transformed to latitude-longitude coordinates, and then converted to UTM
coordinates (meters).  These transformations were readily undertaken within ARC/INFO
environment.  All the map displays and other spatial data (e.g. water sampling locations
and earthquake epicenters) illustrated in this report show the transformed UTM-
















































































































































































































































































































































































































4.6       The Importance of the Compiled GIS Database
This study produced a set of ARC/INFO map coverages that describe the
geologic, hydrologic, and water chemistry conditions in the study area (Table 4.1).  From
these coverages it is possible to define a conceptual model of the hydrogeologic
framework controlling the water distribution in the area.  Furthermore, conceptual model
can be continuously updated as new data gathered and modified to reflect improvements
in understanding.
The compiled GIS database has also great practical application and significance.
This study compiled geological, structural, hydrological, and water chemistry data from
an arid area in southeastern California between the eastern Sierra and Death Valley
(west-east) and Owens Valley to Indian Wells Valley (north-south).  The objective of
assembling these data was to provide a database that potentially could be used to help
determine: 1) groundwater flowpaths; 2) the degree of vertical and lateral chemical
heterogeneity of the groundwater system; and 3) chemical processes that affect the water
quality.
Potential immediate users of this GIS database include the local and regional
water boards and communities, state and federal agencies with interests in the area
(Bureau of Land Management, U.S. Navy, U.S.G.S., etc.), geothermal resource managers
(Coso Geothermal Project), and regional water consumers (Los Angeles Department of
Water and Power, Kern and Inyo Counties, etc.).
The existing data, which includes data from numerous state and federal sources
has previously never been compiled and integrated.  This area is undergoing
development, relies chiefly on groundwater and has a history of controversial water
management practices.  The ARC/INFO map coverages defining the geologic and
hydrologic conditions within the study area provide an important spatial synthesis of
existing knowledge.  Existing 2D GIS tools in ArcView may be used to produce map
displays that synthesize information derived from diverse sources.  The geologic,
hydrologic, and water chemistry information can be combined with digital elevation data
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to show their interactions with topography.  In this study, GIS allowed: 1) various data
layers to be integrated; 2) provided the tools to organize, compute relationships between
spatial and attribute data; 3) offered excellent capabilities for displaying results in the
form of maps and tables.
A combination of further field sampling and mapping, more detailed analysis of
aquifer architecture and properties, detailed geophysical and geological data
interpretation, and computer modeling would be required to produce a fully compatible
3D groundwater flow model for the region.
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CHAPTER 5
EVALUATION OF METHODS FOR CLASSIFICATION OF
WATER CHEMISTRY DATA
The chemical composition of surface and groundwater is controlled by many
factors that include composition of precipitation, mineralogy of the watershed and
aquifers, climate, and topography.  These factors combine to create diverse water types
that change in compositional character spatially and temporally.  In the study area, there
is a wide variety of climatic conditions (high alpine to desert), hydrologic regimes
(alluvial basin-fill aquifers, fractured rock aquifers, and playas) and geologic
environments (igneous rocks, volcanic rocks, metamorphic rocks, sedimentary deposits,
evaporites, and mineralized zones).  Thus, the samples from the area could potentially
represent a variety of water types providing an opportunity to test the performance of
many of the available graphical and statistical methodologies used to classify water
samples.
The use of major ions as natural tracers (Back, 1966) has become a very common
method to delineate flowpaths in aquifers.  Generally, the approach is to divide the
samples into hydrochemical facies (a.k.a. water types), that is groups of samples with
similar chemical characteristics that can then be correlated with location.  The spatial
variability observed in the composition of these natural tracers can provide insight into
aquifer heterogeneity and connectivity, as well as the physical and chemical processes
controlling water chemistry.  Thus, a robust classification scheme for partitioning water
chemistry samples into homogeneous groups can be an important tool for the successful
characterization of hydrogeologic systems.  A variety of graphical and multivariate
statistical techniques have been devised since the early 1920’s in order to facilitate the
86
classification of waters, with the ultimate goal of dividing a group of samples into similar
homogeneous groups (each representing a hydrochemical facies).  Several commonly
used graphical methods and multivariate statistical techniques are available including:
Collins bar diagram, Pie diagram, Stiff pattern diagram, Schoeller semi-logarithmic
diagram, Piper diagram, Q-mode hierarchical cluster analysis (HCA), K-means clustering
(KMC), Principal components analysis (PCA), and Fuzzy k-means clustering (FKM).
This part of the study utilizes a relatively large data set to review these techniques and
compare their ease of use and ability to sort water chemistry samples into groups.
5.1       Methods
The available major solute data (spring, surface, and well water) for the study area
was compiled in order to create a database, called HYDROCHEMICAL_DATA, for the
classification of waters into hydrochemical facies representing “water types”.  The entire
database consists of chemical analyses of 152 spring samples, 153 surface samples, and
1063 well samples, including temporal samples (samples collected over a period of time
at the same location).  Sources of the data are presented in Appendix A, Table A-3.  In
the case of multiple samples from the same location, the more recent and/or the more
complete sample data were included in the statistical analysis unless evaluation of
temporal effects was desired.  Focus of this chapter will be the evaluation of the ability of
the available techniques to classify a diverse set of samples into distinct groups.  Detailed
analysis of the graphical and statistical water groups defined in this chapter (in terms of
the physical and chemical factors that control water chemistry) will be discussed in
Chapter 6.
Of the 39 hydrochemical variables (consisting of major ions, minor ions, trace
elements and isotope data) in the compiled database, 11 variables (Specific Conductance,
pH, Ca, Mg, Na, K, Cl, SO4, HCO3, SiO2, and F) occur most often and were thus used in
the evaluation.  It is usually assumed that adequate quality assurance (QA) and quality
control (QC) measures were performed at the time of original data collection and
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analysis, however, additional data screening was performed to verify that they were
usable (see Chapter 3 for further discussion).  The data collection methods, which are
similar, are described in detail for most of the data sources, or documented in U.S.
Geological Survey’s “Techniques of Water-Resources Investigations” manuals (e.g.
Brown et al., 1970; Wood, 1981).
The Statistica  Release 5.0 (StatSoft, Inc., 1995) commercial software package
was utilized for the basic statistical analyses performed.  Microsoft  Excel 97 (Microsoft
Corporation, 1985) and RockWorks  (RockWare, Inc., 1999) were used for the graphical
analyses.  Classification of the data was also performed using FuzME® (Fuzzy k-Means
with Extragrades) (Minasny and McBratney, 1999).  The techniques used include cluster
analysis (HCA and KMC), Principal components analysis (PCA), Fuzzy k-means
clustering (FKM), and a variety of graphical methods.  Detailed technical descriptions of
HCA, KMC and PCA techniques and description of FKM technique are provided in
StatSoft, Inc. (1997) and Bezdek et al. (1984), respectively and will be briefly mentioned
here.  The edited raw data were used for the graphical analyses, while the transformed
(log-transformed and normalized) data were used for the Q-mode hierarchical cluster
analysis (HCA), K-means cluster analysis (KMC), Principal components analysis (PCA),
and Fuzzy k-means clustering (FKM).
The fundamental aim of the techniques compared here is to identify chemical
relationships between water samples.  Samples with similar chemical characteristics often
have similar hydrologic histories, similar recharge areas, infiltration pathways and
flowpaths in terms of climate, mineralogy and residence time.  Table 5.1 shows the
various techniques and the required input data.  For brevity, only the 152 spring water
samples are discussed in the following text.  The other subsets of the complete database
produced similar results.  These results are presented in Appendix D.  A preliminary
analysis of temporal effects, based on examination of individual analyses, suggested that
relatively little change occurred in the water quality of samples with time.  This indicates
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that the spatial variability is the most important source of variation in the data, rather than
the temporal factor.  This conclusion was later tested and confirmed as discussed in the
statistical methods section.  For that reason, samples from temporal series were not
included into statistical analysis.  Removing the multiple samples reduced the total to 579
(118 spring water, 137 surface water, 264 shallow well water, and 60 deep well water
samples).
5.2       Graphical Methods
Most of the graphical methods are designed to simultaneously represent the total
dissolved solid (TDS) concentration and the relative proportions of certain major ionic
species (Hem, 1989).  All the graphical methods use a limited number of parameters,
usually a subset of the available data, unlike the statistical methods that can utilize all the
available parameters (Table 5.1).
The Piper diagram (Piper, 1944) (Figure 5.1) is the most widely used graphical
form and it is quite similar to the diagram proposed by Hill (1940; 1942).  The diagram
displays the relative concentrations of the major cations and anions on separate trilinear
plots, together with a central diamond plot where the points from the two trilinear plots
are projected.  The central diamond-shaped field (quadrilateral field) is used to show
overall chemical character of the water (Hill, 1940; Piper, 1944).  Back (1961) and Back
and Hanshaw (1965) defined the subdivisions of the diamond field that represent water
type categories that form the basis for one common classification scheme for natural
waters.  The mixing of water from different sources or evolution pathways can also be
illustrated by using this diagram (Freeze and Cherry, 1979).  Symbol sizes can be scaled










































































































































































































































































































































































































































































































































































































































































































Figure 5.1 shows the results of plotting the 118 spring samples on the Piper
diagram (see Appendix D for plots of the other data sets).  The data are broadly
distributed rather than forming distinct clusters.  Employing the water classification
scheme of Back and Hanshaw (1965), the samples are classified into a variety of water
types including Ca-HCO3, Ca-Mg-HCO3, Ca-Na-HCO3, Na-HCO3, Na-Ca-HCO3, Na-Cl
and Ca-Mg-SO4 types, with no dominant type.  This diagram provides little information
that allows us to discriminate between separate clusters (groups) of samples.
The Collins bar diagram (Collins, 1923) and the Pie diagram (Figure 5.2) are easy
to construct and present relative major ion composition in percent milliequivalents per
liter (relative % meq L−1).  The constituents can also be plotted in meq L−1 with an
appropriate scaling.  For the Collins bar diagram major cations are plotted on the left and
major anions are plotted on the right.  For the Pie diagram the cations are plotted in the
upper half and anions are plotted in the lower half of the circle.  The Pie diagram is
usually drawn with a radius proportional to TDS.
The Stiff pattern (Figure 5.2) is a polygon that is created from three parallel
horizontal axes extending on either side of a vertical zero axis (Stiff, 1951).  In this
diagram, cations are plotted on the left of the axes and anions are plotted on the right, in
units of milliequivalents per liter (meq L−1).  The Stiff diagram is usually plotted without
the labeled axis and is useful making visual comparison of waters with different
characteristics.  The patterns tend to maintain its shape upon concentration or dilution,
thus visually allowing us to trace the flowpaths on maps (Stiff, 1951).
The Schoeller semi-logarithmic diagram (Schoeller, 1955; 1962) (Figure 5.2)
allows the major ions of many samples to be represented on a single graph, in which
samples with similar patterns can be easily discriminated.  The Schoeller diagram shows
the total concentration of major ions in log-scale.
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Figure 5.1  Piper diagram of the 118 spring water samples.
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Figure 5.2  Plots for a single sample using different graphical methods
(Collins, Pie, Schoeller, and Stiff).
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As it can be seen from Figure 5.2, the Collins, Pie, and Stiff methods produce a
single diagram for each sample.  Clearly, it is not practical to produce and manually sort
118 separate figures (e.g. Stiff diagrams), one for each sample, in order to sort and
classify large data sets.  The choice of similarity would be based on the evaluation of the
analyst, which is highly subjective.  It appears that using purely graphical methods to
group the samples is not efficient and can produce biased results.  However, these
methods are useful for presentation of maps showing hydrochemical facies, and software
is available (e.g. RockWorks®) to automatically and rapidly prepare such maps.
5.3       Multivariate Statistical Techniques
Another approach to understanding the chemistry of water samples is to
investigate statistical relationships among their dissolved constituents and environmental
parameters, such as lithology, using multivariate statistics (Drever, 1997).  The analysis
of hydrochemical data requires the simultaneous evaluation of all the variables since
water quality is a function of chemical properties (Williams, 1982).  Statistical
associations do not necessarily establish cause-and-effect relationships, but do present the
information in a compact format as the first step in the complete analysis of the data and
can assist in generating hypothesis for the interpretation of hydrochemical processes.
5.3.1    Cluster Analysis
Statistical techniques, such as cluster analysis, can provide a powerful tool for
analyzing water chemistry data.  These methods can be used to test water quality data and
determine if samples can be grouped into distinct populations (hydrochemical groups)
that may be significant in the geologic context, as well from a statistical point of view.
Cluster analysis was successfully used, for instance, to classify lake samples into
geochemical facies (Jaquet et al., 1975).  Cubitt et al. (1978) and Judd (1980) employed
the technique in the derivation of geotechnical classifications.  Alther (1979), Williams
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(1982), and Farnham et al. (2000) applied cluster analysis to classify water chemistry
data.
The assumptions of cluster analysis techniques include homoscedasticity (equal
variance) and normal distribution of the variables (Alther, 1979).  Equal weighing of all
variables requires the log-transformation and standardization (z-scores) of the data as
discussed in Chapter 3.  Otherwise, the Euclidean distances will be influenced most
strongly by the variable that has the greatest magnitude (Judd, 1980; Berry, 1995).
Comparisons based on multiple parameters from different samples are made and the
samples grouped according to their “similarity” to each other.  The classification of
samples according to their parameters is termed Q-mode classification.  This approach is
commonly applied to water chemistry investigations in order to define groups of samples
that have similar chemical and physical characteristics, because rarely is a single
parameter sufficient to distinguish between different water types.
Both the Hierarchical cluster analysis (HCA) and K-means clustering (KMC)
were used to classify the samples into distinct hydrochemical groups based on their
similarity.  In order to determine the relation between groups, the r × c matrix (r samples
with c variables) is imported into a statistics package.  The Statistica  (StatSoft, Inc.,
1995) has seven similarity/dissimilarity measurements and seven linkage methods and
supports up to 300 cases for the amalgamation process in the cluster analysis.  Individual
samples are compared with the specified similarity/dissimilarity and linkage methods and
then grouped into clusters.
The linkage rule used for this study is Ward’s method (Ward, 1963) for
hierarchical clustering.  Linkage rules iteratively link nearby points (samples) by using
the similarity matrix.  The initial cluster is formed by linkage of the two samples with the
greatest similarity.  Ward's method is distinct from all other methods because it uses an
analysis of variance approach to evaluate the distances between clusters.  Ward’s method
calculates the error sum of squares, which is the sum of the distances from each
















clusters than those formed by other methods (StatSoft, Inc., 1995).  The objective of the
method is to find at each stage those two clusters whose merger gives the minimum
increase in the total within group error sum of squares (Alther, 1979).  The samples with
the highest similarity or the lowest within-group error sum of squares form the nucleus of
the clusters.  More samples are then gradually admitted as the similarity is lowered or the
error sum of squares increased, eventually resulting in a link-up of all the samples.
Prior to undertaking cluster analysis, there is no way of predicting which
classification scheme will produce the best results.  Nor is there any statistical
methodology, which can be used to qualify the alternatives.  In some cases both raw and
transformed data were analyzed using several classification schemes, since
similarity/dissimilarity measurements and linkage methods used for clustering greatly
affects the outcome of the HCA results.  After careful examinations of available
combinations of similarity/dissimilarity measurements, it was found that using Euclidean
distance as similarity measurement, together with Ward’s method for linkage, produced
the most distinctive groups where each member within the group is more similar to its
fellow members than to any member from outside the group.  On each sample a number
of variables are measured and measure of similarity between each pair of objects is
computed by using Euclidean distance (Figure 5.3).  A low distance indicates similarity
between the two objects (Davis, 1986).  The Euclidean distance coefficient defines the
distance between samples i and j (denoted as dij) as:
(5.1)
Where: n = the number of variables,
Xik = kth variable measured on sample i,
Xjk = kth variable measured on sample j.
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Figure 5.3  The concept of Euclidean distance between three water samples with two
measured variables.  The concept can be extended to n-variable
(n-dimensional) cases.
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HCA classifies the data in a relatively simple and direct manner, with the results
being presented as a dendogram, an easily understood and familiar diagram (Davis,
1986).  For this study, the selection of the number of groups were based on visual
examination of the dendogram.  Figure 5.4 shows the grouping of each data set samples
from the HCA cluster analysis.  In Figure 5.4, the resulting dendogram was interpreted to
have classified the 118 spring water samples into three major groups (I to III) and nine
subgroups (1 to 9) using 11 variables; this, however, is a subjective evaluation.  Greater
or fewer groups could be defined by moving the dashed horizontal line (phenon line) up
or down.  In addition, the dendogram does not give information about the distribution of
the chemical constituents that form each group, a distinct limitation when compared to
the graphical techniques.
Table 5.2 shows the subgroup means for each of the parameters produced by the
HCA analysis.  These values reveal some trends between the major groups.  For the
spring water data set, group I samples all have significantly higher TDS than group II or
III samples.  Subgroup 6 has only one member, a sample which is distinguished by an
abnormally low SiO2 value.  This value is probably an analytical or typographic error,
and was removed from the database.  Groups II and III also appear to be separated based
on TDS.  The basis for the division into subgroups is not so apparent.  For instance,
subgroups 1 and 2 appear to be distinguished from subgroup 3 by the higher pH values
and lower Ca and Mg values.  However, the differences between subgroups 5 and 7 are
subtle.
At this point, it is fair to ask if these clusters of samples have any physical
significance, or are just a statistical result.  The relationship of the statistically defined
clusters of samples to geographic location was tested by plotting the subgroup value for
each sample on a site map (Figure 5.5).  The figure shows that there is a good












































































































































































































































































































































































































































































































































































Figure 5.5  Map view of HCA-derived subgroup and group values for the spring water
samples.  Symbol and shading indiacate group, numbers subgroups.
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For instance, the spring samples composing group I are usually found close to
playa or nearby discharge areas on the basin floors and have the highest TDS values in
the area (Table 5.2).  Group II samples are mostly located below the 2000-m contour line
in the Sierra Nevada and are also found in the ranges surrounding the valleys (Figure
5.5).  Group III samples plot above the 2000-m contour line in the high Sierra Nevada
and they are characterized by low TDS (Table 5.2).  Majority of recharge to the basin-fill
aquifers occurs from areas where group II and III samples are located.  It appears that the
technique can provide valuable information to help define the hydrologic system.  For
instance, the high degree of spatial and statistical coherence in this data set could be used
to support a model of hydrochemical evolution where the changes in water chemistry are
a result of increasing rock-water interactions along hydrological flowpaths.
K-means clustering (KMC) has also been used to classify water samples into
distinct hydrochemical groups (Johnson and Wichern, 1992).  This method of clustering
is different from the HCA as the number of clusters is pre-selected at the start of the
analysis, producing a subjective bias.  The KMC method will produce exactly K different
clusters with the greatest possible distinction.  Computationally, this method can be
thought as analysis of variance in reverse.  The clustering starts with K random clusters,
and then moves objects between those clusters with the goal to 1) minimize variability
within clusters and 2) maximize variability between clusters.  Unlike HCA, the results
from KMC cannot be presented in a dendogram for a quick visual assessment of the
results.  Instead, the results are presented in a large table that shows members of clusters
and their distances from respective cluster centers.
As discussed previously, samples from temporal series were not included because
the preliminary analysis showed that there was little temporal variation.  To verify that
analysis the entire 152 spring samples were included in an hierarchical cluster analysis
and the resulting dendogram examined.  The dendogram had the temporal series samples
placed together, suggesting that little change occurs in the water quality with time period
of sampling.  This agrees with the preliminary analysis that spatial variability is the most
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important source of variation in the data.  Analysis of temporal trends in the other data
sets produced the same lack of variation.
5.3.2    Principal Components Analysis
Another type of data analysis sometimes used is Principal components analysis
(PCA).  This technique reduces the number of dimensions present in data (reducing 11
variables to 2 variables in this study).  The PCA-defined new variables can then be
displayed in a scatter diagram, presenting the individual water samples as points in a
lower-dimensional (generally 2D) space.  This technique, strictly speaking, is not a
multivariate statistical technique but a mathematical manipulation that may provide a
certain amount of insight into the structure of the data matrix (Davis, 1986) by reducing
the dimensions of the data matrix.  Figure 5.6 shows the results of the Principal
components analysis of the 118 spring water samples.  The first principal component
(PC1) contains 54.5% of the total variance and the second component (PC2) represents
14.5% of the total variance.  Although there appears to be reasonable statistical
discrimination between the three major groups as defined by HCA, there is no objective
means to clearly distinguish boundaries between the groups or subgroups, nor does this
type of analysis provide any information about chemical composition.  This method was
used to investigate the degree of continuity or clustering of the samples and to determine
if overlapping water types exist within the data.
The scatter of points in Figure 5.6 suggests that there is continuous variation of
the chemical and physical properties of the samples.  The HCA clustering scheme was
also repeated using just the two Principal components scores (reduced two-dimensional
data).  The resulting classification differs very little from the first HCA classification
suggesting that employing PCA has not improved the clustering results.
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Figure 5.6  Plot of the Principal Components Analysis showing the distribution of HCA-
derived classification of samples for the spring water.
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However, other data sets may benefit since using lower dimensional data (defined by
PCA) may improve the clustering results by reducing the redundancy in the data.  The
use of variables that have specific relationships can cause undesirable redundancies in
cluster analysis.  For instance, TDS (related to total ions present and also specific
conductance), alkalinity (related to bicarbonate), and hardness (related to Ca and Mg)
were not used in our cluster analyses since they are directly related to parameters already
being considered.
5.3.3    Fuzzy k-means Clustering
Geological and hydrochemical systems are sometimes too complex to analyze
easily using conventional graphical or statistical methods.  Often the chemical and
physical properties of the natural system vary continuously, rather than abruptly.  In other
words, these underlying physical and chemical processes do not always produce discrete
outcomes.  Because of this continuity, statistical clusters may not be well separated and
instead may form a sequence of overlapping clusters.  Therefore, methods related to
“Fuzzy logic” may be useful for modeling and classification purposes.
Application of Fuzzy logic in earth sciences is still in its early stages.  On this
topic, there are only a small number of papers published in the areas of geophysics,
geology, petroleum and geotechnical engineering.  For example, McBratney and Moore
(1985) applied fuzzy sets to climatic classification and later McBratney and deGruijter
(1992) and Odeh et al. (1992) used the Fuzzy k-means approach for classification of
soils.  Nordlund (1996) applied rule-based Fuzzy logic to model deposition and erosion
processes.
Traditional Aristotelian logic (binary logic) imposes sharp boundaries (Sibigtroth,
1998), however; fuzzy logic has no sharp boundaries (Fang and Chen, 1990).  Fuzzy
logic is basically a multi-valued logic that allows intermediate values to be defined
between conventional evaluations like yes/no, 0/1, true/false, black/white, and so on
(Zadeh, 1965; McNeill and Freiberger, 1993).  Fuzzy logic also allows for formalization
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of qualitative statements, which are widely used in earth sciences.  Both fuzziness and
probability describe uncertainty numerically; however, probability treats yes/no
occurrences and is inherently a statistical method.  Fuzziness deals with degrees and is a
non-statistical method (Zadeh, 1965).
One approach to fuzzy classification, and probably the best and most commonly
used, is Fuzzy c-means (Bezdek, 1981), later renamed to Fuzzy k-means (FKM) by
deGruijter and McBratney (1988).  This method minimizes the within-class sum of
square errors.  In this technique, samples may not be a 100% member of a group, instead
the membership of samples is graded (partitioned) between groups.  For example, a water
sample may be mostly a member of a certain group, but it may be also a partial member
of other groups.  The analysis produces membership grades for each sample between 0
and 1.  The higher the membership value for a group, the more closely the sample
resembles the other members of this group.  The FKM method does not impose any
limitations on the number of samples or objects that can be clustered in one batch.  Some
clustering programs limit the amount of samples that can be clustered in one batch (e.g.
MVSP (Kovach, 1990), 100 samples and Statistica  (Statsoft, Inc., 1995), 300 samples).
Others use a two-step approach (pre-clustering and clustering) to cluster samples (SAS
Institute Inc., 1988).  In this respect, FKM may provide a better tool for clustering a
larger data set (e.g. combination of spring, surface and well water data) with overlapping
or continuous clusters.
The program FuzME® (Minasny and McBratney, 1999) uses Brent's algorithm
(Press et al., 1992) when searching for an optimal value (deGruijter and McBratney,
1988).  In this method, a parameter called “fuzziness exponent” (f) is selected before
application of the method.  It determines the degree of fuzziness of the final solution,
which is the degree of overlap between groups.  With the minimum meaningful value of
f=1, the solution is a hard partition, that is the result obtained is not fuzzy at all.  As f
approaches infinity (∞) the solution approaches its highest degree of fuzziness (Bezdek,
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1981).  For most data, 1.5 ≤ f ≤ 3.0 produces satisfactory results (Bezdek et al., 1984).
The Fuzzy k-means algorithm is applied as follows (Minasny and McBratney, 1999):
1) Choose the number of classes K, with 1 < K < n,
2) Choose a value for the fuzziness exponent f, with f > 1,
3) Choose a definition of distance in the variable-space (Euclidean, Diagonal,
or Mahalanobis distance),
4) Choose a value for the stopping criterion e (e.g. e=0.001 gives reasonable
convergence),
5) Initialize with random memberships or with memberships from a hard K-
means partition (e.g. HCA or KMC).
Odeh et al. (1992) suggested methods for choosing fuzziness exponent and
number of classes.  For this study, a value of 1.5 was used for the fuzziness exponent (f)
and Euclidean distance was chosen as the distance measure.  Like the KMC, the selection
of the optimal number of groups was based on the results of the HCA technique (9
subgroups).  In the FKM method, the results are strongly influenced by those variables
having large variances.  Therefore, log-transformed and standardized data matrix was
used as input data for the FKM analysis.  The FKM analysis reduced the original 118 by
11 data matrix to a 9 by 11 matrix of class centers.  Table 5.3 shows the membership
matrix for the first 20 samples of the spring water samples (the complete table is too large
to present).
5.4       Comparison of the Methods
A direct comparison of the results of the three types of cluster analysis (HCA,
KMC, and FKM) is difficult since only the HCA technique produces graphical output.
Therefore, the HCA-, KMC- and FKM-defined means for each subgroup were plotted on
a Piper diagram.  Figure 5.7 shows that the HCA-, KMC- and FKM-defined means for




First Twenty Rows of the FKM Membership Matrix for the Spring Water Data
Membership
Sample
Number Class† 1 2 3 4 5 6 7 8 9
SP33 9 0.000 0.002 0.001 0.003 0.033 0.001 0.000 0.004 0.955
SP35 9 0.000 0.002 0.001 0.003 0.043 0.001 0.000 0.005 0.944
SP36 9 0.000 0.003 0.001 0.003 0.110 0.001 0.000 0.006 0.875
SP34 9 0.000 0.001 0.000 0.001 0.020 0.000 0.000 0.002 0.975
SP52 5 0.001 0.008 0.004 0.015 0.736 0.002 0.001 0.017 0.216
SP32 5 0.000 0.002 0.001 0.003 0.687 0.001 0.000 0.005 0.300
SP29 9 0.000 0.002 0.001 0.004 0.203 0.001 0.000 0.005 0.783
SP31 5 0.001 0.003 0.002 0.004 0.952 0.001 0.000 0.006 0.031
SP27 9 0.000 0.001 0.000 0.001 0.009 0.000 0.000 0.002 0.987
SP28 5 0.000 0.002 0.001 0.002 0.948 0.000 0.000 0.003 0.043
SP37 5 0.000 0.001 0.000 0.001 0.988 0.000 0.000 0.001 0.008
SP116 9 0.002 0.038 0.016 0.074 0.068 0.005 0.001 0.077 0.718
SP86 7 0.019 0.021 0.026 0.014 0.004 0.081 0.813 0.018 0.005
SP47 5 0.000 0.002 0.001 0.003 0.935 0.001 0.000 0.006 0.050
SP30 5 0.001 0.005 0.002 0.008 0.939 0.001 0.000 0.009 0.034
SP24 9 0.047 0.074 0.064 0.076 0.113 0.037 0.011 0.110 0.468
SP38 5 0.003 0.019 0.011 0.021 0.619 0.006 0.002 0.057 0.262
SP21 9 0.022 0.142 0.151 0.101 0.033 0.050 0.008 0.217 0.274
SP20 8 0.004 0.202 0.183 0.060 0.005 0.051 0.004 0.469 0.021
SP25 9 0.001 0.008 0.004 0.010 0.033 0.002 0.000 0.015 0.928
† Class memberships on the basis of which the rows were selected are in boldface italic.
  Class memberships are equivalent to HCA subgroups.
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Figure 5.7  Piper diagram of the nine subgroup means for the clusters defined by the three
different methods (spring water).  Number of samples in each subgroup are in
parenthesis.
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For instance, the FKM analysis placed 97% of the spring water samples within the same
three major groups defined by HCA method, while 79% of the samples are placed exactly
into same subgroups.  However, in both the KMC and FKM analysis the number of
groups have been pre-selected (in this case that number was based on the nine defined by
the HCA results).  The similarity of the results for all three techniques suggests that the
pre-selection of the number of groups strongly influences the outcome.  This is a serious
limitation that means the investigator is required to have performed some type of
preliminary analysis when employing the KMC and FKM techniques, which could then
bias the results of the statistical analysis.
The efficiency and semi-objective nature of the statistical techniques makes these
techniques superior to the graphical methods in order to group samples based on water
chemistry data.  However, the graphical methods provide valuable information about the
chemical nature of the groups.  By combining the two techniques we can gain additional
information that neither technique by itself can offer.
Figure 5.8a, 5.8b, and 5.8c show the mean values for each of the nine subgroups
of spring water (defined by HCA) on Collins Bar, Pie and Stiff diagrams, respectively.
Each graphical technique shows distinct visual differences between the subgroups, while
providing information about the chemical composition of each group.
In Figure 5.9 all the samples are plotted on Schoeller semi-logarithmic diagrams
for each subgroup.  These plots illustrate the difficulty in using purely graphical means to
cluster samples.  In Figure 5.9 the patterns of subgroups 1 and 2 are distinctive, but
subgroup 3 does not appear related.  However, while subgroups 4, 5, 6 and 7 show a
distinct pattern that differs from the other subgroups, it would be difficult to discriminate
between samples belonging to subgroups 4, 5, 6 and 7.
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Figure 5.8  Plots of Collins bar diagram (a), Pie diagram (b), and Stiff pattern (c) using




















































Although previously not utilized in the classification of water samples, an
example of icon plots was included, which can be used to represent and visually discern
similarities between water samples.  The basic idea of icon plots is to represent individual
water samples as graphical objects where values of variables are assigned to specific
features or dimensions of the objects.  The assignment is such that the overall appearance
of the objects changes as a function of the configuration of values.  Thus, the objects are
given visual “identities” that are unique for configurations of values.  One of the most
elaborate type of icon plots is the Chernoff faces (Chernoff, 1973), which can be used to
plot up to 20 parameters for one sample.  Chernoff faces were plotted for the subgroup
means from the cluster analysis (Figure 5.10).  This technique also provides an effective
visualization of a small number of water samples having different characteristics.  The
different physical and chemical characteristics of the samples are shown by the changes
in facial features.  Parameter values are represented in schematic humanlike faces such
that the relative values for each variable are represented by the variations of specific
facial features (StatSoft, Inc., 1995).  Examining such plots may help to discover specific
clusters of both simple relations and interactions between variables.
5.5       Summary and Conclusions
Each technique that was discussed in this chapter had advantages and
disadvantages in clustering and displaying water samples using typical chemical and
physical parameters.  The graphical techniques can provide valuable and rapidly
accessible information about the chemical composition of water samples such as the
relative proportion of the major ions, however, these techniques have some serious
limitations when used alone.  All the graphical techniques use only a portion of the
available data.  Minor constituents (0.01-10 mg L−1) (e.g. boron, fluoride, iron, nitrate,
strontium) and trace constituents (<0.1 mg L−1) (e.g. aluminum, arsenic, barium, bromide,
chromium, lead, lithium) are not used.
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Figure 5.10  Plots of Chernoff faces for HCA-defined subgroup means of spring water
samples.
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From a water quality standpoint, the presence of one of these minor or trace elements
may be important because small amounts can pose threats to human health.  Some of
these minor and trace constituents behave more conservatively in the groundwater, thus
can be used more efficiently to classify waters (Farnham et al., 2000).  Some graphical
techniques can display only one sample (or a mean) per diagram (e.g. Collins bar, Pie,
Stiff), while others can display multiple samples (e.g. Piper, Schoeller).  Neither type is
particularly useful to produce distinct grouping of samples because there is no objective
means to discriminate the groups or to test the degree of similarity between samples in a
group.  Collins bar, Pie, and Stiff diagrams are probably the best to help distinguish
between small numbers of samples that have distinct chemical differences.  For a large
number of samples these diagrams are unwieldy.  In this study, neither the Piper nor
Schoeller diagrams could group all the similar water samples (based on statistical
measures) from our data set.
Unlike the graphical classification techniques, multivariate statistical techniques
can use any combination of chemical and physical parameters (e.g. temperature) to
classify water samples.  The HCA technique was judged more efficient than the KMC
and FKM techniques since it offers a semi-objective graphical clustering procedure
(dendogram), which does not require pre-determining the final number of clusters.
However, none of the statistical techniques offered easily accessible information about
the chemical composition of the samples in the clusters (groups).  That is, these methods
are very efficient at grouping water sample by physical and chemical similarities, but the
results are not immediately useful for identifying trends or processes relevant to
hydrogeochemical problems.
Combining the two approaches appears to offer a methodology that retains the
advantages while minimizing the limitations of either approach.  Using the HCA analysis
to initially cluster the samples (into groups and subgroups) provides an efficient means to
recognize groups of samples that have similar chemical and physical characteristics.  The
technique also allows discrimination of samples that have extreme values for closer
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evaluation.  These statistical groups have distinct spatial patterns in the study area,
providing the spatial discrimination desired when determining hydrochemical facies.  The
mean for each of the required chemical parameters are then plotted on diagrams, e.g. a
Piper diagram, offering easily accessible information on the chemical differences
between the groups and potential information about the physical and chemical processes
in the watershed.  The use of the hierarchical cluster analysis (HCA) in conjunction with
a multi-sample graphical technique such as the Piper plot offers a robust methodology
with consistent and objective criteria to efficiently classify large numbers of water
samples based on common chemical and physical parameters.
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CHAPTER 6
FACTORS CONTROLLING SURFACE AND GROUNDWATER
CHEMISTRY IN THE STUDY AREA
Previous studies have shown that major ion chemistry of natural waters can often
be explained by the reaction of these waters with rocks or sediments through which they
flow (Back, 1966; Garrels and MacKenzie, 1967; White et al., 1980; 1984; Hem, 1989).
The spatial variability observed in the composition of these natural tracers can provide
insight into aquifer heterogeneity and connectivity as well as the physical and chemical
processes controlling water chemistry.  Generally, the approach is to divide the samples
into hydrochemical facies, that is group of samples with similar chemical characteristics
that can then be correlated with location.  Verification that systematic variations along the
flowpath are related to reactions between groundwater and the aquifer provides the
hydrochemical evolution model for the area.  This information provides the context for
interpreting the spatial variations in water chemistry and defining groundwater flowpaths.
In this chapter, geologic, hydrologic, and hydrochemical information from the
groundwater system will be integrated and used to determine the main factors and
mechanisms controlling the chemistry of surface and groundwaters in the study area.
6.1       Delineation of Hydrochemical Facies Using Cluster Analysis
A total of 1368 water samples from the study area are contained in the compiled
database.  As discussed earlier in Chapter 5, analysis of temporal series suggested that
relatively little change occurred in the water quality of samples with time.  This indicates
that spatial variability is the most important source of variation in the data, rather than the
temporal factor.  Therefore, removal of duplicate (in some cases multiple) water samples
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from the same location is warranted.  Samples are given priority on the basis of
completeness of data and date of collection.  Removing the multiple samples reduced the
total to 579.
The statistical software (Statistica ; StatSoft, Inc., 1995) used in this study can
only cluster a maximum of 300 samples, clearly a shortcoming given 579 water samples.
Therefore, a two-step approach, pre-clustering and then clustering, was used.  First, 579
water samples were subdivided into four major categories consisting of: 1) spring waters
(SP=118 samples); 2) surface waters (SU=137 samples); 3) shallow well waters
(WS=264 samples); and 4) deep well waters (WD=60 samples).  Then, each data set was
log-transformed and standardized (to zero mean and unit variance) to avoid
misclassifications arising from the different orders of magnitude of both parameter value
and the variance of the parameters analyzed (Johnson and Wichern, 1992).  Finally, each
data set was separately pre-clustered by using the Q-mode HCA technique.  Results from
the cluster analysis are presented in Chapter 5 and Appendix D.
Pre-clustering of the four data sets resulted in a total of 32 water subgroups (9
spring water, 7 surface water, 10 shallow well water, and 6 deep well water).  Spring
water subgroup 6 (SP6) was composed of one sample, which had an abnormally low
(erroneous) silica value, and was therefore excluded from further analysis.  For the
remaining 31 subgroups, mean values for each of the 11 parameters (Specific
Conductance, pH, Ca, Mg, Na, K, Cl, SO4, HCO3, SiO2, and F) were calculated (Table
6.1).  Finally, this reduced data matrix (11 by 31) was clustered again, resulting in a
dendogram showing associations between waters from different parts of the hydrologic
system (Figure 6.1).  Applying this two-step clustering technique, the waters from the
area were classified into five principal hydrochemical facies or water groups based on the
multivariate statistics.  The resulting groups, also shown in Table 6.1, include: Group-1
(Ca-Na-HCO3 water), Group-2 (Na-Ca-HCO3 water), Group-3 (Na-HCO3-Cl water),



















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Table 6.2 shows the group means for each of the parameters produced by the HCA
analysis.  These values reveal some trends between the principal groups.  TDS seems to
be a major distinguishing factor with concentrations increasing in all major ions
following the order: Group-1, Group-2, Group-3, Group-4, and Group-5.  Group-1
samples have extremely low TDS values (average is 67.45 mg L−1), up to Group-5
samples that have the highest TDS values (average is 93,588 mg L−1).
Although statistical analysis of data can be useful, statistics have little meaning
unless the underlying physical or chemical processes are known and the numerical
relationships can be related to naturally occurring processes.  The relationship between
the statistically-defined clusters of samples and geographic location was tested by
plotting group values for each sample on a shaded-relief site map using ArcView GIS
software (ESRI, 1996) (Figure 6.2).  Interestingly, the five groups are separated
geographically, as well as physiographically with good correspondence between spatial
locations and the statistical groups as determined by the HCA.  Samples that belong to
the same group are located in close proximity to one another, suggesting the same
processes and/or flowpaths for water represented by those groups of samples.  The high
degree of spatial and statistical coherence suggests that the changes between the principal
hydrochemical facies define the normal hydrochemical evolution of water in the region,
but this hypothesis requires further testing.
The majority of samples are located in Indian Wells Valley and the adjacent
Sierra Nevada.  Discussion of results will mainly relate to these data, although similar
trends are evident in the adjacent basin and ranges.  The TDS of water samples increase
as the water moves eastward from the Sierran recharge areas to the discharge areas near
and around the playas.  The five principal hydrochemical facies are plotted on a Piper
diagram (Piper, 1944) to illustrate chemical differences between the groups and the
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Figure 6.2  Spatial distribution of the statistically-defined five principal water groups in
the study area.  Symbols indicate sample locations.
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Figure 6.3  Piper diagram of the chemical evolution of groundwater in the study area
(starting with precipitation (snow) and ending with playa-area waters).  Total
dissolved solids (TDS) concentration increases with increasing group
number.
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Surface and ground water in the recharge area evolves from a dilute Ca-Na-HCO3 water
(average TDS is ~67 mg L−1) to a fresh Na-Ca-HCO3 water (average TDS is ~356 mg
L−1) to a more concentrated Na-HCO3-Cl water (average TDS is ~1018 mg L−1) to a
brackish Na-Cl water (average TDS is ~5133 mg L−1) to a Na-Cl brine (average TDS is
~93,588 mg L−1, with TDS locally as high as 370,000 mg L−1) along the topographic
flowpath (Table 6.2 and Figures 6.2 and 6.3).  Overall, the waters from the area can be
classified as recharge area waters (Group-1 and Group-2), transition zone waters (Group-
3) and discharge area waters (Group-4 and Group-5).
Plotting the principal hydrochemical facies on the site map shows that Group-1
waters, composed of surface water subgroups SU5, SU6, SU7 and spring water subgroup
SP9, are all located in the recharge areas of the high Sierra Nevada.  In fact, most of the
samples composing Group-1 plot above the 2000 m contour line.  In Figure 6.1, the
clustering of SP9 samples with the SU5, SU6 and SU7 samples reflects the short
groundwater flowpaths for the low TDS (dilute) waters.  Because the aquifer are
fractured granitic rock in this zone, recharge to these springs and streams must occur via
fault and/or fracture controlled shallow groundwater flowpaths.  Similar values for
surface and spring water temperature support the contention that recharge to these springs
occurs locally.  The importance of local fractures and faults on surface and groundwater
flow in the Sierra Nevada has been noted (Howard et al., 1997a; 1997b).
Group-2 samples are mostly located below the 2000 m contour line in the Sierra
Nevada and other mountain ranges.  Group-3 samples are usually located on the basin
floors, and are spatially between Group-2 and Group-4 samples as expected since they
represent the continued evolution of water chemistry between recharge zones and
discharge zones.  Group-4 samples are found in the discharge areas (playas) and have the
second highest TDS concentration (average TDS is 5133.42 mg L−1).  Group-5 waters
have the highest TDS concentrations and coincide with the playa or nearby discharge
area (Figure 6.2).
125
6.2       Hydrochemical Evolution
A more detailed hydrochemical evolution pattern is displayed in Figure 6.4.  The
Cl, Na, K and SO4 concentrations show systematic increases with TDS.  The SiO2, Ca
and Mg concentrations increase until they reach equilibrium, which is reflected in the
slower increase or even decrease in concentration with increasing TDS as these solutes
precipitate along the groundwater flowpaths.  The plot shows three phases in the
hydrochemical evolution.  The first phase is the evolution between Groups 1 and 2, where
the TDS increases significantly, as do all the dissolved parameters.  The second phase
includes the changes between Groups 2 to 3 with the pH remaining constant or slightly
decreasing along the flowpath as TDS slowly increasing with some parameters (Ca, Mg
and SiO2) reaching constant values.  The third phase is the rapid increase in TDS between
Group-3 and Groups 4 and 5.
These trends indicate that the reactions during the short flow times in the
fractured rock aquifer in the Sierra Nevada are important in the initial hydrochemical
evolution.  The hydrochemical evolution during the flow through the porous media basin
aquifers continues, with an increase in TDS, but not to the degree as the early reactions.
The final phase of hydrochemical evolution occurs near the playa when very large
increases in TDS are linked to increases in Na, SO4, HCO3 and Cl, suggesting that
dissolution of salts are a significant control during this stage.
6.3       Aqueous Geochemical Modeling
In recent years, several geochemical modeling softwares have been developed,
mostly by U.S.G.S. researchers.  These include; PHREEQE (Parkhurst et al., 1980),
PHRQPITZ (Plummer et al., 1988), SOLMINEQ.88 (Kharaka et al., 1988), MINEQL+
(Schecher and McAvoy, 1991), MINTEQA2 (Allison et al., 1991), WATEQ4F (Ball and
Nordstrom, 1991), NETPATH (Plummer et al., 1994), EQ3/6 (Wolery, 1992a; 1992b),
The Geochemist’s Workbench  Version 2.0 (Bethke, 1994), and PHREEQC (Parkhurst,
1995; Parkhurst and Appelo, 1999).
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Figure 6.4  Detailed evolution of hydrochemical facies from precipitation (snow) to
Group-5 in the study area.  Note that pH values are displayed in right-hand y-
axis.
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Several of these programs have evolved over the past two decades.  For example,
PHREEQC is an updated version of PHREEQE (Parkhurst et al., 1980) that overcomes
some limitations of the earlier code, and provides better modeling capabilities.
PHREEQE, written in FORTRAN programming language, has been a useful geochemical
program for over 15 years.  The acronym PHREEQE stands for “pH-redox-equilibrium-
equations”.  The model is based on an ion-pairing aqueous model, and is capable of
calculating pH, pE (a quantity directly related to Eh or oxidation potential), total
concentration of elements, distribution of aqueous species, and saturation state of
aqueous phase with respect to specified mineral phases.  However PHREEQE suffers
from a number of deficiencies.  As a speciation code, it lacks flexibility in defining mole
balances on valance states and in distributing redox elements among their valence states
(Parkhurst, 1995).  As a reaction path code, it does not keep track of the mass of water in
solution or the moles of minerals in contact with the solution.  PHREEQC retains the
capabilities of PHREEQE, while eliminating many of the deficiencies and limitations,
and provides new modeling capabilities.
PHREEQC is a computer program written in the C programming language that is
designed to perform a wide variety of aqueous geochemical calculations.  PHREEQC is
based on an ion-association aqueous model and has capabilities for:
1) speciation and saturation index calculations,
2) reaction path and advective transport calculations involving specified
irreversible reactions, mixing of solutions, mineral and gas equilibria,
surface complexation reactions, ion exchange reactions, and,
3) inverse modeling, which finds sets of mineral and gas mole transfers that
account for composition differences between waters, within specified
compositional uncertainties.
PHREEQC allows calculation of inverse models.  Inverse modeling attempts to
account for the chemical changes that occur as water evolves along a flowpath (Plummer
et al., 1994).  Assuming two water analyses represent starting and ending water
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compositions along a flowpath, inverse modeling is used to calculate the moles of
minerals and gases that must enter or leave solution to account for the differences in
composition.  PHREEQC allows uncertainties in the analytical data to be defined, such
that inverse models are constrained to satisfy mole balance for each element and valence
state and charge balance for the solution, but only within specified uncertainties.  One
mode of operation finds minimal inverse models.  These include sets of minerals such
that no mineral can be eliminated, and still find mole transfers with the remaining
minerals that satisfy all of the constraints.  Another mode of operation finds all sets of
minerals that can satisfy the constraints, even if they are not minimal.
The majority of these computer programs base their analysis of aqueous systems
on chemical equilibrium and, except for EQ3/6, The Geochemist’s Workbench , and
PHREEQC (version 2) cannot consider reaction rates.  They speciate an aqueous solution
and simulate changes in solution chemistry caused by mass transfer processes, such as
dissolution or precipitation, ingassing or outgassing, ion exchange and/or adsorption,
evaporation, and mixing of two waters.
In this study, inverse modeling calculations were performed using PHREEQC
(Parkhurst and Appelo, 1999).  The PHREEQC database, extended with data for several
mineral species from WATEQ4F, MINTEQ, and LLNL databases, was used in modeling.
PHREEQC was also used to calculate the aqueous speciation and mineral saturation
indices.  The Geochemist’s Workbench® (Bethke, 1994) was used to plot mineral
stability diagrams.
6.3.1    Saturation Data
Saturation indices are used to quantify the degree of equilibrium between water
and minerals.  The saturation index of a compound is a measure of how close the
compound is to equilibrium with the rest of the solution.  If a compound has an index of
zero, it is saturated with respect to the solution; if index is positive, the compound is
supersaturated; and, if the index is negative, the compound is undersaturated.  Changes in
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saturation state are useful to distinguish different stages of hydrochemical evolution and
help identify which geochemical reactions are important in controlling water chemistry.
The saturation indices for precipitation (snow) and the water groups are compiled in
Table 6.3.
The results of saturation index calculations show that all the facies are
supersaturated with respect to kaolinite and smectite (Ca, Mg-saponite), suggesting that
precipitation of clay minerals is an important control on water chemistry.  The large
amounts of these clay minerals in playa-area sediments support this conclusion.  Halite
and gypsum are undersaturated in all facies suggesting that their soluble components Na,
Cl, Ca and SO4 are not limited by mineral equilibrium.  However, calcite, K-feldspar,
hornblende and plagioclase reach to saturation by facies 2 as groundwater chemistry
evolves along the groundwater flowpaths, which is reflected in the behavior of Ca in
Figure 6.4.  The groundwater saturation indices for quartz and amorphous silica also
reach a constant saturated value in the facies 3 samples.  The primary minerals biotite and
forsterite are always undersaturated indicating that they will dissolve along the flowpath.
As groundwater discharges, evapotranspiration concentrates the solutes and TDS
increases rapidly.  The samples from the playa (facies 5) are supersaturated with respect
to several salt minerals, such as gaylussite and pirssonite (Table 6.3), which have been
reported in salt crusts of the playas (Droste, 1961; Saint-Amand, 1986; Smith et al.,
1987).
The pattern of saturation indices and TDS increasing with decreasing elevation of
sample localities appears to define the topographic flowpath of Sierra Nevada recharge
moving towards the playa-areas.  Figure 6.4 shows that dissolved SiO2, Ca and Mg




Saturation Indices of the Snow and Five Principal Water Groups with
Respect to Various Mineral Phases
Phases Stoichiometry Snow* Group-1 Group-2 Group-3 Group-4 Group-5
Albite1 NaAlSi3O8 −10.71 −1.78 −0.58 0.27 0.77 2.43
Amorphous Silica1 SiO2(a) −2.66 −0.63 −0.52 −0.40 −0.44 −0.37
Anorthite1 CaAl2Si2O8 −12.87 −4.15 −2.87 −2.49 −2.60 −2.61
Biotite2 KMg3AlSi3O10(OH)2 −56.14 −36.29 −27.40 −25.78 −24.16 −16.62
Calcite1 CaCO3   −5.09 −1.59 0.41 0.81 1.09 2.34
Chalcedony1 SiO2 −1.75 0.26 0.33 0.45 0.40 0.46
Forsterite3 Mg2SiO4 −23.00 −12.98 −7.38 −6.75 −5.85 −1.62
Gaylussite4 CaNa2(CO3)2:5H2O −21.78 −13.49 −8.46 −6.80 −4.87 0.64
Gypsum1 CaSO4:2H2O −5.05 −4.07 −2.12 −1.47 −0.94 −1.23
Halite2 NaCl −11.15 −9.53 −7.12 −5.94 −4.24 −1.61
Hornblende3 Ca2Mg5Si8O22(OH)2 −58.24 −14.71 3.55 5.70 8.01 22.05
Kaolinite1 Al2Si2O5(OH)4 0.19 4.43 2.94 3.34 2.76 0.99
K-feldspar1 KAlSi3O8 −8.13 −0.18 0.53 1.39 1.63 2.96
Nahcolite4 NaHCO3 −8.55 −6.33 −4.85 −4.00 −3.14 −1.15
Pirssonite4 Na2Ca(CO3)2:2H2O −21.94 −13.65 −8.62 −6.96 −5.02 0.55
Plagioclase5 Na0.62Ca0.38Al1.38Si2.62O8 −8.16 −0.08 0.31 0.96 0.91 1.79
Quartz1 SiO2 −1.26 0.72 0.75 0.87 0.81 0.87
Saponite-Ca6 Ca0.165Mg3Al0.33Si3.67O10(OH)2 −22.48 −3.85 3.20 4.39 5.01 11.14
Saponite-Mg6 Mg3.165Al0.33Si3.67O10(OH)2 −22.53 −3.95 3.15 4.38 5.02 11.22
  Phases and thermodynamic data are from PHREEQC and accompanying databases (Parkhurst and Appelo, 1999).
*Mean snow chemistry of the eastside of the Sierra Nevada (Table 6.4, no. 6).
  Saturation indices were calculated by the computer program PHREEQC (Version 2.0) (Parkhurst and Appelo, 1999).
  Sources of thermodynamic data: 1 = PHREEQC, 2 = MINTEQ, 3 = WATEQ4F, 4 = LLNL, 5 = Calculated, and
  6 = Geochemist’s Workbench  (Bethke, 1994).
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6.3.2    Mineral Stability Diagrams
Another approach to test the proposed hydrochemical evolution is the use of
mineral stability diagrams (Drever, 1988).  Figure 6.5 shows four mineral stability
diagrams for the MgO-CaO-Al2O3-H2O-SiO2 system (Figure 6.5a), the CaO-Na2O-
Al2O3-H2O-SiO2 system (Figure 6.5b), the Na2O-Al2O3-H2O-SiO2 system (Figure 6.5c),
and the K2O-Al2O3-H2O-SiO2 system (Figure 6.5d).  The values from 579 samples
representing each of the five principle water groups are plotted on the diagrams to help
define the reactions that control the water chemistry.  The majority of water samples from
Groups 1 and 2 plot in the kaolinite field or along the Ca-smectite and Mg-smectite
boundary suggesting that equilibrium with kaolinite or smectite is an important process
controlling water chemistry (see Figure 6.5a).  Smectitic clay is a major component in
area lakebeds (Bischoff et al., 1997).  In contrast, some of the higher TDS samples extend
into the plagioclase, albite and K-feldspar stability fields suggesting equilibrium between
clays and primary minerals is not an important process (Figure 6.5b, 6.5c and 6.5d).
Lastly, the maximum dissolved silica concentrations do not exceed 10-2.75 mole/kg,
suggesting that dissolved silica is ultimately controlled by equilibrium with an
amorphous silica phase rather than quartz or chalcedony.  These observations help to
further constrain the hydrochemical evolution.
6.3.3    Chemical Character of the Precipitation
In the area, precipitation chemistry is variable in time, in location, and in type of
precipitation (Table 6.4).  Hence, quantifying the overall chemical characteristics of the
precipitation is difficult, but important to studies concerning the chemistry of the waters
in the area.  Snow falling in the Sierra Nevada remains on the ground only above 1250 m
(Feth et al., 1964a) and accumulates in the snowpack providing 90% of the annual solute
flux in the form of snowpack runoff (Williams and Melack, 1991a).  The snowpack
accumulates wet and dry atmospheric deposition until release during the melt events.
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Figure 6.5  Selected mineral stability diagrams for MgO-CaO-Na2O-K2O-Al2O3-H2O-
SiO2 systems at 25ºC and 1 atmosphere (1.013 bars) total pressure.  Symbols
show sample values from different water groups.  =Group-1, =Group-2,
=Group-3, @=Group-4 and =Group-5.
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Even though concentrations of ions in the snowpack are small, meltwaters
resulting from the melt events may have initial concentrations from two-to-twelvefold
greater than the snowpack average (Williams and Melack, 1991b).  Laboratory
experiments (Colbeck, 1981; Bales et al., 1989) and field studies (Williams and Melack,
1991b) showed that enhancement of ionic concentrations in snowmelt water is caused by
melt-freeze cycles experienced by the snowpack.  A slow rate of melting also results in
high concentrations of ions (Williams and Melack, 1991b).
The presence of ions in precipitation in the area can be attributed three major
sources: 1) ocean; 2) windblown continental dust (dry fallout); and 3) industrial
pollutants from population centers.  The ocean is the probable source of most of the
sodium and chloride (Williams and Melack, 1991a), however, playa lakes might be
another source for these ions.  Dry summer period is the time when the great bulk of dry
deposition occurs in this area.  In windy season, clouds of alkali dusts rise from playas
and travel hundreds of kilometers across the land redistributing an estimated four million
tons of dust each year (Sharp and Glazner, 1997; Tyler et al., 1997).  The silica, calcium,
magnesium, and potassium found in snow probably originate in large part as continental
dust (Feth et al., 1964b) and probably the latter three to a lesser extent from oceanic salts.
Storms, moving from west towards east, potentially entrain pollutants from northern
California’s San Francisco Bay area and Sacramento metropolitan areas as well as
agricultural operations in the Central Valley (Roth et al., 1985).  Resultant precipitation
events may contain significant amounts of nitrate (0.31 mg L−1) and sulfate (6.87 mg L−1)
with pH as low as 4.5 (Berg, 1986).  Melack et al. (1985) reported precipitation events
falling on the eastern and western slopes of central Sierran crest with sufficient sulfuric
and nitric acid, to lower pH below 5 during parts of the year.
6.3.4    Inverse Modeling
Inverse modeling is often used in interpreting geochemical processes that account
for the hydrochemical evolution of groundwater (Plummer et al., 1983; Plummer, 1992).
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Table 6.4
Precipitation Chemistry of the Sierra Nevada Region
1* 2* 3† 4† 5† 6† 7* 8† 9*
pH 5.34 5.10 — 5.86 5.82 5.92 4.88 4.87 5.19
Cond. 3.30 7.70 — 6.37 7.64 8.98 18.30 18.53 4.90
Ca 0.026 0.134 0.400 0.150 0.220 0.840 0.481 0.415 0.080
Mg 0.007 0.015 0.170 0.200 0.030 0.190 0.058 0.056 0.023
Na 0.030 0.085 0.460 0.490 0.460 0.430 0.354 0.463 0.092
K 0.027 0.059 0.320 0.320 0.250 0.410 0.149 0.129 0.027
Cl 0.099 0.184 0.500 0.540 0.480 0.470 0.323 0.250 0.223
SO4 0.096 0.442 0.950 1.060 0.630 1.140 1.849 1.862 0.399
HCO3 — — 2.880 3.310 2.000 3.590 — — —
NO3 0.143 0.893 0.070 0.008 0.133 0.150 2.653 2.665 0.360
NH4 0.031 0.375 — 0.200 0.000 0.000 0.997 0.925 0.132
SiO2 — — 0.160 0.180 0.140 0.170 — — —
*Volume-weighted mean concentrations (mg L−1), pH (standard units), and Conductance (µSiemens cm−1).
† Mean concentrations (mg L−1), pH (standard units), and Conductance (µSiemens cm−1).
1. Winter snowfall (Sierra Nevada westside), 1985-88, N = 834, Williams and Melack (1991a), Table 4.
2. Autumn snowfall (Sierra Nevada westside), 1985-87, N = 12, Williams and Melack (1991a), Table 10.
3. Snow (Sierra Nevada), Nmin = 42, Nmax = 79, Feth et al. (1964a), Table 3.
4. Snow (Sierra Nevada westside), 1957-59, Nmin = 20, Nmax = 29, Feth et al. (1964b), Table 1 and 2.
5. Snow (Sierra Nevada crest), 1957-59, Nmin = 9, Nmax = 31, Feth et al. (1964b), Table 1 and 2.
6. Snow (Sierra Nevada eastside), 1957-59, Nmin = 10, Nmax = 18, Feth et al. (1964b), Table 1 and 2.
7. Rain (Sierra Nevada westside), 1985-87, N = 23, Williams and Melack (1991a), Table 10.
8. Spring Rain (Sierra Nevada westside), April-June 1987, N = 7, Williams and Melack (1991b), Table 1.
9. Wet deposition (Sierra Nevada westside), 1981-84, N = unknown, Stohlgren and Parsons (1987), Table 1.
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This mass balance approach uses two water analyses that represent starting (initial) and
ending (final) water compositions along a flowpath to calculate the moles of minerals and
gases that must enter or leave solution to account for the differences in composition
(Parkhurst et al., 1980).  In geochemical modeling, either forward or inverse type,
soundness of results are dependent upon valid conceptualization of the system, validity of
basic concepts and principles, accuracy of input data, and level of understanding of the
processes at work.  In this study, the information from the lithology, general
hydrochemical evolution patterns, saturation indices and mineral stability diagrams were
used to constrain the inverse models.
Inverse models for the changes between precipitation and the five principal
groups were formulated.  The average chemical parameter values for the statistical
clusters were used to represent “initial” and “final” waters along a groundwater flowpath
(Table 6.2).  The chemical composition of the mountain ranges and basin-fill imposes a
fundamental constraint on the selection of the mineral phases that will be used in
geochemical calculations.  Chemical analyses of the rock types from various parts of the
region are presented in Table 6.5.  The inverse models were formulated so that primary
mineral phases including K-feldspar, hornblende, forsterite, plagioclase and biotite are
constrained to dissolve until they reach saturation, and calcite, amorphous silica, kaolinite
and smectite were set to precipitate once they reached equilibrium.  Halite and gypsum
are included as sources of Cl and SO4, respectively.  Ion exchange, which has been cited
as an important process in groundwater evolution in the area was included in models for
Groups 3, 4 and 5.  Carbon dioxide gas was assumed to be available throughout the
flowpath.  Usually a source of CO2 would not be available in the groundwater out of
contact with the atmosphere, however, Indian Wells Valley is a geothermal area.  As the
general geochemical evolution showed the pH decreases slightly along the groundwater
flowpath (Groups 3 and 4) indicating a continuous source of CO2 in addition to the
atmosphere.  Finally, models for Group-5 included playa salts such as mirabilite,
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Table 6.6 shows selected results of the inverse modeling.  The models in Table 6.6 were
selected from all the possible models based on the statistical measures calculated by
PHREEQC (sum of residuals and maximum fractional error) and to represent different
possible combinations of reactants and products that can account for the change in water
chemistry.  Except for model 4 there were two equally valid, but different, models for
each hydrochemical evolution step.  Thus, for model 1 the difference between the two
possible models is the dissolution of biotite or forsterite. In reality, both minerals undergo
dissolution, but since the “minimal” option was invoked, the modeling software produces
only models that use one of the two phases.
Evolution of Precipitation (Snow) to Group-1 Waters
The extremely low TDS of the Group-1 waters suggests that the surface water
does not remain in contact with the surface bedrock long enough for significant
dissolution to occur.  Dilute waters of Group-1 are undersaturated with respect to calcite
(Table 6.3), indicating waters at the earliest stages of evolution.  This also suggests
relatively short flowpaths for this group of waters.  In high Sierra Nevada, where Group-1
waters dominate, vegetation is usually sparse with scattered coniferous trees and shrubs,
thus, effect of vegetation on weathering and consequently on water chemistry is assumed
to be minimal in the area.
Average snow chemistry of the eastern Sierra Nevada (Table 6.4, no. 6) was used
as starting solution in inverse geochemical modeling calculations.  Snow chemistry of the
eastern Sierra Nevada is slightly acidic (pH=5.92) and is dominated by calcium and
bicarbonate (Table 6.4).  Calcium, potassium, and sulfate are noticeably enriched relative
to precipitation from the western Sierra Nevada suggesting the importance of locally
derived windblown dust (from playas) input on the precipitation chemistry of the area.
Dilute snowmelt runoff (dominated by Ca and HCO3 ions) is an active agent in chemical




























































































































































































































































































































































































































































































































































































































































































































































































Even though the area is underlain by granitic bedrock with poorly developed soils,
interactions between snowmelt runoff and soils and/or rocks is important to the
hydrochemistry of the alpine watersheds (Williams and Melack, 1991b).  Comparisons of
10 pairs of snow samples with snowmelt waters flowing a short distance below the
respective snowbanks led Feth et al. (1964b) to conclude that when snowmelt water
comes in contact with the soil and rock, the initial diverse character of the precipitation
largely disappears and rapidly increases in TDS content.
Eolian gypsum and halite are the probable source of SO4 and Cl for some of the
Group 1, 2 and 3 models.  Oxidation of pyrite is also a potential source of sulfur in the
water samples.  However, without more detailed study the relative contribution of pyrite
oxidation cannot be quantified.  This is also the case for leaching of intergranular salts or
fluid inclusions of granitic rock minerals that contribute Cl into the groundwater system.
Fuge (1979) showed that unaltered granitic rocks from England and Scotland contain
salts in which one- to two-thirds of the total Cl is soluble.  Lacking better quantification
of the mineral contribution of sulfur and chloride to the water chemistry, this study will
assume that all sulfur and chlorite originate from eolian sources, as do most prior workers
(Garrels and MacKenzie, 1967; Thomas et al., 1989).
The evolution of precipitation (Table 6.4, no. 6) to Group-1 waters (Table 6.2) in
the high Sierra Nevada can be explained by the weathering from a relatively small
number of primary minerals found in the crystalline bedrock.  An inverse model
describing the evolution of precipitation (snow) to Group-1 water can be written as:
Precipitation + Plagioclase + K-feldspar + Biotite or Forsterite + Halite + Gypsum +
CO2 gas → Ca-Na-HCO3 water + Amorphous Silica + Kaolinite       (Model 1).
Model 1 shows that smaller amounts of biotite and K-feldspar weathered and
greater amounts of plagioclase are dissolved (Table 6.6).  This difference in weathering is
in agreement with weathering rates of the respective silicate minerals given by Lasaga et
al. (1994) and fits into sequence of surface weathering proposed by Goldich (1938).  Feth
et al. (1964a) and Garrels and MacKenzie (1967) have suggested that the weathering of
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feldspars and biotite and the formation of kaolinite largely account for the water
composition in the recharge areas.  In the Sierra Nevada, weathering is enhanced by
partial alteration and expansion of biotite, which results in disintegration of the
crystalline rock (Wahrhaftig, 1965).  Ion exchange was not included in the inverse model
since there are relatively few clays formed in the higher elevations and flow rates are
high.
Evolution of Group-1 Waters to Group-2 Waters
Group-2 waters are found in lower slopes of the Sierra Nevada (generally below
the 2000 m contour line) and dominate most of the Coso Range.  Calcite and kaolinite
become supersaturated in Group-2 water, while amorphous silica saturation reaches a
constant value (Table 6.3).  The evolution of Ca-Na-HCO3 (Group-1) water to Na-Ca-
HCO3 (Group-2) water can occur by either evapotranspiration or water-rock interactions.
Given the climate and sparse vegetation, water-rock interaction is assumed to be the
principle mechanism for the evolution of water chemistry.
An inverse modeling solution summarizing the evolution of Group-1 water to
Group-2 water in the Sierra Nevada is:
Ca-Na-HCO3 water + Plagioclase + K-feldspar or Biotite + Hornblende or Forsterite +
Halite + Gypsum + CO2 gas → Na-Ca-HCO3 water + Amorphous Silica + Calcite +
Kaolinite       (Model 2).
Based on the models (Table 6.6), dissolved constituents in the Group-2 waters
come primarily from weathering reactions of plagioclase, biotite, and hornblende that
form the granodioritic rocks and from dissolution of windblown halite and gypsum.
Elevated magnesium concentrations in Group-2 waters are likely related to the
weathering of magnesium-rich minerals (e.g. hornblende and biotite) that are commonly
found in granodioritic rocks of the area (Miller and Webb, 1940; Hopper, 1947; Feth et
al., 1964a; Wahrhaftig, 1965; Blum et al., 1994).  In much of the region, intrabatholitic
plutonic contacts have not yet been mapped, however, examination of the local lithology
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suggests that the southern Sierra Nevada canyons are more granitic in composition, while
northern canyons are dominated by plutons of granodioritic compositions.  Oliver (1977)
also pointed out the existence of such a compositional difference in plutons of the Sierra
Nevada, the composition of plutons changing from quartz diorite on the west to the
quartz monzonite or granodiorite on the east.  The Coso Range is underlain by granitic
and metamorphic rocks that appear similar to rocks in the Sierra Nevada (Duffield,
1975).  The presence of biotite and hornblende in these rocks was noted by Hopper
(1947).  However, increase in magnesium concentration in Group-2 waters (in the Coso
Range area) is most likely due to abundance of olivine (forsterite) present (Duffield et al.,
1980) in the basalt flow indigenous to the southern edge of the Coso Range.
Evolution of Group-2 Waters to Group-3 Waters
As Group-2 waters recharge the basin-fill aquifers and move toward central parts
of the basin, concentrations of major ions increase, producing Group-3 water.  Group-3
water is transitional in character, chemically as well as geographically, between Group-2
and Group-4 waters (Figures 6.2 and 6.4).  The increase in major ion concentrations of
Group-3 waters is a result of groundwater interactions with the basin-fill deposits.  An
inverse model for the processes is:
Na-Ca-HCO3 water + Biotite + Forsterite + Halite + Gypsum + Na from ion exchange
+ CO2 gas → Na-HCO3-Cl water + Ca or Mg-Saponite + Calcite + Mg loss to ion
exchange       (Model 3).
The increase in playa deposits in areas where Group-3 waters dominate suggest
that salt dissolution may be involved in the increases in Cl, Na, and SO4 concentration.
Weathering of the primary minerals results in the formation of smectite and calcite.
Formation of smectite rather than kaolinite can be explained by abundant supply of Mg
from dissolution of volcanic materials such as forsterite, pyroxenes and basaltic glass
(Verhoogen et al., 1970).
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Evolution of Group-3 Waters to Group-4 Waters
Groundwater in the alluvial basin-fill aquifer evolves from Na-HCO3-Cl water to
brackish Na-Cl water in the areas peripheral to playas (Figure 6.2 and Table 6.2).  These
samples have a different geochemistry exemplified by much increased TDS.  The spatial
correlation of the basin-fill and playa deposits with Group-4 samples suggests that
lithology is important in the hydrochemical evolution.  The increase in TDS is due to the
relatively large increases in Na, Cl, and SO4 concentrations suggesting that salt
dissolution is the major control.  An inverse model explaining the water chemistry along
the flowpath can be written as:
Na-HCO3-Cl water + Biotite + Forsterite + Halite + Gypsum + CO2 gas + Na from ion
exchange → Na-Cl water + Mg-Saponite + Calcite + Mg loss to ion exchange
(Model 4).
Most of the salt dissolution occurs as groundwater flows through the basin-fill
deposits near playas.  These sediments contain evaporative salts buried by sedimentation,
which are mostly found in and around the playa lakes.  Ion exchange is also common in
basin sediments, with Ca and Mg ion concentrations decreasing (in relative amounts) and
Na and K increasing substantially along flowpaths (Table 6.2).
The Coso Range is known to be a geothermally active area (Duffield et al., 1980;
Moore et al., 1982).  This means that Group-3 water may be affected by mixing with
water from geothermal leakage in southern part of the Indian Wells Valley (Whelan et al.,
1989).  This mixing scenario was explored by modeling a range of mixtures between two
geothermal waters from the Coso area and Group-3 water. Figure 6.6 shows the mixtures,
Mix 1 and Mix 2 that were most similar to Group-4 water.  Similarities between
concentrations of some of the major and minor elements composing Mix 1 and Mix 2 and
Group-4 water suggest that mixing may be part of the hydrochemical evolution.
However, the present data is insufficient and more geothermal water analyses with more
reliable minor element data are needed before a conclusive result can be determined.
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Figure 6.6  Fingerprint diagram with aqueous parameters on x-axis versus concentration
in mg/L on y-axis.  Diagram shows result of mixing between two geothermal
waters (Geo1 and Geo2) from the Coso geothermal wells with Group-3 water
to try and create Group-4 water.  Coso samples, Geo1 from CGEH Well No.
1, Geo2 from Coso Well No. 1, samples 9 and 13, respectively (Fournier et
al., 1980).
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Evolution of Group-4 Waters to Group-5 Waters
High TDS waters from across the area (represented by Group-4 and Group-5
water) occur in parts of the aquifer that are in close proximity to the playa areas.  On the
playa, high evaporation rates produce concentrated brine solutions, which lead to large
horizontal and vertical density gradients in underlying groundwater.  Tyler and Wooding
(1991) suggested a mixing mechanism on playas occurring via convective plumes or
fingers, which develop into large-scale convection cells.  Their field data suggested that
convective fingering could be the dominant transport process for solutes in the
groundwater beneath playas.  A similar mixing mechanism was also suggested by Duffy
and Al-Hassan (1988) for Pilot Valley in western Utah.  However, attempts to match the
Group-5 chemistry by evaporation of Group-4 water (PHREEQC simulation) failed,
indicating that simple evaporation is not the only process occurring on the playas.
An alternative process is the dissolution of salts found in the low permeability
basin-fill deposits around playas.  The relatively high Na:Cl molar ratios of Group-4 and
Group-5 waters (Na:Cl=1.278 for both groups) suggest that sodium and chloride content
of these samples is mostly derived from halite dissolution, which would result in a Na:Cl
molar ratio close to one (Eugster and Jones, 1979; Yechieli et al., 1996).  Group-4
samples are mostly from shallow wells (WS); (see Table 6.1) and move toward the playa
as shallow subsurface flow (average depth of shallow wells is 28.4 m).  While
evapotranspiration will concentrate solutes at or very near the surface, groundwater
moving toward the surface must move through the salt deposits.
An inverse model explaining the water chemistry can be written as:
Na-Cl water + Biotite + Halite + Gypsum + Nahcolite + Na from ion exchange → Na-Cl
water + Kaolinite + Ca or Mg-Saponite + Ca and Mg loss to ion exchange      (Model 5).
The model includes dissolution of biotite, nahcolite and halite, precipitation of
kaolinite and Ca or Mg-saponite and ion exchange (Ca replacing Na in clays) (Table 6.6).
In summary, the inverse geochemical modeling demonstrated that relatively few
phases are required to derive water chemistry and account for the hydrochemical
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evolution in the area (Table 6.6).  In a broad sense, the reactions responsible for the
hydrochemical evolution in the area fall into four categories: 1) silicate weathering
reactions (e.g. feldspars and ferromagnesian minerals); 2) dissolution of salts (e.g. halite
and nahcolite); 3) precipitation of calcite, amorphous silica and clays; and 4) ion
exchange.  The mineral phases were selected based on geologic descriptions and analysis
of rocks (Table 6.5), descriptions of sediments from the area, stability diagrams (Figure
6.5) and saturation data (Table 6.3).  From the inverse modeling point of view, knowing
the exact weathering reactions occurring is less important than knowing the overall
stoichiometry (Wolford et al., 1996), which has been previously estimated for a part of
the study area by Feth et al. (1964a) and Garrels and MacKenzie (1967).  These studies
produced stoichiometries similar to those derived by this study (Table 6.6), but this study
is the first to define inverse models for the complete flowpath, starting from recharge as
precipitation in high Sierras to discharge on the playas.
6.4       Correlation of Lithology and Hydrochemical Evolutions
Groundwater in the region generally begins as a Ca-Na-HCO3 type in the recharge
areas of Sierra Nevada, and chemically evolves along the flowpaths as a function of the
lithologies encountered.  Based on the saturation data, stability diagrams and inverse
models, it appears that the composition of groundwater along a flowpath is primarily
dependent upon 1) chemistry of the starting water; and the 2) types and relative solubility
of the minerals, available along the flowpath.  No attempt to quantify the kinetic effects
was made since mineral reaction rates and residence time of the water is not well enough
constrained.  Based on this study, the general lithology, including types and solubility of
the minerals, constitutes the greatest controlling factor on the natural quality of the
groundwater.  To demonstrate this point, lithology frequencies for each water group were
plotted by using the information extracted from the GIS database developed for this
study.  As shown in Figure 6.7, total dissolved solids content of the water groups rapidly
increase as the percentages of basin-fill and playa deposits increase.
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Figure 6.7  Plots of water group versus lithology frequency (water groups determined
from HCA results).
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This increase in concentration is probably due to the more soluble material in the basin-
fill and playa deposits, coupled with the lower permeability of these sediments that
increases the residence time.
6.5       Summary and Conclusions
The results of this study show that quantitative analysis of hydrochemical data
using statistical techniques such as cluster analysis coupled with inverse geochemical
modeling of the statistical clusters can help elucidate the hydrologic and geologic factors
controlling water chemistry on the regional scale.  It should be noted that the cluster
interpretations in this study are general and made on a regional basis.  Because of this,
there may be better interpretations within the context of a more localized system.
The spatial variations observed in the statistical groups correspond well to the
topographic flowpaths.  The physical locations and chemical evolution of groundwater
represented by clusters Group-1, Group-2, Group-3, Group-4, and Group-5, follow the
topographic flowpath: the recharge from the Sierra Nevada (Group-1 and Group-2) flows
into the alluvial valleys, evolving through water-rock interaction into Group-3 water.
Subsequently, Group-3 water flows to the discharge areas in and around the playa lakes,
which usually occupy the central portions of the valleys, and evolve into discharge area
waters (Group-4 and Group-5).
Systematic changes in water chemistry along the topographic flowpath were
interpreted using saturation indices and mineral stability diagrams in order to formulate
initial inverse models.  Inverse modeling verified that the three distinct hydrochemical
phases: 1) reactions of snowmelt water with minerals and CO2 gas in recharge areas; 2)
reactions of groundwater with aquifer material as it moves from recharge areas to
discharge (playa) areas; and 3) reactions of discharging groundwater with playa minerals,
can all be attributed to water-rock interactions.  It should be emphasized that the inverse
modeling results are not unique, as for any hydrochemical evolution step more than one
model is usually found.  Effects of vegetation and microbial activity on the water
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chemistries have not been evaluated in this study, however, in areas like the Sierra
Nevada, which has poorly developed soils and sparse vegetation, these effects are likely
to be minimal.
It has been concluded that in the study area, chemical composition of the surface
and ground water are mainly controlled by: 1) climate and chemical composition of the
precipitation; 2) aquifer lithology/mineralogy; 3) topography/physiography; and 4)
physical aspects of the hydrogeologic system.  These factors combine to create diverse
water types that change in compositional character spatially and temporally.  Evaporative
concentration and groundwater mixing appear to have lesser influence on the chemistry
of the groundwater.  Reasonable inverse geochemical models were found for the
topographic flowpaths.  Thus, it is logical that the statistically-defined hydrochemical
facies can be used effectively to study the groundwater flow system and can be used as a
tool to verify aquifer connectivity.  This hypothesis is the topic of the next chapter.
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CHAPTER 7
ANALYSIS OF THE RESULTS:
EVIDENCE FOR AN INTERBASIN FLOW COMPONENT
In Indian Wells Valley, extreme aridity, scarcity of surface waters, and population
growth place heavy demands for groundwater supplies, which makes a general
understanding of groundwater circulation patterns especially important.  This type of
understanding can be gained from regional scale tracer studies, which can then be used
for the development and effective management of the critical groundwater resources.
The isotopes of B, C, Cl, H, and O (Desaulniers et al., 1981; Fritz et al., 1990;
James et al., 2000; Kloppmann et al., 2001), rare earth elements (Johannesson et al.,
1997), minor and trace elements (Farnham et al., 2000), and krypton-85,
chlorofluorocarbons, and sulfur hexafluoride (SF6) (Cook et al., 1996; Cook and
Solomon, 1997; Bauer et al., 2001) have been used as natural tracers to delineate
flowpaths in aquifers.
The spatial variability observed in the composition of these natural tracers
provides insight into aquifer heterogeneity/connectivity and can be used to estimate mean
residence times (MRTs).  Furthermore, tracer studies have proved to be a powerful tool
for detection of interbasinal water transfer across topographic divides where detection
and direct measurement of this flow component is usually extremely difficult.
However, most of the environmental tracers generally require elaborate sample
collection/handling/analysis techniques due to their extremely low abundance in natural
water systems.  Often, carrying out such a tracer study on the regional scale is
prohibitively expensive, considering the large number of samples that would be required
to effectively determine the flowpaths.
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Alternatively, a large amount of historic hydrochemical data (major ions) is
available from the Indian Wells Valley area, which can allow us to study temporal and
spatial distributions of the major ion chemistry of the waters.  It has been shown that the
major ion chemistry of the waters from the Indian Wells Valley area may be explained
with progressive water-rock interaction down the horizontal flow gradient (Güler and
Thyne, in review and Chapter 6).  This chapter will demonstrate that the observed
systematic variations in water chemistry provide the hydrochemical evolution model for
the area.  This information provides the context for interpreting the spatial variations in
water chemistry and defining groundwater flowpaths.
The objectives of this part of the study are: 1) to investigate the main source(s) of
groundwater in the Indian Wells Valley; 2) to determine groundwater flowpaths of this
aquifer system; and 3) to explore the existence of an interbasin flow component
postulated by recent studies.  The insight that will be gained from the current study can
be used to develop a realistic conceptual groundwater flow model for the basin.  The
importance of the appropriate conceptual model is twofold.  It can be used to: 1) select
basin-wide water management plans that meet desired water quality goals; 2) constrain
future numerical groundwater models.  The groundwater model itself can be used to
assess and mitigate possible future groundwater contamination and water quantity
problems in Indian Wells Valley aquifers.
7.1  Background
Controversy exists regarding the source of groundwater in the Indian Wells
Valley.  Lee (1912) was first to suggest that the valley is a closed-basin.  The closed-
basin model assumes that recharge to the groundwater reservoir is derived from
precipitation in the local topographic drainage basin only.  Later researchers who worked
in the area also adopted closed-basin conceptual model in their studies (Buwalda, 1944;
Bailey, 1946; Moyle, 1963; Kunkel and Chase, 1969; Bloyd and Robson, 1971; Dutcher
and Moyle, 1973; Berenbrock and Martin, 1991; Berenbrock and Schroeder, 1994).  As a
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result of these studies, additional recharge sources were recognized including: 1)
infiltration from irrigation water; 2) leakage from the Los Angeles aqueduct system; and
3) infiltration from domestic and industrial wastewater.  However, these lesser
components were considered to be small compared to regional recharge.
Recent studies, however, suggested that closed-basin assumption might not be
valid (Austin and Moore, 1987; Erskine, 1989; Whelan, 1990; Howard et al., 1997a;
Howard et al., 1997b; Ostdick, 1997; Thyne et al., 1999).  According to this alternative
conceptual model, significant amounts of subsurface (interbasinal) water flows into the
groundwater basin via the fracture network in the igneous and metamorphic bedrock of
the southeastern Sierra Nevada.  In these studies, the evidence for an interbasin flow
component is based on hydrochemistry, isotope data, aquifer flux calculations, and
presence of structural discontinuities that may act as conduits for groundwater flow.  For
example, Thyne et al. (1999) used recharge flux calculations, structural data, and water
chemistry data to propose the existence of an interbasin flow component in the
southwestern Indian Wells Valley.
Based on recharge flux calculations, they noted the existence of a recharge
surplus in the southwest section of the Indian Wells Valley, which is nearly an order of
magnitude greater than the precipitation-based recharge available from the adjacent
Sierran watershed.  They also noted the distinctive chemical character of the groundwater
from the southwest portion of the valley, which does not resemble waters from other
parts of the aquifer system.  The different chemical character of these waters has long
been recognized, but the different explanations given for the source of these waters
remain unresolved (see below for further discussion).
The interbasin flow component is difficult to identify and quantify.  However,
such flow is generally recognized because of imbalances in water budget calculations or
characteristic chemical differences that do not fit into the hydrologic conceptual model
for the system.  Previously, several studies (Eakin and Moore, 1964; Eakin and
Winograd, 1965; Winograd and Eakin, 1965; Eakin, 1966; Mifflin and Hess, 1979) used
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water budget calculations to quantify interbasin flow component in parts of the Nevada
that are adjacent to the current study area.  These studies indicated the probable existence
of systems that involve transfer of water over long distances through previously
presumed impermeable bedrock masses and across areas that form drainage divides on
the land surface.  Maxey (1968) and Naff et al. (1974) used major ion data to detect
interbasin water transfer.  Later, Johannesson et al. (1997) used rare earth elements in a
similar fashion.  The approach of this study differs from the previous studies in that a
multivariate statistical technique (cluster analysis) was employed to decipher the spatial
distribution of hydrochemical facies and define systematic variations in water chemistry
that indicate interbasin flow.
7.2  Hydrologic Framework
The Indian Wells Valley has a surface drainage area of about 2641 km2, where
drainage is entirely internal (Figure 7.1).  Most of the recharge to the valley aquifer
originates from the adjacent Sierra Nevada mountain range and is largely derived from
the infiltration of stream flow derived from snowmelt runoff.  In the area, groundwater
occurs in two different porosity regimes: 1) fracture porosity found in the granitic
mountain watersheds; and 2) intergranular porosity found mostly in alluvial basin-fill
aquifers.  In the mountain watersheds, the water from precipitation at high altitudes
infiltrates into a network of interconnecting fractures and faults existing within the
granitic rocks and under the influences of hydraulic pressure and gravity moves toward
points of lower head.  After crossing the Sierra Nevada fault zone, the water moves into
the alluvial groundwater system (Dutcher and Moyle, 1973) and moves through
sediments that form a porous medium.  Eventually, this water evaporates from the surface
of the China Lake playa or is transpired by plants, completing the local hydrologic cycle.
In a general sense, groundwater flow system in the area is similar to that proposed by
Hubbert (1940) and Tóth (1962; 1963).  The idealized flow system for the area is shown
diagrammatically in Figure 7.2.
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Figure 7.1  Map of Indian Wells Valley showing the locations of the water samples and
major fault traces and lineaments.  Lineaments digitized from Ostdick
(1997).  The heavy dashed line outlines the topographic drainage for the
valley.  Arrows indicate the directions of groundwater flux into the Indian
Wells Valley groundwater basin.
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Figure 7.2  Schematic representation of the idealized groundwater flow system for the
Indian Wells Valley area (after Hubbert (1940) and Tóth (1962; 1963)).
Arrows indicate directions of groundwater flux.
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The system may be considered to consist of three integral parts: 1) a recharge area in
which movement of water is downward; 2) an area of lateral flow; and 3) an area of
discharge where movement of water is upward.
Along with evapotranspiration (evaporation plus transpiration), the recharge is the
least understood and poorly quantified component of the water budget of the basin.
Although the locations and extent of recharge and discharge areas are well known,
reliable quantitative measurements of these components are not available because of the
difficulties involved in direct measurements of these properties.  However, several
estimates of these properties have been made by different researchers, generally agreeing
in the amounts (see Thyne et al., 1999 for further discussion).
7.3  Hydrochemical Facies Distribution
Groundwater in the Indian Wells Valley aquifer can be divided into five areas
based on hydrochemical similarities/differences, which were statistically-defined in
previous chapters using hierarchical cluster analysis (HCA).  These hydrochemical facies
were plotted on a site map using ArcView® GIS software (Figure 7.3).  The five groups
are separated geographically, as well as physiographically with good correspondence
between spatial locations and the statistical groups as determined by the HCA.  Samples
that belong same subgroup are located in close proximity to one another suggesting the
same processes and flowpaths for those groups of samples.  Group-1 water samples are
located in the high Sierra Nevada and plot above the 2000-m contour line (Figure 7.3).
Group-2 samples are mostly located below the 2000-m contour line in the Sierra Nevada
and other mountain ranges.  Group-3 samples are usually located on the basin floor, and
are spatially between Group-2 and Group-4 samples.  Group-4 samples are found near the
discharge areas of the China Lake playa and have the second highest TDS concentration.
Group-5 waters have the highest TDS concentrations and coincide with the China Lake
playa or nearby discharge areas (Figure 7.3).
156
Figure 7.3  Spatial distribution of the statistically-defined five hydrochemical facies in
the Indian Wells Valley.  Arrows indicate directions of groundwater flux.
Water chemistry changes along profiles A, B, C, and D are depicted in Figure
7.4.  Relative percentage of groundwater areal distribution by type is; 59.76%
for Group-2, 33.81% for Group-3, 4.32% for Group-4, and 2.11% for Group-
5.  Areas calculated from within-basin group boundaries, which were drawn
by hand.  Numbers indicate recharge estimates of Bloyd and Robson (1971)
(values are in acre-ft/year).
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In general, the spatial distribution of water groups in the study area conforms to the
topographic flowpath: Group-1→Group-2→Group-3→Group-4→Group-5 as suggested
by the Basin and Range groundwater system conceptual model (Maxey, 1968).  The TDS
content of the waters drastically increases as the water moves eastward from the Sierran
recharge areas to the discharge areas near and around the China Lake playa (Figure 7.4).
This is expected because these water groups represent the continued evolution of water
chemistry between recharge zones and discharge zones.  Groundwater in the area evolves
from a dilute Ca-Na-HCO3 water to a fresh Na-Ca-HCO3 water to a more concentrated
Na-HCO3-Cl water to a brackish Na-Cl water to a Na-Cl brine as groundwater flows from
recharge areas to the discharge areas (Figure 7.3).
The spatial distribution of hydrochemical facies from the southwestern part of the
Indian Wells Valley, however, does not conform to this regional trend.  The groundwater
(Group-2 type) from that part of the valley has chemistry that is statistically similar to
waters from the Kern Plateau area (in the high Sierra Nevada outside the local
watershed), rather than to waters from the local watershed (Figure 7.3).  This finding
does not appear consistent with the present models for the hydrologic system in the
Indian Wells Valley, which assume the basin is a closed system with recharge derived
from precipitation in the local topographic drainage basin.  And while the El Paso
Mountains appear to be the source of recharge water into the southern portion of the
valley (Figure 7.3), recharge calculations by Bloyd and Robson (1971) indicates the
amount of water (400 acre-ft/year) contributed from El Paso Mountains is insufficient to
explain the large volume of Group-2 water in this part of the valley.
Figure 7.4 shows the groundwater chemistry changes in Indian Wells Valley
along profiles A, B, C and D.  These profiles are generally parallel to the groundwater
flow direction and increasing TDS concentration of the waters along the profiles can be
attributed to the hydrochemical evolution model as discussed in Chapter 6.  Along
profiles B, C, and D (Figure 7.4) TDS concentration of groundwater increases steadily,
ending with highly saline waters when they finally reach the China Lake playa.
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However, TDS concentrations of groundwater along profile A shows a drop in TDS value
midway along the profile suggesting an influx of fresher water along the flowpath.  This
drop in the TDS value cannot be explained by closed-basin conceptual model since TDS
content of the waters from the area should increase owing to water-rock interaction
processes.  Furthermore, the sudden increase in the TDS concentration at the end of the
profile A suggest existence of a sharp mixing front between facies 2 and 5 waters.  This
sudden jump from facies 2 to 5 (lack of facies 3 and 4 waters between them) appears to
indicate an encroachment of a fresher groundwater tongue near China Lake playa.
Calculations based on the areas covered by each of the water group (Figure 7.3) show
that amount of Group-2 groundwater (59.76%) in the valley far exceeds the amount of
other water types and this unusually high groundwater volume can not be accounted for
by closed-basin groundwater model.  Group-2 groundwater is also the only water group
located in the valley that is similar to waters from the high Sierra Nevada.  The spatial
distribution of water types within the basin also suggests that movement of groundwater
is not impeded by the existence of faults dissecting the basin-fill sediments.  This is
relevant as several researchers contend that some of the faults form partial barriers to
groundwater flow in the area (Bloyd and Robson, 1971; Dutcher and Moyle, 1973).
Prior geochemical studies produced results very similar to this study with regards
to the low TDS water in the southwestern corner of the Indian Wells Valley (Berenbrock
and Schroeder, 1994; Houghton, 1994; Ostdick, 1997; Thyne et al., 1999).  These studies
revealed that the isotopic signature of the southwestern water is very similar to that of the
Kern Plateau, located in the adjacent watershed. Based on evidence from
hydrogeological, geochemical, and isotopic data, Thyne et al., (1999) suggested that as
much as 3.7×107 m3 per year of interbasin flow may be occurring through faulted and
fractured bedrock in the southern Sierra Nevada.  This recharge, derived primarily from
the adjacent Kern River recharge system, must enter the valley through a system of faults
and fractures in the Sierra Nevada in order to cross the phreatic divide between the
watersheds.
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Figure 7.4  Diagrams showing water chemistry changes along profiles A, B, C, and D in
Indian Wells Valley.  See Figure 7.3 for the profile locations.  Arrows indicate
directions of groundwater flux.
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Figure 7.5 shows the areal distribution of the Group-2 water subgroups for the
two watersheds.  Group-2 waters are found in the Sierran recharge areas in both the
Indian Wells Valley and Kern River watersheds, streams draining those watersheds and
shallow and deep wells in the southern portion of the valley.  This distribution is
consistent with the open basin hypothesis and suggests that the majority of interbasin
flow discharges upward from fractures in the bedrock between Inyokern and the China
Lake playa.
7.4  Fracture Directed Flow
Past and recent tectonic events created an extensive system of faults and fractures
in the area, which are generally well defined zones of weaknesses.  The area lies in close
proximity to several major active fault zones of California including the Sierra Nevada
frontal fault, Kern Canyon fault, and Garlock fault.  Recurring earthquakes are common
in the area indicating that deformation and seismic activities are continuing (see Fig. 2.6).
Numerous studies have demonstrated the importance of faults and fractures in
controlling groundwater flow in crystalline rock environment (Meinzer, 1923; Caswell,
1979; Folger et al., 1996).  In these environments fracture and faults either provide
conduits to groundwater flow (Pollard and Atilla, 1988) or act as barriers to it (Allen and
Michel, 1998).  Especially in highly fractured and faulted crystalline rocks, potentially
active faults may act as high permeability hydraulic conduits (Barton et al., 1995).
Becker (1891) was first to recognize that faults and fractures are common and
pervasive in the granitic rocks of the Sierra Nevada.  These fractures are generally
defined as features of regional extent (Mayo, 1947; Lockwood and Moore, 1979) and the
exposed rock faces contain numerous fractures (Segall and Pollard, 1983; Tonnessen,
1991).  Prior studies in the Sierra Nevada also have shown that the orientation and
distribution of these weakness zones may provide preferential pathways for surface and
groundwaters (Erskine, 1989; Howard et al., 1997a; Howard et al., 1997b).
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Figure 7.5  Figure shows the areal distribution of the Group-2 water subgroup for the
Indian Wells Valley and Kern River watersheds.
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In the southeastern part of the Sierra Nevada, a combination of intersecting
fracture and fault network exist (evidenced by the pattern of faults and lineaments in
Figure 2.6 and Figure 7.1) and appear to be capable of transmitting large amounts of
groundwater flow. Groundwater movement in crystalline rocks of this region is
postulated to occur primarily through intensely fractured regions that are connected in
three dimensions.  Fracture orientation measurements taken at Sierra Nevada canyons
indicate the presence of two major fracture sets with significant variations in orientations
(Table 7.1 and Figure 7.6).  However no single fracture set is predominant, suggesting
that there is a high potential for interconnection of fractures that can form regional scale
flowpaths.
Table 7.1
Statistical Summaries of the Structural (Fracture) Orientation Data







Indian Wells Canyon (1) 287.32º ± 24.75º   14
Short Canyon (2) 270.74º ± 21.46º   29
Grapevine Canyon (3)   88.09º ± 48.44º     5
Sand Canyon (4)   80.20º ± 33.43º     8
Noname Canyon (5)   80.80º ± 36.65º     9
Ninemile Canyon (6)   85.87º ± 29.53º   16
Deadfoot Canyon (7) 279.58º ± 23.55º   26
Fivemile Canyon (8) 279.21º ± 18.64º   35
Little Lake Canyon (9) 275.43º ± 18.78º   29
Chimney Creek (10)   86.55º ± 24.14º   16
Kern Plateau (11) 277.57º ± 15.79º   41
All Data 274.22º ± 7.17º 227
   Number in parenthesis identifies the locations shown in Figure 7.1.
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Figure 7.6  Rose diagrams showing the orientations of fracture data collected from Sierra
Nevada Canyons.  The rose diagram petals illustrate the frequency of the data.
The petal length is proportional to the percentage of total number of
measurements that fall within the petal.  Mean orientation and confidence
interval is shown by red colored lines.  Numbers in parentheses indicate the
structural data locations shown in Figure 7.1.
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7.5  Summary and Conclusions
This chapter presented several lines of evidence inferring that a region within
the adjacent Sierra Nevada is the source of interbasin, fracture-directed recharge to the
southwestern portion of the Indian Wells Valley.
1) Juxtaposition of less evolved (low TDS), younger Group-2 waters with more
evolved (high TDS), older Group-5 waters near the China Lake,
2) Existence of large amount of relative fresh Group-2 groundwater in the basin
that can not be accounted for by local recharge,
3) Virtually no evolution along the profile A in Figure 7.3 (from the southwest
corner to the center of the basin, where Group-2 waters are located),
4) Abrupt transition from Group-2 to Group-5 waters along profile A without
intermediate water types between them.
These hydrochemical data are considered to be classic indications of the interbasin flow
(Maxey, 1968; Naff et al., 1974) and show that the use of open-basin model for Indian
Wells Valley should be considered.  Acceptance of closed- or open-basin models would
have different effects on the groundwater management practices and could have an
enormous impact on water rights and supplies for this arid region.  If closed-basin model
is accepted, the groundwater must be carefully monitored to prevent overuse and water
quality degradation by saline waters from the shallow aquifer.  If existence of interbasin
flow is accepted, groundwater recharge to the Indian Wells Valley could be considerably
greater than the amount estimated and a new paradigm for the regional flow systems may
be required.  This requires alteration of the traditional closed-basin models to
accommodate interbasin flow and integration with alluvial basin-fill aquifer properties to
successfully predict the available water quantity.
A model that can integrate all these factors will provide an effective and
successful water-resources management tool for the region.  In the western United States,
where the doctrine of appropriation is commonly recognized, the amount of water
allocated for a given basin is usually determined from estimates of perennial recharge
derived from the topographic drainage area of the basin.  Obviously, existence of the




8.1       Conclusions
This study produced a series of GIS coverages and a database of water
chemistries for the study area, which can be continuously updated as new data gathered
and modified to reflect improvements in understanding.
The results of this study show that quantitative analysis of regional hydrochemical
data using cluster analysis coupled with geochemical modeling of the statistical clusters
can help elucidate the hydrologic and geologic factors controlling water chemistry on the
regional scale.  By using these techniques, it was possible to decipher the distribution of
hydrochemical facies, relate them to aquifer lithology, and plot them spatially in order to
help characterize the groundwater flow system of the region.
In this study, existing 2D GIS tools allowed: 1) various data layers to be
integrated; 2) provided the tools to organize and compute the relationships between
spatial and attribute data; 3) offered excellent capabilities for displaying results in the
form of maps and tables.  Integration of results from the statistical analysis and
geochemical modeling with topographic, geologic, and hydrologic data by using a GIS
speeded up the interpretation process.
The geochemical modeling demonstrated that relatively few common mineral
phases were required to explain the water chemistry and account for the hydrochemical
evolution in the area.  Based on this study, the general lithology, including types and
solubility of the minerals constitutes the greatest controlling factor on the natural quality
of the groundwater.
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This study also presented several lines of evidences that support modification of
existing conceptual flow models to include an interbasin flow component in the area,
which is of great importance because it could have an enormous impact on water rights
and supplies for the study area.
8.2       Recommendations
The results of this study suggest that further research is needed to fully
characterize the geologic and hydrologic conditions and geochemical processes that
control the water chemistry distribution in the area.
As a first step, the 2D GIS models should be expanded to 3D models that describe
the subsurface conditions in the Indian Wells-Owens Valley area.  Field observations are
required to collect a variety of geologic and hydrologic data, especially structural
orientations and data characterizing the fractures.  A combination of further field
sampling and mapping, more detailed analysis of aquifer architecture and properties,
more detailed geophysical and geological data interpretation, and computer modeling will
be required to produce a fully compatible 3D groundwater flow model for the region.
Once the 3D models are built and the new field data are collected, the geologic properties
of local groundwater systems can be evaluated in 3D, thereby providing information
critical to the management of valuable groundwater resources.
In addition, the following information should be collected in the future to clarify
questions concerning recharge and water quality.
1) Both surface and groundwater samples should be analyzed for tritium and
δ14C, which can be used to determine age of groundwater and for δD and δ18O
in order to further define the sources of groundwater and flowpaths.
2) Additional water samples should be collected from the areas where limited
amounts of samples exist in the hydrochemical database.  Especially, samples
from the Coso geothermal area should be collected to better understand
influence of geothermal waters on local water chemistry.
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3) Additional sampling for rare earth elements (REE) and/or minor elements may
produce definitive results showing the source of the anomalous Group-2
groundwater.
4) Modern precipitation chemistry data should be collected to better constrain the
inverse geochemical models.
5) Furthermore, analysis of granitic rocks from the area are needed to determine
relative contribution of chloride and sulfate by processes such as leaching of
fluid inclusions or pyrite oxidation, respectively.
As the population in the area grows the demands on groundwater will continue to
increase.  It is for this reason that the quantity of groundwater available must be
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Definition of the Hydrochemical Database
The hydrochemical database, HYDROCHEMICAL_DATA.XLS, is on one CD-
ROM (Compact Disk-Read Only Memory), which accompany this report. The
HYDROCHEMICAL_DATA.XLS can be retrieved by Microsoft  Excel 97 spreadsheet
software.  The size of the file HYDROCHEMICAL_DATA.XLS is 768,000 bytes.
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Discussion of Data Limitations
Conventions Used
Conventions used in entering the data are as follows:
1) A value of “−9999” indicates that no data was available,
2) A negative concentration (e.g. −0.002 mg L−1) indicates that the
concentration is “less-than” the absolute value of the number listed.
Location Accuracy
When not given in the respective sources, the latitude and longitude of each site were
determined by the best available methods and are included in the database.  For many
sites, the sources provided locations only in terms of township and range.  These were
converted to latitude and longitude before entry into the database.  Township and range
locations were converted to corresponding latitudes and longitudes by direct
measurements from topographic maps at a scale of 1:100,000 or 1:250,000.  If there was
a discrepancy within any data source between the given township and range location and
the given latitude and longitude, it was assumed that the latitude and longitude were
correct.
Locations of the sites for which only the name of the well or spring was given were
determined as accurately as possible using available sources, such as reports or maps.  In
some cases the information was not clear and judgment had to be used to assign a
location.  In general, these sample locations are accurate to within one kilometer.  Most
are much more precisely located than that; a few, however, may be less accurate.
Percent (%) Charge Balance Error
As a check on the accuracy and completeness of the chemical analyses in the database,
their percent charge balance errors were calculated.  A solution must be electrically
neutral, so ideally the charge of the anions must be equal the charge of the cations.  It was
found that all of the analyses could be charge balanced to within ±10.4%.
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Conventions and assumptions used in balancing the analyses are as follows:
1) In most cases, the major cations (calcium, magnesium, potassium, and
sodium) and the major anions (bicarbonate, carbonate, chloride, and
sulfate) were used to balance the analyses,
2) When bicarbonate and carbonate data were not given, alkalinity and pH, if
available, was used to estimate bicarbonate and carbonate concentration,
3) Analyses that did not balance initially were checked for errors and
inconsistencies in the data.  Several records were balanced after such
problems were corrected.
Editing Procedure
The original paper copies of data compilation contained duplicates or near-duplicates.
Near-duplicates are records for the same sample, which are not completely identical
because they were obtained from different sources.  In the edited file,
HYDROCHEMICAL_DATA, actual duplicate records were removed.  In addition,
many discrepancies in near-duplicates were resolved and the records were combined.
The individual sources of combined records are noted in the SOURCE column.
Identifiable errors in the data were corrected during editing.
The minor discrepancies in near-duplicate records are believed to be due to different
reporting formats in the original sources, and were of three types:
1) One or more of the records contained data that were not in the others.  In
these cases, the data were combined into one record,
2) A discrepancy in one or more parameter values.  In these cases, an attempt
was made to determine which record was correct.  If a copy of the original
laboratory report could be located, it was used to select the correct value
and the other value was removed from the database.  If the discrepancy
could not be resolved, both records were left in the database,
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3) Different conventions used in reporting the data.  Discrepancies of this
type were most common in the minor element data.  For example, two
near-duplicate records may show manganese values of <0.01 and 0.01.
Again, if a copy of the original laboratory report was available, it was used
to select the correct value and the other value was removed from the
database.  If the discrepancy could not be resolved, two records were left
in the database, one containing <0.01 and one containing 0.01.
In general, there were more discrepancies for iron than for any other minor element.
This was probably due to the different ways in which iron concentrations were expressed
and because the convention being used was often not clearly stated.  Other conventions
were used when combining near-duplicate records showing discrepancies in either
alkalinity or pH.  For discrepancies in alkalinity, the highest value was chosen; for pH,
the lowest value was chosen.
Database Limitations
Based on the completeness of individual analyses and on their calculated percent charge
balance errors, the analytical data contained in the database are of variable utility.  The
data source, name of the analyzing laboratory, and percent charge balance error of the
analysis are included into database to aid user in assessing the quality of the data.  Most
of the data presented in this study were taken from U.S. Geological Survey reports and
techniques are described in most of the sources or documented in “Techniques of Water-
Resources Investigations” manuals.
Limitations of the database are as follows:
1) There is no differentiation between field and laboratory pH, except for
some entries, which are all field pH (these are indicated in COMMENTS
column).  If both field and laboratory pH measurements were available,
only field pH measurements were entered into the database,
2) Field and laboratory inorganic carbon values (bicarbonate, carbonate, and
alkalinity) also are not differentiated.
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Explanation of Database Column Headings
The following is a list of the database column headings.
1) SITE NAME: This is the name of the site as identified in the source(s)
from which information was obtained. Names are
presented in more than one format because different
sources used different conventions and formats.  In many
cases, the site location was given in the source in terms of
township and range.  At least three different township-and-
range conventions are used; each is contained in the
database.  One uses the standard abbreviations for quarter
sections, NE (northeast), NW (northwest), SW (southwest)
and SE (southeast).  In another, each quarter of a quarter
section is assigned a unique capital letter, starting with A
in the northeast most and ending with R in the southeast
most.  In a third convention, the lower-case letters a, b, c,
and d are used to indicate the northeast, northwest,
southwest, and southeast quarters, respectively.
Abbreviations used in this column are listed in Table A-1.
2) SITE ID: This is an identifier assigned to provide a unique means of
identifying records within the database.  The site identifier
is a combination of the latitude and longitude and a two-
digit sequence number.  The sequence number enables
identification of multiple samples with the same latitude
and longitude coordinates.
3) SAMPLE CODE: This is a short alphanumeric code defining the source
(spring, surface or well) of the sample.  Codes start with
SP for spring samples, SU for surface samples, WD for
well samples from deep aquifer, and WS for well samples
from shallow aquifer.  The water samples are sequentially
numbered for each source type (e.g. SP1,…,SP152).
Sequential letters following the numbers define the
temporal samples (samples that were collected over time
from the same location) (e.g. SP13A, SP13B, SP13C).
4) LATITUDE: Latitude in degrees, minutes, and seconds.  Latitudes are
north of the equator.
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5) LONGITUDE: Longitude in degrees, minutes, and seconds.  Longitudes
are west of the prime meridian.
6) DATE: Sample collection date in year/month/day (YYMMDD)
format.  If a range of sample dates were given for one
analysis, the most recent was entered.  For U.S. Geological
Survey files, if no date was given, the “date checked” was
used.  This is usually the date that the results of the analysis
were checked in the laboratory by someone other than the
analyst.  If no month and day information were available,
only year was entered into the database followed by double
zero (00) for missing day and month.
7) TIME: Time of sample collection in hours and minutes (HHMM),
given in 24-hour clock time.
8) TEMP: Field temperature of sample in degrees Celsius (°C).  If a
range was given, the highest temperature was entered.
9) ALK: Alkalinity as calcium carbonate (CaCO3) in mg L−1.
10) HARDNESS: Total hardness as CaCO3 in mg L−1.
11) COND: Specific Conductance in micro-Siemens cm−1 at 25°C.
12) pH: pH in standard units (SU).  All records from NWIS contain
laboratory values.  Other records may contain either a field
or a laboratory value.
13-45) Dissolved Chemical Species Concentrations, in units of mg L−1:
Column headings are listed in, Table A-2.
46) TDS: Total dissolved solids, which is the total amount of solids,
in mg L−1 that remain when a water sample is evaporated
to dryness.
47) BALANCE: Charge balance error in ± percent (%).
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48) DATA SOURCE: A number defining the source of the data entry. The
numbers and corresponding references defining each source
are provided in Table A-3.  See also References Cited.
49) LAB: Abbreviations used to identify the laboratory that
performed the analysis.  These are listed in Table A-4.
50) AQUIFER: Information on the sampled interval, which may include
formation name or aquifer lithology.  Abbreviations are
defined in Table A-5.
51) LITHOLOGY: Abbreviations defining the surface lithology.  These are
listed in Table A-6.
52) SAMPLE SOURCE: This column identifies the general sample source type
(spring, surface or well water).  In cases where no source
was indicated, and for which it was deemed likely, it was
assumed that the source was a well.
53) COMMENTS: A collection of general information regarding the sample
and/or site, such as sample appearance, flow rate data, well
completion information, and additional hydrochemical
data.  Table A-7 lists the abbreviations used.
54) ALTITUDE: Altitude of land surface at well head with respect to sea
level in meters.
55) WELL DEPTH: Depth of well, below land surface, in meters.
56) SAMPLE DEPTH: Water sampling depth, below land surface, in meters.  If
sampling depth was not given, it was assumed to be the
middle of the perforated interval.
57) WL ALT: Water level altitude with respect to sea level in meters.
The datums used to measure water levels and well depths
were variable.  In the cases where the datum was not
clearly indicated, it was assumed to be land surface.
Because the datum most commonly noted was either the
elevation of the casing top or land surface, any error
resulting from this assumption should be very small.
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Table A-1
Abbreviations Used in the “Site Name” Column
AG agriculture
BR Bureau of Reclamation
CO county































Column Headings for Dissolved Chemical Species
(concentrations are in milligrams per liter unless noted otherwise)
Ca, Calcium Mg, Magnesium
Na, Sodium K, Potassium
Cl, Chloride SO4, Sulfate
HCO3, Bicarbonate CO3, Carbonate
PO4, Phosphate NO3, Nitrate
F, Fluoride SiO2, Silica
As, Arsenic Ba, Barium
B, Boron Cd, Cadmium
Cr, Chromium Cu, Copper
Fe, Iron Pb, Lead
Mn, Manganese Mo, Molybdenum
Ag, Silver Al, Aluminum
Sr, Strontium Zn, Zinc
Li, Lithium Se, Selenium
Br, Bromide TOTAL N, Total Nitrogen
Th, Thorium
Deuterium ‰, δD, Hydrogen isotope value, which is reported in permil (‰ or δ)
Oxygen-18 ‰, δ18O, Oxygen isotope value, which is reported in permil (‰ or δ)
TDS, Total dissolved solids (residue on evaporation at 180°C)
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Table A-3
Data Sources Used to Create the Hydrochemical Database
Number of SamplesCode
Number Data Sources Surface Spring Well
  1. Barnes et al., 1981 —    1 —
  2. Berenbrock, 1987 — — 194
  3. Berenbrock and Schroeder, 1994 — — 108
  4. Buono and Packard, 1982 — —     3
  5. California State University,
Bakersfield, unpublished data 51 38   74
  6. Dockter, 1980a — —     1
  7. Dockter, 1980b — —     2
  8. Feth et al., 1964a —    1 —
  9. Font, 1995 —    3    18
10. Fournier and Thompson, 1980   1    8     3
11. Hollett et al., 1991 — —     5
12. Houghton, 1994 10    2    25
13. Hunt et al., 1966 —    1 —
14. Johnson, 1993 — —    13
15. Johnson et al., 1991 — —     6
16. Lamb et al., 1986 — —    42
17. Lopes, 1987 — 14    14
18. Maltby et al., 1985 — —    45
19. McHugh et al., 1981 70    8 —
20. Melack et al., 1985 10 — —
21. Miller, 1977   2    7     2
22. Moyle, 1963 —    1 137
23. Moyle, 1969 — 24    96
24. Moyle, 1971 — —    57
25. Ostdick, 1997   6 14    14
26. Robinson and Beetem, 1975 —    1 —
27. U.S. Bureau of Reclamation, 1993 — —    33
28. U.S.G.S. NWIS QW Data — 28 154
29. Whelan et al., 1989 —    1     9
30. No source information available   3 —     8
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Table A-4
Abbreviations Used to Define the Laboratory which Performed the Chemical Analysis
ACZ INC ACZ Inc. Commercial Lab. Division
APC American Potash and Chemical Co.
BCL BC Laboratories, Bakersfield, CA
CA DWR California Department of Water Resources
CLSBI Clinical Laboratories of San Bernardino, Inc., San Bernardino, CA
CSUB California State University, Bakersfield, CA
DA University of Arizona, Dept. of Agricultural Chemistry and Soils
DHEW Department of Health, Education and Welfare
DLI Diversified Laboratories in Inglewood, CA
EDWARD Edward S. Babcock & Sons, Inc., Riverside, CA
HORNKOHL Hornkohl Laboratories, Inc., Bakersfield, CA
NAWC Naval Air Weapons Center, China Lake, CA
NWQL National Water Quality Laboratory
POMEROY Pomeroy and Associates, Pasadena, CA
S Stauffer Chemical Co.
SE Smith-Emery Laboratory
SPAC Southern Pacific Co.
UCSB University of California at Santa Barbara, CA
USDA U.S. Department of Agriculture, Salinity Lab., Riverside, CA
USGS U.S. Geological Survey
X No laboratory information available
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Table A-5
Abbreviations Used in the “Aquifer” Column
QT Quaternary
X No aquifer information available
Table A-6
Abbreviations Used in the “Lithology” Column
SS Sandstone
X No lithologic information available
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Table A-7













X No information available
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Data Conversion and Processing Procedures Used to Develop ARC/INFO GIS Coverages
Data conversion and processing procedures used to develop ARC/INFO GIS coverages
from the published geologic maps involved a seven-step procedure and explained in
detail in the following sections.
Selection of the Map Digitizing Process
Digitization of graphical documents, including maps, may be accomplished by tracing the
lines using a digitizing tablet with a suitable pointing device (digitizing), or by scanning
the document with a scanning device (Burrough, 1986).  Digitizing produces vector files,
while scanning produces high-resolution raster files, often termed “bitmap” files.  These
bitmap files may be extremely large if a large document is scanned at a reasonably high
resolution.  Low resolution scanning produces smaller files, but often fails to capture
details in the document.  No suitable digitizing tablets were available for use by this
project.  Consequently, maps were initially converted to digital products by scanning.
The raster files resulting from the scanning were then converted to vector files by a
process known as “heads-up digitizing”.  This involves the tracing and recording of
outlines reflecting the raster image as displayed on the computer screen.
Scanning the Published Geologic Maps
The geologic maps were scanned at the Colorado School of Mines Geology Department
computer laboratory by using the Hewlett Packard (HP) ScanJet 6200C flatbed document
scanner.  The scanner is not directly connected to the GIS computers, but it is attached to
the network, allowing digitizing work to be easily transferred to the GIS computers.  The
scanner has a maximum scanning area of 12×9 inches and a maximum resolution of 1200
dots per inch (dpi).  Maps were scanned in color using “Millions of Colors” option with a
resolution of 300 dpi.  Due to the limited maximum scanning area, it was impossible to
scan entire map at once.  Therefore, maps were scanned in sections.  These were
subsequently combined prior to starting the digitizing process.
Selection of an appropriate file format to record the scanned image is important.  Some
formats provide high-resolution images only by creating extremely large files that are
difficult to manipulate or transfer between computers.  The Tagged Image File Format
(TIFF) provided the best image quality combined with acceptable file sizes, and so it was
used for this project.
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Importing Scanned Files into Canvas 6.0
The scanned TIFF files were imported into Canvas 6.0 drawing software (Deneba
Systems Inc.) so that they could be combined and then displayed for “heads-up”
digitizing.  In common with most drawing software, Canvas 6.0 allows images to be
placed on selected layers.  These layers may be manipulated independently (i.e. displayed
or not, made active to be edited or not).  Importation of a TIFF file into a selected Canvas
6.0 layer is easily accomplished by using the “Open” option of the “File” pulldown menu.
Combining multiple TIFF files into one drawing is accomplished by opening the first file
in the normal fashion, and then adding each of the remaining TIFF files in sequence by
using the “Place” option in the “File” pulldown menu.  Some consideration must be taken
when importing and using multiple TIFF files, especially if the files are relatively large.
Unless care is exercised, the multiple files may increase the demand on computer
memory to the point that the memory is exhausted and the computer crashes.  Also, for
faster refreshment of the screen images, it is better to keep each of the TIFF files on a
separate layer.  Then partial refreshment (redrawing) of selected active layers is possible.
Digitizing the Maps in Canvas 6.0 and Exporting to DXF Format
Digitization involves the tracing or pointing to features displayed on the screen from the
TIFF files.  The coordinates of the traced lines are recorded on a separate layer.  Each
kind of data (geology, faults, etc.) is recorded on different layers.  Before digitizing the
map features, reference points were digitized as small intersecting lines, each defining a
known location point (15-minute marks on the maps).  These reference points (often
called “tics”) allow for the transformation of the digitized coordinates to ground
coordinates.  Therefore, a minimum of six points, well-distributed over the map area, is
necessary.  All the maps had more than the minimum number of reference points.
The free-hand curve tool should be used to digitize polygons and lines, not the Bezier
tool.  The Bezier tool tries to place a best-fit curve to the digitized points, and thus
introduces spurious line shapes.  The digitized outlines will translate as polylines when
they were exported as a Drawing Interchange File (DXF).  All the polygons must be
closed so that they can later be labeled in ARC/INFO GIS.  Thus, contacts between rock
units must be traced at least twice, once for each polygon defining the geologic condition
on each side of the contact.  Unlike the other hand digitizing techniques (e.g. use of
digitizing tablet), in “heads-up” digitizing by using Canvas 6.0 loss of detail and
imprecise location of points and lines can be prevented by zooming in on the scanned
image and continuing the digitizing process until the required resolution is obtained.  The
resulting digitized vector files are exported from Canvas 6.0 as DXF files by using the
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“Save As” option under the file pulldown menu and selecting the file type as DXF.  DXF
files can be readily imported into the ARC/INFO environment.
Importing DXF Files into ARC/INFO GIS
The importation of DXF files into ARC/INFO GIS is a relatively straightforward
procedure that is supported by two ARC commands: DXFINFO and DXFARC.  The
DXFINFO command lists all the layers within the DXF file, the kinds of features
contained in each layer, and the length of any character strings that may be converted to
attributes or annotations.  A report is displayed on the screen.  If required, a printed copy
of the report can be produced by using the ARC &WATCH command to create an ASCII
output text file.
The information contained in the report is used to guide the actual file importation using
the DXFARC command.  The report shows the numbers of arcs or points that will be
created in the ARC coverage.  If the report shows that one or more “INSERT” features
exist within a layer, these usually indicate that some map features were “grouped” during
the Canvas 6.0 processing. Grouped features will not be correctly translated into
ARC/INFO map features.  If the presence of “INSERT” features was indicated, the data
were reviewed in Canvas 6.0, the features were “ungrouped’, and the revised data were
exported as a new DXF file.
The DXFARC command performs the data conversion. Guided by the information
provided in the DXFINFO report, the user responds to system queries and controls the
conversion process.  The simplest procedure is to convert a single class of unattributed
features during a single conversion.  This was the procedure used in this study.  The DXF
files produced by the Canvas 6.0 processing contained only points, lines, or polygons,
depending on the map and map features being analyzed.  Thus, each ARC/INFO map
coverages contained only point, arc, or polygons.  These initial coverages contained no
topologic information.  Topology was created using the ARC CLEAN and BUILD
commands.  To become useful, these coverages had to be edited and to have attributes
attached to each map feature.  Their coordinates were still related to scanner coordinates.
Each map had therefore to be related to its true location in the real world.
Data Manipulation, Editing, and Attribute Labeling
Data manipulation and editing refers to changes made in raw data to remove errors, to
make data current, or to match the data to other data sets.  Attribute labeling allows for
the linkage of the spatial aspects of the data (the geographic coordinates) to the non-
226
spatial aspects of the data (the definition, significance, classification, or properties of
each map feature).  These processes are frequently time-consuming (Burrough, 1986).
They were undertaken using either the ESRI’s ARC/INFO GIS version 8.0.2 for
Windows NT or ArcView GIS version 3.2a software.  Both systems are installed on the
computers in the GE departmental computing laboratory.
Map Coordinate Transformation
As noted earlier, suitable reference points, or “tics” were located on each map during the
digitizing process.  The x- and y-coordinates of each digitized map are initially recorded
in arbitrary digitizer units (inches).  To make this information meaningful, and to impose
a scale factor, these measurements must be converted to the same real-world coordinates
and map projection in which the original map was drawn.  This conversion process is
known as transformation.
Each ARC/INFO map coverage contains a tic table that contains a minimum of four tics
located at the four corners of the map coverage.  Additional tics, located at well-defined
positions on the map, may be added to this table by digitizing them.  Each record in the
tic table contains a unique id-number and the x- and y-coordinates of a single tic.
Transformation requires the creation of a new blank ARC/INFO coverage that will
become the map that is related to real-world coordinates.  A tic table is created for this
map prior to any processing.  This table contains a list of all the tic id-numbers and their
real-world x- and y-coordinates.
The actual process of transformation involves four parts, defined in Figure C-1.  The
process requires several ARC/INFO GIS commands, including CREATE (to create the
initially blank new coverage), UPDATE (to edit the new tic file), PROJECTDEFINE,
PROJECT, and TRANSFORM.
The actual transformation is performed by the TRANSFORM command.  An affine
transformation calculates the change in scale, shifts in the x- and y-directions, and any
rotation necessary to produce the new coverage in real-world coordinates (Figure C-2).
TRANSFORM relies on matching the tics in the two coverages to perform these
calculations. A report is issued that compares the input and output tics, and the
parameters used in the transformation.  A Root Mean Square (RMS) error is shown that
describes the deviation between the tic locations in the input coverage and those in the
output coverage.  A perfect transformation would result in a RMS error of 0.000.  The
transformations performed in this study all had extremely small RMS errors.
227
Figure C-1  Using ARC/INFO GIS to generate a coverage in real-world coordinates
(ESRI, 1997).
228
Figure C-2  Transformation of digitizer units to real-world coordinates (ESRI, 1997).
229
APPENDIX D
Plots of the HCA-Derived Classifications of Surface and Well Water Samples
230
Figure D-1  Piper diagram of the 137 surface water samples.
231
Figure D-2  Piper diagram of the 264 shallow well water samples.
232





























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure D-7  Map view of HCA-derived subgroup and group values for the surface water
samples.  Symbol and shading indicate group, numbers subgroups.
240
Figure D-8  Map view of HCA-derived subgroup and group values for the shallow well
water samples.  Symbol and shading indicate group, numbers subgroups.
241
Figure D-9  Map view of HCA-derived subgroup and group values for the deep well
water samples.  Symbol and shading indicate group, numbers subgroups.
242
Figure D-10  Plot of the Principal components analysis showing the distribution of HCA-
derived classification of samples for the surface water.
243
Figure D-11  Plot of the Principal components analysis showing the distribution of HCA-
derived classification of samples for the shallow well water.
244
Figure D-12  Plot of the Principal components analysis showing the distribution of HCA-
derived classification of samples for the deep well water.
245
Figure D-13  Piper diagram of the seven subgroup means for the clusters defined by the
three different methods (surface water samples).  Number of samples in
each subgroup are in parenthesis.
246
Figure D-14  Piper diagram of the ten subgroup means for the clusters defined by the
three different methods (shallow well water samples).  Number of samples
in each subgroup are in parenthesis.
247
Figure D-15  Piper diagram of the six subgroup means for the clusters defined by the
three different methods (deep well water samples).  Number of samples in
each subgroup are in parenthesis.
248
Figure D-16  Plots of Collins bar diagram (a), Pie diagram (b), and Stiff pattern (c) using
HCA-defined subgroup means of surface water samples.
249
Figure D-17  Plots of Collins bar diagram (a), Pie diagram (b), and Stiff pattern (c) using
HCA-defined subgroup means of shallow well water samples.
250
Figure D-18  Plots of Collins bar diagram (a), Pie diagram (b), and Stiff pattern (c) using






















































Figure D-20  Plots of all shallow well water samples by using Schoeller diagram






















































Figure D-22  Plots of Chernoff faces for HCA-defined subgroup means of surface water
samples.
255
Figure D-23  Plots of Chernoff faces for HCA-defined subgroup means of shallow well
water samples.
256






TITLE Inverse Model 1: Precipitation (Snow) to Group-1.
SOLUTION_SPREAD
-units     mg/l
Number   Description   TEMP   pH   Ca   Mg   Na   K   Cl   S(6)   Alkalinity   Si   Al
1              Snow   5.00   5.92   0.84   0.19   0.43   0.41   0.47   1.14   3.59   0.17   0.005
2              Group-1   12.25   7.33   7.27   0.94   7.15   0.91   1.28   1.62   44.70   21.53   0.005
INVERSE_MODELING 1
       -solutions 1 2
       -uncertainty 0.12
       -minimal
       -range
       -phases
             Biotite             dissolve
             Calcite
             CO2(g)
             Forsterite        dissolve
             Gypsum
             Halite
             Hornblende    dissolve
             Kaolinite        precipitate
             K-feldspar      dissolve
             Plagioclase     dissolve
             SiO2(a)
SELECTED_OUTPUT
        -file MODEL-1.csv
        -inverse_modeling
        -saturation_indices Albite SiO2(a) Anorthite Biotite Calcite Hornblende
        -saturation_indices Plagioclase Saponite-Ca Saponite-Mg K-feldspar
        -saturation_indices Forsterite Gaylussite Gypsum Halite Kaolinite Mirabilite
        -saturation_indices Nahcolite Pirssonite Thenardite
        -activities K+ Na+ Ca+2 Mg+2 H4SiO4
END
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TITLE Inverse Model 2: Group-1 to Group-2.
SOLUTION_SPREAD
-units    mg/l
Number   Description   TEMP   pH   Ca   Mg   Na   K   Cl   S(6)   Alkalinity   Si   Al
1              Group-1   12.25   7.33   7.27   0.94   7.15   0.91   1.28   1.62   44.70   21.53   0.01
2              Group-2   20.71   8.00   37.08   8.49   67.07   3.57   41.05   50.91   195.44   32.46   0.01
INVERSE_MODELING 2
       -solutions 1 2
       -uncertainty 0.11
       -range
       -minimal
       -phases
             Biotite            dissolve
             Calcite
             CO2(g)
             Forsterite        dissolve
             Gypsum
             Halite
             Hornblende    dissolve
             Kaolinite        precipitate
             K-feldspar      dissolve
             Plagioclase     dissolve
             SiO2(a)
SELECTED_OUTPUT
        -file MODEL-2.csv
        -inverse_modeling
        -saturation_indices Albite SiO2(a) Anorthite Biotite Calcite Hornblende
        -saturation_indices Plagioclase Saponite-Ca Saponite-Mg K-feldspar
        -saturation_indices Forsterite Gaylussite Gypsum Halite Kaolinite Mirabilite
        -saturation_indices Nahcolite Pirssonite Thenardite
        -activities K+ Na+ Ca+2 Mg+2 H4SiO4
END
260
TITLE Inverse Model 3: Group-2 to Group-3.
SOLUTION_SPREAD
-units   mg/l
Number   Description   TEMP   pH   Ca   Mg   Na   K   Cl   S(6)   Alkalinity   Si   Al
1    Group-2   20.71   8.00   37.08   8.49   67.07   3.57   41.05   50.91   195.44   32.46   0.01
2    Group-3   20.96   7.88   76.54   33.66   236.35   12.94   199.08   192.07   442.27   42.72   0.01
INVERSE_MODELING 3
       -solutions 1 2
       -uncertainty 0.05
       -range
       -minimal
       -phases
             Biotite            dissolve
             Calcite            precipitate
             CO2(g)
             Forsterite        dissolve
             Gypsum
             Halite
             Saponite-Ca    precipitate
             Saponite-Mg   precipitate
             SiO2(a)
             CaX2
             NaX
             MgX2
SELECTED_OUTPUT
        -file MODEL-3.csv
        -inverse_modeling
        -saturation_indices Albite SiO2(a) Anorthite Biotite Calcite Hornblende
        -saturation_indices Plagioclase Saponite-Ca Saponite-Mg K-feldspar
        -saturation_indices Forsterite Gaylussite Gypsum Halite Kaolinite Mirabilite
        -saturation_indices Nahcolite Pirssonite Thenardite
        -activities K+ Na+ Ca+2 Mg+2 H4SiO4
END
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TITLE Inverse Model 4: Group-3 to Group-4.
SOLUTION_SPREAD
-units   mg/l
Number  Description   TEMP   pH   Ca   Mg   Na   K   Cl   S(6)   Alkalinity   Si   Al
1  Group-3  20.96  7.88  76.54  33.66  236.35  12.94  199.08  192.07  442.27  42.72  0.01
2  Group-4  24.25  7.92  142.75  79.88  1574.31  52.01  1900.19  891.93  660.13  41.17  0.01
INVERSE_MODELING 4
       -solutions 1 2
       -uncertainty 0.05
       -range
       -minimal
       -phases
             Biotite              dissolve
             Calcite              precipitate
             CO2(g)             dissolve
             Forsterite          dissolve
             Gypsum            dissolve
             Halite               dissolve
             Saponite-Ca      precipitate
             Saponite-Mg     precipitate
             SiO2(a)             precipitate
             CaX2
             NaX
             MgX2
SELECTED_OUTPUT
        -file MODEL-4.csv
        -inverse_modeling
        -saturation_indices Albite SiO2(a) Anorthite Biotite Calcite Hornblende
        -saturation_indices Plagioclase Saponite-Ca Saponite-Mg K-feldspar
        -saturation_indices Forsterite Gaylussite Gypsum Halite Kaolinite Mirabilite
        -saturation_indices Nahcolite Pirssonite Thenardite
        -activities K+ Na+ Ca+2 Mg+2 H4SiO4
END
262
TITLE Inverse Model 5: Group-4 to Group-5.
SOLUTION_SPREAD
-units   mg/l
Number  Description  TEMP  pH  Ca  Mg  Na  K  Cl  S(6)  Alkalinity  Si  Al
1  Group-4  24.25  7.92  142.75  79.88  1574.31  52.01  1900.19  891.93  660.13  41.17  0.01
2  Group-5  25.85  8.94  105.57  110.31  35501  714.04  42844.00  5634.85  9417.85  33.66  0.01
INVERSE_MODELING 5
       -solutions 1 2
       -uncertainty 0.05
       -range
       -minimal
       -phases
             Biotite                dissolve
             Calcite                precipitate
             CO2(g)               dissolve
             Gypsum
             Halite
             Kaolinite             precipitate
             Nahcolite            dissolve
             Saponite-Ca        precipitate
             Saponite-Mg       precipitate
             SiO2(a)
             CaX2
             NaX
             MgX2
SELECTED_OUTPUT
        -file MODEL-5.csv
        -inverse_modeling
        -saturation_indices Albite SiO2(a) Anorthite Biotite Calcite Hornblende
        -saturation_indices Plagioclase Saponite-Ca Saponite-Mg K-feldspar
        -saturation_indices Forsterite Gaylussite Gypsum Halite Kaolinite Mirabilite
        -saturation_indices Nahcolite Pirssonite Thenardite
        -activities K+ Na+ Ca+2 Mg+2 H4SiO4
END
