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Abstract 
Venturino, E., An unconventional algorithm for singular integral equations, Journal of Computational and 
Applied Mathematics 49 (1993) 329-337. 
The purpose of this investigation is to extend the results recently obtained for equations of negative index to 
equations of index zero or one. The simple method for solving singular integral equations (SIEs) via 
Chebyshev quadrature is here adapted to equations possessing a solution which has unbounded endpoint 
behavior. Chebyshev quadrature is the standard method for equations of the first kind. The alternative method 
is based on using the Chebyshev zeros also for solving second-kind SIEs with variable coefficients. 
Keywords: Singular integral equations; Chebyshev polynomials; singularity subtraction 
1. Introduction 
This study represents the continuation of an earlier investigation [6]. It is meant to extend 
the previous analysis to the more difficult case of equations of nonnegative index, thus 
completing the study of all possible situations that can occur in practice. The goal of the former 
investigation was to show that it is possible to solve singular integral equations (SIEs) of 
negative index with Gauss-Chebyshev quadrature in place of the Gauss-Jacobi quadrature 
arising naturally from the classical theory. The same former technique applies to equations of 
index 0, in which the singular behavior at one of the endpoints is “mild”. If this is not the case, 
or if the index is 1, thus indicating singular behavior at both endpoints, the former method does 
not apply: the convergence proof does not work and actual numerical tests show divergence of 
the scheme. In [7] we have analyzed quadratures for singular integrands, which have the 
property of retaining both the nodes and the weights of the Gauss-Chebyshev quadrature. The 
purpose of this study is to use these formulae to extend the method to SIEs for the cases 
previously mentioned. We analyze only the dominant part of the equation, since it is this one 
that must be understood for obtaining effective methods for the solution of these problems. 
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It is well known that the unknown can be represented in general by the product of an 
appropriate fundamental function which incorporates its endpoint singular behavior times a 
smooth function. The fundamental function, which is taken as the weight of the quadrature 
rule used to discretize the equation, in case of variable coefficients is nonclassical [3]. This 
implies that all the quadrature weights and nodes need to be calculated from scratch. The 
alternative approach we consider here is instead based on the use of just the Chebyshev 
abscissae. By subtracting out the endpoint singularities by means of a suitable high-order 
Hermite-type interpolating polynomial, it is possible to obtain a convergent scheme, at the 
expense of slightly augmenting the dimension of the linear algebraic system to which the 
equation is reduced. 
The rationale for such an attempt would be the construction of a general-purpose quadra- 
ture method, using the same nodes and weights, independent of the SIE under consideration. 
This method might be useful for the solution of systems of SIEs, where different unknowns 
might exhibit different endpoint singularities. 
2. Preliminaries 
The complete SIE with a Cauchy principal value singularity is 
a(x)+) + ;b(xfgdf + Aj_llk(x, t)+(t) dt =f(-+ -l<X<l. (2.1) 
We will discuss here only the constant-coefficient case, a(x) = a, b(x) = b, for the dominant 
equation, A = 0. Letting 
1 a -ib 1 a -ib 
--In- 
‘= 2Ti a+ib 
+M, 8 = -1n~ 
2rri a + ib +N, 
where M and N are integers, the index of the equation is defined as 
x= -(~+a)= -(M+N). 
By suitably choosing M and N, the index attains the value 1 when the solution is unbounded at 
both endpoints, the value 0 when it is unbounded at one endpoint, and the value - 1 when it is 
bounded at both. The fundamental function determines the endpoint behavior of the solution 
4. In general, for SIEs with constant coefficients, it is a Jacobi weight: 
p&) = (1 -X)‘(l+X)s. (2.2) 
In case of index 1, the fundamental function p+ has also the property of being the solution 
of the associated homogeneous dominant equation. This fact is easily established from the 
fundamental integration formula [4, (3.228.31, p.2901, given in terms of the beta and the 
hypergeometric functions: 
E”(v - 1, /_& - 1, a) 
f 
1 (1 +-‘(X + l)“-l 
Z dx 
= (1-1 a)“-‘(1 l,;-lcos(~,) - 2Yf”-%(p - 1, V) 
x,F,(~--p-v, 1; 2-p; +(1--a)), Rep, Re v>O, -l<a<l. (2.3) 
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Classically, the solution is rewritten by explicitly using the endpoint singular behavior: 
where g(x) is the new unknown function, To obtain uniqueness for index 1, 
prescribes an extra condition. Usually it takes the form 
If the index is 0 instead, the problem is well-determined, no extra conditions being required. If 
(2.4) 
the theory 
(2.5) 
it is - 1, the solution exists, provided the forcing function f(x) satisfies certain orthogonality 
conditions. 
In [6] it is shown that if the index is negative, it is possible to explicitly introduce the 
Chebyshev weight in the integral and to solve the equation by Gauss-Chebyshev quadrature. 
The same approach can be applied if x = 0 and - $ < min(y, 6) < 0. Here we want to consider 
the case x = 0 when the previous condition is not satisfied, or the case x = 1. 
To make the scheme work, we need to take into account modified Gauss-Chebyshev 
formulae, which have been presented and analyzed in 171. Such formulae, by subtracting out the 
endpoint singularities from the integrand, have the nice property of retaining both the simple 
weights and the knots of Gauss-Chebyshev quadrature. The basic idea consists in defining a 
different unknown function from the classical one. Let 
Ly=y++, p=s+;. (2.6) 
Following [7], we define a new unknown 
44 = P&M4 -P&)1 7 (2.7) 
where pJx) is a suitable Hermite-type interpolating polynomial to the unknown. This 
polynomial is constructed so that it matches the function g(x) and its first I derivatives at 
x = - 1, and similarly the first r ones at x = 1. Explicitly, 
1 r 
g,,(x) = c L;:(x)g(‘)( - 1) + c Rf’(x)g”‘(l), 
i=o i=O 
where L:!(x) and Rf’(x) satisfy 
(DqLy)(-1)=6iq, i,q=O, l,..., 1, 
(DqL’,‘)(l) = 0, i=o, 1 ,..,, 1, q=O, l,..,, r, 
(DqR1’)( - 1) = 0, i=O, 1 >***, r, q=O, l,..., I, 
(DqRf’)(l) = ai,, i, q=O, 1 ,***, r. 
(2.8) 
(2.9) 
The polynomials L::(x), i = 0, 1,. . . , I, and Rf’(x), j = 0, 1,. . . , r, can be written in terms of 
powers of 1 -x and 1 +x as follows: 
L?(x) = (1 -x)r+l h $(l +x)‘, i=O )...) I, 
j=O 
Rf’(x) = (1 +x)‘+l i $(l -x)‘, i=O ,*-*, r. 
j=O 
(2.10) 
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The coefficients in the above expressions have the explicit form [7] 
11 I(‘:= 2-“::+l-i’(r+;-i)’ for i~j, 
( 
0, for i >j, 
for i>j, 
/-!T = [I for iGj. 
(2.11) 
Recall that the function y is in the Holder class of exponent Al. on [ - 1, 11, y E H,[ - 1, 11, if 
Iv(x)-y(t)1 <Clx-tIPL) vx, tE(-1, I)% 
Let [x] denote the integer part of x. It is easily seen that a,, E CT] - 1, 11, with T = min(cr + r + 
1, p + I + 1). We do not consider the case LY = p = 0, since it does not present endpoint 
singularities. Then r is not an integer, and the previous statement should be read as saying that 
a,, has [r] continuous derivatives, and the [r]th derivative is Holder continuous with exponent 
7 - [r], i.e., u/!‘~) E H,_r,l[ - 1, 11. We will use the function uIr as a new unknown and discretize 
the original SIE. A linear algebraic system will be obtained. From its solution, the function 
~Jx) is found. From it, the original unknown 4(x> can be reconstructed, if needed, via the 
formula 
(2.12) 
3. The numerical scheme 
Here we consider the two schemes that can be constructed as described in the previous 
section, by using an endpoint interpolating polynomial of Lagrange type, i.e., for I = 0, r = 0, or 
by the Hermite interpolating polynomial, 1= 1, Y = 1. Notice that the unknown vector contains 
as components g( - l), g(l), g’( - l), g’(l), the last two entries being omitted if I = 1, r = 1. 
We begin by considering the normalization condition, rewriting it by explicitly introducing 
the new unknown function. After discretization, neglecting the error, it is 
; k&(f*) + +?(S + 1, y + 2)g(l) + B(6 + 2, y + l)g( - l)] = 1. (3.1) 
For the case 1 = 1, r = 1, we have instead 
; ~&U,,(t,, + +{[ze(s + 2, y + 3) +B(6 + 1, y + 3)]g( -1) 
+g’( - 1)2B(6 + 2, y + 3) -g’(1)2B(6 + 3, y + 2) 
+g(l)[2B(6 + 3, y + 2) + B(6 + 3, y + l)]} = 1. (3 *2) 
Let us now define 
Z(X) = a(1 -9-l’*. 
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For the case 1 = 0, r = 0, the dominant part of the SIE can be rewritten as follows: 
a^(x)a,(x) + ;),o(t) -a,,(x)](t -x)-‘(1 - t2)-1’2 dt 
+ ;a[ d- l)PG,y+l(x) +dlh+lJ(4] 
+ ; [E”(& y + 1, x)g( - 1) +E*(a + 1, Y, x)g(l)l =f(-+ (3.3) 
Note that the integrand of (3.3) is now bounded both at the point t =x and at the endpoints. 
Also the function 
h(x, t) = 
1: 
[Q(t) - a,,(x)](t -x)-l, t +x, 
o/Xx), t =x, 
belongs to CTP1[ - 1, 11. Gauss-Chebyshev quadrature can then be applied to (3.31, to get 
a^(x)a,(x) + bn-l k [%&) - ~odmtk -e 
k=l 
+ Ia[ d - 1bs,y+dx) +d%+&)] 
+ & p*(h y + 1, x)g( - 1) +E*@ + 1, Y, x)g(l)l =f(x). (3.4) 
Collocating at the zeros sj, j = 1,. . . , n - 1, of the second-kind Chebyshev polynomials, we 
obtain a linear algebraic system. Using some identities of [5], for j = 1,. . . , n - 1, this is 
+ &[E*(S, Y + ‘7 sj)g(-l) +E*(6 + ‘7 YY sj)g(l)] =f(sj)* (3.5) 
To obtain a square system, we can proceed in two ways. Either we can use the interpolatory 
formula at the second-kind Chebyshev nodes: 
k=l 
Tn(sj) 
j=l ,...,Iz - 1. 
Til(tk)(Sj - tk> ’ 
(3.6) 
Alternatively, Lobatto-Chebyshev quadrature can be used. It amounts to interchanging the 
roles of the quadrature and collocation nodes in the above formulae. For k = 1,. . . , r-z, 
a^(tk)aOO(tk) + ’ 2 aCKl(sj>(sj - tk)-l + aa[ g(-1)p6,y+l(tk) +g(‘)PS+l,y(‘k)] 
’ k=l 
+ ; p*(& Y + 1, tk)g( - 1) +E*@ + 1, Y, tk)g(q] =f(fk). (3.7) 
These procedures give us extra n - 1 equations, which are not enough to obtain a square 
system. We need extra conditions, which can be obtained by observing that the redefinition of 
the unknown function as ~Jx) tells us that o,(+_ 1) = 0, as well as a;,(+_ 1) = 0. We thus 
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obtain two or four extra equations. Together with the normalization condition for the case 
x = 1, we get a square system, of size 2n + 1 for I = Y = 0, 2n + 3 for I = Y = 1: 
k=l 
For the other interpolant we have also 
2 fl,,(fk)(--l)k 2 
l/2 
[n*-(l-t,)-‘] =o, 
k=l I 1 k 
2 all(tk)(-l)k 
k=l 
l/2 
[n2-(l+t,)-‘1 =o. 
Alternatively, we can interpolate at the zeros x,, m = 1,. . . ,2n -’ 
P-9) 
1, of U2n_1(~>. Noting that 
(3 .lO) 
we thus obtain 
2n-1 2n-1 
c q&,)(l --qJ( - 1)” = 0, c %&m)(l + 4( - 1)” = 0. 
t?l=l m=l 
The conditions for the derivative being zero at the endpoints become instead 
(3.11) 
2n-1 
c a,,(x,)(l -xJ( -l)m[(l +.XJl - 4(4n2 - l)] = 0, 
k=l 
2n-1 
c a&,)(1 +xm)( -1)“[+(4+ 1) - (1 -x,,-‘1 = 0. 
k=l 
In the case I = 1, r = 1, equations (3.5), (3.7) become respectively, for j = 1,. . . , n - 1, 
a^(sj)all(sj> + i k~lgll(rk)(rk -‘j)-l 
+ +g( -1) a(P8+l,,+2(sj) +PS,y+2(‘j)) 
[ 
+ig’(-1) 
+ i(E*(S + 1, 7 + 2, sj) +E*(6Y Y + 2T sj))] 
(3.12) 
+W) + 
[ 6+2,y+l(sj) +P6+2,y ‘1 
( .)) + ‘(E*(S + 2, 7 + l> Sj) ~ 
+E*(6 + 2Y 77 sj)) 
I 
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As’ Up~+*,,+l(Sj) + $E’(S +27 Y + ‘9 'j)] =f(sj) 
and, for k = 1,. . . , II, 
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(3.13) 
+E*(& Y + 2, f/J) 
1 
+ig’(-1) up 
[ 
6+i,y+2(tk) + +*(a + 1, Y + 29 k) 1 
+bm +s+*,y+l(~k) +k%+z,y 
[ 
(&)) + %(E*(S + 2, Y + 1, t/J 
+E*@ + 2, Y, f/J) 1 -- :&f o[ws+2,y+l(~k) + ;E*(S + 2, Y + 1, ‘J] =f(4c>* (3.14) 
The system is then: for x = 1 and 1= r = 0, use (3.1), (3.5), one of the equations of (3.11) and 
either (3.6) or (3.7). For x = 0, replace (3.1) by the other equation of (3.11). For I = r = 1, use 
(3.2) if x = 1, (3.11)-(3.13) and either (3.6) or (3.14). 
4. Examples 
We present in Tables l-4 our results. In all cases the unknown function is g(x) = exp(x). 
The coefficients are normalized so that a2 + b2 = 1. We denote by g, (T the analytic solutions of 
the problem, by 2, 6 the approximate ones obtained by solving the discretized system. 
Table 1 
n Condition number 
21 0.137.102 
43 0.410.10* 
87 0.947.102 
175 0.239.103 
Ik-Gllm 
0.118.10-’ 
0.313.10-3 
0.865.10-4 
0.244.10-4 
II g - t IL 
0.706.10-3 
0.161.10-3 
0.385.10-4 
0.941’ 10-5 
Time used 
1.54 
4.61 
17.30 
84.48 
Table 2 
,y = 0, I = 0, r = 0, a = 0.6614378, b = -0.75, (Y = 0.2699465, p = -0.2699465 
n Condition number lb-~llm II g - 6 llm Time used 
21 0.362. lo5 0.503~10~~ 0.858.10-’ 1.60 
43 0.724. lo6 0.862.10-3 0.145.10-2 4.77 
87 0.132.108 0.150.10-3 0.242.10-3 17.31 
175 0.231. lo9 0.238.10-4 0.323.10-4 82.22 
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Table 3 
x=0, I= 1, r =l, a= 0.9886860, b=0.15, (Y= -0.4792737, p=O.4792737 
n Condition number 
11 0.789. lo4 
21 0.933.106 
41 0.773.10s 
81 0.575.1o’O 
161 0.425.10’* 
llfl - 6 IL 
0.143.10-r 
0.200. 1o-2 
0.427.10-3 
o.101~10-3 
0.245.10-4 
II g - &! IL Time used 
0.143.10-l 0.60 
0.200~10-2 1.49 
0.426.10-3 4.44 
0.100~10~3 15.66 
0.244.10-4 71.62 
Table 4 
x = 1, 1= 1, r = 1, a = 0.6614378, b = 0.75, LY = -0.2699465, p = -0.7300535 
n Condition number 
11 0.400~104 
21 0.215. lo6 
41 0.890. lo7 
81 0.328. lo9 
161 0.116.10” 
Il” - ri IL 
0.103~10~’ 
0.129.10-2 
0.270.10-3 
0.632.10-4 
o.154.10-4 
II g - g IL Time used 
0.911~10-~ 0.55 
0.116.10-* 1.48 
0.243.10-3 4.29 
o.5fJ9.10p4 15.54 
0.138.10-4 71.90 
5. Discussion 
The method we have presented here seems to be viable for solving SIEs when only a few 
digits of precision are required. It is not comparable with the standard Gaussian quadrature 
methods, if a highly accurate solution is sought. On the other hand, in many engineering 
applications three- or four-digit accuracy is acceptable. In such cases this scheme might 
constitute an alternative, if a simple code is needed. It may be possible that higher precision is 
achievable by using a higher-degree Hermite-type interpolating polynomial, but the impression 
is that the resulting matrix will become more badly conditioned. From the above examples, the 
conditioning increases indeed with the degree of Hermite interpolation. One reason could be 
that the “endpoint” interpolation conditions (3.11) and (3.12) might look alike. In [7] this 
phenomenon was not found, because perhaps in the direct problem g( - l), g(l), g ‘( - 11, g’(l) 
are all known, so they contribute to the evaluation of the integral. Here instead they are not 
known, and increase the degree of uncertainty of the problem. A better understanding of this 
phenomenon might help in modifying the algorithm to make it more effective in the solution of 
SIEs. 
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