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Abstract 
We have contrived a regional model (K, w, n, 0, A) for the distribution of low 
frequency variability energy in horizontal wavenumber, frequency, vertical mode and 
geography. We assume horizontal isotropy, (1)(K, w, n, 0, A) = 27r10I1(k, 1, w, n, 0, A), 
with K designating the amplitude of total horizontal wavenumber. 
The parameters of .1(K, w, n, 0, A) can be derived from observations: (i) satellite 
altimetry measurements yield the surface eddy kinetic energy wavenumber and fre-
quency spectra and the geographic distribution of surface eddy kinetic enei:gy magni-
tude, (ii) XBT measurements yield the temperature wavenumber spectra, (iii) current 
meter and thermistor measurements yield the frequency spectra of kinetic energy and 
temperature, (iv) tomographic measurements yield the frequency spectra of range—
and depth—averaged temperature, and (v) the combination of satellite altimetry and 
current meter measurements yields the vertical partitioning of kinetic energy among 
dynamical modes. We assume the form of the geography—independent part of our 
model (1.(K, w, n) cc KPwq. The observed kinetic energy and temperature wavenum-
ber spectra suggest p = 3/2 at K .< K0 and p = —2 at K > K0 for the barotropic 
mode, and p = —1/2 at K < Ko and p = —3 at K > Ko for the baroclinic mods, 
where K0 is the transitional wavenumber of the wavenumber spectra. The observed 
frequency spectra of temperature and kinetic energy suggest that q = —1/2 for w < w 0 
and q = —2 for w > wo, where w0 is the transitional frequency of the frequency spec-
tra. The combination of satellite altimetry and current meter measurements suggests 
the vertical structure of the low frequency variability is governed by the first few 
modes. The geography—dependent part of our model is the energy magnitude. 
Although we have shown analytically that the tomographic measurements behave 
as a low—pass filter, it is impossible to identify this filtering effect in the real data 
due to the strong geographic variability of the energy magnitude and the vertical 
gradient of the mean temperature. The model wavenumber spectrum is appropriate 
only where the statistical properties are relatively homogeneous in space. 
Thesis Supervisor: Carl Wunsch 
Title: Cecil and Ida Green Professor of Physical Oceanography 
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Chapter 1 
Introduction 
The time—dependent motions of the ocean can be divided into several different groups 
according to their frequencies, e.g. tides, internal waves, inertial waves, etc. Low 
frequency oceanic variability is one such group of time—dependent motion. By the 
expression "low frequency variability", we mean the time—dependent motion with n 
time scale longer than a day and a spatial scale ranging from tens of kilometers to the 
ocean basin scales. It was not realized that the ocean's general circulation is strongly 
time—dependent until the 1960s. The main hindrance to our understanding of the 
ocean general circulation is lack of data. Very little of the ocean has been actually 
sampled. 
In the last decade, the advent of modern measurement technology: ocean acoustic 
tomography and satellite observations of sea surface topography, enables oceanogra-
phers to observe the ocean circulation and its variability on sufficiently fine space 
and time scales. The principles and applications of satellite remoting and acoustic 
tomography have been reviewed by Munk and Wunsch [1982]. Satellite altimetry 
has proven to be extremely important in providing nearly-synoptic and basin—wide 
observations of the three dimensional state of the sea surface shape 77(x, y, t). Due 
to the intimate coupling of the sea surface shape (the slope of the surface) with the 
near surface geostrophic flow field, altimetric data have become indispensible in in- 
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vestigating the low frequency oceanic variability. Based on two years of high-quality 
TOPEX/POSEIDON data, Wunsch and Stammer [1995] constructed the first global 
frequency-wavenumber spectrum of sea surface height (SSH) variability and related 
one-dimensional wavenumber spectra for SSH and sea surface slope. 
The tomographic method was introduced by Munk and Wunsch [1979] in direct 
response to the formidable task of measuring and understanding the behaviour of both 
the mesoscale and larger-scale features associated with the general circulation. Two 
advantages of the tomographic measurements over the spot measurements are the 
geometric increase of information with each additional instrument deployed, and the 
spatial integration inherent in the measurement. We will show analytically that the 
spatial integration acts as a low-pass filter, which filters out the small scale motions. 
The path—band width of the filter is related to the length of the acoustic ray path. 
Combining the results from different measurements, we obtain the following dif-
ferent kinds of spectral descriptions of the oceanic low frequency variability. 
	
Measurement Name 	 Spectral Type 
thermistor 	 temperature frequency spectra at different depths 
current meter 	 velocity frequency spectra at different depths 
X B T 	 temperature wavenumber spectra at different depths 
	
satellite altimetry 	 surface kinetic energy frequency—wavenumber spectra 
	
acoustic tomography 	 range—averaged temperature frequency spectra 
Table 1.1: All spectra from different measurements. 
In addition, the combination of current meter and altimeter data yields what is the 
partition of oceanic horizontal kinetic energy among vertical modes [Wunsch 1997]. 
The low frequency oceanic varibility is a multivariate and multidimensional pro- 
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cess. We have different kinds of spectra (frequency and wavenumber) for different 
variables (temperature, velocity and density) at different depths and different places 
in the ocean. How can we describe this large amount of data using as few parameters 
as possible? The incentive for this work is to answer this question. 
Using linear dynamics under the hypothesis of horizontal isotropy and vertical 
symmetry of the wave field, Garrett and Munk [1972] patched together a univer-
sal simple algebraic representation of the distribution of internal wave energy in 
wavenumber frequency space in the deep ocean, which has become known as the 
Garrett-Munk spectrum. Later Garrett and Munk [1975] gave an improved version. 
The GM spectrum is focused on internal waves (f < < N). A scientifically in-
teresting problem is to find out whether we can extend the GM spectrum to lower 
frequencies. We will combine the model, current meter, altimetry, XBT and acoustic 
methods to produce an analytic wavenumber and frequency spectrum of low frequency 
oceanic variability with an emphasis on obtaining answers to the following questions: 
Is there a universal frequency/wavenumber spectrum of the low frequency variability? 
If not, how do the components of the frequency-wavenumber spectrum (energy level, 
spectral shape, ...) vary with the physical environment (topography, proximity of 
large currents, etc.)? Our method is analogous to that of Garrett and Munk [1972]. 
The three dimensional frequency/wavenumber spectrum is a fundamental element 
in a description of the ocean circulation variability [Wunsch and Stammer 1995]. The 
potential use of such a spectrum is wide. First, the spectral representation is impor-
tant in that most time—dependent phenomena are expressed theoretically in terms of 
frequency and wavenumber. Therefore, if the data are also expressed in the form of 
frequency and wavenumber, it will be convenient for comparing and combining the 
theory with the observations. Second, the three dimensional frequency/wavenumber 
spectrum tells us how the energy of time—dependent ocean general circulation is dis-
tributed among different space and time scales and what are the dominant space 
and time scales of low frequency variability. Accordingly, the three dimensional fre- 
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quency/wavenumber spectrum provides a basis for practical filter designing. Third, 
such a spectrum is also useful for evaluating the quality of the sampled data and 
for the design of observational strategies. Moreover, it can be used as a stan-
dard to judge the skill of the global-scale general circulation models. Stammer et 
al.[1996] have compared the two dimensional frequency/wavenumber spectrum of 
TOPEX/POSEIDON data with that of an ocean climate model. The three dimen-
sional frequency/wavenumber spectrum also gives rise to fundamental dynamical and 
theoretical issues of why the particular spectral forms are displayed by the ocean. 
In chapter 2, a simple model is presented, the equations are solved and the so-
lutions are normalized. Chapter 3 presents the frequency spectrum of the spatially 
averaged temperature as well as the frequency/wavenumber spectra of the kinetic 
energy and temperature. In chapter 4 the observed properties of ocean low frequency 
variability are presented and we focus on describing how the low frequency oceanic 
variability energy is distributed among horizontal wavenumber, frequency and ver-
tical mode. A simple model for the energy density (1.(K, n, 0, A) is contrived in 
chapter 5. Conclusion and discussion are presented in chapter 6. 
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Chapter 2 
Dynamical model for 
low-frequency motion 
2.1 The governing equations 
Away from the equator and beneath the upper mixed layer, the time-dependent mo-
tions of the continuously stratified ocean can be described by the following dimen-
sional linearized equations [Gill, 1982]: 
all ai5 
— - f i") = - — , at 	 Po ax 
af) 	 ap 
+ u _ 
at 	 po ay 
815 
o = 	 — ! fig, 	 (2.3) 
p0 az Po 
ap 	 ,apo(z)  
— +w 	 =o, 	 (2.4) 
at 	 az- 
aft ao alb 
Ti 	 (2.5) 
Here we have assumed that the oceanic mean velocities are zero, i.e., u 0 = vo = 
= 0. Equations (2.1) and (2.2) are the horizontal momentum equations, equation 
(2.3) is the hydrostatic equation, equation (2.4) is the density conservation equation 
(2.1) 
(2.2) 
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and equation (2.5) is the continuity equation. The variables ü , f) and ti; are the 
perturbation velocities,"P is the perturbation density, /5 is the perturbation pressure, 
f is the Coriolis parameter and po(z) is the density of the rest ocean. By using the 
Boussinesq approximation, po is treated as constant in equations (2.1) and (2.2). The 
carat ( ) denotes dimensional quantities. 
We adopt the following scaling [Pedlosky, 1987]: 
= Lx, = Ly, = Hz, t = Tt, 
f = fo + 0o = fof, f =1 + 0Y, 0 = 13°L  fo 
UH 	 foUL 
=Uu, 	 =w
'
P = PoioLUP, P = Po H P. g 
Here we choose a length scale L = 100 km, depth scale H = 4.5 km, velocity scale 
U = 0.1 m/s, coriolis parameter f o = 7 x 10-5 s-1 , and time scale T =1/ fo . If the 
/3 effect is not considered, f =1. 
Substitution of the above scaling into the dimensional equations yields the follow-
ing nondimensional equations: 
(2.6) 
(2.7) 
(2.8) 
au 	 ap 
at 	 ax 
Dv + fu = Dp 
at 	 ay ' 
(2.9) 
(2.10) 
ap 
Dz 
a p .1T2 H2 _ 0 
 at 	 fd L2 'w  
Du Dv aw n 
ax + ay + az 
(2.11) 
(2.12) 
(2.13) 
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Here the buoyancy frequency is 
g 
 aP° (Z) 
 = NgN2 (Z) ) Po ai (2.14) 
where No is the scale of the buoyancy frequency and N(z) is a nondimensional function 
of z which represents the vertical structure of the buoyancy frequency. 
From equations (2.11) and (2.12), by eliminating p, we get 
where we have defined 
a2p 
2 Ar2 
— = —S 20, 
azat 
s = 
No H 
foL 
(2.15) 
(2.16) 
An equation with only one dependent variable, p, can be obtained by eliminating 
u, v, w and p from equations (2.9)—(2. -13). We deriw the equation in terms cif p 
because it's easy to find u, v, w and p once p is known and the boundary conditions 
are simple when p is used [Leblond and Mysak, 1978]. 
A single equation for p is 
a2 1. 2\ r 0323 	 a3p 	 a2 r2\ a ( 	 a2p 	 2aP 	 a3P 
 2f  a2P 
 ) — 0. 
'at2 +.1 IL ax2at+  ay2at +  at2+J az s2N2 azat)1+0(f ax ax2at 	 ayat 
(2.17) 
Following custom, we use the method of separation of variables to solve the above 
equation. We have 
n=-Foo 	 n=-Foo 
	
P(x, y, z, t) = E 	 z,t) = E Pn (x, y , t)Fn (z), 	 (2.18) 
	
n=0 	 n=0 
therefore the solution is written as the sum of various vertical modes. The vertical 
modes are orthogonal to each other, and are called normal modes. The vertical 
structure of a mode is described by Fn (z), while Pn (x, y, t) represents the horizontal 
propagation of the mode, and 7(x,y, z, t) is the full solution for each mode. 
12 

Munk 1972], which more closely resembles actual buoyancy profiles in the ocean. In 
spite of the different quantitative results for N(Z)=constant and N(2) = Noe2/b, the 
qualitative nature of the solutions remains unchanged. 
Emery et al. [1984] used the long term mean temperature and salinity profiles to 
investigate the geographic and seasonal distributions of buoyancy frequency. They 
found that there are marked meridional and zonal changes in the mean N-profiles, 
primarily within the upper 1000m. As shown in figure 2.1 the contours of buoyancy 
frequency are relatively uniform within the "abyssal ocean", defined as extending 
from 40°S to 48°N and between depths of 1 and 4 km. The N(Z) at Z -= 1000m is 
about 0.004 s-1. The following model for the buoyancy frequency: 
1 ST' 	 = NoN (z), N(z) = e", No = 0.04s-1, a = 11.25 	 (2.24) 
is a reasonable fit to the real N(Z) below 1 km [Figure 2.2]. We will use this model 
of N(Z) in our study. Although large differences exist between the model and obser-
vations above 1 km, where there are strong seasonal and geographical variations of 
N(2), we will use this model in our study because of its simplicity. 
2.3 Vertical representation 
Given the idealized exponential form for N(z), we can solve equation (2.23) analyti-
cally. There are two typical types of solutions to equation (2.23): propagating waves 
and standing modes. The mode solutions are determined by the equation (2.23) and 
two vertical boundary conditions. In the standing mode representation, vertically up-
ward and downward propagating wave components have equal amplitude and a fixed 
phase relation, thus forming a mode. In the propagating wave representation, the 
ocean is taken as vertically unbounded, the amplitudes and phases of the waves are 
independent and the vertical structure is approximated by WKBJ solutions [Muller 
et al 1978]. 
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Figure 2-1: Contours of buoyancy frequency as function of latitude. TOP: global 
average of 10 degree squares. BOTTOM: Central Pacific (Munk and Wunsch 1997). 
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2.3.1 The WKBJ approximation 
The WKBJ solution to the equation (2.23) is [Bender and Orszag, 1974 
G ( ) = 	 eisrn, f Ndz _C2 e-isr. fNdz n z 
-V71V 	 VTV 
The condition for the WKBJ approximation to hold is: 
dl 
cTz s r A r < 1 
That is: 
(2.25) 
(2.26) 
a 
— 1. 	 (2.27) 
srn 
So the WKBJ solution is better for slowly varying N(z) and higher modes (larger 
rn ). Because the internal waves are dominated by high modes, the vertical structure 
is represented by propagating waves in GM spectrum. 
2.3.2 The normal modes 
The vertical component equation and the two boundary conditions form the eigen-
value problem, whose solutions are the modes G(z) and eigenvalues rn . The subscript 
n=0, 1, 2, ..., represents the mode number. The zeroth mode is the barotropic one. 
Here we use the rigid-lid upper and lower boundary conditions: 
'60') = 0 	 at 	 = 0 	 and 	 Z = — H. 	 (2.28) 
By using equations (2.15), (2.18) and (2.21), we can write the vertical boundary 
conditions in terms of Gn (z): 
Gn (z) = 0 	 at 	 z = 0 	 and 
	 z = — 1. 	 (2.29) 
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Using N(z) = e", the solution to equation (2.23) is 
Gn(z) = AnJo(—srn e") + BnY0(—srn e"), 	 (2.30) 
a 	 a 
where Jo(z) is the Bessel function of the first kind, of order zero and Yo(z) is the 
Bessel function of the second kind, of order zero. 
Under the rigid-lid boundary conditions, we get the eigenvalue equation: 
(2.31) Jo (6--- 1)Yo(eo ) — Jo(6o) Yo(e— i) = 0, 
where for simplicity we have defined: 
srn az 	 sr?, 	 srn —a 60 	 6-1 = —e 6 = —
a
e 	 a 	 a 
The corresponding eigenfunction is 
\ J0(625) 
 y 	
= Anr,(Z), Gn (Z) 
= An{j°K) YO(6P) 
where 
p = 0 	 or 	 — 1, 
(2.32) 
(2.33) 
(2.34) 
and 
	
rn(z) = Jo(e) j°(613) 	 Yo(e) = Jo( srn e") A(srnla) 	 Yo(51eaz). 	 (2.35) 
	
Yo (6p) 
	
a 	 Yo(srn/a) 	 a 
From equation (2.22), we get 
	
Fn(z) = — —1 dGn 	 An dr n(z) (2.36) . 
	
r2 dz 	 r2 dz n 	 n 
The first four eigenvalues are listed in the following table, and the corresponding 
first four normal modes are shown in figure 2.3. 
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Mode No. Eigenvalue Equivalent Deformation Radius 
0 	 0 	 oo 
1 	 1.117 
	
89.5(km) 
2 	 2.486 
	
40.2(1cm) 
3 	 3.860 	 25.9(km) 
Table 2.1: Eigenvalues and equivalent deformation radius 
Here we overestimate the first baroclinic Rossby deformation radius. The typical 
first baroclinic Rossby deformation radius is about 50 km in middle latitudes. The 
difference is due to the fact that we used the idealized formula for R() and the 
eigenvalues of the equation (2.23) are determined by the form of N(z). In the GM 
spectrum, because short propagating waves are assumed in the vertical direction, 
most of the results can be expressed in terms of the local N(z) and it doesn't much 
matter which model of N(z) is taken. 
To a good first approximation, most of the baroclinic energy can be found in a 
form in which the thermocline simply moves up and down, the entire water column 
moving together [Wunsch 1981]. This dominance of the "lowest mode" is in striking 
contrast to the mixture of high modes required to describe the internal-wave obser-
vations [Munk 1981]. The simplest explanation of this lowest-mode character of the 
observations is in the tendency of quasi-geostrophic nonlinear interactions to drive 
the motion toward larger scales both in the vertical and horizontal [Charney 1971, 
Rhines 1977, Fu and Flierl, 1979]. Wunsch [1997] made a survey of the vertical struc-
ture of kinetic energy profiles in a large number of globally distributed long current 
records. He found that in most regions the water—column—averaged kinetic energy 
is dominated by the barotropic and first baroclinic modes, and because of the near-
surface intensification of baroclinic modes sea surface height variability mainly reflects 
the first baroclinic mode, and thus the motion of the main thermocline. Therefore, 
barotropic models alone can't describe the sea surface height variability. 
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2.4 Horizontally propagating waves 
Consider horizontally propagating wave solutions to equation (2.19) as 
Pn (x, y, t) = f f f ijn(k,  1, o-)ei(k x +IY - crt) dkdldu. 	 (2.37) 
Substitution of equation (2.37) into (2.19) yields the dispersion relation: 
o (f2 _ 0.2)[k2 +12 ± r72 (f2 _ 02) ] /3[( r2 0_2\ )k 2f/o-] = 0. 	 (2.38) 
The equation (2.38) is typically simpified in two limits: the high frequency limit 
and the low frequency limit [Gill, 1982]. 
(1) In the high frequency limit, i.e., u >> f with 0 -4 0, the dispersion relation 
equation "(2.38) can be simplified as 
k2 + 12 + rn2 (f2 — a2) = 0. 	 (2.39) 
Because the hydrostatic approximation was made in equation (2.3) which is equivalent 
to the assumption that a << N, equation (2.39) holds only for f << a << N. The 
GM spectrum is focused on this frequency range. 
(2) In the low frequency limit, i.e., a << f, the dispersion relation equation can 
be approximated by 
u (k2 +12 J  r2 r n2\ ) + Ok = 0. 	 (2.40) 
This is the Rossby wave dispersion relation. We will restrict our attention to the low 
frequency limit in the following. 
Substitution of equations (2.36) and (2.37) into (2.18) yields the solution for each 
mode for the pressure: 
f r T (k, 1, a, 	 drn (z), Je 	 dkdlda, 	 (2.41) (x, y, z,t)=ffil. 
	 r2 	 dz 
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where we have set 
T(k, /, o-, 	 = Ani3n(k, /, 	 (2.42) 
At very low frequency, i.e., o- << f, the horizontal momentum equations (2.9) 
and (2.10) can be approximated by the geostrophic relations: 
fv = —Op , 
Ox 
fu = - —ap 
ay. 
(2.43) 
(2.44) 
Using equations (2.43), (2.44), (2.11) and (2.15), we find the wave solutions of 
each mode for the horizontal velocities, vertical velocity and density: 
(k, 1 , o-, n) dr ( ) 1e n ‘Z j(kx+ly 	 dkdl do-, iiri(x, y, z,t) = f f f [ 
	 frFi 	 dz 
on(x , y , z,t) = 
	 [ 
ikT(k, 1, o-, 	 drn (z, 
fr2 dz 	
dkdldo-, 
y, z,t) = f f f [io-T (k, 1, o-, n)Fn (z)iei(kx+ty-'t)dkdldo-, 
fin(x, y, z,t) = f f I 	 (k, 1, a, n)s2 N2 (z)r n(z)]ei(kx+1Y -`)-t) dkdlda. 
(2.45 ) 
(2.46 ) 
(2.47) 
(2.48) 
2.5 Normalization: 
In the above section, the solutions to the governing equations for low frequency 
oceanic motion were obtained. In order to relate the spectra of different variables, 
both to each other and to the total energy of each wave, we will normalize the solutions 
in this section. 
Let it, 	 and i) designate the single wave solution of each mode to equations 
(2.9)-(2.13), according to equations (2.45)-(2.48), we get: 
i/T(k, /, o-, n) drn(z) 
 e ly — at) = 	  
dz 
(2.49 ) 
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ikT (k  , 1, a, n) dr n(z) 
 ei(kx-Fly- at) 
= f r72, 	 dz 
tb = iaT (k , 1, a, n)r n (z)ei-crt) , 
= —T (k, 1, a, n)s2N2(z)Fn (z)ei(ks+cy-0-0 
(2.50) 
(2.51) 
(2.52) 
Let po t (k , 1, a, n) designate the dimensional total energy per unit surface area of 
the single wave with wavenumber k and 1, frequency a and mode number n. Then 
° 	
— 	 2-N21:P2o 
o-, 	 f {n(litI2 	 1 1) 1 2 ) ± 	 j P1 	 (2.53) Pok(k, /, 
-H 2 
where it, i)^ and ?) are the dimensional perturbation horizontal velocities and the di-
mensional perturbation density associated with the single wave, Po  is the density of 
the rest ocean, and Jr is the dimensional buoyancy frequency [Gill 1982]. We have 
neglected the vertical kinetic energy which is much smaller than the horizontal kinetic 
energy for low frequency motion. 
Substitution of the scaling equations (2.6) - (2.8) into (2.53) gives: 
pok(k, /, a, 
	 = PoU21/11 [17:t1 2 + 	 + Icf;022L12121/312]dz. 	 (2.54) 
If we let E(k, 1, a, n) designate the corresponding nondimensional total energy of 
each wave, then 
1ro 	 feL2  
— 	 [141 2 +10 2 + 2 -1 	 ]0H2 v)ildz.E(k,i, u,n), (2.55) 
and 
o-,n) = U2HE(k,l, n). 	 (2.56) 
The normalization function T(k, 1, a, n) is derived from the equation (2.55). Sub-
stituting equations (2.45), (2.46), (2.48) and the idealized form of the buoyancy fre-
quency N = Noe" into the equation (2.55) gives 
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T2 (k, 1, o-, 	 ro r (k2 ± 12) (drn(z)  )2 
+ s2N2(z)11(z)]clz = E (k, 1, o-, n). 	 (2.57) 
2 	 Li' f271 	 dz 
By using equation (2.35) and the properties of Bessel function [Abramowitz and 
Stegun, 1964], we get: 
to 
(
dFn(z) ) 2dz = f <1'7,2 (Ode, 
--1 	 dz 	 6-1 
To 	 ae j_i N2(z)Fn2(z)dz = 	 - 2 2 rn2 (Ode, t_i s rn 
1.60 	 2 
c = 	 611(6)de = -7[170(6) —170-2(-1)]- C-1 	 7F 
Substitution of equations (2.58)-(2.60) into (2.57) yields 
ac(k2 ± 12 ± f2r7D 
 T2(k, /, 0-, To E(k, 
The equation (2.61) yields the normalization function T(k, /,o-, n): 
T(k,/,o-,n) = ga(k,/,o-,n) 	 qi  Vkz 	 f 271 ac 
where for simplification we have defined 
ga(k, /, o-, n) = VE(k, /, o-, n). 
(2.58) 
(2.59) 
(2 .60) 
(2.61) 
(2.62) 
(2.63) 
Substitution of equation (2.62) into equations (2.45)-(2.48) yields the normalized 
solutions: 
iNa 	 1 dr n(z) 
 ei(kx+ty-0-0 un(x, y, z,t) = f f f [ga(k, 1, o-, 	 k_  2 ± / 2 fzil \Lc dz 	 , (2.64) 
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	y, z, t) = f f f[-ga (k , 1, a, n)  	 nx+Iy- at) dr(Z)  ei(k 
	
k2 1 2 + f271 ac dz 	
, (2.65) 
	
y, z, t) = f f f[g a (k, 1, a, n) 	 f rna 	 1 	
, 
rn 	 ac V k2 + / 2 ± f2 2 
n 	
nV)ei(kx±ly-crt) , (2.66) 
= f f f [- g a (k, 1, a, n) 	 frn 	 2 2 	 1 /On (x, y, z, t) 	 s N (z)rn k2 	 —ac
r,i(z)ei(kx±ly-crt) 
	
\ 	 12 + f 27,?, 
(2.67) 
The above equations (2.64)—(2.67) can be simplified as : 
ei(kx-1- 
iin(X) 	 = f f f g a (k, 1, a, n)u a(k , 1, o-, z, 	 ty- 't) dkdldcr, 
On(X Z t) =  
ti)n (x, y, z, t) = f f f g a(k, 1, a, n)w a(k , 1, a , z, n)e i(k x+Iy -ut) dk dl do-, 
fl(x, y, z, t) =.1 	 ga(k, 1, o-, n) pa (k , 1, o-, z, n)e i(kx-I-l y- ut) dk dl du, 
where we have defined 
Wi  
ua (k, 1, cr, z, n) = 	  Vk 2 -I- 1 2 ± f 2 7-  
iN5k 
v a (k , 1, o-, z, n) = 	   k2 12 ± f 2 71, 
f rna 
w a (k , 1, o-, z, n) 	  
	
Q(z), 
k 2 ±12 
 + f2r721 n 
f rn 
pa(k, 1, z, n) = 	 s2 N 2 (z)Q n (z), 
k 2 + 12 + f2r72, 
and 
	
P(z) =\ri- drn (z) = srneazr 	 n 1 , 
(2.68) 
(2.69) 
(2.70) 
(2.71) 
(2.72) 
(2.73) 
(2.74) 
(2.75) 
(2.76) 
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	Q.(z) = r.F1 rn(z). 	 (2.77) 
ac 
The eigenfunctions Pri(z) and C27,(z) satisfy the orthogonal conditions 
f_lp.(z)p.(z)dz 	 (2.78) 
ro 
S2 N2 (z)Q 77, (z)Q„ (z)dz = 	 (2.79) 
where Or. is the Kronecker delta function. 
For the barotropic mode (n=0), we have 
ro = 0.0, 	 Po(z) = 1.0, 	 Q0(z) = 0.0, 	 (2.80) 
meaning that there is no vertical structure in the horizontal velocities and vertical 
velocity is zero. 
The vertical eigenfunctions ./37,(z) and Qn(z) are plotted in figure 2.3 for n-=0 to 3. 
An important property in figure 2.3 is the near—surface intensification of Pn(z) for n=1 
to 3. Equations (2.72) and (2.73) suggest that the vertical structure of the horizontal 
kinetic energy is proportional to Pri2(z), so that the vertical structure of baroclinic 
horizontal kinetic energy will correspondingly show a near—surface intensification. 
2.6 The model for the temperature 
To a good first approximation, the temperature variability can be attributed to the 
vertical advection of the mean vertical temperature profile. Thus the dimensional 
heat equation can be simply written as 
,ao0(z) 
— +w 	 = o. 	 (2.81) ai 
where is the dimensional perturbation temperature, fi) is the dimensional perturba-
tion vertical velocity and 00(z) is the temperature of the rest state. 
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Figure 2-3: Normal modes 0 to 3 (a) Horizontal velocity (b) Vertical velocity. 
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The corresponding nondimensional equation is 
where 
ae 
ttw = o, 
TW aeo(z)  
= 8 
(2.82) 
(2.83) 
and 0 is the scale of the temperature 6. The Levitus et al. [1994] climatology is used 
to calculate the vertical gradient of the mean temperature at different places. 
Substitution of equation (2.70) into (2.82) yields 
ki(x, y, z, t) = f I f ga(k,l, a, n)0a(k,l, a-, z, n)ei(kx+IY-al)dkdlda, 	 (2.84) 
where 
0 a(k,l, a-, z, 
	
= —112-).(1i _ 	 \/.f  
vik2 +12 ± f2r2PQn(z). 	
(2.85) 
Equation (2.84) gives the solution for the temperature perturbation associated 
with the low frequency oceanic motion. In section 2.5, we related solutions for different 
variables to each other and to the total energy of each wave through the normalization 
process. By definition, the potential energy is associated with the density perturba- 
tion. For simplicity, we ignore variations in salt, so that density perturbations are 
proportional to the temperature perturbations to a first order approximation, thus 
the potential energy can be expressed in terms of the temperature perturbation also. 
As shown in section 2.5, the potential energy per unit volume for a wave is defined 
as 
	
15. = g2IP12 	 POU2/42  2 2 
	
2g2Po 	 210H2 g 	
(2.86) 
From equations (2.12) and (2.82), we find the relation between the temperature 
perturbation and density perturbation 
S2N2 
Pa ----- 	 Oa. (2.87) 
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Substituting equation (2.87) into (2.86), the potential energy can be expressed in 
terms of the temperature perturbation 
poU2 S2 N 2 2,,2 
	
— 2 	 p2 	
(2.88) 
ga °.a . 
Since we have normalized the total energy for each wave in section 2.5 and the po-
tential energy is related to the temperature perturbation, the solution for temperature 
has been normalized, correspondingly. 
2.7 Summary 
In this chapter, we introduce a dynamical model for low frequency oceanic motion. 
Using the method of separation of variables, we separate the model equations into 
horizontal and vertical components. The solutions to the horizontal components are 
given in the form of propagating waves. The solution to the vertical Pr ,napc,n,-nt is 
determined by the buoyancy frequency /V(2). An idealized exponential form for N 
is assumed, the corresponding solution to the vertical component is given in the form 
of standing modes. The solution is normalized so that spectra of different variables 
can be related, both to each other and to the total energy of each wave. 
The solution to the model equations can be summarized as: 
	
n=+cx) 	 n=-Foo 
u(x , y, z,t) = 	 fin (x, z , 
	 = 	 f f f g a (k, 1, o-, n)ua(k, 1, o-, z, n)e i(k x +IY -cit) dkdldo-, 
n=0 	 n=0 
(2.89) 
	
n=+oo 	 n=-1-co „ r 
ei(kz±ly- 
v(x, y, z, = 	 On (x , y, z , t) =Eijig a(k,  
n=0 	 n=0 
(2.90) 
	
n=+oo 	 n=-1-cx, 
	
w(x, y, z, t) = E 	 y, z, t) = 	 f f f g a (k, 1, o-, n)w a (k , 1, o-, z, n)e i(kx+iy -o-t) dkdldo-, 
	
n=0 	 n=0 
(2.91) 
	
n=+co 	 n=+oo 
p(x, y, z,t) = 	 pr,(x, y, z,t) = 	 f f f g a (k, 1, o-, n) pa (k, 1, o-, z, n)e i(kx+Iy -ut) dkdldo-, 
	
n=0 	 n=0 
(2.92) 
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n=+oo 	 n=±co 
0(X, y, z, t) = 	 Ori (x, y, z, = 	 f ff g a (k, 1, a, n)0a (k, 1, a , z, n)e i(k x+1Y -') dkdldo-, 
n=0 	 n=0 (2.93) 
where fin (x, y, z, t), 	 (x, y, z, t), 	 y, z, t), /in (X, y, z, t) and on (X, y, z, t) are the so- 
lutions for each mode. The characteristic amplititude factors ua (k, 1, U , z, n), v a (k , 1, a , z, n), 
w a (k, 1, a, z, n), pa (k, 1, a, z, n) and Oa (k, 1, a, z, n) are defined in equations (2.72)- 
(2.75) and (2.85), and ga(k, 1, a, n) is a common random factor which is related to 
the total energy of each wave and hasn't been specified so far. 
29 
Chapter 3 
Spectra and coherence of the 
model 
In chapter 2, we derived the solutions to the model equations. In this chapter, we will 
obtain the model frequency and wavenumber spectra of kinetic energy and tempera-
ture for each mode based on the solutions obtained in chapter 2. We will also obtain 
the frequency spectrum for the range—averaged temperature from tomographic data. 
The frequency and horizontal wavenumber spectra we will derive in this chapter are 
for each mode. In chapter 5, we will compare the model spectrum with the cor-
responding observation by adding up the contributions from the first few important 
modes. 
3.1 Covariance 
In this section, we will derive the covariance of the normalized solutions obtained in 
chapter 2, from which various model spectra can be found. 
Let h(x, y, z, t, n) represent the normalized solution to the model equations (2.9)— 
(2.13) for each mode, where h(x, y, z, t, n) could be any of the following variables 
un (x, y, z, t), iin (x, y, z, t), ian(x, y, z, t), i6n(x, y, z, t) or On(X, y, z, t). According to the 
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normalized solutions for each mode (2.68)-(2.71), h(x, y, z, t, n) can be written as 
h(x, y, z, t, n) = f ff g a(ki , , n)ha(k' , , z, n)ea x+li Y 	 dk' clli do-' , (3.1) 
where ga(ki , , , n) is a common random factor of the normalized solutions iin(x, y, z, t), 
(x, Y, z, t), fOn(x, y, z, t), fin (x, y, z, t) and On(X, y, z, t). If h(x, y, z, t, n) represents 
iin(x, Y, z, t), ha (lc', 11, 	 z, n) represents the deterministic amplitude factor, ua , , 	 Z n), 
and so forth. 
Taking a shift of rx in x, ry in y and T in t, the above equation (3.1) yields 
ei[k(x±r.)+1(y-Fro_ ( 	 )1 
11(X+Tx3 Y±Ty, Z,t±T, 
	
= ff f g a(k , 1, 0-, n)ha(k , 1, o-, z, n) 	 dkdlclor, 
(3.2) 
and 
e—i[k(x-f-r.)4-/(y+rv)—cr(t+711 h* (x+rx, Y-Pry, z, td-r, n) - 	 " *"- ' -"*" ' jj 	 ga 	 t, (7, t takg , t, (7, z, n) 	 dkdl a-, 
(3.3) 
where * denotes the complex conjugate. 
By definition, the covariance function of h(x, y, z, t, n) is 
R(x, y, z, t, rx, Ty, T, 	 ----< h(x, y, z, t, n)h* (x + rx, y + ry, z, t T, n) >, 	 (3.4) 
where the brackets denote a hypothetical ensemble average. 
Substitution of equations (3.1) and (3.3) into the equation (3.4) gives 
R(x , y, z , t, rx, ry, n) = f if fff < 	 , , o-1 , n)g:(k, 1, o-, n) > 
, 	 o-i , z, n)h*a(k , 1, o-, z, 	 —1c)s±(1' —1)Y —((1 cr)ti e—i(krx±irv—")dki dli do! dkdldo-(3.5) 
If the oceanic process is considered to be both homogeneous in horizontal space 
and stationary in time, then the covariance R(x, y, z, t, rx, Ty, T, n) will be indepen-
dent of the spatial base point x and y and temporal base point t and be a function only 
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of the horizontal space lag r x and ry , time lag r, depth z and mode number n. Because 
the function ha (k , 1, a, z, n) has been specified, in order for the right—hand side of equa-
tion (3.5) to be independent of x, y and t, the product < Mk% 1 1 , n)g:(k , 1, o-, > 
in the right—hand side of equation (3.5) must be in the form of Dirac delta functions 
with the only contribution to the integral occurring at lc' = k, = 1 and a' = a. 
So for the homogeneous and stationary process, we have the orthogonality rela-
tions, 
< ga (k 1 , 1 1 , a , n)g:(k , 1, o-, n) >=(5 — kW( —1)5(o ! — a) < I g a (k , 1, a, n)I 2 > . (3.6) 
Define the energy density spectrum as 
xlf(k, o-, n) =< I g a (k , 1, o-, n)I 2 > . 	 (3.7) 
Substitution of equation (2.63) into (3.7) yields the relationship between the en-
ergy density spectrum and the energy of a single wave 
/, a, n) =< E(k,l,o-,n) >, 	 (3.8) 
meaning that the energy density spectrum W(k, 1, a, n), which is characteristic of the 
random process as a whole, equals to the average of the energy distribution of the 
individual realization E(k, 1, a, n). 
Substitution of equations (3.6) and (3.7) into (3.5) yields the covariance function 
of each mode for the homogeneous and stationary process 
R(rx , ry , r, z, n) =f f f h a(k,l, a, z, n)h*a (k, 1, o-, z,n)T(k, 1, a, n)e-rIry 	 dkdldo-. 
(3.9) 
Various spectra will be derived in next sections from this covariance function. In 
the following, we will find the relationship between the total energy per unit surface 
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area of each mode and the energy density kli(k, 1, a, n). 
If rx = ry = T = 0, the covariance function (3.9) becomes simply the mean-square 
quantity of each mode 
R(0, 0, 0, z, 	 =< I h(x , y, Z, t, ni 2 > = f f f ha (k, 1, a, z, n)h*a (k, 1, a, z, n)kl (k , 1, a, n)dkdlda. 
(3.10) 
Substitution of ft, 0, ib and 0 for h into the above equation gives the mean-square 
quantities of ft, p and o for each mode 
ift i2 >, < 101 2 >, < P12 > < 012 	 = f f f 	 I va i2 , a _i2 , 100, 121 
	
p 	 (k , 1, a, n)clkdldo -. 
(3.11) 
Let poEn designate the dimensional total energy per unit surface area for each 
mode, so that 
0 	
,1: 2 	 g2 < 113- 1 2 >  P° [ 	 1 7 2 POEn = f — < Ul > + < l'ul > + 	 ]Cri 
—
H 2 	 2g2po 
o 1 	 a L2 
	
= p0U2 H j 
t 
 -[< 'fir > + < 1012 > + Ar2 H2 <I12 >iclz. 	 (3.12) -1 2 
Substitution of equation (3.11) into equation (3.12) yields 
aL2 
=u2 11 f f f 1o [— f (l Ual 2 IVa1 2 
 g2H2
1Pal2)dZikli(1, 1, a, n)clkdlda. (3.13) 2 -1 
Substitution of equations (2.72), (2.73) and (2.75) into equation (3.13) gives 
= U2H f f f kIi(k, 1, a, n)dkdlcla. 	 (3.14) 
Define En as the corresponding dimensionless total energy for each mode, then 
=u2HEn , 	 (3.15) 
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and 
Er, = f f f (k , 1, a-, n)dkdldo-. 	 (3.16) 
It is relation (3.16) that gives validity to the interpretation of T(k, /, u, n) as an 
energy density for each mode. 
For horizontal isotropy, we may introduce the two-dimensional energy density for 
each mode 
(13,(K , a- , n) = f 	 (k , 1, a-, n)K d(/) = 27r101I(k, /, o-, n) 	 (3.17) 
where K = k2 + 12 is the horizontal wavenumber amplitude. 
Now the dimensionless total energy per unit surface area of each mode can be 
written as 
+00 f+00 
En = f 	 n1(K , a-, n)dK clar 	 (3.18) 
-00 -00 
3.2 Spectra and coherence 
Propagating signals have spatial as well as temporal spectra. Data at a fixed spatial 
point can yield a frequency spectra, whereas data along a certain spatial line at 
a fixed time can yield a wavenumber spectrum. In the following, we will derive 
the model frequency and wavenumber spectra of each mode for kinetic energy and 
temperature and we will see that various spectra are related to each other through the 
energy density spectrum W(k, /, o-, n). The corresponding observational frequency and 
wavenumber spectra of temperature and kinetic energy will be described in chapter 
4. Then, in chapter 5 we will find out if we can find a universal form of T(k, /, a, n) 
so that each model spectrum can fit the corresponding observation. 
3.2.1 Frequency spectra 
In (3.9) let the horizontal space lags rx = 0 and ry = 0, i.e., we consider the time 
series data at a fixed spatial point. Then covariance function (3.9) reduces to a one 
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dimesional temporal autocovariance function 
R(7-, z, n) = f f f h ah:W (k , 1, o n)e i" dkdldo-. 	 (3.19) 
By definition, we can find the frequency spectra of each mode from (3.19): 
	
FP, n, z) = —1 f +0° R(r, z, n)e -u" dr = f f hah*axi (k , 1, w, n)dkdl. 	 (3.20) 27r — oo 	 k 
Here we have used the following fundamental Fourier identity 
+0° 
 i(co- cr)Tdr 
 27rOP — a). (3.21) Loo 
Substitution of ua, va, Pa and Oa for ha into equation (3.20) gives the frequency 
spectrum of U, 	 and 0 for each mode: 
f1 
n, z) = k plual2 Iv al -2 par lu 	 klf(k, /, to, n)dkdl. 	 (3.22) 
Therefore, the nondimensional kinetic energy frequency spectrum for each mode is 
Fk(w,n,z) = 12- fk fi aua1 2 + Ival 2 A1 (k, 1, W, n)dkdl = f K (ttal2 + Iv al2 )(D(K , w, n)dK , 
(3.23) 
and the nondimensional total kinetic energy for each mode at depth z is 
E k(n, z) = f Fk (w, n, z)dw = f f (lu a l 2 Iv a l 2 )(K , w , n)dK dw . (3.24) 
We can get the total kinetic energy per unit surface area for each mode from the 
above equation (3.24) 
1 Kh (n) = f Ek (n, z)dz = f f f (lu a l 2 ± Iv a l 2 )(K , W, n)dK dwdz. 	 (3.25) 
For horizontal isotropy, the temperature frequency spectrum in equation (3.22) 
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can be simplified as 
Fo (co, n, z) = L i oarcD (K, co, n)dK. 	 (3.26) 
3.2.2 Horizontal wavenumber spectra 
If we let T = 0 in (3.9), i.e., we shall consider only instantaneous pictures of the 
oceanic variability in a horizontal plane. Then the covariance function reduces to 
R(r,  s , ry , z, n) = f f f h ah:111 (k , 1, a, n)e 	 dkdldu. 	 (3.27) 
From equation (3.27), we get the two dimensional spectra of ft, i5, p and O for each 
mode 
	
/, z, n) = I[lual 2 , Ival2,1Pa12,10.12]T (k , 1, W, n)du.) , 	 (3.28) 
Therefore, the two dimensional kinetic energy wavenumber spectrum for each 
mode is 
1 f+c° 	 2 	 2 Fk(k, 1, z, n) = - 
	 (lual + Iva! 	 (k, 1, w, n)du. 	 (3.29) 
-0. 2  
Studies of two dimensional spectrum of ocean waves are very important in deter-
mining the directions of the wave motions and in clarifying the fundamental process 
of wave generation. However, in contrast to a great many studies of the one dimen-
sional spectrum, few attempts have been made to study the two dimensional spectrum 
of ocean waves. Wunsch and Hendry [1972] analyzed the two dimensional velocity 
wavenumber spectra to determine both the directions and the wavelengths of internal 
waves. Richman [1976] studied the two dimensional temperature wavenumber spec-
trum of low frequency variability. However, the data he used were too short to assess 
the isotropy of the temperature field. 
To put it simply, we first try to reduce the two dimensional problem into a one 
dimensional one by trying to see how the kinetic energy and potential energy depend 
on the total horizontal wavenumber. Eventually we will study how they depend on k 
36 
and /. 
For horizontal isotropy, we may introduce the one dimensional kinetic energy 
wavenumber spectrum Fk(K, n, z), so that 
Ek(n, z) = fk 
	
n, z)dkdl 	 Fk(K n, z)dK 	 (3.30) 
Substitution of (3.29) into (3.30) yields the kinetic energy wavenumber spectrum 
Fk(K,n,z) = -1 f +°9(lual2+ Ivar)(1.(K,w, n)dw 	 (3.31) 
2 -00 
The corresponding wavenumber spectrum for temperature is 
Fo(K,n,z) = f 100,12cD(K,w, n)dw. 	 (3.32) 
3.2.3 Horizontal coherence 
For two points at the same depth separated horizontally by a vector: 
= 	 (rx, ry), 	 (3.33) 
the cross spectrum of the variable h(x , y, z,t, n) at these two points is 
Cii(w, z, n) = fk fihah:T (k, 1, w, n)e-or.+Iro dkdl, 	 (3.34) 
from which we obtain the coherence of the variable h(x, y, z,t, n) at these two points: 
e-i(krx+ITY)dkd/ 
Rij Go, z, 	 Cii  	 fk hah*aT (k,1,w, fkfiliahvF(k,i, w, n)dkdl 	 (3.35) 
Substitution of ua, va and Oa for ha in the above equation yields the coherence of 
i3 and for each mode at these two points. 
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3.3 The frequency spectrum and coherence of the 
acoustic tomographic data 
A key attribute of tomographic measurements is that they are spatially integrating. 
The ability of forming horizontal averages over large ranges is an attractive tool. The 
integration suppresses small scales and the suppressed scales are dependent on the 
length of acoustic path. Transmissions over a few hundred kilometers subdue the 
internal wave "noise" and transmissions over a few thousand kilometers subdue the 
mesoscale noise [Munk et al. 19951. In this section, we will show analytically that the 
integration has the same effect as a low-pass filter, which will filter out the energy 
at large wavenumbers. The filtering effect depends on the length of the acoustic ray 
path. 
Suppose two acoustic ray paths AB and CD are parallel and both are in the 
direction of the x-axis [Figure 3.11. The lengths of the paths AB and CD are Li and 
L2, respectively, and AB and CD are separated by a distance Y in the y direction. 
Assume di and d2 represent the range-averaged temperature along the paths AB and 
CD for each mode: 
Y, z, t, 	 = —T1 fB (X, y, z, t, n)dx 	 (3.36) 
14 A 
1 fD 
d2(L2, Y z, t, n) = 	 O2(x , y , z ,t, n)dx 	 . 	 (3.37) 1,2 c 
In the following, we will derive the frequency spectrum and coherence of the 
range–averaged temperature of each mode. 
3.3.1 Tomographic frequency spectrum 
By definition, the covariance of di and d2 for each mode is 
=< di (Li, Y, z, t, n)4(L2, 
	
z, t + T, 	 > . 	 (3.38) Raiz (T, z, n) 
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Figure 3-1: Sketch of the ray paths AB and CD. 
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We can relate the covariance of d 1 and d2 to that of 61. and 62 by substituting 
equations (3.36) and (3.37) into (3.38): 
Re12(T, 	
1 
	 f
B f D < di (x , y, z , t, nA(x 1 	 +T, n) > dxdx 1 . (3.39) 
Li L2 A C 
Recalling from section 3.1 that the covariance of 6 1 and 02 for each mode is 
Am(r, z, n) =< 61 (x, y, z,t, n)6'2`  (x' , , z,t + T, n) > 
f f f 0a0:T(k, 1, a, n)e-i[k(x' — x)+I(Vi —Y)—"1  dk dl do- . 	 (3.40) 
Substitution of equation (3.40) into (3.39) gives 
1 	 B D 
Ra2(T, Z, = 	 f f [f if OAT (k , 1, u, n)e-i[k(x' 	 dkdl doldxdx' . 
Li L2 A C 
(3.41) 
Changing the sequence of the integration, we find 
1 	 B D 
Rd12(T, n) = f f f 0,,t9:T(k, 1, a, Th)e-i[1(Y 	 [ 	 i k(x x ) clxdx i ]elkdlda. 
k 1 o- 	 Li112 A C 
(3.42) 
	
If the path AB and CD are coincident, then L1 = L2 = La) 
	
= y and the 
covariance function (3.42) reduces to the autocovariance 
	
Rd(r, z, n) = f if Oatra T (k, 1, a, 7.1,)e i'[ rB 
I BA 	 LF 
	
dxdx' ]dkdldo -. 	 (3.43) 
k 	 cr A  
If we define the effect due to spatial averaging as 
B 	 'n2 (kLa /2) 
— 
f B f e —Ik(x —x) C/XdX ' = 	 (3.44) W(k, La) = La' A A 
	
SZ (kL a12) 2 
then the equation (3.43) can be written as 
Rd(T, z, 	 = fk f 0 a0:‘ (k , 1, a, n)W (k, 	 dkdl. 	 (3.45) 
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Finally, from the autocovariance function (3.45), we obtain the tomographic fre-
quency spectrum of each mode 
Fd(w, z, = fk 104111(k, /, n)W (k, La)dkdl. 	 (3.46) 
Recall that the temperature frequency spectrum of each mode for point measure-
ments is given by equation (3.22). Comparing the frequency spectra of tomographic 
data, equation (3.46), with the frequency spectra of point measurements, equation 
(3.22), we note that there is an additional factor (3.44) in the spectrum of the range-
averaged data. The additional factor W(k, La) is due to the spatial average. 
The function W(k, La) has the following properties [Figure 3.2]: 
(1) It filters out the high wavenumber components along the acoustic ray path. 
The function IW(k, La)I < 1 and obtains its maximum of 1 at k = O. For a fixed 
ray path length La, as lk I increases, Mk, La) first drops very rapidly to zero, then 
oscillates with decaying amplitude. 
(2) The passband width of the filter depends only on the length of the ray path. 
The longer the acoustic ray path, the more rapidly W(k, La) decays. This implies 
that longer acoustic ray paths can filter out more small scale motions. So the longer 
the acoustic ray path, the smaller the energy level of the range-averaged spectra. 
(3) We will see in the next chapter that most of the potential energy is distributed 
at smaller wavenumbers, so that the effect of filtering due to the spatial average is 
very small, even negligible. 
(4) The frequency spectral shape of the tomographic data is the same as that of 
point measurements, the only difference between them is the energy level. 
3.3.2 Tomographic coherence 
Let the pathes AB and CD be parallel, both in the direction of the x-axis with 
xA = xc, xB = xD. Both lengths of AB and CD are La, and AB and CD are 
separated by a distance Y in the y direction [Figure 3.3]. Under the above conditions, 
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the cross-covariance equation (3.42) becomes 
sin2(kLa /2) dkdlda. 	 (3.47) fk  Rd12 (r, z, n) 	 fa. 
 0a011(k, 
	 (kLa /2)2 e 
 
The corresponding cross spectrum between the range-averaged temperature along 
the path AB and the range-averaged temperature along the path CD is 
si n2 (kL  a l2)  
= fk 190: 111 ( k ' w ' 	 (kLa/2)2 
	
dkdl, 
then the coherence function is 
fk fj OaOW (k, 1, W, , n)W (k,  La)e-inf dkdl 
Rd12(w, Z ,n) = jIi 0 a0:‘ (k , 1, c o , n)W (k, L a)dkdl 
INUULG 
5in2 (kL a12) 
W(k, L a) = (kL 0,12) 2 
(3.48) 
(3.49) 
(3.50) 
3.4 Summary 
Under the assumption of statistical spatial homogeneity, temporal stationarity and 
isotropy, we have derived the following relations for each mode: 
(1) the nondimensional kinetic energy frequency spectrum 
±' K2 
Fk(W, n, z) = P(z) fo K2 + f2r2 ,1)(K' n)dK , 
(2) the nondimensional kinetic energy wavenumber spectrum 
±°° 	 K 2 
Fk(K , n, z) = P(z) f _co K2 + f291, (D(K , w, n)dco , 
(3.51) 
(3.52) 
(3) the nondimensional temperature frequency spectrum 
„ +00 2f2r2 Fo(u), n, z) Ft2 Q2n z) Jo 	 K2 + 1272 (K co, n)dK, (3.53) 
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(4) the nondimensional temperature wavenumber spectrum 
+00 2/2r2 
Fo (K , n, 	 11202n (z) f_co K2 ± f2r722 
	
n 	 (D(K, , n)dco. 	 (3.54) 
(5) the nondimensional frequency spectrum for range-averaged temperature (tomog-
raphy) 
Fd(co, n, 	 = //21Q,(z) f +c° f +c°  2f 2r?-1 2 (k,l, co , n)W (k, La)dkdl 
—00 —00 K2 + f2rn 
= ia2cg(z) 	 f+w 	 2f 2r72, 	 (1.(K , , w(k, La)dkdl,(3.55) 
—00 —00 (K2 ± f2rD 27rK 
(6) the nondimensional kinetic energy at an arbitrary depth z 
+00 f+0° 	 K2 
Ek(n, z) = Pn2(z) 
L o K2 + f271 1.(K , , n)dK , 	 (3.56) 
(7) the nondimensional total kinetic energy per unit surface area 
+00 f+00 	 K2 
Kh(n) = f Ek(n, z)dz = 	 1.(K co n)dKdco, 	 (3.57) f Jo 	 K2 f2 2 	 / 3 + r 
where Pn(z), Qn(z), and W(k, La) are defined in (2.76), (2.77), (2.83) and (3.44), 
respectively. 
From equation (3.51) to (3.57), we note that the wavenumber and frequency spec-
tra of kinetic energy and temperature, the frequency spectra of range-averaged tem-
perature and the kinetic energy are related to each other through the energy density 
cD(K , co,n). 
In the following chapters, we will review the observed spectral properties of low 
frequency oceanic variability and we will see whether we can find a universal form of 
the energy density (1.(K, n) so that all the model spectra can fit the corresponding 
observations. 
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Figure 3-2: The filtering function W(k, La)- 
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Figure 3-3: Sketch of the ray paths AB and CD in a special case. 
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Chapter 4 
Spectral description of low 
frequency oceanic variability 
The oceanic variability is a function of (x, y, z, t) in physical space and a function 
of horizontal wavenumber, vertical mode and frequency (k,1, n, co) in Fourier space. 
Wunsch [1981] gave a review of frequency spectra of temperature and velocity based 
on data obtained before 1981. During the past decades, because of the advance 
of measurements and the emergence of two new measurement techniques, acoustic 
tomography and satellite altimetry, a three—dimensional description of oceanic vari-
ability has become possible. In this chapter, we review the low frequency oceanic 
variability based on the more recent results. We will also analyze some new data 
ourselves. Emphases are put on answering the following questions: how the kinetic 
energy and temperature variability depends on horizontal wavenumber, frequency 
and vertical mode? which characteristic features of low frequency variability are in-
dependent of geography? which ones are geography—dependent? and how do they 
depend on geography? We will summarize the various observations and give a zero 
order description of the low frequency oceanic variability. 
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4.1 Frequency spectra 
Frequency spectra of oceanic variability have previously been computed from time 
series of moored current meters and thermistors. A review of earlier results is given 
by Wunsch [1981]. According to his findings, almost everywhere the frequency spec-
tra of velocity show an isotropic high-frequency with a spectral slope of about w-2 
followed by an energy containing band towards longer periods. At the longest periods, 
observed motions become anisotropic with a tendency towards zonality. Overall, the 
temperature frequency spectral shape is independent of geography also and is similar 
to that of velocity. In the regions away from the main topography, the frequency spec-
tral shape of the horizontal velocities and temperature is independent of depth, and 
the energy level of the temperature frequency spectra drops more rapidly with depth 
than that of horizontal velocities. One important property of the frequency spectra is 
that the energy level depends on geography and the energy level increases toward the 
western boundary. Recently, Wunsch and Stammer[1995] calculated the frequency 
spectra of sea surface height and sea surface slope from TOPEX/POSEIDON altime-
try data. The global averaged frequency spectrum of sea surface slope is shown in 
figure 4.1. On time scales shorter than 60 days the spectra approximately follow 
an w-2 power law, with an almost "white" long-period plateau and an intermedi-
ate w-1/2 regime. The peak near a period of 60 days is a tidal alias [Wunsch and 
Stammer, 1995]. 
According to Stammer [1997], the regional frequency spectra from T/P altimetry 
can be summarized by three basic types representing: (i) the energetic boundary cur-
rents, (ii) the bulk of the extratropical basins, and (iii) the tropical interior oceans. 
There exists pronounced similarity in the shape of all the spectra from each dynamical 
category. In the interior ocean the general shape of the sea surface height and sea sur-
face slope spectra basically agrees with that of the global average but with less energy 
[Figure 4.2]. In general, the slope spectral characteristic, with a flat low-frequency 
part and a steeper decay at higher frequencies appears qualitatively consistent with 
results from moored current meter data. 
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Figure 4-1: The global averaged frequency spectrum of sea surface slope (Stammer 
1997). 
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Figure 4-2: (a) Averaged frequency spectra from 1) the Tropics, 2) the bulk of the 
global ocean, 3) the high energy areas, and 4) the very low energy areas, respectively. 
(b) As in (a) but for the alongtrack slope component (Stammer 1997). 
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4.2 Kinetic energy wavenumber spectra 
Compared with the frequency spectra, the wavenumber spectra of low frequency 
oceanic variability are much more difficult to obtain by conventional measurements. 
The time series from repeated expendable bathythermograph (XBT) lines yield some 
regional temperature wavenumber spectra. Due to satellite altimetry, the wavenum-
ber spectra for whole ocean basin have been obtained. The first global wavenumber 
spectra for sea surface height and sea surface slope were constructed by Wunsch and 
Stammer [1995]. Stammer [1997] studied how the frequency and wavenumber spectra 
of the sea surface height and sea surface slope depend on geography. Basically the 
global averaged wavenumber spectrum of sea surface slope has a maximum at about 
400 km wavelength. The spectrum follows a k+ 312 relation at wavelengths greater 
than 400 km, a relation between 400 km and 150 km wavelength, and a k' 
relation at shorter wavelengths [Figure 4.3]. The "blue" wavenumber energy spectral 
shape at wavelengths shorter than 60 km in figure 4.3 is dominated by noise rather 
than oceanic signal and the possible reasons for this include residual aliasing of high 
frequency motions and the break down of the geostrophic assumption [Wunsch and 
Stammer, 1995]. 
The examples of regional wavenumber spectra are shown in figure 4.4 from several 
100 by 10° area in the latitude band spanning 30° to 40° across the North Atlantic. In 
general the regional wavenumber spectral shape is consistent with the global averaged 
one. However, there exists striking geographical variation in the energy level. The 
energy level for the sea surface height and cross—track velocity for wavelengths longer 
than about 100 km increases greatly from the low energy area in the eastern and 
central subtropical gyre toward the energetic western boundary. 
Besides the energy level, the cutoff wavenumber k o where the slope wavenumber 
spectrum obtains its maximum exhibits a latitudinal dependency, decreasing from 
high latitudes toward the equator [Figure 4.5]. Stammer [1997] found a close rela-
tionship between k o and the first baroclinic Rossby radius. 
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Figure 4-3: The global averaged wavenumber spectrum of sea surface slope (Stammer 
1997). 
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Figure 4-4: TOPEX/POSEIDON mean alongtrack wavenumber spectra for (a) sea 
surface height and (b) cross-track velocity from various 10 0  x 100  areas between 30° 
and 40°N with longitudes indicated in the figure (Stammer 1997). 
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Figure 4-5: Zonally averaged sea surface height (a) and sea surface slope (b) wavenum-
ber spectra shown for latitudes poleward of 20° (Stammer 1997). 
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4.3 Temperature wavenumber spectra 
Review of previous results 
Roemmich and Cornuelle [1990] investigated the temperature horizontal wavenum-
ber spectrum from a time series of expendable bathythermograph (XBT) sections 
between New Zealand and Fiji. Figure 4.6 shows horizontal wavenumber spectra of 
temperature at 400 m depth. The solid line is the wavenumber spectrum of the mean 
temperature. The dashed line in figure 4.6 is the averaged spectrum of the fluctua-
tions. At a wavelength of about 2000 km, the spectra of the mean and fluctuations 
have equal energy. The energy level of the mean field is higher at wavelengths longer 
than 2000 km and it drops off very sharply at wavelengths near 2000 km. At wave-
lengths shorter than 2000 km, the energy level of the fluctuations is higher. Energy 
in the fluctuations slopes off at a rate of about k-1/2 out to a wavelength of about 
300-500 km. At that point there is an increase in the slope, which becomes about 
k-3. 
Results from new data 
The data used in the following come from the repeated XBT lines in the North 
Pacific between San Francisco and Hawaii. The data provide many "snapshots" of a 
slice across the low energy area in the eastern and central subtropical gyre. The data 
are unique since the horizontal resolution is sufficiently fine so that mesoscale eddies 
can be resolved. The details of the XBT data are listed in table 4.1. The data have 
been mapped on a regular grid using an objective mapping technique by Cornuelle. 
The objectively mapped data were then averaged in time at each grid point over all 
20 transects of the region. The sample mean and standard deviation are shown in 
figure 4.7. The gyre-scale slopes of isotherms are obvious in the figure of the sample 
mean. The large-scale slope of isotherms is upward towards the south. The vertical 
gradient of the mean temperature at a certain depth changes strongly along the XBT 
line. The standard deviation map shows a pronounced surface maximum. In the 
main thermocline, there are some distinct maxima and the position of the maxima 
in the figure of standard deviation corresponds to the maximum vertical temperature 
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gradients in the mean temperature field. 
The wavenumber spectra for the mean temperature and perturbations are shown 
in figure 4.8. In general, the spectral shape in figure 4.8 is similar to that in figure 4.6. 
For the averaged spectrum of the fluctuations, the slope is about k -1 /2 at wavelengths 
longer than 400 km. There is a transitional point at wavelengths between 300 km and 
500 km. At wavelengths shorter than 300 km, the spectral slope of the fluctuations 
in figure 4.8 becomes about k -3 . One interesting fact is that the transitional point 
in figure 4.8 corresponds to the cutoff wavenumber in the wavenumber spectrum 
of sea surface slope in figure 4.3. By comparing figure 4.3 with 4.8, we find that 
the ratio of temperature fluctuation horizontal wavenumber spectrum to the kinetic 
energy horizontal wavenumber spectrum is proportional to k -2 at the wavelengths 
longer than 100 km. These imply that there is a relation between the temperature 
wavenumber and velocity wavenumber spectrum and we will discuss this in detail in 
next section. There are two obvious differences between figures 4.6 and 4.8. First, the 
energy level in figure 4.8 is about one order of magnitude lower than that in figure 
4.6. We must be aware of the different scales used in figures 4.6 and 4.8. The data for 
figure 4.8 is taken from the low energy area in the eastern and central North Pacific, 
while the data for figure 4.6 is from the area near the western boundary in the South 
Pacific where there is strong variability. Second, at wavenumbers greater than 0.008 
CPK, the spectral slope in figure 4.8 is steeper than that in figure 4.6. One possible 
reason for this is that the ship track between New Zealand and Fiji was precisely 
repeated and from one voyage to the next the ship did not deviate by more than a 
few kilometers. In contrast, between San Francisco and Hawaii the deviation of the 
ship track from one voyage to the next is greater, on the order of tens kilometers. 
This deviation of the ship track might contribute to the spectral difference between 
figures 4.6 and 4.8 at wavenumbers higher than 0.008 CPK. Just as the frequency 
spectra of temperature and horizontal velocities, the wavenumber spectral shape of 
the temperature is approximately independent of depth and the energy level drops 
with depth [Figure 4.9]. 
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Figure 4-6: Horizontal wavenumber spectrum of temperature at 400 m. The solid 
line is the spectrum of the mean temperature field. The dashed line is the average of 
the spectra of the time varying temperature (Roemmich and Cornuelle 1990). 
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Cruise designation 	 Dates 	 , Shallowest depth Deepest depth 
1 	 19-23 Sep 1991 0 850 (m) 
2 	 16-20 Apr 1992 0 850 (m) 
3 	 12-16 Nov 1992 0 850 (m) 
4 	 8-12 Apr 1993 0 ., 	 850 (m) 
5 	 22-26 Jul 1993 0 850 (m) 
6 	 4— 8 Nov 1993 0 850 (m) 
7 	 17-21 Feb 1994 0 850 (m) 
8 	 2— 6 Jun 1994 0 850 (m) 
9 	 11-15 Aug 1994 0 850 (m) 
10 	 24-28 Nov 1994 	 0 	 850 (m) 
11 	 2— 6 Feb 1995 	 0 	 850 (m) 
12 	 18-22 May 1995 	 0 	 850 (m) 
13 	 27-31 Jul 1995 	 0 	 850 (m) 
14 	 9-13 Nov 1995 	 0 	 , 	 850 (m) 
15 	 1— 6 Feb 1996 	 0 	 850 (m) 
16 	 16-20 May 1996 	 0 	 850 (m) 
17 	 25-29 Jul 1996 	 0 	 850 (m) 
18 	 3— 7 Oct 1996 	 0 	 850 (m) 
19 	 16-20 Jan 1997 	 0 	 850 (in) 
20 	 27-31 Mar 1997 	 0 	 850 (m) 
Table 4.1: List of XBT cruises 
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Figure 4-7: (a) Mean temperature field formed by time-averaging of gridded (objec-
tively mapped) data from all cruises. (b) Standard deviation of temperature. 
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Figure 4-8: Horizontal wavenumber spectrum of temperature at 400 m. The solid 
line is the spectrum of the mean temperature field. The dashed line is the average of 
the spectra of the time varying temperature. 
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Figure 4-9: Horizontal wavenumber spectra of temperature fluctuations (a) at 400 m 
and (b) at 800 m. 
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4.4 Consistency relation between kinetic energy 
and temperature wavenumber spectra 
The astute reader might have noticed a superficial relationship between the kinetic en-
ergy horizontal wavenumber spectrum and temperature horizontal wavenumber spec-
trum. First, both the kinetic energy horizontal wavenumber spectrum and the tem-
perature horizontal wavenumber spectrum have a transitional point at the wavelength 
of about 400 km. Second, the ratio of temperature horizontal wavenumber spectrum 
to the kinetic energy horizontal wavenumber spectrum at wavelengths longer than 
100 km is proportional to K -2 . Because the observed horizontal wavenumber spec-
tral shape is independent of depth, we can infer that the spectral shape of each mode 
is identical, just like the spectral shape of the obsevations, and that the vertical 
modes only contribute to the energy level, not the spectral shape. Therefore, the 
ratio of temperature horizontal wavenumber spectrum to the kinetic energy horizon-
tal wavenumber spectrum of each baroclinic mode is proportional to K -2 (For the 
barotropic mode, the temperature perturbation is zero). These are not mere coinci-
dences. On the other hand, these imply some dynamical relationships between the 
temperature and the velocity. In chapter 3, we derived the model wavenumber spec-
tra of the kinetic energy and the temperature. As shown by the equations (3.52) and 
(3.54), the model wavenumber spectra of the kinetic energy and the temperature of 
each mode are indirectly related to each other through the intermediate variable: the 
energy density 'T.(K, w , n). The ratio of the model temperature horizontal wavenum-
ber spectrum to the model kinetic energy horizontal wavenumber spectrum of each 
baroclinic mode is proportional to K -2 as well. So the model result is consistent with 
the observations. 
In some cases, it's possible to derive direct relationships among different variables 
from a theoretical model that may be tested directly against the same relationships 
evaluated from observations so that the implied dynamics between different variables 
will be more obvious to us. In the following, we will derive a direct relationship 
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between the velocity horizontal wavenumber spectrum and the temperature horizontal 
wavenumber spectrum from a simple theoretical model. 
As we have mentioned in chapter 2, away from the immediate vicinity of the sea 
surface and the equator, the low frquency and large scale oceanic general circulation 
is dominated by the geostrophic balance relations in the horizontal direction: 
, 	 1 Op f V = — 
po Ox 
1 Op fu = ---
' Po aY 
and the vertical momentum equation is dominated by hydrostatic balance: 
Op 
— = -pg
. 
Here u and v are the perturbation horizontal velocities, p is the perturbation pressure, 
p is the perturbation density, f is the Coriolis parameter and po is the density of the 
rest ocean. 
From equations (4.1), (4.2) and (4.3), one can get the thermal wind relation: 
r av 	 g ap 
= 
az 	 po ax 
aug Op 
= f  
az PoaY 
The density p is a function of temperature T and salinity S (for fixed pressure p), 
and the effect of salinity is relatively small. An equation for p in terms of T and S is 
a complicated function but to zero order can be linearized as: 
	
p =7T, 	 (4.6) 
where 7 is a constant coefficient. 
Substitution of equation (4.6) into equations (4.4) and (4.5) yields the relationship 
(4.1) 
(4.2) 
(4.3) 
(4.4) 
(4.5) 
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between the horizontal velocities and temperature 
av 	 g azi f 	 — 
az 	 po ax 
,au 	 g aT 
J —az = po —ay 
Define the Fourier transform of f (x) as f(k): 
1(k) = (f (x)) = 
	 f 	 f (x)ezkx dx. 	 (4.9) 
The derivative theorem gives: 
.F(f' (x)) ;---- ik f(k). 	 (4.10) 
Because the horizontal wavenumber spectral shape is independent of depth and 
we are only interested in the spectral shape here, we don't need to worry about the 
vertical dependent factors in equation (4.7) and (4.8) which only contribute to the 
energy level of horizontal wavenumber spectrum. 
Using the property of Fourier Transform (4.10) and taking the Fourier transform 
of equation (4.7) with respect to x, one get 
fv(k) oc 142- ( k ). 	 (4.11) 
Similarly, equation (4.8) yields 
(i) oc ifT 	 (4.12) 
From these above two equations, it is readily shown that the relationship be-
tween the velocity horizontal wavenumber spectrum and the temperature horizontal 
wavenumber spectrum is: 
Fv (k) 	 k)I 2 cc k2, 
	 (4.1 3 ) 
FT (k) 
	 I iT(k ) 12 
(4.7) 
(4 .8) 
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Fu (i) _ i f.( 1 ) 12 cc 12, 	 (4.14) 
FT(1) 
	 l iT (1)12 
where k and / are the horizontal wavenumber along x—axis and y—axis, respectively. 
By assuming isotropy, one could heuristically get the following relationship be-
tween kinetic energy horizontal wavenumber spectrum and temperature horizontal 
wavenumber spectrum: 
Fk(K) 
 FT(K) cc K2 
where K is the horizontal wavenumber amplitude. 
(4. 15) 
So the relationship between observed kinetic energy horizontal wavenumber spec-
trum and temperature horizontal wavenumber spectrum suggests that the dynamics 
between them is governed by the thermal wind relation. 
A .5 Qpnotra nf arnlistir. tornographic data 
Several experiments have demonstrated the success of acoustic tomography in mon-
itoring the oceanic temperature field, current velocities, and vorticity field [Munk et 
al. 1995]. In section 3.3, we have shown analytically that the the spatial integration 
of the tomographic data can filter out small scale motions. In the following, we will 
use the tomographic data to investigate the low frequency variability of the ocean. 
4.5.1 RTE87 Data 
From May to September 1987, three acoustic transceivers were deployed north of 
Hawaii between the subtropical and subarctic fronts [Figure 4.10]. This experiment, 
called the 1987 Reciprocal Tomography Experiment (RTE87), has been described in 
detail by Dushaw et al [1993a,b, 1994]. During RTE87, transmissions were made 
bihourly on every fourth day. The data collected consisted of the travel times of 
acoustic pulses associated with identified ray paths. The travel times are first inverted 
to give the sound speed fields between the transceivers. These are then converted to 
temperature. Dushaw et al [1993a,b] described the inversion procedure in detail. After 
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inversion, Dushaw et al [1993b] obtained the range— and depth—averaged temperature 
7 = — Tcliclz, 	 (4.16) 1 ro r, hL 
where L is the length of acoustic ray along the horizontal direction. The depth interval 
of the integral is from —h to 0, where h= 2000 m. The lengths of the three acoustic 
rays are East L e = 995 km, West L„ = 1275 km, and North Lr, = 745 km. Figure 
4.11 shows the range— and depth—averaged temperature perturbations of the three 
legs.. Because the tornographic data in figure 4.11 are range— and depth—averaged, 
the small-scale variations have been filtered out. Thus, the temperatures change 
relatively smooth over time in figure 4.11. The most noticeable point in figure 4.11 
is the seasonal variability of temperature. The temperatures of the three legs all 
increase from May to September and three legs have nearly the same magnitude of 
temperature perturbations. 
Spectral description of RTE87 data 
The spectra of the three different legs are displayed in figure 4.12. In figure 4.12, 
a line with slope —2 is drawn on the log—log form of plots to make it easy to compare 
the spectral shapes of different data. The spectral shape of the entire group is similar. 
The spectral slopes of the three different legs are indistinguishable from —2. Wunsch 
[1981] reported that almost all the spectra of the point measurements have a similar 
shape with a slope not far from —2, independent of geography. So the spectral shape 
of the range-averaged tomographic data is the same as that of point measurements 
just as we predicted from theory in section 3.3. The energy level of the three legs 
is nearly identical. Given the form of (1.(K,co,n), the filtering effect of tomographic 
data can be calculated quantitatively from equation (3.55). In chapter 5, first we will 
find the form for (1.(K,co,n) from diverse measurements such as altimetry, XBT, etc., 
then we will calculate quantitatively the filtering effect due to range—averaging. The 
temperature wavenumber spectrum in section 4.3 shows that most of the potential 
energy is concentrated in low wavenumbers. So, roughly speaking, the filtering effects 
of these three legs are very small. 
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4.5.2 ATOC data 
The experiment 
Acoustic transmission from the Acoustic Thermometry of Ocean Climate (ATOC) 
source on Pioneer Seamount off California began 28 December 1995. The precise 
schedule is determined by the sampling requirements of the Marine Mammal Research 
Project, but typically consists of 4-day periods two to four times a month and the data 
are irregularly spaced [Dushaw et al 1996]. Figure 4.13 indicates acoustic propagation 
paths for the ATOC experiment. Dushaw et al [1996] elaborated on obtaining ray 
travel time time series from the raw data, identification of measured ray arrivals, 
inversion of travel times for sound speed, and the derivation of temperature and heat 
content. Here we use the range- and depth-averaged temperature T obtained by 
Dushaw from the inversions to investigate the low frequency variability of the ocean. 
Note that 
7= L- 1° 	 Tdidz, 	 (4.17) hL J-h JO 
where h = 1000 m. The length of the acoustic rays k and 1 is about 6000 km and the 
length of the acoustic rays n and o is about 2000 km. 
Low frequency variability of ATOC data 
The low-frequency temperature perturbations [Figure 4.14] are inferred from the 
travel times averaged over each 2— or 4—day period [Dushaw et al. 1996]. 
We have shown that the range—averaged temperature has filtered out certain small 
length—scale variations and thus is most sensitive to large-scale variations. The range 
and depth averaged temperature time series for rays k, 1 and n show the general 
overall trend [Figure 4.14]. The most conspicuous point in figure (4.14) is that the 
temperature perturbations for rays k, 1, n and o are dominated by very low frequency 
variability. The temperature decreased for the first two months and then increased. 
The decreased temperatures are consistent with cooling during the winter season. 
In addition to these general trends, higher—frequency variations are also evident in 
these time series, perhaps indicating the influence of advection or the movement 
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of sharp features such as ocean fronts. The temperature perturbations for ray k 
have the largest amplitude. The temperature time series for ray o is coolest in late 
winter and early spring, about two months later than that of k, 1, and n. These 
differences are related to the geography of each ray. Ray k is roughly located within 
the subarctic front where the variability is very strong. The receivers of k and 1 are 
quite close together and ray 1 is located north of ray k. The difference of temperature 
perturbations between k and 1 is very small. Ray 1 and o cross the subarctic and 
subtropical front, respectively. The receiver of ray o is located south of the subtropical 
front. The Northern part of it is within the cool California Current. The delayed 
cooling of ray o is related to the seasonal variability of the California Current. Ray 
n is situated between the subarctic and subtropical fronts where the low frequency 
variability is relatively smaller. 
Because the ATOC data are irregularly spaced, we use a special spectral analysis 
method (the liomb—Scargie algorithm) to calculate the frequency spectra. The fre-
quency spectra of range— and depth-averaged temperature for rays k, 1, n, and o are 
displayed in figure 4.15. The spectral slope of the entire group is indistinguishable 
from —2. According to the theory, we have shown the longer the ray path, the lower 
the energy level, and so the energy level for rays k and 1 should be lower than that 
of rays n and o. However, in figure 4.15 the eneigy level for ray k is relatively higher 
which contradicts the result predicted by the theory. Two possible reasons e)dst for 
explaining the difference between the theory and observation. First, if the energy is 
concentrated in large scales (very small wavenumbers), then the difference among the 
rays k, 1, n, and o due to the range-averaged filtering effect is negligible, even if the 
length of rays k and 1 is about two times longer than that of n and o. Second, the 
theoretical result is based on the assumption that the statistical properties are homo-
geneous in space. However, we will see in section 4.8 that the energy level of ocean 
variability and the vertical gradient of mean temperature vary strongly with geogra-
phy. This horizontal inhomogeneity makes it very difficult to explain the difference 
among spectral energy levels of different acoustic paths. 
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4.6 Coherence 
The coherency spectrum is useful in practice because it provides a nondimensional 
measure of the correlation between two time series as a function of frequency. From 
the calculation of spatial coherence at a particular frequency w, we can derive the 
coherence scale, which is defined as the separation distance at which the coherence 
drops to one half. 
Using current meter data, Richman [1976] found that the horizontal coherence is 
a function of frequency and depth. At low frequencies, the horizontal scale in the 
thermocline is 50-70 km, while the scale in relatively higher frequencies is too small 
to be determined from the observations. In the deep water the coherence is lower 
than in the thermocline with an apparent scale of 35 km. 
4.7 Anisotropy 
The ocean variability is filled with time—varying features with all space and time 
scales. The ocean variability exhibits different properties at different frequency bands 
and wavenumber bands, one of which is anisotropy. 
Richman et al. [1977] studied the difference between the zonal and meridional 
kinetic energies in different frequency bands. They concluded that the low frequency 
band has a distinct tendency for zonality, especially in the thermocline. At shorter 
periods, the horizontal kinetic energies are isotropic and energy is partitioned equally 
between potential energy and the two kinetic energy components. 
Due to the limitations of oceanographic data, it is still beyond our capability to dis-
tinguish the wavenumber spectrum of zonal velocity from that of meridional velocity. 
Physical oceanography is to some extent a mirror of meteorology, so meteorological 
results might give us some hints about the ocean. Figure 4.16 shows the wavenumber 
spectrum of (gIN)(T — T)/T for the winter and summer of 1964. The corresponding 
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wavenumber spectra of u and v are superimposed as dashed and dotted lines, respec-
tively. It can be seen that there is approximate equipartition among the components 
of kinetic energy and available potential energy for hemispheric wavenumbers k > 6. 
However, below k < 5 or so, there is considerably more energy in the zonal winds. 
The spectral slope for both u and (g I N)(T — T)/-17 is about —1/2 at hemispheric 
wavenumbers k < 5. On the other hand for v, the wavenumber spectral slope is 
about +2 at hemispheric wavenumbers k < 5. 
As a starting point, we won't take into account the anistropy in our model for 
simplicity, we will study the spectra of the horizontal kinetic energy instead of the 
spectra of zonal and meridional velocity. 
4.8 Horizontal inhomogeneity 
The ocean variability is not only a function of frequency, horizontal wavenumber and 
vertical mode but also a function of geography. The statistical properties of the ocean 
variability (energy level, degree of baroclinicity, ...) change strongly with geographical 
position [Wunsch 1981, 1997]. This horizontal inhomogeneity is a very important 
part of the oceanic dynamics. However, this horizontal inhomogeneity makes much 
of the utility of the wavenumber spectral description invalid. The traditional method 
to deal with inhomogeneous or nonstationary processes is to try to transform the 
process into a homogeneous or stationary form. If there is a general trend in the 
data, one might find the form of the trend and then subtract the function for the 
trend from the data. Another method is that one can divide the data into several 
regions in space or several periods in time where the statistical properties are relatively 
homogeneous or stationary in each region or period. Stammer [1997] made the first 
frequency/wavenumber analysis as a function of dynamical region. 
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4.8.1 Energy level 
The most pronounced feature of horizontal inhomogeneity is the magnitude of the 
eddy energy. It is well known that the eddy kinetic energy varies strongly with geo-
graphical position and that this pattern of geographical inhomogeneity is connected 
to the pattern of the general ocean circulation. The most energetic eddies occur 
primarily in the vicinity of strong currents. This is related to the dominant energy 
source for the eddies. The possible physical parameters for the horizontal inhomo-
geneity include latitude, proximity to eastern and western boundaries, topography, 
fronts, etc. In this section, we try to use some mathematical formulations to quantify 
how the energy level depends on geography. 
Figure 4.17.a [taken from Wunsch 1997] shows surface kinetic energy from the 
current meters in the North Pacific. Figure 4.17.b [taken from Stammer 1997] shows 
the surface kinetic energy from the altimeter in the North Pacific. Figure 4.17.c shows 
the surface kinetic energy from the empirical formula, equation 4.18. Figure 4.18 is 
the same as Figure 4.17 except in the North Atlantic. Altimeter results are from 
a uniform three—year coverage, spatially averaged over 2°, while the current meter 
results are of inhomogeneous duration, and are based on an extrapolation to the sea 
surface. Note the general agreement between them. The most conspicuous point in 
these figures is that the energy magnitude is inhomogeneous in the ocean. As shown 
in the figures 4.17.b and 4.18.b, amplitudes of background variability are of the order 
of 50 cm2/s2 in the eastern North Atlantic and as low as 20 cm2/s2 in the northern 
North Pacific. In middle and high latitudes, the maximum amplitudes of KE are 
associated with the paths of energetic current systems. In the North Atlantic the 
maximum occurs in the Gulf Stream with a value of about 2500 cm2/s2 and in the 
North Pacific the maximum is near 4000 cm2/s2. Across the middle ocean, the surface 
eddy kinetic energy changes by roughly two orders of magnitude. In the tropics, the 
kinetic energy increases very rapidly toward the equator. 
The zonal averages between 0° and 360°E of eddy kinetic energy KE and sea 
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surface slope K31= KEsin2 0 are provided as a function of latitude in figure 4.19. The 
zonal averaged KE decreases from maximum amplitude near the equator to minimum 
amplitude in high latitudes. In terms of K31, values remain almost constant in the 
low latitudes between 25°S and 25°N, which implies equatorwards of 25° the zonally 
averaged KE is proportional to 1/sin 2 0. 
According to the figure 4.17 (a) and (b), we can regard the surface eddy kinetic 
energy in the North Pacific as being composed of four parts: (1) the background part, 
(2) the low latitude part (south of the energetic currents) where KE OC (1/sin20), (3) 
the high energy source with a center around (35°N, 150°E), and (4) the low energy 
area in the north North Pacific. According to these, we can express the surface eddy 
kinetic energy in the North Pacific with the following empirical formula 
(A 	 0 	 11 
kk p (0, A, z = 0) = 30+ —32 + 1000exp{ [  — 50) 2 ( — 35) 2 
 s 900 ± 	 50 in20 
-800exp{ [ (A  — 190) 2 ± \c"b 	 42) 2 — 	 1 
1600 	 200 	 11' 	 (4.18) 
where A is the longitude from 0 to 360° E, 0 is the latitude from 10 to 60° N, and the 
units of tkp are cm2 /s2 . 
The pattern of the surface eddy kinetic energy in the North Atlantic is different 
from that of the North Pacific. There is a strong jet on the western side of the 
Atlantic ocean and there are two low energy areas in the eastern Atlantic. South of 
25°N the energy increases toward the equator. Similarly we can express the surface 
eddy kinetic energy in the North Atlantic as 
35 	 „ (A — 305) 2 
kka(0, A, z = 0) = 50+ 	 + 1000exPi 
	 400 
	 -1- 
280exp{ [ (A — 320)2 
 + 
(0 — 16)2 1} 160exp{ [ (A — 320)2 
2000 	 200 
	 900 
(4' — 43)2 
80 
(0 — 16)2 
	 (4.19) 
50 
where the units are cm 2/s2 . 
The results from equations (4.18) and (4.19) are drawn in figure 4.17.c and 4.18.c, 
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respectively. As shown in figure 4.17 and 4.18, equations (4.18) and (4.19) are rea-
sonable fits to the general pattern of the corresponding observations. 
The reader is reminded that the observed frequency and wavenumber spectral 
shape is independent of location and depth, only the energy level of the frequency 
and wavenumber spectra depends on location and depth. If we integrate the surface 
kinetic energy frequency (wavenumber) spectrum of a relatively homogeneous region 
with respect to frequency (wavenumber), we will get the surface kinetic energy for that 
region. Therefore, the energy level of the frequency and wavenumber spectra is higher 
in the regions of higher kinetic energy. In chapter 5, we will relate the geography—
dependent part of our energy density model to the empirical formulas (4.18) and 
(4.19). The vertical structure of horizontal kinetic energy will be discussed in section 
4.9. 
A Q 	 ncr.c. 
`±•(.3.LI 
In addition to the strong geographic variation of the magnitude of eddy kinetic energy, 
there are still many other factors depending on space, as we mentioned previously. 
First, the degree of baroclinicity is inhomogeneous in space. As we will discuss in 
detail in the next section, the percentage of the kinetic energy in the first three modes 
varies with geography. Second, the cutoff wavenumber 1 0 in the slope wavenumber 
spectrum in figure 4.5 decreases from high latitude toward the equator. Third, the 
buoyancy frequency N(z) changes with latitude and longitude especially above 1 km. 
If the interior N(z) varies on spatial scales for which the WKBJ approximation is 
not valid, a host of complex scattering interactions become possible. Whether such 
processes are important in the ocean is still not clear [Wunsch and Stammer 1997]. 
Last but not least, the vertical gradient of mean temperature as well as the depth of 
the ocean can exhibit strong changes in space. 
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4.9 Vertical structure of kinetic energy 
Schmitz [1978, 1988, 1996] studied the vertical distribution of kinetic energy at differ-
ent sites in the Atlantic and Pacific. He concluded that the vertical profile for kinetic 
energy is independent of geography as a first approximation across the entire mid-
latitudes, with amplitudes generally decreasing eastward and away from the western 
boundary current. Figure 4.20 is an example of the vertical profile of kinetic energy 
at some key sites. The eddy kinetic energy KE drops exponentially from the surface 
to the depth of 1.2 km, then remains almost constant within the deep water. Given 
the strong spatial inhomogeneity in properties of the eddy field, the observation that 
the relative vertical KE distribution is nearly the same in widely varying locations 
might be especially significant. These similarities in vertical structure might imply 
similarities in origin and/or dynamics. 
`ATunsch [1997] systematically- studied the question: what is the partition through-
out the water column of the kinetic energy of time—varying motions amongst the 
dynamical modes? Figure 4.21 and 4.22 [taken from Wunsch 1997] show maps of the 
logarithm of the kinetic energy per unit depth and of the approximate percentage 
of the kinetic energy found in the barotropic and first two baroclinic modes in the 
North Pacific and the North Atlantic. In general, the barotropic and first baroclinic 
modes dominate the water column average kinetic energies except in the Tropics. 
Crudely speaking, the North Pacific kinetic energy is about 35% contained in the 
barotropic mode and about 55% in the first baroclinic mode. The North Atlantic is 
on average about 40% in the barotropic and 50% in the first baroclinic mode in the 
middle ocean. Near the Gulf stream, the motions are more barotropic in character 
than in the records obtained elsewhere. Just south of the Gulf Stream near 90% of 
the kinetic energy is contained in the barotropic mode. Near the equator the higher 
modes become important. 
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4.10 Summary 
The ocean variability is very complicated. It occurs at all time and space scales and 
it is spatially inhomogeneous as well as anisotropic. In spite of this complexity, the 
major outcome from this chapter is that over most of the ocean, the ocean variability 
shows strikingly universal characteristics. The frequency and wavenumber spectral 
shape of temperature and horizontal velocities is independent of location and depth. 
The largest variations in frequency and wavenumber spectra appear to be related to 
the geographic variation of the amplitude of the eddy energy. To zero order, the low 
frequency oceanic variability can be summarized as follows 
(1) the frequency spectrum for temperature and velocity: 
w-1/2 if w < wo 
F (w) cc 	 (4.20) 
co -2 	 if w > wo 
where w o is about 0.01 cycles/day. 
(2) the horizontal wavenumber spectrum for temperature and velocity: 
Both the kinetic energy wavenumber spectrum and the temperature wavenumber 
spectrum have a transitional point at a wavelength of about 400 km. At wavelengths 
longer than 400 km, the wavenumber spectrum of kinetic energy and temperature fol-
lows a relation of k +312 and a relation of k -1 /2 , respectively. At wavelengths shorter 
than 400 km, the temperature wavenumber spectrum follows a relation of k -3 . The 
kinetic energy wavenumber spectrum follows a lc -1- relation at wavelengths between 
150 km and 400 km, and a k-2  relation at shorter wavelengths. The relationship be-
tween the observed kinetic energy wavenumber spectrum and temperature wavenum-
ber spectrum implies that for large scale and low frequency varibility, the temperture 
and the velocity are related to each other through the thermal wind relation. 
(3) the vertical structure of horizontal kinetic energy: 
As discussed by Wunsch [1997], to a first good approximation the vertical structure 
of eddy kinetic energy can be simply represented by the barotropic and first baroclinic 
modes in the middle ocean. Roughly speaking, the vertical partitioning of the kinetic 
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energy in the barotropic and the first baroclinic modes is equal. 
(4) the energy level: 
The energy magnitude shows strong inhomogeneity in space and typically the 
energy level increases toward the western boundary and the equator. The general 
pattern of the surface eddy kinetic energy in the North Pacific and the North Atlantic 
can be represented empirically by the equations (4.18) and (4.19), respectively. 
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Chapter 5 
Energy distribution in K w space 
In previous chapters, we have derived the frequency and wavenumber spectra for 
the model and we have obtained a zero order description of low frequency oceanic 
variability based on various observations. Now, we come to answer the question we 
raised in the introduction: whether it is possible to find a single model (D(K, 7-1,) 
for each mode so that each model spectrum can fit the corresponding observation. 
For the time being, we do not know whether (I)(K, w, n) really exists or not. In GM's 
model, (1,(K, w, n) does exist. Moreover, there is a surprising universality to the value 
of the energy level (mostly within a factor two) [Munk 1981]. However, the strong 
spatial variability of energy magnitude, buoyancy frequency and vertical gradient of 
mean temperature as indicated in chapter 4 suggests that the spectral representation 
in the wavenumber domain isn't appropriate. In order to overcome the difficulties 
associated with spatial inhomogeneity, we can break the global ocean into several 
regions where the statistical properties do not vary too much with geography. For 
example, in the open ocean far from intense currents the energy magnitude is quasi—
homogeneous and the vertical gradient of mean temperature and buoyancy frequency 
at depth below 1000m are relatively uniform. 
Because of the spatial inhomogeneity, we must modify the universal form (D(K, w, n) 
to a regional form (1.(K, w, n, 0, A) so that the model spectrum can fit the correspond-
ing observation. The reader is reminded that the definition of (1.(K, w, n) is given by 
equation (3.17). Here we don't take the direction of the spectrum into consideration. 
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The investigation of the directional property of the spectrum is in progress. We sup-
pose that (1, (K, co, 77,, 0, A) exists and a convenient representation of .13.(K, co, n, 0, A) 
for each mode is 
n, 0, A) = Cn (10Dn (w)E0 (n)I(0, A). 	 (5.1) 
Here C(K) represents the wavenumber spectral shape, D(w) stands for the 
frequency spectral shape, Eo (n) is a constant associated with each mode which will 
determine how the energy is divided among vertical modes and /(0, A) is the spatial 
function which represents how the energy level depends on space. In this chapter, we 
will decide on the form of Cn (10, Dn (w), Eo(n) and /(0, A) according to observations. 
Because most of the region is dominated by the first few modes as seen in the last 
chapter, we just include the barotropic and first two baroclinic modes in our model: 
n=0, 1, 2. When we try to estimate the total energy spectrum from the individual 
modes at an arbitrary depth, we will face the problem of "modal coupling". Wunsch 
[1997] studied this problem in detail. Here we simply assume that each mode is 
independent of all other modes in our model. 
It has become conventional to think of and to present frequency spectra only for 
positive frequency. Actually, the part on the negative side of the frequency axis also 
exists. The spectrum at the positive frequency and the negative frequency is sym-
metric about co = 0 so that the frequency spectrum at the positive frequency contains 
all the available information and the total variance is twice that of positive frequency. 
We will double the signal content for the positive frequency in both the model and 
observation, essentially folding over the negative frequencies onto the positive and 
adding. The wavenumber spectrum will be handled similarly. 
5.1 Fitting (I)(K, w, n, A) from observations 
In this section, we will decide what the key parameters of 
	 co, n, 0, A) are needed 
so that the model spectrum can fit the corresponding observation. First of all, because 
92 
the observed frequency and wavenumber spectral shape is independent of depth, we 
infer that the frequency and wavenumber spectral shape of each mode is approxi-
mately identical. Therefore, we will decide on the form of C(K) and D(w) so that 
the model frequency and wavenumber spectral shape of each mode is the same as the 
observed frequency and wavenumber spectral shape. 
Choosing the form of C(K) to fit the observed wavenumber spectra 
Substitution of equation (5.1) into (3.52) and the assumption that there is no 
modal coupling at each arbitrary depth gives the kinetic energy spectrum 
n=3 	
+0° 	 K2 
Fk (K, z, q , A) = /(0, A) E F(z)-Eo(n)[2 f Dn(w)clw] K2 f2rn 2 	 Cn (K). (5.2) n=o 
where the factor of 2 before Dn (w) arises since we have folded over the negative 
frequencies onto the positive ones. 
The corresponding dimensional form is 
(K , z , 0, A) = U2 LFk (K, z , 0, A) = 1 x 104Fk (K , z , 0, A) 
	 (5.3) 
where the units are cm 2/s2 /CPK. 
Because the barotropic eigenvalue r 0 = 0, the wavenumber spectral shape of the 
barotropic mode is decided by Co (K). According to the observations, we choose a 
simple form: 
Co(K) = CoK312 if K < K 0 
K-2 	 if K > K0 , 
	
(5.4) 
where Ko koL = 0.33 corresponds to the nondimensional wavenumber maximum 
energy. In order for Co (K) to be continuous at Ko, Co = 48.44. From (5.4), we get 
10°° Co (K)dK = 4.24. 	 (5.5) 
For the baroclinic modes, the shape of the wavenumber spectrum is determined 
by C(K)K2/(K2 f29.7,2‘. ) To fit the observed wavenumber spectra, we choose for 
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both n=1 and n=2 
15.99K-1/2 if K < Ko 
Cn(K) = 
K-3 	 if K > Ko . 
The above equation yields for the baroiclinic modes: n=1 and n=2 
fom Cri(K)dK = 22.96. 
Choosing the form of Dn(w) to fit the observed frequency spectra 
Substitution of (5.1) into (3.51) yields 
n=2 
FkP, Z, 0, A) = /(0, A) E Pi.(z)E0(n)[ f °° 	 K2 2 Cn(K)d.K12Dn(w) 0 K2 + f2rn 
n=0 
er A ; v-rIcen a; nri fnrm iC 
111G LAJI J. GOV  vLik.iiii5 	 .A. 
frk(W, Z, 0, 0) = U217Fk(CD, Z, 0, 0) = 16.5Fk(w, z, 0, A), 
where the units are cm2/s2/CPD. 
According to the observation of the frequency spectra, we choose for n=0 to n=2 
14880w-1/2 if w < 
Dri(w) 
w -2 	 if w > coo 
where the nondimensional parameter wo cOoT = 0.00165. 
The above equation gives for the three modes: n=0 to n=2 
Dn(w)dw = 1816. 
(5.10) 
(5.11) 
The energy level of each mode 
(5.6) 
(5.7) 
(5.8) 
(5.9) 
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The total kinetic energy per unit surface area for each mode is: 
Kh(n, 0, A) = f Fk(I C n, z, 0, A)dK dz = f f Fk (w, n, z, 0, A)cluiclz 
c° 	 K2 	 00 
= 1(0, A)E0(n)tio K2 .4_ f2r2  Cn(K)d.K][2 fo Dn(w)cluil (5.12) 
Substitution of (5.4), (5.6) and (5.10) into the above equation gives 
15400Eo(0)/(0, A); n=0 
Kh(n, 0, A) = 	 4800E0(1).1(0, A); 	 n=1 	 (5.13) 
1400E0(2)/(0, A); 	 n=2 
As seen in chapter 4, the vertical structure of eddy kinetic energy can be simply 
represented by the barotropic and first two baroclinic modes in the middle ocean and 
roughly speaking, the kinetic energy of the three modes is in the ratio of 1 : 1 : 1/2. 
Accordingly, if we choose Eo(0) = 1.0, then E0(1) = 3.2 and E0(2) = 5.4. 
Choosing I (0, A) to fit the observed surface kinetic energy 
The surface kinetic energy for the model is 
n=2 
Ek (0, A, z = 0) = 	 A) E pn2(z = 0).E0(n)[im 	
K2 
2 Cn (K)dK] I Dri(w)clw] 
n=0 	 0 K2 ± f2rn 	
0 
= 5.4 x 105/(0, A). 	 (5.14) 
The corresponding dimensional form is 
Ek(4), z = 0) = U2Ek(O, z = 0) = 5.4 x 107/(0, A), 	 (5.15) 
where the units are cm2/s2. 
The above equation yields 
/(0, A) = Ek(.75, A, z 0) (5.16) 5.4 x 107 
In chapter 4, we derived an empirical formula for the surface kinetic energy 
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Ek(0, A, z = 0). The empirical formulas for the surface kinetic energy in the North 
Pacific and the North Atlantic are given by equations (4.18) and (4.19), respectively. 
The wavenumber spectrum of the temperature 
Substitution of equation (5.1) into (3.54) gives 
n=2 	 oo 	 2 f 2 r?, 
	
Fo(K , z, 0, A) = /(0, A)tt 2 E Eo (n)0z)[2 f Dn (w)clu.)] 	 2 
 K2 + f2rn
Cn (K). (5.17) 
n=1 
The corresponding dimensional formula is 
	
i'e (K, z, A) = 62 LE9(K, z, 0, A). 	 (5.18) 
Substitution of equation (2.83) and (5.17) into the above equation gives 
	
aeo 	 r n=2 - 	 2Pr2 filn(K z th 	 — (Tlir)2L/((/) A)(—) 2 Y[2 	 D,,,(w)dco1E 0 (n)Qn2 (z) 	 n Cn (K) 
	
Z 	 ° 	
K2 p r72 
	
,900 _ n=2 	 2f2rn2 
= 1.5 x 109 /(0, 	 ) 2 E Eo (n)Q2n (z) 	 Cn (K), 	 (5.19) 
	
U4' n=1 	
K2 + f2 r721 
where the units of aeo la -  are °C/m and the units of ile (K,z, 0, A) are °C 2 /CPK. 
The frequency spectrum of the temperature 
Substitution of (5.1) into (3.53) yields 
n=2 9 	 r 00 2f2r2 
Fe (w, z, q5, A) = /(4), A)/1 2 E Eo (n)QT,(z)[ Jo K2 fn2r2 Cn (K)C/K]2Dn(W). (5.20) 
n=1 
The corresponding dimensional formula is 
PUP, z, 0, A) = 62TF61(co, z, A). 	 (5.21) 
Substitution of equation (2.83) and (5.20) into the above equation gives 
	
aeo n=2 	 2 	 f , 
Po p, z, A) = (TW) 2T/(0, A)(—)2 	
c° 2 f 2q  
	
E Eo (n)Qn (z)[ 	 2 Cn (K)12D n (w) 
	
ae‘ n=1 	 0 K2 f 2rn 
96 
= 6831(0, ))(; ) 2 	 Eo (n)Qn2 (z) [f c'c)  2f 271i 
K2 ± f2
C (K)]2Dn,(45.22) 
	
0 	 q, n 
where the units of aeo laz‘ are °C/m and the units of Pe (, z,0, A) are °C 2/CPD. 
The frequency spectrum for tomographic data 
In chapter 3, we derived the frequency spectrum for the range—averaged temper-
ature in equation (3.55). However, the real tomographic data is depth—averaging as 
well as the range—averaged, so we need to modify (3.55) to take into account the 
depth—averaged effect. The ATOC data were depth averaged from 0 to 1000m. The 
corresponding spectrum is 
n=- 2 	 1 f 0 	 r 	 2f2r72, Cn (K)  W (k, L a)dkdl]2Dn (w) Fatoc(w) = I(0, A) E Eo(n)[-i 	 Anlz)dz1 211 .1 	 K2 + f2r,3, 2R-K n.1 
	 (5.23) 
where h=1000m/4500m=0.222 is the nondimensional depth and K = k2  12. 
The corresponding dimensional frequency spectral formula is: 
fratoc(w) = O 2TFataa (w). 	 (5.24) 
Substitution of equation (2.83) and (5.23) into the above equation yields 
„ nx7-,2 	 r 1 10 aeo 
	 12r 	 2 f 2 iliCn (K) sirt2 (k L a / 2)  fratoc(w) = 683/(0, A) 2 E./DM/Lit 	 yi . (2n(z)azi lf f (K2 + f2r)27K (kLa /2) 2 n=1 
(5.25) 
dkdli2D„ 
where the units of aeo la. are °C/m and the units of Ee(w, z, 0, A) are 0 C2 /CPD. 
We must be aware that 
(1) The kinetic energy wavenumber spectrum (5.2) is useful only in the regions 
where the energy magnitude is relatively homogeneous. 
(2) The conditions for the temperature wavenumber spectrum (5.19) holding are 
more strict. There are two parameters in equation (5.19): the energy level and the 
vertical gradient of mean temperature, both of which change strongly in space in 
the global ocean. So the equation (5.19) is appropriate only in areas where both 
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the energy magnitude and the vertical gradient of mean temperature are relatively 
uniform. 
(3) The conditions for the frequency spectrum of tomographic measurements are 
the same as those for the temperature wavenumber spectrum. 
5.2 Model and data comparison 
In the above section, we have specified the formula for each component of .T.(K, co, n, 0, A): 
Cm (K), Dri(w), Eo(n) and .1(0, A), based on different observations. There might, 
however, be some incompatibilities among different observations. For example, in 
our model we specify the vertical structure according to the vertical structure of the 
kinetic energy of the observations. However, we don't know whether the vertical stuc-
ture of the temperature is consistent with that of the kinetic energy. In this section, 
we will make model/data comparisons to see whether each model spectrum can fit the 
corresponding observation with our specified regional energy density .T.(K, co, n, 0, A). 
Kinetic energy wavenumber spectrum 
The model and observed surface kinetic energy wavenumber spectra are plotted 
in figure 5.1. The observed spectrum is from 10° x 10° areas between 30° and 40° N 
with a center longitude at 330° E. The energy level in this area is relatively uniform. 
According to the equation (4.19), the average value '4(0, A, z = 0) in this area is 
about 250 cm2/s2. As shown in figure 5.1, the model spectrum fits the observation 
quite well except at wavenumbers higher than 0.01 CPK. The high wavenumber tail 
with a k+1 relation in the observed wavenumber spectrum is dominated by noise rather 
than ocean signal [Wunsch and Stammer 1995]. The model and observed spectrum 
in figure 5.1 both have a maximum in energy at the cutoff wavelength of about 400 
km, with roughly k3/2 and k-2 relations toward longer and shorter wavelengths. 
Temperature wavenumber spectrum 
The observed temperature wavenumber spectrum in figure 5.2 is from the XBT 
data in the eastern North Pacific described in section 4.3.2. The surface eddy kinetic 
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energy along this XBT line is relatively homogeneous. The mean value of surface 
kinetic energy from equation (4.18) is about 150 cm 2/s2 . As shown in figure 4.7.(a), 
the vertical gradient of mean temperature changes strongly in space especially in the 
upper ocean. Because the depth of this XBT data is limited to 850 m, we will compare 
the model spectrum with that of observations at the depth of 800m. The vertical 
gradient of mean temperature along the XBT line at this depth changes relatively 
less sharply. The mean value of aeo i82 is about 0.0028 °C/m, and the corresponding 
standard deviation is 0.0005 °C/m. With this choice of energy level and vertical 
gradient of mean temperature, we plot the model temperature wavenumber spectrum 
in figure 5.2. In general, the model spectrum fits the observed spectrum quite well. 
The obvious deviation is that at wavenumbers larger than 0.008 CPK, where the slope 
of the observed spectrum is steeper than that of the model. As we have mentioned in 
section 4.3, the steeper slope at wavenumbers higher than 0.008 CPK in this observed 
wavenumber spectrum between San Francisco and Hawaii might be due to deviations 
in the ship track. 
Frequency spectrum of kinetic energy and temperature 
Here we analyze one set of current meter data which is located at (33.2° N, 
338.1° E) inside the low energy area in the eastern North Atlantic. It has cur-
rent and temperature meters at nominal depths of 560, 1160 and 3050 (m). From 
equation (4.19), Ek (33.2°N, 338.1°E, z = 0) = 108cm 2/s2 . Equation (5.16) yields 
/(33.2°N, 338.1°E) = 2 x 10 -6 . The vertical gradients of the mean temperature at 
depths of 560, 1160 and 3050 (m) are 0.0127, 0.0064 and 0.0007 °C/m, respectively. 
We plot the model and observed spectra in figure 5.3. The vertical profile of the ki-
netic energy is shown in figure 5.4. The general agreement between the model and the 
observed spectra is quite pleasing. The most conspicuous lack of agreement between 
the model and the observation is in figure 5.3.1, the energy level of model temperature 
spectrum at 560 m is about 2 times higher than that of the corresponding observed 
spectrum. Several possibilities exist for rationalizing this difference. One of which is 
that we have assumed the idealized exponential profile for the buoyancy frequency 
N(z) However, in the real ocean the buoyancy frequency changes in space especially 
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in the upper ocean. The buoyancy frequency determines the vertical structure of the 
velocity, hence influences the spectral energy level. A second possibility is that the 
idealized and universal modal partitioning in the model is invalid. A third possibil-
ity is that there are also some errors on the vertical gradient of mean temperature, 
and the energy level of the spectrum is proportional to the square of the the vertical 
gradient of mean temperature. The vertical profile of the kinetic energy—exponential 
decay in the upper ocean and almost constant below 1000 m—agrees quite well with 
those observed by Schmitz. 
Frequency spectrum of tomographic data 
As discussed in section 3.5, the tomographic data acts as a low—pass filter and 
the path-band width of the filter is related to the length of the acoustic ray path. 
Because we have specified the form of .1. (K, co, n, 0, )) in section 5.1, we can calculate 
the filtering effect quantitatively. Define e(n) as the ratio of equation (3.57) to (3.55): 
If f 	 2f2r! 	 4)(K, co, 	 W (k, L a)dkdl 
	
Fd(co,n, z) 	 J J (K2 + f 72,) 	 27rK  
	
, 	 (5.26) E (n) = 
	  
	
Fo (w, n, z) 
	 I 	 2f 271' , (D(K,c , n)dK (K 2 
-I- f 2 r721) 
c(n) represents the filtering effect for each mode due to the range average. If L a = 0, 
then W(k, L a) = 1, f(n) = 1 which means no filtering at all. Substitution of equation 
(5.1) into the above equation yields 
ff
f  2f2r! Cn(K) W(k,  L a)dkdl 
J (K2 + f29-72,) 27rK 
 (5.27) c(n) = 2 .f 2r \Cn (K)dK (K 2 + Pr720 
Because the form of C(K) has been specified by equation (5.6), given the nondi- 
mensional length of acoustic ray L a , we can calculate €(n) through equation (5.27). 
Table 5.1 gives €(n) of the first two baroclinic modes: n=1 and n=2, for three different 
values of L a . 
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n=2 
La = 0 1 1 
La = 10 0.85 0.84 
La = 20 0.7 0.67 
La = 60 0.46 0.44 
Table 5.1 c(n): the filtering effect due to range average. 
Because the dimensional length of the ray path is L„, = LaL, the dimensional 
value of La = 10 is 1000 km. Table 5.1 shows that when the length of the acoustic 
ray path is 6000 km, the energy level will drop by one half. As we have mentioned 
in section 3.6, the above results are based on the assumption spatial homogeneity 
and isotropy. Because the energy level in the real data changes by several orders of 
magnitude across the ocean basin, it's very- hard to extract the filtering effect due to 
range—average form the real data. 
The observed temperature frequency spectra for rays k and n from ATOC and 
the corresponding model spectra are plotted in figures 5.5 and 5.6. For the model 
spectrum, we use the mean value of the surface eddy kinetic energy along the path 
as the energy level and the mean value of the vertical gradient of mean temperature 
along the ray path as the vertical gradient of mean temperature of the model. Figure 
5.6 shows that the model spectrum fails here. The energy level of the model spectrum 
is about 3 times higher than that the corresponding observed spectrum. The reason 
is that the ray path for n is longer than 2000 km and that it starts from a point near 
the eastern boundary and passes through the California Current, so in addition to the 
energy level, the vertical gradient of mean temperature changes strongly above 1000 m 
along the ray path. Just as we mentioned in the previous section, the equation (5.23) 
is inappropriate along the path where the vertical gradient of mean temperature and 
energy level change rapidly along the acoustic ray path. 
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5.3 Summary 
In this chapter, we find a regional model for the energy density 1)(K, w, n, 0, A) of the 
low frequency variability in the ocean. Only the first three modes are included in our 
model: the barotropic and first two baroclinic modes. For each mode we choose 
.1(K , , n, 0, A) = Cri(K)Dn(w)E0(n)/(0, A), 
and based on various observations, we get: 
(1) the wavenumber spectral shape: 
For the batropic mode: n=0 
48K3/2 if K < Ko 
Co(K) = 
K-2 	 if K > Ko , 
(5.28 ) 
(5.29) 
where Ko = 0.33 is the nondimensional transitional wavenumber and the correspond-
ing dimensional one is k = KIL = 3.3 x 10-3 CPK. 
For the baroclinic modes: n=1 and n=2 
16K-1/2 if K < Ko 
Cm(K) = 
K-3 	 if K > Ko • 
(2) the frequency spectral shape: 
For the three modes: n-=0 to n=2 
1.5 x 104w-1/2 if w < wo 
D m(w) = 
co-2 	 if w > wo , 
(5.30) 
(5.31) 
where wo = 0.00165 is the nondimensional transitional frequency and the correspond-
ing dimensional one is Wo = wo/T = 0.01 CPD. 
(3) the partition among vertical modes: 
E0(0) = 1; E0(1) = 3.2; E0(2) = 5.4. 	 (5 .32) 
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(4) the energy magnitude: 
Ek (0, A , z = 0) 	 (5.33) /(0, = 	 5,4 x 107 
The empirical formula for the surface kinetic energy in the North Pacific is 
32 „(A 	 0 kk(0, A, z = 0) = 30+ . 2 ± 1000expi 	 — 50) 2 ( — 35) 2 11 sin 
	
	
900 	 + 	 50 	 JJ 
 0 
—800exp{—[ 1600 
	
200 
(A — 190)2 
+ 
(0 — 42)2]}, 
	
(5.34) 
where A is the longitude , 0 is the latitude and the units of tk are cm2 /s2 . 
The empirical formula for the surface kinetic energy in the North Atlantic is 
(A 
 ti,(0, A, z = 0) = 50 + 5 + 1000exp{ 	 — 305) 2 (6 — 43) 2  —[ ' 	 + '' 	 ' 1} 
sin2 0 	 400 	 80 
cion __ 	 — 320) 2 	 (0 — 16) yi 
	 c 12 	 (A — 320) 2 A_ (0 — 16) 2 1 gn,-,-, 	 11  GOVeXpt L   	 i  2000 	 200 ” 	 900 	 50 
where the units of Ek are cm2/s2 . 
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Figure 5-1: Kinetic energy wavenumber spectrum. Solid line is the observed spectrum 
from 10° x 10° areas between 30° and 40°N with center longitude at 330°E. Dashed 
line is the corresponding model spectrum. 
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Figure 5-2: Temperature wavenumber spectrum. Solid line is the observed spectrum 
at depth of 800m from XBT data between San Francisco and Hawaii. Dashed line is 
the model spectrum. 
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Figure 5-3: Frequency spectra of kinetic energy (a) and temperature (b) at depths of 
560m (i), 1160m (ii) and 3050m (iii) at (33.2°N,338.1 °E). Solid line is the observed 
spectrum and dashed line is the model spectrum. 
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Figure 5-4: Vertical profile of the model kinetic energy at (33.2°N, 338.1°E). 
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Figure 5-5: The observed range— and depth—averaged temperature frequency spec- 
trum for the ray path "k" from ATOC (solid line) and the corresponding model 
spectrum (dashed line). 
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Figure 5-6: Same as in figure 5.7 except for ray path "n". 
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Chapter 6 
Conclusion and discussion 
Our work can be summarized as a spectral description of ocean low frequency vari-
ability and an attempt to contrive a simple empirical algebraic representation of the 
distribution of low frequency variability energy in wavenumber/frequency space. 
The observations presented in chapter 4 suggest that a universal frequency/wavenumber 
spectrum does not exist for the low frequency variability because statistical properties 
such as the energy level and degree of baroclinicity are very sensitive to the phys-
ical environment. However, to zero order there are some properties independent of 
geography. The frequency spectra of velocity and temperature always show a steep 
decay with a spectral slope of about —2 at frequencies higher than 0.01 CPD and a 
flat slope at low frequencies. The wavenumber spectra of the velocity follows a k -F3/2 
 relation at wavenumbers smaller than about 0.003 CPK, 1C1 relation at wavenumbers 
between 0.003 CPK and 0.007 CPK and k -2 relation at shorter wavelengths. The 
wavenumber spectra for the temperature from XBT data follows a k -1/2 relation at 
wavenumbers smaller than about 0.003 CPK and a steeper decay with a slope of 
—3 at larger wavenumbers. The transitional point in the temperature wavenumber 
spectra and velocity wavenumber spectra is coincident both are at about 0.003 CPK. 
We show that the relationship between the observed wavenumber spectrum of kinetic 
energy and that of temperature is consistent with the thermal wind relation. The fre-
quency and wavenumber spectral shape is independent of depth as well. The vertical 
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profile of kinetic energy is very similar across the middle ocean. Most of the kinetic 
energy of low frequency variability is confined to the upper ocean above 1000 m. To 
a good first approximation the vertical structure of the kinetic energy can be simply 
represented by the barotropic and the first baroclinic modes. 
The low frequency variability is a function of frequency, wavenumber, vertical 
mode and space. Although we have shown that the tomographic measurements be-
have as a low—pass filter, the horizontal inhomogeneity makes it difficult to identify 
this filtering effect in the data. The spectral representation in wavenumber space is 
appropriate only in the areas where the statistical properties are relatively homoge-
neous. In order to overcome the difficulties associated with the inhomogeneity, we 
can only break the global ocean into regions where the statistical properties change 
slowly with geography. 
Roughly speaking, there exists a regional energy density for low frequency vari-
ability. A regional model spectrum for the low frequency variability was developed in 
chapter 5. The model frequency spectra of temperature and kinetic energy include a 
parameter which represents the geography—dependent part. The model wavenumber 
spectra of kinetic energy are appropriate where the energy magnitude is relatively 
homogeneous. The model wavenumber spectra of temperature and the model fre-
quency spectra of tomographic data are valid where both the energy magnitude and 
the vertical gradient of mean temperature vary slowly with geography. 
If the regional energy density (K, w, n, 0, A) is normalized by the geography—
dependent factor 40, A), we get the universal factors of the energy density, .1)(K, w, n) = 
C„ (K) Dri (w) Eo (n) çKPwq. The observed kinetic energy and temperature wavenum-
ber spectra suggest p = 3/2 at K < Ko and p = —2 at K > Ko for the barotropic 
mode, and p = —1/2 at K < Ko and p = —3 at K > Ko for the baroclinic mods, 
where Ko is the transitional wavenumber of the wavenumber spectra. The observed 
frequency spectra of temperature and kinetic energy suggest that q = —1/2 for w <w 0 
 and q = —2 for w > wo , where wo is the transitional frequency of the frequency spec- 
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tra. The combination of satellite altimetry and current meter measurements suggests 
the vertical structure of the low frequency variability is governed by the barotropic 
and first two baroclinic modes. The normalized energy density which is universal is 
shown in Figure 6.1. 
The present model has the following assumptions 
(1) We assume that the energy distribution is isotropic. The assumption of hor-
izontal isotropy is only valid at the high frequency and high wavenumber bands. At 
the low frequency and low wavenumber bands, there is more energy in the east—west 
direction. 
(2) We assume that the observations at different times can be reasonably related, 
which implies the oceanic variability is stationary in time. 
(3) The basic state is steady and the bottom of the ocean is fiat. 
(4) Last but not least, we assume that the buoyancy frequency N(z) is universal 
and can be mocieliefi 	 PxpnuPntinl form_ 
Identifying where the energy of low frequency variability in the ocean comes from 
is an interesting problem. There are many mechanisms for the oceanic low frequency 
varibility [Wunsch 1981]. Some theoretical work suggests that the eddy energy is 
generated mainly by instability processes of intense boundary current and is radiated 
subsequently into the interior ocean by Rossby waves [Pedlosky 1977, Hogg 1988]. 
Based on the five years of high quality altimetric data from TOPEX/POSEIDON, we 
can obtain the three dimensional spectrum of the sea surface height 97(k, /, w). The 
three dimensional spectrum can help us to identify the direction of wave propagation 
and thus, to answer the question whether there is energy generated by the western 
boundary current and radiated subsequently into the interior. 
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