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Algebraic number fields are of particular interest and play an
important role in both mathematics and engineering since an al-
gebraic number field can be viewed as a finite dimensional linear
space over the rational number field Q. Algorithms using algebraic
number fields can be efficiently implemented involving only integer
arithmetics. In this paper, we properly formulate the matrix split-
ting problem over any general subfield of C, including an algebraic
number field as a special case, and provide a simple necessary and
sufficient condition for a 2 × 2 matrix of Laurent polynomials with
symmetry to be able to be factorized by a 2 × 2 matrix of Laurent
polynomials with certain symmetry structure.We propose an effec-
tive algorithmonhow to obtain the factorizationmatrix step by step.
As anapplication,weobtain a satisfactory algorithm for constructing
dyadic framelet filter bankswith theperfect reconstructionproperty
and with symmetry over algebraic number fields. Several examples
are provided to illustrate the algorithms proposed in this paper.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction and motivation
Nowadays, raw data from musical albums, cameras, films, scientific research observations, etc.,
are typically digitized so that they can be further analyzed by digital devices. In the point of view
of engineering or wavelet analysis, digital data are usually analyzed by representation systems (filter
banks or wavelet systems) using convolutions. Hence, in signal/image processing, one of the primary
goals is to obtain filter systems in engineering or wavelet systems in wavelet analysis with desirable
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properties that are suitable for processing, storage, transmission, and recovery of those data of interest.
In the digital world, due to machine precision, data are often stored using integers, rational numbers,
ormore precisely, dyadic numbers, e.g., an 8-bit gray-scale image or the signal of a song in a CD album.
The rational number field Q therefore has many advantages in scientific computing. Using integer
arithmetic and simple hardware implementation, convolution operations using rational number field
are much more efficient than those using floating point arithmetic. Moreover, there is no roundup
error using integer arithmetic.
Amongmany types of wavelet systems such as orthonormal bases, biorthogonal bases, Riesz bases,
frames, etc., redundant system is one of the most popular types of representation systems because
of its robustness property under noise, quantization, and data loss. One of the main objectives in
wavelet analysis is to construct wavelet systems with many nice properties, e.g., smoothness, high
order of vanishing moments, symmetry, etc. Wavelet systems such as symmetric tight wavelet frames
(or framelet filter banks in engineering) have been successfully applied in various image processing
problems including debluring, denoising, inpainting, and separation (see [26] and many references
therein). Motivated by [15,19], in this paper, we are interested in the construction of dyadic tight
wavelet frames in wavelet analysis or dyadic framelet filter banks in engineering with symmetry over
an algebraic number field.
As pointed out in [15], almost all existing tight framelet filter banks have their coefficients coming
from some algebraic number fields, and even though a filter bank with the perfect reconstruction
property can have its low-pass filter coefficients coming from the rational number field Q, it is not
necessary that its high-pass filters have coefficients coming from the rational number field as well.
Taking the famous Ron-Shen dyadic framelet filter bank for example (see [22]), its low-pass filter
is given by a = {a(k)}k=−1,0,1 = 14 {1, 2, 1}k=−1,0,1, or in terms of its symbol a(z) = 14 (z−1 +
2 + z), which is a Laurent polynomial with coefficients in the rational number field Q. On the one
hand, by [19, Theorem 5.2], a framelet filter bank {a, b1, b2} constructed from a has all its filters with
coefficients coming from the rational number field Q only if 1 − a(z)a(z−1) − a(−z)a(−z−1) =
d(z2)d(z−2) for all z ∈ C\{0}with d being a Laurent polynomial with rational coefficients. However,
it is easy to show that 1 − a(z)a(z−1) − a(−z)a(−z−1) = d(z2)d(z−2) with d(z) = 1
2
√
2
(z2 −
1). Consequently, it is impossible to have rational-coefficient framelet filter bank {a, b1, b2} from
a. On the other hand, it is well-known that the Ron-Shen example consisting of the filter system
{a, b1, b2} with b1 = 14 {1,−2, 1}k=−1,0,1 and b2 =
√
2
4
{−1, 0, 1}k=−1,0,1 is a framelet filter bank
with the perfect reconstruction property. Obviously, though the high-pass filters have coefficients not
necessarily coming from the rational number field, each of its high-pass filters has its coefficients
in an algebraic number field Q(
√
t) (more precisely,
√
tQ) with t being some fixed positive integer.
Recall that an algebraic number field A is a finite field extension of the rational number field Q, i.e.,
A = Q(√t1, . . . ,√tn) for t1, . . . , tn being roots of some polynomial with integer coefficients. An
algebraic number fieldA can be viewed as a finite dimensional vector space overQ. Consequently, the
arithmetic overA can be implemented by combining integer arithmetic andmatrix/vector operations
from linear algebra (for example, see [1,18]). In other words, algorithms over an algebraic number
fieldA have the same computational complexity as those over the rational number fieldQ. Moreover,
when filters are with coefficients in
√
tQ, the implementation of the framelet transform can be exact
since the square root in the analysis side or the synthesis side can be realized in only one side; see
[15, Section 3] for more details on implementation of the fast framelet transform for a filter bank
over an algebraic number field. Therefore, it is natural and necessary to consider framelet filter banks
over algebraic number fields. The main objective of this paper is to provide a proper characterization
along with simple algorithms for the construction of dyadic framelet filter banks with the perfect
reconstruction property and with the symmetry property. To this end, we shall discuss the matrix
splitting problem next.
1.1. The matrix splitting problem
The matrix splitting problem plays a fundamental role in the construction of framelet filter banks.
It is well-known that the construction of framelet filter banks can be reduced to a matrix splitting
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problem,whichwewill explainwithmore details in Section 3. In this paper,we are going to investigate
thematrix splitting problemwith symmetry and its application to the construction of dyadic framelet
filter bankswith symmetry over a general subfieldFof the complexnumberfieldC. Before introducing
the matrix splitting problem, let us introduce some necessary notation and definitions.
We denote F to be a subfield of C satisfying
x¯ ∈ F if x ∈ F. (1.1)
Let p(z) = ∑k∈Z pkzk, z ∈ C\{0} be a Laurent polynomial with complex coefficients pk ∈ C. We
say that p has symmetry if its coefficient sequence {pk}k∈Z has symmetry; more precisely, there exist
 ∈ {−1, 1} and c ∈ Z such that
pc−k = pk ∀ k ∈ Z. (1.2)
If  = 1, then p is symmetric about the point c/2; if  = −1, then p is antisymmetric about the point
c/2. Symmetry of a Laurent polynomial can be conveniently expressed using a symmetry operator S
defined by
Sp(z) := p(z)
p(z−1)
, z ∈ C\{0}. (1.3)
When p is not identically zero, it is evident that (1.2) holds if and only if Sp(z) = zc . For the zero
polynomial, it is very natural that S0 can be assigned any symmetry pattern; that is, for every occur-
rence of S0 appearing in an identity in this paper, S0 is understood to take an appropriate choice of
zc for some  ∈ {−1, 1} and c ∈ Z so that the identity holds.
An r× smatrixP of Laurent polynomials can bewritten asP(z) := ∑nk=m Pkz−k withm, n, k ∈ Z,
Pk ∈ Cr×s being r × s matrices of complex numbers, and Pm = 0, Pn = 0. We can define its filter
support and length to be fsupp(P) := [m, n] and len(P) := n − m. Moreover, we shall use P<(z) =
P(z)< := P(z¯−1)T = ∑k∈Z P<k z−k with P<k := PkT being the transpose of the complex conjugate of
the matrix Pk . With the above < notation, we often work on P(z)with z ∈ T := {ζ ∈ C | |ζ | = 1}.
IfP is an r× smatrix of Laurent polynomials with symmetry, thenwe can apply the operator S to each
entry of P; that is, SP is an r × smatrix such that [SP]j,k := S([P]j,k) for 1  j  r and 1  k  s,
where [P]j,k denotes the (j, k)-entry of the matrix P.
For two matrices P andQ of Laurent polynomials with symmetry, even though all the entries in P
andQ have symmetry, their sum P+ Q, difference P− Q, or product PQ, if well defined, generally
may not have symmetry anymore. This is one of the difficulties for matrix splitting or extension with
symmetry. In order for P ± Q or PQ to possess some symmetry, the symmetry patterns of P and
Q should be compatible. For example, if SP = SQ; that is, both P and Q have the same symmetry
pattern, then indeed P± Q has symmetry and S(P± Q) = SP = SQ. In the following, we discuss
the compatibility of symmetry patterns of matrices of Laurent polynomials. For an r × s matrix P of
Laurent polynomials with symmetry, we say that the symmetry of P is compatible or P has compatible
symmetry, if
SP(z) = (Sθ1)<(z)Sθ2(z), (1.4)
for some 1× r vector θ1 and 1× s vector θ2 of Laurent polynomials with symmetry. For an r× smatrix
P and an s × t matrix Q of Laurent polynomials with symmetry, we say that (P,Q) has mutually
compatible symmetry if
SP(z) = (Sθ1)<(z)Sθ(z) and SQ(z) = (Sθ)<(z)Sθ2(z) (1.5)
for some 1× r, 1× s, 1× t row vectors θ1, θ, θ2 of Laurent polynomials with symmetry, respectively.
If (P,Q) has mutually compatible symmetry as in (1.5), then it is easy to verify that their product PQ
has compatible symmetry and in fact S(PQ) = (Sθ1)<Sθ2.
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Now we are ready to introduce the matrix splitting problem with symmetry. Let M be an r × r
matrix of Laurent polynomials with symmetry in F[z, z−1] such thatM = M< and SM = (Sθ)<(Sθ)
for some 1 × r vector θ of Laurent polynomials with symmetry. The matrix splitting problem with
symmetry is to find necessary and sufficient conditions onM along with a constructive algorithm to
derive an r × smatrix U of Laurent polynomials such that
(1) M = UU<; i.e.,M is factorized by an r × smatrix U of Laurent polynomials.
(2) Each column ofU is a vector of Laurent polynomials with symmetry in F[z, z−1] up to a multi-
plicative constant, and SU = (Sθ)<Sθ1 for some 1 × s vector θ1 of Laurent polynomials with
symmetry; i.e., U has certain symmetry pattern as well.
(3) The support of U is controlled by that ofM in some sense.
Let us make some remarks. Item (1) is to guarantee the perfect reconstruction property of a framelet
filter bank. Filters, either low-pass or high-pass filters, are constructed from the factorization matrix
U and item (2) is related to the symmetry property and coefficients of the filters in the framelet filter
bank. We shall see the precise meaning of “up to a multiplicative constant” in the next section. This
simple relaxation allows one to construct a large family of framelet filter banks over algebraic number
fields. Moreover, it is desirable to have filters in a framelet filter bankwith as short support as possible.
Item (3) means that the lengths of the supports of high-pass filters from the factorization matrix U
should not be too long comparing to that of the input low-pass filter.
For an important case r = s = 2, our result – see Theorem 1 in Section 2 – provides a simple
characterization onM to be able to be factorized by a 2×2matrixUwithmany desirable properties as
indicatedabove.Weshowthat as longasM is positive semi-definiteon the torusTand thedeterminant
ofM satisfies det(M) = c0d(z)d<(z) for some Laurent polynomial d in F[z, z−1] and some positive
constant c0 ∈ F, then a 2 × 2 matrix U of Laurent polynomials with symmetry and with many nice
properties can be derived by a simple step-by-step algorithm (see Algorithm 1 in Section 2). This
result plays a crucial role in the construction of dyadic framelet filter banks {a, b1, b2}with symmetry
over algebraic number fields, which we shall discuss in Section 3. In fact, the necessary and sufficient
condition allows one to design a framelet filter bank with many desirable properties, for example,
the vanishing moments, the sum rules, symmetry constrain, etc., by imposing constrains only on the
low-pass filter a. Once the low-pass filter with the desirable properties is obtained, one can construct
the matrixM associated with a and the derivation of the high-pass filters b1, b2 is straightforward as
shown by our algorithm in Section 3.
1.2. Related work
Without considering any symmetry issue, it iswell-known by thematrix-valued Fejér-Riesz lemma
that an r × r matrixM of Laurent polynomials in C[z, z−1] can be factorized asM = UU< for some
r × r matrix U of Laurant polynomials in C[z, z−1] if and only ifM is positive semi-definite on the
torusT, see [16]. To our best knowledge, there is no general result, except for a very few special cases,
concerning the matrix splitting problem for any 2  r  s. The most appearing case is r = 2.
Considering the symmetry constrain, Chui and He [2] (also see [12,20]) showed that for r = 2, s = 3,
andF = R, there exists an r×smatrixU of Lauent polynomialswith symmetry inR[z, z−1] such that
M = UU< providedM is positive semi-definite on the torusT. However, their techniques for deriving
the existence of such a splitting matrixU are based on those for the matrix extension problem, not for
the matrix splitting problem. A more interesting and desirable case is for r = s = 2 since only two
framelet generators are needed in this case for a tight wavelet frame, which is important in terms of
computational efficiency and storage. Petukhov [21] and Jiang [17] studied such a construction of tight
wavelet frames with only two framelet generators, again under the setting of matrix extension; see
[10,14,15,27] for more results on matrix extension with symmetry. In the setting of matrix splitting,
thematrix splitting problemwith symmetry andwith r = s = 2 has been investigated byHan andMo
in [13] for F = R, and Mo and Li in [19] for F = Q. But as pointed out in [15], examples obtained in
[13,19] are either with irrational coefficients or with poor vanishing moments for the corresponding
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framelet generators in a framelet filter bank. For more about the construction of dyadic tight wavelet
frames or dyadic framelet filter banks, see [3–6,11,23,24] and many references therein.
1.3. Our contributions
Ourmajor contributions of this paper lie inmany aspects. First, we give a proper formulation of the
2 × 2 matrix splitting problem with symmetry over a general subfield F of C. Second, we provide a
simple necessary and sufficient condition for a 2×2matrixM of Laurent polynomials with symmetry
in F[z, z−1] to be able to be factorized asM = UU< such that items (1) – (3) are satisfied in the above
matrix splitting problem for r = s = 2. Third, we provide a step-by-step algorithm for deriving the
desirable factorizationmatrixU by employing the extended Euclidean algorithm and solving a simple
system of linear equations if necessary. Finally, as an application to the construction of tight wavelet
frames or framelet filter banks with symmetry over algebraic number fields, we show that high-pass
filters with coefficients in an algebraic number field can be derived from the low-pass filters using
our matrix splitting algorithm. We would like to further point out that our necessary and sufficient
condition not only recoversmany existing examples (e.g., the Ron-Shen tight framelets), but also yields
many new examples of framelet generators with higher order of vanishingmoments and higher order
of regularity, and at the same time having many nice properties and advantages as those framelet
systems over the rational number fields; see examples in Section 4.
1.4. Contents
The structure of this paper is as follows. In Section 2, we shall introduce the main result for the
matrix splitting problem with symmetry over a general subfield of the complex number field and
provide a step-by-step algorithm for deriving the factorization matrix. In Section 3, we make the
connection between the construction of tight wavelet frames or framelet filter banks with symmetry
to thematrix splitting problemwith symmetry.We also provide a step-by-step algorithmdetailing the
construction of the low-pass filter satisfying the necessary and sufficient condition and the derivation
of the high-pass filters from the low-pass filter having the desirable properties. Illustrative examples
shall be given in Section 4 for showing the simplicity and efficiency of our algorithms. Proofs of some
lemmas are postponed in Section 5. Final remarks are given in the last section.
2. Main results
In this section, we shall investigate the matrix splitting problem with symmetry over a general
subfield F. We shall first introduce our main theorem on the matrix splitting problemwith symmetry
and then provide a step-by-step algorithm based on the constructive proof of our main theorem. Our
results in this section play a key part in the construction of tightwavelet frames or framelet filter banks
in the next section.
2.1. Main theorem
Throughout the paper, F always denotes a subfield ofC satisfying (1.1). Then, F[z, z−1] is a unique
factorization domain (UFD). We shall use gcd(p1, . . . , pk) to denote the great common divisor of
Laurent polynomials p1, . . . , pk in F[z, z−1]. Also, detP is the determinant of a square matrix P of
Laurent polynomials in F[z, z−1]. Our main result in this section is as follows.
Theorem1. Letp,q, and r be three Laurent polynomialswith symmetry inF[z, z−1] such that gcd(p, q, r)
= gcd(p, q, r<) = 1. LetM be a 2 × 2matrix of Laurent polynomials defined to be
M(z) :=
⎡
⎣p(z) r(z)
r<(z) q(z)
⎤
⎦ , z ∈ C\{0}. (2.1)
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ThenM is positive semi-definite on T, i.e.,M(z)  0 for all z ∈ T, and detM = dd< with d = c0d0 for
some Laurent polynomial d0 in F[z, z−1] with symmetry and some constant c0 ∈ C satisfying |c0|2 ∈ F,
if and only if, the following statements hold
(1) M can be factorized as
M = UU< with U(z) =
⎡
⎣u1(z) v1(z)
u2(z) v2(z)
⎤
⎦ ∀z ∈ C \ {0} (2.2)
for some Laurent polynomials u1, u2, v1, v2 with symmetry.
(2) u1, u2, v1, v2 satisfy
u1 = c1u˜1, u2 = c1u˜2, v1 = c2v˜1, v2 = c2v˜2 (2.3)
with u˜1, u˜2, v˜1, v˜2 being Laurent polynomials in F[z, z−1] and c1, c2 ∈ C being constants such
that |c1|2, |c2|2 ∈ F. Moreover, the symmetry of u1, u2, v1, v2 satisfies
Su1
Su2
= Sv1
Sv2
(2.4)
(3) The supports of u1, u2, v1, v2 satisfy
max(len(u1u<1), len(v1v
<
1))  len(p),
max(len(u2u<2), len(v2v
<
2))  len(q).
(2.5)
Letusmake someremarks about thenecessary conditionsof themain theorem.Whenapplied to the
construction of framelet filter banks,M is usually constructed froma low-pass filter and the conditions
gcd(p, q, r) = gcd(p, q, r<) = 1 andM  0 are automatically satisfied (see Section 3 and examples
in Section 4). SinceM  0, detM can be always factorized as detM = dd< in view of the Fejér-Riesz
lemma. Our only requirement is the symmetry constrains on the polynomial entries p, q, r ofM and
the determinant factor d of detM. Again, the symmetry of p, q, rwill be automatically satisfied when
the input low-pass filter has symmetry. And the condition on the determinant factor d of detM can be
pre-designed when constructing the low-pass filter (see Algorithm 2 in Section 3). We should point
out that the key difference comparing to [19] is the relaxation of the condition detM = dd<, where d
in [19] is required to be a Laurent polynomial inQ[z, z−1]while here in our paper d is relaxed to be a
Laurent polynomial in F[z, z−1] up to a multiplicative constant. Such a relaxation condition yields a
great many more examples with nice properties. More importantly, such a relaxation condition does
not affect the advantages of using integer arithmetic over the rational number field Q as discussed in
[14,19].
For the sufficient part, item (1) guarantees the perfect reconstruction property of a framelet filter
bank derived via matrix splitting technique. Item (2) shows that each column of the factorizationU is
a vector of Laurent polynomials with symmetry in F[z, z−1] up to a multiplicative constant. Item (3)
provides a subtle support control of the entries in the factorization matrix U, which implies that the
support length of U is about half of that ofM.
Now, let us turn to the proof of the main theorem in this section. To this end, we need to introduce
some auxiliary results. Before that, let us lay out the main idea of the proof of Theorem 1. The proof
is constructive, which consists of mainly two parts. The first part is to take out the common factors
of p and r, or q and r. More precisely, the first part is aiming at constructing a diagonal matrix P =
diag(θ−11 , θ−12 ) of Laurent polynomials such thatM1 := PMP< has no common factors between pairs
of entries. Then, the second part of the proof shows thatM1 must be of the formM1 = U1U<1 andU1
canbe easily obtained by simply solving a linear systemof equations related to entries ofM1 (see (2.7)).
Moreover, such a matrix U1 satisfies properties as in items (1) – (3) in Theorem 1. In the following,
Lemma 1 is about how to obtain the common factors of the entries of M and how to construct the
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diagonalmatrixP. Lemmas 2 and 3 are about the construction of the factorizationmatrixU1 fromM1.
We next introduce these lemmas for the proof of the main theorem.
Lemma 1. Let p, q, and r be three Laurent polynomials inF[z, z−1]with symmetry such that gcd(p, q, r)
= gcd(p, q, r<) = 1. LetM be a 2 × 2matrix of Laurent polynomials defined to be
M(z) :=
⎡
⎣p(z) r(z)
r<(z) q(z)
⎤
⎦ , z ∈ C\{0}.
Suppose that M is positive semi-definite on T, i.e., M(z)  0 for all z ∈ T, and detM = dd< with
d = c0d0 for some Laurent polynomial d0 in F[z, z−1] with symmetry and some constant c0 ∈ C
satisfying |c0|2 ∈ F. Define
η1(z) := gcd(p(z), r(z)r<(z)), η2(z) := gcd(q(z), r(z)r<(z)), z ∈ C\{0}.
Then there exist Laurent polynomials θ1 and θ2 in F[z, z−1] with symmetry such that
η1(z) = c1zk1θ1(z)θ<1 (z), η2(z) = c2zk2θ2(z)θ<2 (z), z ∈ C\{0} (2.6)
with some trivial monomials c1z
k1 and c2z
k2 in F[z, z−1]. Moreover, gcd(θ1, θ2) = 1.
Proof. We prove the result for η1. The proof for the result of η2 is similar.
(1) In view ofM  0 on T, we have p  0 and q  0 on T. Hence, by Fejér-Riesz lemma, p = p˜p˜<
and q = q˜q˜< for some Laurent polynomials p˜ and q˜ in C[z, z−1]. Therefore, we haveM = M<.
Consequently, α | q implies α< | q.
(2) We next show that η1 = c1zk1θ1θ<1 for some Laurent polynomial θ1 in F[z, z−1]. Let α be
irreducible in F[z, z−1] such that α is not a unit and α | η1. Since F[z, z−1] is a UFD, every
irreducible element is prime. Consequently, α | rr< implies α | r or α | r<. Then, either α< | r<
or α< | r. In either case, we have αα< | rr<. Similarly, by that dd< = pq − rr<, we have
αα< | dd<. Noting that p = dd<+rr<q and in addition with α  q and α<  q due to gcd(p, q, r) =
gcd(p, q, r<) = 1, we conclude that αα< | p and hence αα< | η1. Consequently, η1 must be of
the form as in (2.6).
(3) We finally show the symmetry property of θ1. If α | η1 is irreducible and without symmetry,
i.e., α(z−1)  α or equivalently Sα is not a monomial. By α | rr<, we have α | r or α | r<.
Then, by the symmetry of r (Sr is a monomial), we must have α(z−1) | r or α(z−1) | r<. Let
β(z) := α(z)α(z−1). Then, β has symmetry and we have ββ< | rr<. Similar to the proof in
Step (2), we can also show that ββ< | p. That is, ββ< | η1. Consequently, θ1 must be a Laurent
polynomial in F[z, z−1] with symmetry.
That gcd(θ1, θ2) = 1 follows from gcd(p, q, r) = gcd(p, q, r<) = 1. We are done. 
From the proof of Lemma 1, η1 is of the form η1(z) = c1zk1α1(z)α<1(z) · · ·αn(z)α<n(z) for some
irreducible Laurent polynomials α1, . . . , αn in F[z, z−1]. Each αj satisfies αjα<j | rr<. Without loss of
generality, we assume αj | r for j = 1, . . . , n. Choose θ1 := α1 · · ·αn. Then, η1(z) = c1zk1θ1(z)θ<1 (z),
and θ1 satisfies θ1 | r and θ<1 | r. Similarly for η2, we have η2(z) = c2zk1θ1(z)θ<2 (z) with θ2 | r< and
θ<2 | r. Consequently, we can define two operators as follows:
η1(M) := θ1, η2(M) = θ2,
where θ1 | r and θ2 | r<. We have the following corollary about taking all common row factors out of
the 2 × 2 matrixM.
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Corollary 1. Let p, q, r, d, andM be the same as in Lemma 1. Let θ1 = η1(M) and θ2 = η2(M) be the
two Laurent polynomials with symmetry obtained as in Lemma 1. Define
P(z) := diag
(
1
θ1(z)
,
1
θ2(z)
)
and M˜(z) := P(z)M(z)P<(z) =:
⎡
⎣ p˜(z) r˜(z)
r˜<(z) q˜(z)
⎤
⎦ , z ∈ C\{0}.
Then, M˜ is a 2 × 2 matrix of Laurent polynomials in F[z, z−1] with symmetry. Moreover, M˜  0 on T,
gcd(p˜, r˜r˜<) = gcd(q˜, r˜r˜<) = 1, and det M˜ = d˜d˜< with d˜ := d
θ1θ2
.
Proof. This is a direct consequence of Lemma 1. 
We next introduce Lemmas 2 and 3. Since their proofs are a little bit longer, for simplicity of
presentation, we postpone their proofs to Section 5 and proceed directly to the proof of Theorem 1.
As stated in Corollary 1, once we take out the common factor of entries ofM, we obtained a matrix
M˜ with certain property. We know by the matrix-valued Fejér-Riesz lemma (see [5]) that M˜ can be
factorized as M˜ = U˜U˜<. The next lemma provide a way of obtaining such a U˜ by solving a system of
linear equations related to the entries of M˜.
Lemma 2. Let p, q, and r be nontrivial Laurent polynomials in C[z, z−1] with symmetry such that
gcd(p, rr<) = 1. LetM be defined as in (2.1) such thatM is positive semi-definite on T and detM = dd<
for some nontrivial Laurent polynomial d inC[z, z−1]with symmetry. Suppose u1, u2, v1, v2 are Laurent
polynomials with symmetry inC[z, z−1] having the symmetry property as in (2.4) and the support control
property as in (2.5). Then (2.2) holds, if and only if, {u1, u2, v1, v2} is a solution to the following linear
system of equations{
r<(z)u1(z) − d(z)v<1(z) − p(z)u2(z) = 0
r<(z)v1(z) + d(z)u<1(z) − p(z)v2(z) = 0 (2.7)
with the following normalization condition
|u1(1)|2 + |v1(1)|2 = p(1). (2.8)
Lemma 2 shows that if the factorization matrix U forM = UU< exists, then it necessarily comes
from a system of linear equations. Although we know that the existence of U is guaranteed by the
matrix-valued Fejér-Riesz lemma, we do not know the symmetry structure of U. The next lemma
shows the existence and symmetry structure of a nontrivial solution {u1, u2, v1, v2} to the system of
linear equations as in (2.7).
Lemma 3. Let p, q, r be nontrivial Laurent polynomials inC[z, z−1]with symmetry such that gcd(p, rr<)
=1. Let M be defined as in (2.1) such that M is positive semi-definite on T and detM = dd< for some
nontrivial Laurent polynomial d inC[z, z−1]with symmetry. Then there exists {u1, u2, v1, v2} of Laurent
polynomials in C[z, z−1] with symmetry such that (2.4), (2.5), (2.7), and (2.8) hold.
With the above lemmas in hand, we are ready to prove Theorem 1. Again, the main idea is to take
out the common factor of M first and then factor the resulted matrix by solving a system of linear
equations. In addition, we need to show that the solution to the system of equations is indeed of
Laurent polynomials in F[z, z−1] up to multiplicative constants.
Proof of Theorem 1. By Corollary 1, we can assume that gcd(p, rr<) = 1; otherwise, replace M by
PMP< with P := diag
(
1
η1(M)
, 1
η2(M)
)
as in Corollary 1.
If r(z) ≡ 0, by gcd(p, rr<) = 1, then pmust be a positive constant and all the claims can be easily
verified by taking u1 = √p, u2 = 0, v1 = 0, and v2 = d/√p. If d ≡ 0, then pq = rr<. Since
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gcd(p, rr<) = 1, pmust be a positive constant. All the claims hold by taking u1 = √p, u2 = r</√p,
v1 = v2 = 0. So, we can assume that both r and d are not identically zero.
First, by Lemma2,we conclude that if {u1, u2, v1, v2} satisfies (2.4) and (2.5), then (2.2) holds if and
only if {u1, u2, v1, v2} is the solution to the systemof linear equation as in (2.7)with the normalization
condition (2.8).
Second, by Lemma 3, there indeed exists {u1, u2, v1, v2} of Laurent polynomials inC[z, z−1]with
symmetry such that (2.4), (2.5), (2.7), and (2.8) hold.
Finally, we need to show that the solution {u1, u2, v1, v2} to the system of linear equations in (2.7)
indeed satisfies the specific form as in (2.3). In fact, the linear system of equations (2.7) is equivalent
to ⎧⎨
⎩
r<(z) u1(z)
c0
− d0(z)v<1(z) − p(z) u2(z)c0 = 0
r<(z)v1(z) + |c0|2d0(z) u
<
1(z)
c¯0
− p(z)v2(z) = 0
,
which is equivalent to
{
r<(z)u˜1(z) − d0(z)v<1(z) − p(z)u˜2(z) = 0
r<(z)v1(z) + |c0|2d0(z)u˜<1(z) − p(z)v2(z) = 0 . (2.9)
That is, {u˜1, u˜2, v˜1, v˜2} is a solution to (2.9) if and only if
{u1 := c0u˜1, u2 := c0u˜2, v1 := v˜1, v2 := v˜2}
is a solution to (2.7). Note that all coefficients of (2.9) are in F. Hence, the solution {u˜1, u˜2, v˜1, v˜2}
must be of Laurent polynomials inF[z, z−1]. In view of the normalization condition (2.8), the solution
{u1, u2, v1, v2} to (2.7) must be of the form as in (2.3). We are done. 
2.2. Algorithm for matrix splitting with symmetry
In this subsection, we shall provide a step-by-step algorithm for deriving the factorization matrix
U as in Theorem 1. From the constructive proof of Theorem 1, we know that the main steps of obtain-
ing the factorization matrix U fromM are taking out common factors and solving a system of linear
equations. In the algorithm, we shall also employ the extended Euclidean algorithm, which reduces the
complexity of the matrix splitting problem by lowering the support of the matrix M. More impor-
tantly, the extended Euclidean algorithm significantly reduces the complexity of the system of linear
equations or sometimes it can even avoid solving such a system of linear equations. We next discuss
about the extended Euclidean algorithm. See examples in Section 4 for its application.
We say that an r × r matrixM of Laurent polynomials inF[z, z−1] is Hermitian ifM< = M. We say
that two r × r matrices A and B of Laurent polynomials in F[z, z−1] are complex congruent if there
exists an r × r invertible matrix P in F[z, z−1]; that is, detP is a monomial in F[z, z−1], such that
PAP< = B. It is well-known that complex congruent is an equivalent relation.
LetM be a 2 × 2 matrix of Laurent polynomials in F[z, z−1] with symmetry. Then, there exists a
Laurent polynomial w with symmetry such that SM = [1,Sw]<[1,Sw]. Define
Hw := {M : M is a 2 × 2 Hermitian matrix satisfying SM = [1,Sw]<[1,Sw]}.
For eachLaurentpolynomialwwith symmetry, thereexist ann ∈ Zandaw0 ∈ {1, 1+z, 1−z, z−z−1}
such that [Sw] = z2n[Sw0]. Hence for eachM ∈ Hw , there exists anM0 ∈ Hw0 such that
M0(z) =
⎡
⎣z−n 0
0 zn
⎤
⎦M(z)
⎡
⎣zn 0
0 z−n
⎤
⎦ ,
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i.e., M and M0 are complex congruent. Thus, up to a complex congruent relation, we can assume
w ∈ {1, 1 + z, 1 − z, z − z−1} and we take this assumption from here to the end of this subsection.
A direct conclusion of this assumption is that if Sp = Sw for a Laurent polynomial pwith symmetry,
then p = wqwith q satisfying Sq = 1.
Now for eachM ∈ Hw , we want to use the extended Euclidean algorithm to find its canonical form
under complex congruent relation. More precisely, we wish to construct an invertible matrix P such
thatPMP< has as small support length as possible. We first introduce the one-step extended Euclidean
algorithm, which lower the support length of the non-diagonal entries ofM.
Lemma4 (One-stepextendedEuclideanalgorithm). LetA ∈ Hw for somew ∈ {1, 1+z, 1−z, z−z−1}.
Then, there exists an invertible matrix P such that B := PAP< ∈ Hw and B satisfies
max{len([B]1,1), len([B]2,2)}  min{len([A]1,1), len([A]2,2)}
and
len([B]1,2) − len(w)  min{len([A]1,1), len([A]2,2)} − 2.
Proof. Let A =:
⎡
⎣p r
r< q
⎤
⎦.
Without loss of generality, we can assume that len(p)  len(q); otherwise, considerA< ∈ Hw<
with  :=
⎡
⎣0 1
1 0
⎤
⎦. By the Euclidean algorithm and the fact that SA = [1,Sw]<[1,Sw], there exist
Laurent polynomials s, t with symmetry such that
r(z) = p(z)s(z)w(z) + t(z). (2.10)
Moreover, Ss = 1, St = Sw, and len(t) − len(w) < len(p). Since St = Sw, len(t) − len(w) is even.
Moreover, len(p) is also even since Sp = 1. Thus,
len(t) − len(w)  len(p) − 2.
Now define
P :=
⎡
⎣ 1
−s<w< 1
⎤
⎦ and B := PAP< =
⎡
⎣ p t
t< q˜
⎤
⎦ , (2.11)
where q˜ = (sw)(sw)<p − swr< − (sw)<r + q. Obviously, detP = 1 and thus detB = detA.
Consequently, by len(t)  len(r), we have len(q˜)  len(q). We are done! 
We shall use quo(r, q) := sw to denote the quotient polynomials obtained in (2.10). After applying
the one-step extendedEuclidean algorithm to amatrixA andobtaining amatrixB as in (2.11), ifwe still
have len(t)  len(q˜), then we can continue to apply the same algorithm. Eventually, the matrix must
satisfy the condition that the length of the non-diagonal entry is no larger than that of any diagonal
entry of the matrix. We say a matrix A ∈ Hw is irreducible if
len([A]1,2) − len(w)  min{len([A]1,1), len([A]2,2)} − 2.
For any matrixM ∈ Hw , up to a finite step of one-step extended Euclidean algorithm, it is necessary
complex congruent to an irreducible matrix in Hw . Consequently, we have the following corollary
concerning the extended Euclidean algorithm; see Algorithm 1 Lines 2 – 12 for its pseudo code.
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Corollary 2 (The extended Euclidean algorithm). For every M ∈ Hw, M is complex congruent to an
irreducible matrix M˜ ∈ Hw; that is, we can construct an invertible matrix P such that M˜ := PMP< is
irreducible.
Proof. Define B0 := M. Applying Lemma 4 to Bj for j = 0, 1, . . ., We can recursively construct
invertible matrix Pj and Bj+1 := PjBjP<j ∈ Hw such that
max{len([Bj+1]1,1), len([Bj+1]2,2)}  min{len([Bj]1,1), len([Bj]2,2)}
and
len([Bj+1]1,2) − len(w)  min{len([Bj]1,1), len([Bj]2,2)} − 2.
By the above recursive construction, we have constructed a sequences of matricesB0,B1, . . . Suppose
thatBj is not irreducible for j = 1, . . . ,N. Then by the definition of irreducibility and the construction
of Bj , j = 1, . . . ,N, we have
min{len([Bj]2,2), len([Bj]1,1)} < min{len([Bj−1]2,2), len([Bj−1]1,1)}, j = 1, . . . ,N.
The above inequality shows that N is bounded above. Thus there exists a j ∈ N0 such that Bj is
irreducible. Denote J to be the minimum positive integer such that BJ is irreducible. Now define
P := P0P1 · · ·PJ−1 and M˜ := PMP<. By the above construction, P and M˜ are the two required
matrices. 
Now, according to the proof of Theorem 1 and the above discussion of the extended Euclidean
algorithm, we have a step-by-step algorithm for the matrix splitting with symmetry, see Algorithm 1,
which consists of three main steps: taking out common factors, performing the extended Euclidean
algorithm, and solving a system of linear equations if necessary.
3. Construction of dyadic algebraic framelet filter banks with symmetry
In this section, we shall discuss the application of our results on the matrix splitting problem with
symmetry in Section 2 to the construction of dyadic algebraic framelet filter banks with symmetry in
electronic engineering and wavelet analysis.
Before proceeding further, let us review somedefinitions and notation. Recall thatF always denotes
a general subfield of C satisfying (1.1). A filter a = {a(k)}k∈Z : Z → F is a finitely supported
sequence on Z. The z-transform or symbol of the filter a is defined to be
a(z) := ∑
k∈Z
a(k)zk, z ∈ C \ {0},
which is a Laurent polynomial in F[z, z−1]. We say that a function φ is refinable if it satisfies the
following refinement equation
φˆ(2ξ) = a(e−iξ )φˆ(ξ) (3.1)
with a being the symbol of some filter a : Z → F, which is usually called a low-pass filter for φ. Here,
the Fourier transform of a function f ∈ L1(R) is defined to be fˆ (ξ) := ∫R f (x)e−ixξdx and it can be
naturally extended to functions in L2(R).
Define fj,k := 2j/2f (2j · −k) for a function f ∈ L2(R). We say that {φ;ψ1, . . . , ψ s} generates a
(normalized) tight wavelet frame if
∑
k∈Z
|〈f , φ0,k〉|2 +
∞∑
j=0
s∑
=1
∑
k∈Z
|〈f , ψj,k〉|2 = ‖f‖2 ∀f ∈ L2(R),
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Algorithm 1Matrix splitting with symmetry
(a) Input. A 2 × 2 matrixM of Laurent polynomials with symmetry as in Theorem 1.
(b) Output. A 2 × 2 matrix U satisfies items (1) – (3) of Theorem 1.
(c) Matrix splitting with symmetry.
Step I. Taking out common factors
1: P1 ← diag
(
1
η1(M)
, 1
η2(M)
)
, andM1 ← P1MP<1.
Step II. Performing the extended Euclidean algorithm if necessary
2: P2 ← I2 andM2 ← M1.
3: p2 ← [M2]1,1, r2 ← [M2]1,2, q2 ← [M2]2,2.
4: while len(r2) > min{len(p2), len(q2)} do
5: if len(p2) < len(q2) then
6: w ← quo(r2, p2) andQ ←
⎡
⎣ 1 0
−w< 1
⎤
⎦ .
7: else
8: w ← quo(r2, q2) andQ ←
⎡
⎣1 −w
0 1
⎤
⎦ .
9: end if
10: M2 ← QM2Q< and P2 ← QP2.
11: p2 ← [M2]1,1, r2 ← [M2]1,2, q2 ← [M2]2,2.
12: end while
Step III. Solving a system of linear equations if necessary
13: P3 ← I2, U3 ← I2 andM3 ← M2.
14: if M3 is diagonal then
15: M3 must be of the form M3 = diag(w1w<1,w2w<2) for some w1,w2 of Laurent polynomials
with symmetry such that w1 = c1w˜1 and w2 = c2w˜2 with w˜1, w˜2 being Laurent polynomial in
F[z, z−1] and c1, c2 being complex numbers such that |c1|2, |c2|2 ∈ F.
16: U3 ← diag(w1,w2).
17: else
18: P3 ← diag
(
1
η1(M3)
, 1
η2(M3)
)
,M3 ← P3M3P<3.
19: p3 ← [M3]1,1, r3 ← [M3]1,2, q3 ← [M3]2,2. By Lemmas 2 and 3, we can solve a system of
linear equations
{
r<3(z)u1(z) − d3(z)v<1(z) − p3(z)u2(z) = 0
r<3(z)v1(z) + d3(z)u<1(z) − p3(z)v2(z) = 0
to obtainU3 :=
⎡
⎣u1 v1
u2 v2
⎤
⎦ such thatM3 = U3U<3 with {u1, u2, v1, v2} satisfying conditions (2.3),
(2.4), and (2.5) forM3. See (5.4) in Section 5 on how to define u1, v1, u2, v2.
20: end if
21: U ← (P3P2P1)−1U3.
where 〈f , g〉 := ∫R f (x)g(x)dx for all f , g ∈ L2(R). In this paper, we are particularly interested in
MRA-based tight wavelet frames. That is, the framelet generators ψ1, . . . , ψ s ∈ L2(R) are from the
refinable function φ ∈ L2(R) associated with a low-pass filter a by the following way:
ψˆ(2ξ) = b(e−iξ )φˆ(ξ),  = 1, . . . , s, (3.2)
where b1, . . . , bs are symbols for some filters b1, . . . , bs : Z → F and are called high-pass filters.
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If φ is a compactly supported refinable function in L2(R) associated with a low-pass filter a, then it
is well-known (see [5,22]) that {φ;ψ1, . . . , ψ s} associated with the filter system {a; b1, . . . , bs} via
(3.1) and (3.2) generates a tight wavelet frame if and only if
{
a(z)a<(z) +∑s=1 b(z)b<(z) = 1
a(z)a<(−z) +∑s=1 b(z)b<(−z) = 0 z ∈ C\{0}, (3.3)
which is the so-called unitary extension principle (UEP). A filter system {a; b1, . . . , bs} (or {a; b1, . . . ,
bs}) satisfies (3.3) is called a dyadic framelet filter bank (with the perfect reconstruction property). By
defining
U(z) :=
⎡
⎣ b1(z) · · · bs(z)
b1(−z) · · · bs(−z)
⎤
⎦ and M(z) :=
⎡
⎣1 − a(z)a<(z) −a(z)a<(−z)
−a<(z)a(−z) 1 − a(−z)a<(−z)
⎤
⎦ ,
one can easily show that (3.3) is equivalent to
UU< = M. (3.4)
According to various requirements of problems in applications, different desired properties of a
framelet system are needed, which usually can be characterized by conditions on the low-pass filter a
for φ and the high-pass filters b1, . . . , bs for ψ
1, . . . , ψ s. Among all properties of a framelet system,
regularity, high order of vanishingmoments, and symmetry are highly desirable properties in wavelet
and filter bank applications. High order of vanishingmoments is crucial for the sparsity representation
of a framelet system, which plays an important role in image denoising and compression. Symmetry
usually produces better visual effect and less artifact in signal/image processing; not to mention the
double reduction of the computational cost for a symmetric system. Moreover, as pointed out in the
introduction, it is also desirable to construct framelets whose associated filter bank consists of filters
with coefficients in an algebraic number field.
A tight wavelet frame {φ;ψ1, . . . , ψ s} has vanishing moments of order n if
∫
xjψ(x)dx = 0 j = 0, . . . , n − 1;  = 1, 2, . . . , s.
In terms of condition on the framelet filter bank, one can show that anMRA-based tight wavelet frame
has vanishing moments of order n if and only if
(z − 2 + z−1)n | [1 − aa<].
The regularity of framelet generators is closely related to polynomial reproducibility of the refinable
function φ, which can be characterized in terms of sum rule for the low-pass filter a. A low-pass filter
a (or a) has sum rules of orderm if
(1 + z)m | a.
A Haar system { 1
2
(1 + z), 1
2
(1 − z)} is a good example to explain why it is desirable to construct
dyadic framelet filter banks with more than one high-pass filters. In this case, it has a low-pass filter
a(z) = 1
2
(1 + z) that is symmetric about 1
2
and only one high-pass filter b(z) = 1
2
(1 − z) that is
antisymmetric about 1
2
. It is a well-known fact that if {a; b} is a dyadic framelet filter bank with the
perfect reconstruction property andwith symmetry, then it must be a variant of the Haar type system.
However, a Haar type system is lack of regularity and has only one vanishing moment. On the one
hand, to have framelet filter bank with symmetry, one necessarily need to consider the construction
of a framelet filter bank {a; b1, . . . , bs} with more than one high-pass filters. On the other hand,
though there is no restriction on the number of filters in a framelet filter bank, in the point of view of
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application, too many generators will definitely affect the efficiency of the algorithms employing the
framelet transform. Therefore, it is also desirable to construct a framelet filter bank having as fewer
number of generators as possible with certain desired properties. Moreover, coefficients of the filters
should have certain structure.
Fromtheabovediscussion,wethereforeshall focusour studyonthe frameletfilter system {a; b1, b2}.
In this case, equation (3.4) becomes
UU< = M (3.5)
with
U(z) :=
⎡
⎣ b1(z) b2(z)
b1(−z) b2(−z)
⎤
⎦ and M(z) :=
⎡
⎣1 − a(z)a<(z) −a(z)a<(−z)
−a<(z)a(−z) 1 − a(−z)a<(−z)
⎤
⎦ (3.6)
We next provide a step-by-step algorithm for constructing a framelet filter bank {a; b1, b2} with
the perfect reconstruction property and with symmetry. See Algorithm 2 below for a summary of the
algorithm, which consists of three main steps: construction of a low-pass filter a satisfying certain
sum rule condition, vanishing moment condition, and symmetry condition; application of the matrix
splitting with symmetry to the factorization of the matrix M constructed from a; derivation of the
high-pass filters b1, b2 from the factorization matrix U fromM.
Algorithm 2 Construction of dyadic algebraic framelet filter banks with symmetry
(a) Low-pass filter. Set up a to satisfy three necessary conditions.
(a.1) The sum rule condition: (1 + z)m | a.
(a.2) The vanishing moment condition: (z − 2 + z−1)n | [1 − aa<].
(a.3) The splitting condition: 1−a(z)a<(z)−a(−z)a<(−z) = d(z2)d<(z2)withdbeing a Laurent
polynomial with symmetry.
(b) Matrix splitting with symmetry. Application of Algorithm 1.
(b.1) Define M as in (3.6) and take almost all common row factors out of M to obtain M1 =
P1MP<1 as in (3.8).
(b.2) Separate polyphase fromM1 to obtainM2 = P2M1P<2 = M˜2(z2) as in (3.9).
(b.3) Application of Algorithm 1 to M˜2 to obtain a matrix U2 of Laurent polynomials with sym-
metry such that M˜2 = U2U<2.
(c) High-pass filters. Compute U(z) := (P2(z)P1(z))−1U2(z2) and define b1 := [U]1,1 and b2 :=[U]1,2. Then {a; b1, b2} is a framelet filter bank with the perfect reconstruction property and with
symmetry.
In the next three subsections, let us detail the three main steps of Algorithm 2.
3.1. Construction of the low-pass filter
For the construction of a low-pass filter a satisfying the three necessary conditions, we can define
a to be
a(z) = z−m/2 ·
(
1 + z
2
)m ⎡⎣1 + N∑
k=1
ck
(
2 − z − z−1
4
)k⎤⎦ (3.7)
2664 Q. Mo, X. Zhuang / Linear Algebra and its Applications 437 (2012) 2650–2679
with a positive integerm, a nonnegative integerN and someunknowns coefficients c1, . . ., cN . The form
of a in (3.7) guarantees that a is a low-pass filter having sum rules of orderm and having symmetry.
For a given n, the vanishing moment condition (z − 2 + z−1)n | [1 − aa<] together with the
splitting condition 1−a(z)a<(z)−a(−z)a<(−z) = d(z2)d<(z2) is equivalent to a system of quadratic
equations on the coefficients c1, . . . , cN . Solving such a system of quadratic equations usually gives
rise to a low-pass filter a with coefficients in an algebraic number filed F, e.g., Q,Q(
√
5),Q(
√
6i),
etc; see examples in Section 4.
For arbitrarym, n ∈ N, it is notnecessary that the condition—requiringd tobeof the formd = c0d0,
where |c0|2 ∈ F and d0 is a Laurent polynomial with symmetry in F[z, z−1]—is satisfied. However,
there do exist families of low-pass filters satisfying the three conditions for certain pairs of (m, n), for
more detail, see [25,28].
3.2. Splitting the matrixM
Once we obtain a low-pass filter a satisfying the three necessary conditions as in a.1), a.2), and a.3),
we next go over steps b.1) – b.3) on how to split the matrixM as in (3.5). DefineM to be the matrix as
in (3.6). Since detM(z) = d(z2)d<(z2) = 1 − a(z)a<(z) − a(−z)a<(−z), it is easy to verify that
gcd(p, q, r) = gcd(p, q, r<) = 1 with M =:
⎡
⎣p r
r< q
⎤
⎦ .
By Theorem 1, we can obtainU as in (3.5) by solving a system of linear equations. However, to further
utilize the structure of thematrixM and simplify the complexity of the system of linear equations, we
shall perform several steps of preprocessing.
(b.1) Take almost all common row factors out of M to obtain M1 as in (3.8). In order to utilize the
multi-phase separation, we might need to leave one common row factor (1 − z) to make sure
[SM1] = [1, 1]T [1, 1].More specifically, define θ˜1 := η1(M)as inLemma1.By that (1+z)m | a,
(z − 2 + z−1)n | [1 − aa<] , and the definition of θ˜1, we have 1 + z  θ˜1 and there exists a
maximal positive number k such that (1 − z)k | θ˜1. Define
θ1(z) :=
⎧⎨
⎩
θ˜1(z) m − k even
θ˜1(z)
1−z m − k odd.
By this definition and direct calculation, we have
[Sa(·)a<(−·)](z) = (−1)m = [Sθ1(·)θ<1 (−·)](z).
Define P1(z) := diag
(
1
θ1(z)
, 1
θ1(−z)
)
. Let
M1(z) : = P1(z)M1(z)P<1(z) =
⎡
⎢⎢⎢⎣
1 − a(z)a<(z)
θ1(z)θ
<
1 (z)
−a(z)a<(−z)
θ1(z)θ
<
1 (−z)−a(−z)a<(z)
θ1(−z)θ<1 (z)
1 − a(−z)a<(−z)
θ1(−z)θ<1 (−z)
⎤
⎥⎥⎥⎦ . (3.8)
By the definition of θ1, M1 is a matrix of Laurent polynomials in F[z, z−1] with symmetry.
Furthermore,M1 is positive semi-definite on T and SM1 = [1, 1]T [1, 1].
(b.2) Separate polyphase components fromM1 to obtainM2 as in (3.9). More precisely, define
P2(z) := 1
2
⎡
⎣ 1 1
−z z
⎤
⎦ and M2(z) := P2(z)M1(z)P<2(z). (3.9)
Q. Mo, X. Zhuang / Linear Algebra and its Applications 437 (2012) 2650–2679 2665
It is easilyverified thatM2 is awell-definedmatrixwhich ispositive semi-definiteonT.Note that
SP2 = [1, z2]T [1, 1] andSM1 = [1, 1]T [1, 1]. Hence,SM2 = S(P2M1P<2) = [1, z2]T [1, z−2].
Moreover, in view of the polyphase separation, we can show thatM2 is of the formM2(z) =
M˜2(z2) for some matrix M˜2 of Laurent polynomials in F[z, z−1] with symmetry.
(b.3) Application of Algorithm 1 to the matrix M˜2 to obtain U2 such that M˜2 = U2U<2. See details in
Algorithm 1.
By utilizing the polyphase separation,we significantly reduce the complexity of the systemof linear
equations involved in the splitting steps. In some cases, we don’t even have to solve a system of linear
equations since the extended Euclidean algorithm applying to M˜2 already reduces M˜2 to be a diagonal
matrix, in which case, the splitting is trivial; see examples in Section 4.
3.3. Derivation of high-pass filters
By part b) of Algorithm 2, the matrixM can be represented byM = UU< with
U(z) := (P2(z)P1(z))−1U2(z2) =
⎡
⎣ θ1(z) 0
0 θ1(−z)
⎤
⎦
⎡
⎣ 1 −z−1
1 z−1
⎤
⎦
⎡
⎣ u1(z2) v1(z2)
u2(z2) v2(z2)
⎤
⎦ ,
where U2 =
⎡
⎣u1 v1
u2 v2
⎤
⎦. Consequently, U is of the form
U(z) =
⎡
⎣ θ1(z)(u1(z2) − z−1u2(z2)) θ1(z)(v1(z2) − z−1v2(z2))
θ1(−z)(u1(z2) + z−1u2(z2)) θ1(−z)(v1(z2) + z−1v2(z2))
⎤
⎦ .
By defining b1 := [U]1,1 and b2 := [U]1,2, we have
U(z) =
⎡
⎣ b1(z) b2(z)
b1(−z) b2(−z)
⎤
⎦ and UU< = M.
Noting that SM2 = [1, z2]T [1, z−2] and M˜2 = U2U<2, we have S(u1u<2) = S(v1v<2) = z−1. Hence
S(u1(z2)) = S(u2(z2)) · z−2 = S(z−1u2(z2)). Similarly, S(v1(z2)) = S(z−1v2(z2)). Therefore,
Sb1 = S(θ1(z)u1(z2)) and Sb2 = S(θ1(z)v1(z2)). Consequently, the filter system {a; b1, b2} is a
framelet filter bank with the perfect reconstruction property and with symmetry.
3.4. Main theorem
Now, summarizing discussion in the above subsections, we have the following theorem of this
section.
Theorem 2. Let a be a Laurent polynomial in F[z, z−1] such that Sa = zk0 for some k0 ∈ Z. Then, there
exist b1, b2 such that
(1) {a; b1, b2} forms a framelet filter bank with the perfect reconstruction property, i.e., (3.5) holds;
(2) max{len(b1), len(b2)}  len(a);
(3) Sb1 = 1zk1 and Sb2 = 2zk2 for some 1, 2 ∈ {−1, 1} and some k1, k2 ∈ Z;
(4) b1 = c1b˜1, b2 = c2b˜2 for some Laurent polynomials b˜1, b˜2 ∈ F[z, z−1]with symmetry and some
constants c1, c2 satisfying |c1|2, |c2|2 ∈ F;
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if and only if,
1 − a(z)a<(z) − a(−z)a<(−z) = c0d(z2)d<(z2) (3.10)
for some Lauent polynomial d ∈ F[z, z−1] with symmetry and some non-negative constant c ∈ F.
Furthermore, if a(0) = 1, then {φ;ψ1, ψ2} associated with {a; b1, b2} via (3.1) and (3.2) generates a
tight wavelet frame in L2(R). Moreover, if {a; b1, b2} has symmetry as above, then {φ;ψ1, ψ2} has the
following symmetry property:
φ = φ(k0 − ·), ψ1 = 1ψ1( k1+k02 − ·), ψ2 = 2ψ2( k2+k02 − ·). (3.11)
Proof. The necessity is obvious. DefineM to be the matrix as in (3.3). Since det(M) = d(z2)d<(z2) =
1 − a(z)a<(z) − a(−z)a<(−z), it is easy to verify that
gcd(p, q, r) = gcd(p, q, r<) = 1 with M =:
⎡
⎣p r
r< q
⎤
⎦ .
Now the sufficiency part follows from Theorem 1. Since a(0) = 1, by [9, Lemma 2.1 and Theorem 2.3],
φ is a compactly supported function in L2(R). Consequently, together with the perfect reconstruction
property of the framelet filter bank {a; b1, b2}, {φ;ψ1, ψ2} generates a tight wavelet frame in L2(R).
The symmetry property of {φ;ψ1, ψ2} can be checked by direct computation. We are done. 
4. Illustrative examples
In this section, we shall present several examples to illustrate our algorithms for the construction
of dyadic algebraic framelet filter bank with the perfect reconstruction property and with symmetry.
For F = Q, in [19], there are two examples with low-pass filters given by a(z) := 1
10
(1 + z)(3 +
z + z−1) and a(z) = 1
4
(1+ z)(z + z−1), respectively. For these two low-pass filters, they both satisfy
1 − a(z)a<(z) − a(−z)a<(−z) = d(z)d<(z) with d being some Laurent polynomials in Q[z, z−1].
Applying our Algorithm 2 to these two examples, we recover the results as in [19]; that is, all filters
in the framelet filter bank from each of these two low-pass filters are with coefficients in the rational
number fieldQ. But as pointed out in the introduction, the condition requiring the high-pass filters to
be also with coefficients in Q is too restricted to have high-pass filters having high order of vanishing
moments and high order of regularity. In fact, the framelet filter banks from these two low-pass filters
only have vanishing moment of order 1.
We next provide several examples to show that high order of vanishing moments and regularity
can be indeed achieved under our setting as stated in Theorem 2. To quantify the order of regularity,
let us first introduce an important quantity νp(a, 2), 1  p ∞ to characterize the smoothness of a
filter and its associated refinable function.
For 0 < α  1 and 1  p  ∞, we say that f ∈ Lip(α, Lp(R)) if there is a constant C such that‖f − f (· − h)‖Lp(R)  Chα for all h > 0. The smoothness of a function f in Lp(R) is measured by
νp(f ) := sup{n + α | n ∈ N0, 0 < α  1, f (n) ∈ Lip(α, Lp(R))},
where f (n) denotes the nth derivative of f . Since the symbol a of a is a Laurent polynomial, we can
write a(z) = (1 + z)mQ(z) for some Laurent polynomialQ such that (1 + z)  Q(z). Following [8, p.
61 and Proposition 7.2], we may define
νp(a, 2) := 1/p − 1 − log2
(
lim sup
n→∞ ‖Qn‖
1/n
p(Z)
)
, 1  p ∞,
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where‖Qn‖pp(Z) :=
∑
k∈Z |Qn(k)|p and∑k∈Z Qn(k)zk := Q(z)Q(z2) · · ·Q(z2n−1). It has beenproved
in [8, Theorem4.3] that the cascadealgorithmwith somemask (low-passfilter)a converges in Lp(R) (as
well as C(R)when p = ∞) if and only if νp(a, 2) > 0. Let φ be the compactly supported normalized
refinable distribution with the low-pass filter a such that φˆ(ξ) := ∏∞j=1 a(e−i2−jξ ). In general, we
have νp(a, 2)  νp(φ). If the integer shifts of φ form a Riesz system, then νp(a, 2) = νp(φ). Also,
ν∞(a, 2)  ν2(a, 2) − 1/2. Hence, if ν2(a, 2) > k + 1/2 for some positive integer k, then the 2-
refinable function φ associated with a is at least kth order differentiable. The quantity νp(a, 2) plays
an important role in the study of the convergence of cascade algorithms and smoothness of refinable
functions, see [8] and the references therein on these topics. Moreover, when p = 2, we can compute
ν2(a, 2) through
ν2(a, 2) = −1/2 − log2
√
ρ(a, 2), (4.1)
whereρ(a, 2) denotes the spectral radius of the squarematrix (u(2j−k))−Nj,kN , whereQ(z)Q(z)<
=: ∑k=Nk=−N u(k)zk (see [7, Theorem 2.1]).
Now, we are ready to present our examples. In Examples 1 – 3, the subfield is F = Q, while
F = Q(√6i) for Example 4.
Example 1. We consider F = Q and follow the steps of Algorithm 2.
First, construct the low-pass filter. Letm = n = 3. We can obtain a low-pass filter a as follow:
a(z) = 1
z
·
(
1 + z
2
)3
·
(
5
128
(z−3 + z3) − 15
128
(z−2 + z2) − 33
128
(z−1 + z) + 107
64
)
.
Then a satisfies the sum rules of order 3 and we have (2 − z − z−1)3 | [1 − aa<], which guarantees
that the high-pass filters b1, b2 deduced from a will have vanishing moments of order 3. Moreover,
we have
1 − a(z)a<(z) − a(−z)a<(−z) = (5
√
15)2
5122
(z2 − 1)3(z−2 − 1)3 =: d(z2)d<(z2)
with d(z) = 5
√
15
512
(z − 1)3.
Second, perform the algorithm of matrix splitting with symmetry. Define
M(z) :=
⎡
⎣1 − a(z)a<(z) −a(z)a<(−z)
−a<(z)a(−z) 1 − a(−z)a<(−z)
⎤
⎦ =:
⎡
⎣p r
r< q
⎤
⎦ ,
where q(z) = p(−z) and
p(z) = 1
10242
(z − 2 + z−1)3(−25(z6 + z−6) − 150(z5 + z−5) + 105(z4 + z−4)
+ 1630(z3 + z−3) − 3339(z2 + z−2) − 35784(z + z−1) − 78474);
r(z) = 1
10242
(1 + z)3(1 − z−1)3(−25(z6 + z−6) + 555(z4 + z−4)
− 7179(z2 + z−2) + 44018).
We have gcd(p, rr<) = (1−z)3(1−z−1)3
10242
and gcd(q, rr<) = (1+z)3(1+z−1)3
10242
. Hence, we can define
P1(z) :=
⎡
⎣ 1024(1−z)3 0
0 1024
(1+z)3)
⎤
⎦ .
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Then use P1 to take out the common factor ofM and define
M1 := P1MP<1 =
⎡
⎣p1 r1
r<1 q1
⎤
⎦ ,
where q1(z) = p1(−z) and
p1(z) = −25(z6 + z−6) − 150(z5 + z−5) + 105(z4 + z−4) + 1630(z3 + z−3)
− 3339(z2 + z−2) − 35784(z + z−1) − 78474;
r1(z) = 25(z6 + z−6) − 555(z4 + z−4) + 7179(z2 + z−2) − 44018.
Define P2 to be the polyphase generating matrix as in (3.9) and define
M2 := P2M1P<2 =:
⎡
⎣p2 r2
r<2 q2
⎤
⎦ .
Then, we have
p2(z) = 25z6 − 330z4 + 5259z2 + 17228 + 5259z−2 − 330z−4 + 25z−6;
r2(z) = −75z4 + 815z2 − 17892 − 17892z−2 + 815z−4 − 75z−6;
q2(z) = 225z4 − 1920z2 + 61246 − 1920z−2 + 225z−4.
Now, we shall factorM3 using the extended Euclidean algorithm. Note that quo(r2, q2) = − 13 (1 +
z−2). Define P3 andM3 as follows:
P3(z) :=
⎡
⎣1 13 (z−1 + 1)
0 1
⎤
⎦ and M3 := P3M2P<3 =:
⎡
⎣p3 r3
r<3 q3
⎤
⎦ .
Then, we have
M3(z) =
⎡
⎣ 590009 + 25009 z2 + 25009 z−2 56503 + 250z2 + 56503 z−2 + 250z−4
5650
3
+ 250z4 + 5650
3
z2 + 250z−2 61246 + 225z4 − 1920z2 − 1920z−2 + 225z−4
⎤
⎦ .
Again, we have quo(r3, p3) = 910 (1 + z2). Define P4 andM4 as follows:
P4(z) :=
⎡
⎣ 1 0
− 9
10
(z2 + 1) 1
⎤
⎦ and M4 := P4M3P<4 =:
⎡
⎣p4 r4
r<4 q4
⎤
⎦ .
Then, we have
M4 =
⎡
⎣ 590009 + 25009 z2 + 25009 z−2 − 128003 − 128003 z−2
− 12800
3
z2 − 12800
3
65536
⎤
⎦ .
Now q4 is a constant. We can define P5 andM5 as follows:
P5(z) :=
⎡
⎣1 25284 (z−2 + 1)
0 1
⎤
⎦ and M5 := P5M4P<5 =:
⎡
⎣p5 r5
r<5 q5
⎤
⎦ .
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Fig. 1. Graphs of φ,ψ1,ψ2 (left to right) in Example 1.
Then, we haveM5 = diag(6000, 65536). Define P6 := diag
(√
15
300
, 1
256
)
, we obtain P6M5P<6 = I2,
the 2 × 2 identity matrix. Consequently, we have P6 · · ·P1MP<1 · · ·P<6 = I2.
Finally, derive the high-pass filters from the factorization matrix. From the second step, we have
M = UU< with
U = (P6 · · ·P1)−1 =
⎡
⎣ b1(z) b2(z)
b1(−z) b2(−z)
⎤
⎦ ,
where
b1(z) =
√
15
512
(3z5 − 22z3 + 45z2 − 45z + 22 − 3z−2),
b2(z) = 1
1024
(−5z5 + 117z3 − 75z2 − 315z + 315 + 75z−1 − 117z−2 + 5z−4).
Note that Sa = z, Sb1 = −z3, and Sb2 = −z. The filter system {a; b1, b2} forms a dyadic framelet
filter bank with the perfect reconstruction property and with symmetry over the algebraic number
field Q(
√
15).
By Theorem 2, the system {φ;ψ1, ψ2} associated with {a; b1, b2} generates a tight wavelet frame
in L2(R). The symmetry patterns of the functions are specified in (3.11)with k0 = 1, 1 = −1, k1 = 3,
and 2 = −1, k2 = 1. That is, φ = φ(−·),ψ1 = −ψ1(2−·), andψ2 = −ψ2(1−·). By calculation,
we have ν2(a, 2) ≈ 1.6785. Hence ν∞(a, 2) > 1, which means φ,ψ1, ψ2 are differentiable. See
Fig. 1 for graphs of φ,ψ1,ψ2.
Example 2. Consider F = Q and letm = n = 3. We can also obtain a low-pass filter a as follows:
a(z) = 1
640z
·
(
1 + z
2
)3 (
63(z−4 + z4) − 189(z−3 + z3) − 51(z−2 + z2)
+657(z−1 + z) − 320
)
.
Then a satisfies the sum rules of order 3 and we have (2 − z − z−1)3 | [1 − aa<]. Moreover, we have
1 − a(z)a<(z) − a(−z)a<(−z) = (21
√
231)2
25602
(z2 − 1)3(z−2 − 1)3 =: d(z2)d<(z2)
with d(z) = 21
√
231
2560
(z − 1)3.
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Fig. 2. Graphs of φ,ψ1,ψ2 (left to right) in Example 2.
Define
M(z) :=
⎡
⎣1 − a(z)a<(z) −a(z)a<(−z)
−a<(z)a(−z) 1 − a(−z)a<(−z)
⎤
⎦ =:
⎡
⎣p r
r< q
⎤
⎦ ,
where we have q(z) = p(−z) and
p(z) = 1
51202
(z − 2 + z−1)3(−3969(z8 + z−8) − 23814(z7 + z−7) − 29295(z6 + z−6)
− 102060(z5 + z−5) + 286065(z4 + z−4) − 270756(z3 + z−3)−2654421(z2 + z−2)
− 6604290(z + z−1)−9199960);
r(z) = 1
51202
(1 + z)3(1 − z−1)3(3969(z8 + z−8) − 42147(z6 + z−6) + 210627(z4 + z−4)
− 157089(z2 + z−2) − 819200);
Applyingmatrix splittingwith symmetry as state inAlgorithm2,we candecomposeM to beM = UU<
with
U =
⎡
⎣ b1(z) b2(z)
b1(−z) b2(−z)
⎤
⎦ ,
where
b1(z) =
√
231
2560
(−3z6 − 10z4 + 77z2 − 77z + 10z−1 + 3z−3);
b2(z) = 1
5120
(−63z6 + 495z4 − 385z2 − 1617z + 1617 + 385z−1 − 495z−3 + 63z−5).
Note that Sa = z, Sb1 = −z3, and Sb2 = −z. The filter system {a; b1, b2} forms a dyadic framelet
filter bank with the perfect reconstruction property and with symmetry over the algebraic number
field Q(
√
231).
By Theorem 2, the system {φ;ψ1, ψ2} associated with {a; b1, b2} generates a tight wavelet frame
in L2(R). The symmetry patterns of the functions are specified in (3.11)with k0 = 1, 1 = −1, k1 = 3,
and 2 = −1, k2 = 1. That is, φ = φ(−·),ψ1 = −ψ1(2−·), andψ2 = −ψ2(1−·). By calculation,
we have ν2(a, 2) ≈ 1.8198. Hence ν∞(a, 2) > 1, which means φ,ψ1, ψ2 are differentiable. See
Fig. 2 for graphs of φ,ψ1,ψ2.
The above two examples do not involve solving any system of linear equations in the step of matrix
splitting due to the simplicity ofM. The extended Euclidean algorithm is enough for factoringM to
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be of diagonal form. Then next two examples show that we might need to solve a system of linear
equations when the structure ofM is a little bit more complicated.
Example 3. We consider F = Q and follow the steps of Algorithm 2.
First, construct the low-pass filter. Let m = 5 and n = 3. We can obtain a low-pass filter a as
follows:
a(z) = 1
z2
·
(
1 + z
2
)5
· 1
2048
(
21(z3 + z−3) + 434(z2 + z−2) − 3205(z + z−1) + 7548
)
.
Then a satisfies the sum rules of order 5 and (2 − z − z−1)3 | [1 − aa<]. Moreover,
1−a(z)a<(z)−a(−z)a<(−z)= (
√
231)2
327682
(7z2−142+7z−2)2(z2−1)3(z−2−1)3 =: d(z2)d<(z2)
with d(z) =
√
231
32768
(7z − 142 + 7z−1)(z − 1)3.
Second, perform the algorithm of matrix splitting with symmetry. Define
M(z) :=
⎡
⎣1 − a(z)a<(z) −a(z)a<(−z)
−a<(z)a(−z) 1 − a(−z)a<(−z)
⎤
⎦ =:
⎡
⎣p r
r< q
⎤
⎦ ,
where q(z) = p(−z) and
p(z) = 1
655362
(z − 2 + z−1)3(−441(z8 + z−8) − 25284(z7 + z−7) − 400960(z6 + z−6)
− 981036(z5 + z−5) + 2890740(z4 + z−4) + 9206044(z3 + z−3)
− 39502848(z2 + z−2) − 233643564(z + z−1) − 443969526);
r(z) = 1
655362
(1 + z)3(1 − z−1)3(441(z8 + z−8) − 323848(z6 + z−6)
+ 4232124(z4 + z−4) − 44298552(z2 + z−2) + 80779670).
By that gcd(p, rr<) = (1−z)3(1−z−1)3
655362
and gcd(q, rr<) = (1+z)3(1+z−1)3
655362
, we can defineP1 andM1 to be
P1(z) :=
⎡
⎣ 6536(1−z)3 0
0 65536
(1+z)3)
⎤
⎦ , M1 := P1MP<1 =
⎡
⎣p1 r1
r<1 q1
⎤
⎦ ,
where q1(z) = p1(z) and
p1(z) = 441(z8 + z−8) + 25284(z7 + z−7) + 400960(z6 + z−6)
+ 981036(z5 + z−5) − 2890740(z4 + z−4) − 9206044(z3 + z−3)
+ 39502848(z2 + z−2) + 233643564(z + z−1) + 443969526);
r1(z) = −(441(z8 + z−8) − 323848(z6 + z−6) + 4232124(z4 + z−4)
− 44298552(z2 + z−2) + 80779670);
Define P2 to be the polyphase generating matrix andM2 as follows:
P2(z) := 1
2
⎡
⎣ 1 1
−z z
⎤
⎦ and M2 := P2M1P<2 =:
⎡
⎣p2 r2
r<2 q2
⎤
⎦ .
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Then, we have
p2(z) = 362404(z6 + z−6) − 3561432(z4 + z−4) + 41900700(z2 + z−2) + 181594928;
r2(z) = −12642(z6 + z−8)−490518(z4 + z−6)+4603022(z2+z−4) − 116821782(1+z−2);
q2(z) = 441(z8 + z−8) + 38556(z6 + z−6) + 670692(z4 + z−4) − 2397852(z2 + z−2)
+ 262374598;
Now, applying the extended Euclidean algorithm toM2 with P3,P4,P5 defined to be
P3(z) :=
⎡
⎣ 1 0
3
86
(z2 + 1) 1
⎤
⎦ ,P4(z) :=
⎡
⎣1 18493072 (z2 + 1)
0 1
⎤
⎦ ,P5(z) :=
⎡
⎣ 38 0
− 9
1376
(1 + z2) 31
8192
⎤
⎦ ,
we obtainM5 := P5P4P3M2P<3P<4P<5 as follows:
M5 =
⎡
⎣ 12742814 + 47089 z2 + 47089 z−2 −175616 − 175616 z−2
−175616 z2 − 175616 8002 + 2079 z2 + 2079 z−2
⎤
⎦
At this point, we can no longer use the extended Euclidean algorithm to lower the degree of thematrix
M5 sinceM5 is irreducible. However, we now have gcd(p5, r5r<5) = 7, which is a constant. Hence, by
Theorem 1 (also see proof of Lemma 3), we can factorM5 := U5U<5 with U5 satisfies (2.2) and (2.4).
In fact, let
U5 :=
⎡
⎣c1(1 + z−2) c2z−2
c3 c4(1 + z−2)
⎤
⎦
and solve a linear system of equation as in (2.7), we can obtain
U5 =
⎡
⎣217(1 + z−2) −234
√
231z−2
−62 3√231(1 + z−2)
⎤
⎦ .
Finally, derive the high-pass filters from the factorization matrix. From the second step, we have
M = UU< with
U = (P5 · · ·P1)−1U5 =
⎡
⎣ b1(z) b2(z)
b1(−z) b2(−z)
⎤
⎦ ,
where
b1(z) = 1
65536
(21z6 + 539z5 − 1023z4 − 9009z3 + 12474z2 + 9702z − 9702
− 12474z−1 + 9009z−2 + 1023z−3 − 539z−4 − 21z−5);
b2(z) =
√
231
32768
(−3z4 − 77z3 + 108z2 + 308z − 898 + 898z−1 − 308z−2
− 108z−3 + 77z−4 + 3z−5).
Note that Sa = z, Sb1 = −z, and Sb2 = −z−1. The filter system {a; b1, b2} forms a dyadic
framelet filter bank with the perfect reconstruction property and with symmetry over the algebraic
number field Q(
√
231).
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Fig. 3. Graphs of φ,ψ1,ψ2 (left to right) in Example 3.
By Theorem 2, the system {φ;ψ1, ψ2} associated with {a; b1, b2} generates a tight wavelet frame
in L2(R). The symmetry patterns of the functions are specified in (3.11) with k0 = 1, 1 = −1, k1 =
1, and 2 = −1, k2 = −1. That is, φ = φ(−·), ψ1 = −ψ1(1 − ·), and ψ2 = −ψ2(−·). By
calculation, we have ν2(a, 2) ≈ 2.5395. Hence ν∞(a, 2) > 2, which means φ,ψ1, ψ2 are at least
twice differentiable. See Fig. 3 for graphs of φ,ψ1,ψ2.
We finally present an example with coefficient in the algebraic number field Q(
√
6i).
Example 4. Let the low-pass filter a be given by
a(z) = 1
z2
(
1 + z
2
)4
·
(
(−1
2
−
√
6
4
i)(z + z−1) + 2 −
√
6
2
i
)
.
Then a ∈ F[z, z−1]withF = Q(√6i) satisfies the sum rules of order 4 and (2−z−z−1)3 | [1−aa<].
Moreover,
1 − a(z)a<(z) − a(−z)a<(−z) = (
√
5)2
322
(z2 − 1)3(z−2 − 1)3 =: d(z2)d<(z2)
with d(z) =
√
5
32
(z − 1)3. Define
M(z) =
⎡
⎣1 − a(z)a<(z) −a(z)a<(−z)
−a<(z)a(−z) 1 − a(−z)a<(−z)
⎤
⎦ :=
⎡
⎣p r
r< q
⎤
⎦ ,
where q(z) = p(−z) and
p(z) = 1
2048
(z − 2 + z−1)3(−5(z3 + z−3) − 42(z2 + z−2) − 147(z + z−1) − 252);
r(z) = 1
10240
(1 + z)4(1 − z−1)4(25(z2 + z−2) + 20√6i(z + z−1) − 170).
We next provide two different approaches to factorM = UU<. One approach obtains U by solving a
system of linear equations. The other only employs the extended Euclidean algorithm.
Approach 1: By that gcd(p, rr<) = (1 − z)3(1 − z−1)3, we can define P1 andM1 to be
P1(z) :=
⎡
⎣ 1(1−z)3 0
0 1
(1+z)3)
⎤
⎦ , M1 := P1MP<1 =
⎡
⎣p1 r1
r<1 q1
⎤
⎦
2674 Q. Mo, X. Zhuang / Linear Algebra and its Applications 437 (2012) 2650–2679
with q1(z) = p1(−z) and
p1(z) =
1
2048
(5(z3 + z−3) + 42(z2 + z−2) + 147(z + z−1) + 252);
r1(z) = − (1 + z)(1 − z
−1)
10240
(25(z2 + z−2) + 20√6i(z + z−1) − 170).
We have gcd(p1, r1r<1) = 1, fsupp(p1) = [−3, 3], and SM1 = [1,−1]T [1,−1]. By Theorem 1 (see
proof of Lemma 3), we can define
U1 :=
⎡
⎣u1(z) v1(z)
u2(z) v2(z)
⎤
⎦
with
u1(z) = (u10 + u11(z + z−1))(1 + z); v1(z) = (v10 + v11(z + z−1))(1 − z);
u2(z) = (u20 + u21(z + z−1))(1 − z−1); v2(z) = (v20 + v21(z + z−1))(1 + z−1).
Now, by solving the system of linear equations
{
r<1(z)u˜1(z) − v<1(z) − p1(z)u˜2(z) = 0
r<1(z)v1(z) + 51024 u˜<1(z) − p1(z)v2(z) = 0
,
we can obtain solution
u1(z) = −4
√
2 + √3i
560
(5(z + z−1) + 16 + 2√6i)(1 + z); u2(z) = u1(−z);
v1(z) = −13
√
10 + √60i
11200
(5(z + z−1) + 26 + 2√6i)(1 + z); v2(z) = −v1(−z).
Note that [(P1)−1U1]2,2(z) = [(P1)−1U1]1,2(−z). However, we can define
U := (P1)−1U1diag(z−2, z−1).
Then we have UU< = M and
U :=
⎡
⎣ b1(z) b2(z)
b1(−z) b2(−z)
⎤
⎦
with
b1(z) = 1
z2
4
√
2 − √3i
560
(5(z + z−1) + 16 + 2√6i)(1 + z)(z − 1)3;
b2(z) = 1
z2
−13√10 + √60i
11200
(5(z + z−1) + 26 + 2√6i)(z − 1)4.
Approach 2:We utilize the polyphase factorization technique. We define P1 andM1 as follows:
P1(z) :=
⎡
⎣ 1(1−z)2 0
0 1
(1+z)2
⎤
⎦ , M1 := P1MP<1 =
⎡
⎣p1 r1
r<1 q1
⎤
⎦
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with q1(z) = p1(−z) and
p1(z) = −
(z − 1)2
2048z
(5(z3 + z−3) + 42(z2 + z−2) + 147(z + z−1) + 252);
r1(z) = − (1 + z)
2(1 − z−1)2
10240
(25(z2 + z−2) + 20√6i(z + z−1) − 170).
Then define P2 to be the polyphase generating matrix andM2 as follows:
P2(z) := 1
2
⎡
⎣ 1 1
−z z
⎤
⎦ and M2 := P2M1P<2 =:
⎡
⎣p2 r2
r<2 q2
⎤
⎦ ,
where
p2(z) =
1
256
(−7(z2 + z−2) + 18);
r2(z) = 1
1024
((8 + √6i)(z2 + z−4) − √6i(1 + z−2));
q2(z) =
1
2048
(−5(z4 + z−4) − 12(z2 + z−2) + 66).
Now, applying the extended Euclidean algorithm with P3,P4 defined to be
P3(z) :=
⎡
⎣ 1 0
8−√6i
28
(z2 + 1) 1
⎤
⎦ , P4(z) :=
⎡
⎣1 − 22+
√
6i
70
(z−2 + 1)
0 1
⎤
⎦ .
Then,wehaveM4 :=P4P3M2P<3P<4 = diag
(
(1−z2)(1−z−2)
32
, 5
128
)
. BydefiningP5 := diag
(√
2(1−z−1)
8
,
10
16
)
, we obtain P5M4P<5 = I2. Consequently, we haveM = UU< with U = (P5 · · ·P1)−1, where
U =
⎡
⎣ b1(z) b2(z)
b1(−z) b2(−z)
⎤
⎦
with
b1(z) = 1
z2
4
√
2 − √3i
560
(5(z + z−1) + 16 + 2√6i)(1 + z)(z − 1)3;
b2(z) = 1
z2
−13√10 + √60i
11200
(5(z + z−1) + 26 + 2√6i)(z − 1)4.
We get the same results as in Approach 1.
Note that Sa = 1, Sb1 = −1, and Sb2 = 1. The filter system {a; b1, b2} forms a dyadic framelet
filter bank with the perfect reconstruction property and with symmetry over the algebraic number
field Q(
√
2,
√
3,
√
5, i).
By Theorem 2, the system {φ;ψ1, ψ2} associated with {a; b1, b2} generates a tight wavelet frame
in L2(R). The symmetry patterns of the functions are specified in (3.11)with k0 = 0, 1 = −1, k1 = 0,
and 2 = 1, k2 = 0. That is, φ = φ(−·), ψ1 = −ψ1(−·), and ψ2 = ψ2(−·). By calculation, we
have ν2(a, 2) ≈ 2.1319. Hence ν∞(a, 2) > 1.5, which means φ,ψ1, ψ2 are at least first order
differentiable. See Fig. 4 for graphs of φ,ψ1,ψ2.
2676 Q. Mo, X. Zhuang / Linear Algebra and its Applications 437 (2012) 2650–2679
−3 −2 −1 0 1 2 3
−0.4
−0.2
0
0.2
0.4
0.6
0.8
1
Real
Imaginary
−3 −2 −1 0 1 2 3
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
Real
Imaginary
−3 −2 −1 0 1 2 3
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
Real
Imaginary
Fig. 4. Graphs of φ,ψ1,ψ2 (left to right) in Example 4.
5. Proofs of Lemmas 2 and 3
Proof of Lemma 2. We first show that p(z) > 0 for all z ∈ T. Since M(z)  0 for all z ∈ T, if
p(z0) = 0 for some z0 ∈ T, then by the conditionM(z0)  0, we have
0  detM(z0) = p(z0)q(z0) − r(z0)r<(z0) = −|r(z0)|2.
Hence r(z0) = 0. Therefore, (z− z0) | r, which contradicts to gcd(p, rr<) = 1. Consequently, wemust
have p(z) > 0 for all z ∈ T.
Necessity. Suppose (2.2) holds; that isM = UU< with U being defined as in (2.2). Without loss of
generality, we can assume that d = detU. By UU< = M, we have |u1(1)|2 + |v1(1)|2 = p(1) and
therefore (2.8) holds. Since d ≡ 0 and dU−1 = adj(U)with adj(U) being the adjugate matrix ofU, it
follows from UU< = M that
d(z)U<(z) = d(z)U−1(z)M(z) = [adjU(z)]M(z) =
⎡
⎣ v2(z) −v1(z)
−u2(z) u1(z)
⎤
⎦
⎡
⎣p(z) r(z)
r<(z) q(z)
⎤
⎦ .
Comparing (1,1)- and (2,1)-entries of the above matrices, we see that (2.7) holds.
Sufficiency. Conversely, let u1, u2, v1, v2 be Laurent polynomials with symmetry inC[z, z−1] such
that (2.4) and (2.5) hold. If {u1, u2, v1, v2} is a solution of the linear system of equations in (2.7) and
satisfies the normalization condition in (2.8), then we show that (2.2) must be true.
Multiplying u<1 with the first equation and v
<
1 with the second equation in (2.7), by adding them
together, we have
r<(z)[u1(z)u<1(z) + v1(z)v<1(z)] = p(z)[u2(z)u<1(z) + v2(z)v<1(z)]. (5.1)
Since gcd(p, rr<) = 1,wemust haveu1u<1+v1v<1 = αp for some Laurent polynomialα. By the support
control property as in (2.5), we conclude that α must be a constant. By (2.8) and p(1) > 0, we must
further have α ≡ 1. Therefore, p = u1u<1 + v1v<1. It follows from (5.1) that r< = u<1u2 + v<1v2 and
r = u1u<2 + v1v<2. In other word, we have [UU<]j,k = [M]j,k for all 1  j, k  2 except j = k = 2.
Multiplying v2 with the first equation and u2 with the second equation in (2.7), by subtracting the
second one from the first one, we get r<(u1v2 − u2v1) = d(u<1u2 + v<1v2) = dr<. By r ≡ 0, we obtain
d = u1v2 − u2v1. Consequently,
det(UU<) = dd< = detM.
Now it is easy to deduce that [UU<]j,k = [M]j,k for all 1  j, k  2 from the fact that det(UU<) =
detM and [UU<]j,k = [M]j,k for (j, k) ∈ {(1, 1), (1, 2), (2, 1)}. So, (2.2) holds. 
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Proof of Lemma 3. First, we demonstrate that there are Laurent polynomials u1 and v1 in C[z, z−1]
satisfying
p | r<u1 − dv<1 (5.2)
and
(Su1)(Sv1) = (Sr)(Sd). (5.3)
Let u0 and v0 be Laurent polynomials in the following parametric forms:
u0(z) = u0 +
hb∑
j=1
uj(z
j + z−j) and v0(z) = v0 +
hc∑
k=1
vk(z
k + z−k), (5.4)
where hb, hc are nonnegative integers and uj ’s, vk ’s are constants in C which are to be determined
later. Suppose fsupp(p) = [−N,N] with N ∈ N ∪ {0}. Let us consider the following four cases.
(1) (Sr)(Sd) = z2n for some n ∈ Z. We choose u1(z) = znu0(z) and v1(z) = v0(z). When N is
even, set hb = hc = N/2; when N is odd, set hb = hc = (N − 1)/2.
(2) (Sr)(Sd) = z2n+1 for some n ∈ Z. We choose u1(z) = zn(1 + z)u0(z) and v1(z) = v0(z).
When N is even, set hb = N/2 − 1 and hc = N/2; when N is odd, set hb = hc = (N − 1)/2.
(3) (Sr)(Sd) = −z2n for somen ∈ Z.WhenN is even,wechooseu1(z) = zn(z−z−1)u0(z),v1(z) =
v0(z), and set hb = N/2 − 1, hc = N/2; when N is odd we choose u1(z) = zn(1 + z)u0(z),
v1(z) = (1 − z−1)v0(z), and set hb = hc = (N − 1)/2;
(4) (Sr)(Sd) = −z2n+1 for some n ∈ Z. We choose u1(z) = zn(1 − z)u0(z) and v1(z) = v0(z).
When N is even, set hb = N/2 − 1 and hc = N/2; when N is odd, set hb = hc = (N − 1)/2.
It is easy to see that both u1 and v1 are Laurent polynomials such that (5.3) holds. Moreover,
max(len(u1u<1), len(v1v
<
1))  len(p) and it is easy to verify that hb + hc + 2 > N. Since p(z) > 0
for all z ∈ T, by Fejér-Riesz Lemma, we have p = p˜p˜< for some Laurent polynomial p˜ such that all
the roots of p˜ are contained inside {z ∈ C : |z| < 1}. Therefore, p˜ and p˜< have no common zeros in
C\ {0}. Since p(z) = p0 +∑Nk=1 pk(zk + z−k), p˜ can have atmostN zeros inC\ {0}, say, {z1, . . . , zN′ }
are all of the distinct roots of the Laurent polynomial p˜ inC \ {0} such Z(p˜, z1)+ . . .+ Z(p˜, zN′) = N,
where Z(p˜, zj) denotes the multiplicity of the root zj of p˜.
Define F(z) := r<(z)u1(z)− d(z)v<1(z), z ∈ C\{0}. Nowwe have the following system of homoge-
neous linear equations:
F(j)(zk) = 0, k = 0, . . . ,N′; j = 0, . . . , Z(p˜, zk) − 1. (5.5)
Since the number of free parameters in {uj, vk : j = 0, . . . , hb; k = 0, . . . , hc} is hb + hc + 2 >
N and we have N homogeneous linear equations, there must be a nonzero solution {uj, vk : j =
0, . . . , hb; k = 0, . . . , hc} to the system of homogeneous linear equations in (5.5). So there exist u1
and v1 satisfying (5.5) with at least one of them nonzero. In other words, we deduce from (5.5) that
p˜ | [r<u1 − dv<1]. (5.6)
Noting that p = p˜p˜< with p˜ having all roots contained in {z ∈ C : |z| < 1}, we can deduce that p˜< |
[r<u1 −dv<1]. In fact, if (z− zj) | p˜with |zj| < 1, then by the symmetry of p, wemust have (z− 1zj ) | p,
which implies (z− 1
zj
) | p˜<. But then (z− z¯j) | p˜. And by (5.6), we have (z− z¯j) | [r<u1 − dv<1]. By the
symmetry of r<u1 − dv<1, wemust have
(
1
z
− z¯j
)
| [r<u1 − dv<1]. Obviously,
(
1
z
− z¯j
)
= (z− zj)< | p˜<.
Hence, p˜< | [r<u1 − dv<1]. Consequently, p | [r<u1 − dv<1].
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Since p ≡ 0, we can define
u2 = r
<u1 − dv<1
p
and v2 = du
<
1 + r<v1
p
. (5.7)
By (5.2) and the fact that pq− rr< = dd<, we see that u2 has symmetry and
max(len(u2u<2), len(v2v
<
2))  len(q).
Now we show that p | [du<1 + r<v1], which together with (5.2) implies v2 also has symmetry. By
definition of u2 and the fact that dd< = detM = pq− rr<, we have
pd<u2 = r<d<u1 − (detM)v<1 = r<d<u1 − pqv<1 + rr<v<1.
From the above identity, we have p(d<u2 +qv<1) = r<(d<u1 + rv<1). Since gcd(p, rr<) = 1 and p = p<,
we conclude that p | [du<1 + r<v1]. Therefore, we see that v2 has symmetry.
We finally show that |u1(1)|2 + |v1(1)|2 = 0. Since both (2.4) and (2.7) are satisfied, as we
demonstrated in the proof of Lemma 2, we must have u1u<1 + v1v<1 = c0p for some constant c0. If
u1(1) = v1(1) = 0, by p(1) > 0, then we must have c0 = 0. That is |u1(z)|2 + |v1(z)|2 = 0 for
all z ∈ T. So, u1 and v1 must be identically zero, which contradicts to our choice of u1 and v1 since
one of them must be nonzero. So |u1(1)|2 + |v1(1)|2 = 0. Now replacing u1 and v1 by cu1 and cv1
with c =
√
p(1)/(|u1(1)|2 + |v1(1)|2) in the above proof, we see that (2.4), (2.3), and (2.7) still hold.
Moreover, we have |u1(1)|2 + |v1(1)|2 = p(1), which completes our proof. 
6. Final remarks
(1) Algorithm given in [19] cannot be applied to matrices that are irreducible, e.g.,
M :=
⎡
⎣3 + z + z−1 z − z−1
z−1 − z 3 − z − z−1
⎤
⎦ .
In certain case, a step of applying a rotation matrix is needed in order to diagonalize the input
matrix. However, such a step could cause the high-pass filters to have support length longer than
that of the input low-pass filter. Moreover, toomany cases need to be considered concerning the
symmetry in many steps of the algorithm. Here, in this paper, our algorithms are more concise
and we can guarantee that the supports of the high-pass filters are no larger than that of the
low-pass filter.
(2) In Theorem 1, the condition gcd(p, q, r) = gcd(p, q, r<) = 1 can be removed by requiring
the common factor θ := gcd(p, q, r) satisfying certain constrains as in [13, Theorem 2.3]. In
practice, it is not difficult to satisfy such condition.
(3) Algorithms for solving the general matrix splitting problem stated in the introduction part for
any 2  r  s remain open to our best knowledge especially when we require the matrix to
be of Laurent polynomials with coefficients in number fields with certain structures. We expect
that similar results hold as in this paper for a special case r = s for any integer r  2, which
shall be addressed elsewhere in future.
(4) Itwould be evenmore interesting to consider thematrix splitting problem inhigher dimensions.
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