In this paper we present a model for email authorship identification (EAI) by employing a Cluster-based Classification (CCM ) technique. Traditionally, stylometric features have been successfully employed in various authorship analysis tasks; we extend the traditional feature-set to include some more interesting and effective features for email authorship identification (e.g. the last punctuation mark used in an email, the tendency of an author to use capitalization at the start of an email, or the punctuation after a greeting or farewell). We also included Info Gain feature selection based content features. It is observed that the use of such features in the authorship identification process has a positive impact on the accuracy of the authorship identification task. We performed experiments to justify our arguments and compared the results with other base line models. Experimental results reveal that the proposed CCM -based email authorship identification model, along with the proposed feature set, outperforms the state-of-the-art support vector machine (SVM )-based models, as well as the models proposed by Iqbal et al. [1, 2] . The proposed model attains an accuracy rate of 94% for 10 authors, 89% for 25 authors, and 81% for 50 authors, respectively on Enron dataset, while 89.5% accuracy has been achieved on authors' constructed real email dataset. The results on Enron dataset have been achieved on quite a large number of authors as compared to the models proposed by Iqbal et al. [1, 2] .
Introduction
Written co mmunicat ion that employs the use of co mputers is referred to as co mputer mediated communicat ion (CM C), and email is one of the most important and widely used forms of CM C. Other types of CM C include online messages, blogs, forums and instant messaging services. Among all CM C, email has remained a key source of written co mmunication, especially in the last few decades. Due to its salient features, it is the preferred source of written co mmunication for almost every population connected to the Internet. It is a very quick, asynchronous written communication channel which is used for various purposes ranging from formal to in formal co mmunicat ion. Formal emails include official correspondence, meeting calls, seminar calls, business communication, o rder p lacements, and flight reservations to name a few, wh ile informal e mail communicat ion includes personal emails, greetings and invitation emails (family and friends). These are all examples of the positive and legal applications of email; but, there also exist a number of illegitimate and negative purposes for email as well. As the Internet grows at a quicker rate each year, the same is also true for cybercrime [3] . According to Loader and Tho mas [3] , any illegal act using CM C is termed as a cybercrime.
Email is a prime target for cybercriminals, as it has many unique features that enable the facilitation of criminal act ivity [4] . One can easily hide his/her identity while sending fraudulent emails, and anonymous messages can be sent to a number of recipients to spread fear among them. An email message can spread among a large population, across a large geographic location, literally in an instant. As we discussed above, email has been used for many illegal uses; the most prolific is the sending of "spam" mails [6] , wh ich are solicitous messages that the receiver is not interested in. Spam emails can be of various types, and usually spam emails are sent by unknown identities. Most of the spam we receive is sent for advertisement purposes.
The other type of spam is sent specifically to obtain personal information (for example: the mail may outline a fraudulent contest for which the receivers may win a prize, if only they send the scammer their bank account informat ion). Another use of spam email is "phishing" [7] , or email that includes a link to a fraudulent website. These types of spam emails are sent with bad intentions, but even an average person may send a fake email for the sake of fun and then share it with others as well. There are certain service providers 1 that provide services for sending fake emails.
Apart fro m these spam emails, the 9/11 co mmission report [4] reveals that a number of emails were sent by the terrorists before the event took place. The investigations of the Mumbai attacks in 2008 [5] show that some emails were d iscovered revealing hard evidence of the attacks. This motivates us to put into place such a system that can reveal the identities of those criminals who intend to commence crimes using computer technology.
The study used to reveal the identities of illicit emails comes under the category of "authorship analysis."
Authorship analysis [8, 9, 10] has been studied in different dimensions ever since it began, in 1887, when
Mandenhal [11] analyzed the writ ings of Bacon, Marlowe and Shakespeare to distinguish their styles fro m one another. The authorship analysis study ranges from identify ing the true author of a research article [12] to writer identification o f literary texts [11] . It also ranges fro m revealing the identity of text messages that may be a post of a foru m [9] or an email message [1, 2, 13] . Each type of writing has its unique characteristics, so the authorship analysis model designed for one kind of writing may fail to identify the author of another kind of writ ing. The reason is that some writings may be written by literary scholars, but others might be written by undereducated or near-illiterate authors. Therefore, there is a need for a research study for authorship identification separately, for each kind of writ ing.
In this paper we propose a CCM [14] -based EAI model (CEAI), which is essentially a cluster-based classification model for email authorship identification. First, emails are clustered, based on similar content , even though they may be discovered as written by different authors. For example, the use of similar words may be found in emails fro m different authors, but each author may have other different patterns, such as unique greeting styles or punctuations. Thus, in each cluster the number of authors is less than the original number of authors in the original email set. The classificat ion technique, SVM [15] is then applied on each cluster. The classification results are imp roved when there are fewer classes; in our case, each distinguished author is a class. The classification then identifies the rest of the distinguishing patterns of different authors' emails in each cluster. This process is elaborated in Section 3 and shown in Fig 1. We highlight the contributions of the paper as follows:
 Adaptation of a new text classification model (CCM) for email authorship identification  The use of extended feature set for the EAI task  The successful use of the feature selection technique for content features for the task  Achieved high accuracy of the task for s omewhat large number of authors
Datasets
The Enron email dataset [16] is a large collection of real emails of an organization, wh ich once was a global organization. The original dataset contains 619,446 email messages belonging to 158 emp loyees of the Enron organization. The dataset was put online by Willam Cohnen of CMU in March 2004. The dataset is processed by many researchers according to their requirements. The dataset used in this study is proc essed by Shetty and Adibi [17] and is available for down load in a SQL du mp 3 file at the University of Southern California's website 4 . Enron dataset is a benchmark dataset used for e xperimentation for various email related research.
We also applied the proposed model on real email dataset (created by us) which is co mprised of 7 authors and 30 emails of each author.
Problem Statement
We define our problem as assigning an author to an anonymou s email after analyzing its features.
Mathematically, the email authorship identificat ion problem is represented as:
Where E is a set of emails in the dataset, A is the set of authors of the emails in the dataset, and EAI(F,E,A) is a mapping function of email e i to author a j , defined over F, E and A, while F is a set of features. Init ially, during training, the emails of each author are analy zed and unique features are extracted wh ile a training model is constructed. At testing time, the test email is checked against the features of all users. It is assigned an author who has greater similarity with the email being tested. The whole process is discussed in Sect ion 3 and illustrated using algorithms.
The rest of the paper is organized as fo llo ws: The related work is discussed in Section 2, where the p roposed model is described in Section 3. Experimental results and discussions are presented in Section 4 while the conclusion, along with future work, is given in Section 5.
Related Work
2 http://www.cs.cmu.edu/~enron/ 3 My SQL dump file is a backup file of large database 4 http://www.isi.edu/~adibi/ Enron/Enron.htm In this section we discuss related wo rk in connection to CEAI. We also briefly elaborate the research dimensions in the email do main contained herein. The research in the email do main can be divided in t wo types; (1) the email traffic analysis [18] ; and (2) the email content analysis [7, 19] . Email traffic analysis usually uses the email's header including the sender and receiver's email addresses, the email sending date, the type of receiver (To, Cc or Bcc) and the email subject. Email content analysis focuses on the email body and occasionally the subject field of the header. In this paper we deal with the content (body) of the email message, and the sender part of the email header. In the header, the research main ly focuses on Social Network Analysis [20] of an email network. It uses the links between the sender and the receiver o f an email and sometimes uses the date of the link to conduct time stamp ing experiments. In the email content analysis, the research is mainly conducted using text min ing and Natural Language Processing [21] techniques. Some of the dimensions for email content analysis are automatically categorizing emails [19] into user-defined folders, analy zing emails for spam [6] contents, analyzing emails for authorship identification [1] , analyzing emails for phishing emails [7] , etc.
Authorship analysis [10] can be characterized as regarding a section of writing based on its writing style to identify its true author. This analysis includes linguistics techniques, statistical analysis and machine learning techniques to draw a conclusion regard ing the author of a part icular writing. The authors [22] described some characteristics of authorship analysis, that are applicab le to software forensics. Broadly, authorship analysis can be researched into three dimensions, namely; authorship identificat ion, authorship characterizat ion ,and similarity detection. [10] can be described as identifying the author of a text fro m anonymous writ ing, based on the author's past writing records. Authorship identification has been pre viously researched as a text classification [23] prob lem in which the authors are each considered classes, and the writ ing is considered as text to be classified. It uses machine learning technique to decide whether a text has been written by a particular author or at least the likelihood that the text has been written by a particular author.
Authorship identification
Authorship characterization [10] can be termed as creat ing author profile fro m an author's past writings.
Somet imes this could include the author's gender, educational background and language familiarity as well.
Similarity detection [10] can be described as comparing some portion of a writing, without actually knowing the author and then deciding how many similarities are found in each writing style. This technique is main ly used as study in anti-plagiaris m.
Authorship analysis research can be found early in its history, when Mandenhal [11] conducted a study to compare the writing styles of English authors Bacon, Marlowe and Shakespea re. Mosteller and Wallece [12] conducted experiments to identify the true authors for the disputed Federalist 5 art icles that promoted the ratification of the U.S. Constitution .
The research conducted by de Vel et al. [24] considered the email authorship as a topic authorship categorization problem. A corpus of emails taken fo r the study was very small; only 156 emails were taken, all of them belonged to a newsgroup. Three authors and three topics were used in the study, as it was 5 http://en.wikipedia.org/wiki/Federalist_Papers preliminary work in the email authorship area and showed pro mising results. The authors also proposed structural features that have since become a part of stylometric features for the task of authorship identification.
The authors [25] presented a study in which the importance of writeprints was evaluated for law enforcement to prevent cybercrimes. The authors claimed that the feature selection technique could use a cyber criminal's writeprint to identify them, much like using fingerprints as a form of identification in the "real" world.
The author [26] presented a detailed survey on authorship identification tasks. The study explored various aspects of the authorship task and research advances in the area. The survey first investigated the use of stylometric features for the task in various studies, then presented a detailed analysis of authorship attribution methods.
Koppel et al. [27] present detailed study on computational methods in authorship identification. The authors discuss authorship study literature in detail in connection to three main approaches used overtime, wh ich include authorship characterizat ion, similarity detection and authorship identification . Koppel et al. [28] present an approach for decomposing mult i-author documents in authorial co mponents. The technique used by the authors for the same purpose was an un-supervised machine learn ing technique.
A framework fo r authorship identification for online messages was presented by Zheng et al. [10] , in wh ich authors extracted four types of writing style features for e.g. lexical, syntactic, content specific and structural features and applied a machine learning classification algorithm for authorship identification. Authors considered authorship identification as a classification problem. High accuracy was achieved using a support vector mach ine [29] classifier; however, experiments were also conducted using a decision tree [30] and back propagation neural network [31] .The authors conducted the series of experiments on English and Chinese online messages with a maximu m of 600 messages us ed for experiments for both English and Chinese datasets. The study achieved promising results on the English dataset, and satisfactory results on the Chinese dataset. However, this dataset was very small.
In the literature, researchers attempted to explo re new features overtime for the authorship identificat ion task.
With other writing style features, content specific features were also embedded for the authorship identification task by Iqbal et al. [1] and Zeng et al. [10] . The effectiveness of such features, like word usage frequency, was obvious, but it was realized that it would be topic specific. St ill, these features are considered important for the authorship identification task.
If we look back to the earlier developments for authors hip identificat ion , Yu le [32] identified that sentence length would be a useful feature for the authorship identification task. Yule [33] , in h is later work, he also suggested the richness of the vocabulary features to support the task. These features are still conside red very useful for identifying a writing style.
The authors [8] applied authorship identification in a slightly d ifferent way, by applying stylo metric authorship identification in the electronic market for scalability and robustness. The experimental results were successful by achieving good results.
The stylometric approach was applied by Abbasi and Chen [9] for both identity level identification and similarity detection, using the writeprint model for various online messages. In the study, the authors used an extended feature set in addition to baseline stylometric features, and performed a series of experim ents on various online message datasets.
Iqbal et al. [13] developed a write-print based approach by mining frequent patterns. Write-print based approach considers a set of suspected authors for a malicious email. The frequent patterns are extracted fro m the malicious email and is matched against the frequent patterns of each suspected authors' emails and the most plausible author is assigned to that malicious email.
A cluster-based writeprint model fo r the email authorship was developed by Iqbal et al. [1] in order to evaluate on the Enron email dataset. The experiments were conducted using three clustering algorithms. The results given by the authors are on just a small portion of the Enron email dataset (500 -1000 emails). The study [1] first clustered each author's emails, then extracted stylometric features and mined the frequent patterns fro m them. Afterwards, the frequent patterns were matched fro m the emails of d ifferent authors, and the study kept only those patterns in the model wh ich were unique to each author. In the study, the authors reported the results on 5 and 10 authors only. The accuracy achieved was 90% for 5 authors and 80% for 10 authors respectively, where for each author, 100 messages were used. In another study of email authorship identification, Iqbal et al. [2] which is extension of Iqbal et al. [13] conducted experiments using up to 20 authors and the accuracy achieved was below 75%.
We propose an email authorship identification model using CCM, which is a cluster-based classification model. Better results are achieved on quite a large email dataset with just slightly higher number of authors.
The model has been applied on 10, 25 and 50 authors and has achieved promising results. In this paper, no limit has been placed on the number of emails for each author because at investigation time it is not necessary that the number of emails available fro m each suspected author should be the same. The average number of emails per authors used for experiments is 600 and average number of words per email is 135. The proposed model CEAI achieved 94.3 % for 10 authors, 89% for 25 authors, and 81.3% for 50 authors, respectively.
According to Iqbal et al. [2] , the number of suspects under forensics investigation is usually considered less than 10, as the authors [2] mentioned in their d iscussions with a Law En forcement Un it in Canada. Therefore, the results achieved using the CEA I model are 81.3 % for 50 authors --quite a pro mising results.
Thus, here under we present s ome research questions that are answered by the proposed model; then we discuss the proposed model;
Research Questions
 Do extended features have a positive impact on EA I accuracy?
 Does Info Gain feature selection based content features have a positive impact on the accuracy of the model?
 Will CCM be able to attain high accuracy for the EAI task?
 Will the CCM-based EAI model be able to distinguish among many authors?
Proposed Model
This section is divided into subsections to outline the proposed model. An overview of the model is provided first, followed by a description of the feature set construction. Afterwards, the algorithmic details of the model are elaborated; finally the architecture o f the model is illustrated, followed by some imp lementation details.
Overvie w of CEAI
The current study presents an Email Authorship Identification model bas ed on CCM. The model uses a top-down approach to group the emails into clusters , although, the clusters created do not directly map to each author due to similarities in the writing styles of various authors. However, with the help of clusters , the authors who share a writing style are g rouped. The classification algorith m SVM is then applied to each cluster to further separate each author's writ ing, as shown in Fig. 1 . This way the authors are div ided into clusters and in each cluster there are fewer authors. Thus, the classification model works well to classify the authors in clusters, and the overall accuracy o f the EAI task increases by employ ing CCM on a slightly large number of authors as compared to the model [1, 2] on Enron dataset.
Feature Set Construction
As the proposed model uses machine learning techniques -clustering and classification -for the success of any machine learning model, it is worth to first construct a feature set. In the EAI task, features are used to represent the author as his/her writeprints. As fingerprints [1] have historically been used by law enforcement experts to uniquely identify criminals , writeprints [1, 9] could be used to identify authors to their writing styles. Researchers can apply their results, to cybercrimes, especially to fraudulent emails, by revealing the identity of the author. It was realized that, like unique fingerprints , each writer may have unique writing style.
These unique writing style features are termed as "stylometric" [9] and have previously been used in studies [1, 9, 10, 34] , to identify authors using lexical, structural and syntactic features . In Table 1 , we provide a list of some stylometric features that are commonly used in an authorship identification study. weights to each term in the email's body. Weights have been assigned using the tf-idf (term frequency-inverse document frequency) transformat ion scheme [35] . The tf-idf scheme assigns high weights to each term in an email that is rare in many authors; this means that these terms have more d iscerning factor in distinguishing the emails of various authors. Where f(t,e) returns the frequency of term t in email e and |e| is the size of the email body in terms of number of words; therefore, tf(t,e) returns the normalized frequency (in the range of 0 and 1) of term t in email e. The function idf(t,e) returns the inverse document frequency. This assigns highest weight to the terms in emails which are p resent in emails of few authors. |E| is the total nu mber of emails in the dataset, while {e: t  e} returns the number of emails that contain term t in the body. In the content-specific feature set, we keep only the terms that have the minimu m frequency 3. Still the number of these terms is too high, so we applied the feature selection using Info Gain [36] . Equations (8)- (10) give mathemat ical representation of the Info Gain feature selection method, which assigns ranks to the content terms . We selected the top-ranking 1000 terms by reducing up to 90% of the content features and maintaining the accuracy of the model. 
Implementation details of features
For lexical and structural features extraction Java feature functions are created, where for syntactic features commonly used function words and punctuations have been used that have the capability of distinguishing the authors. We extracted the content specific features using WEKA [37] which is a freely available, open source mach ine learning tool.
We implemented Java classes for mapping each feature type to the corresponding Attribute Relat ion File Format (A RFF) which is a WEKA-specific data file. Lexical features (character based/ word based) were extracted as the ratio of the frequencies to the total nu mber of characters/words. In other features, such as the last punctuation feature, five indexes are reserved. The index of the full stop is turned on when the email contained full stop at the end of the email body while all the other indexes of the last punctuation feature are turned off. In continuation to the implementation details, we discuss algorith mic details of the model in the next Section.
Algorithmic Details
In this section some algorith mic details of the proposed model are provided. The DataCleaning algorithm (Algorith m 1) is designed to extract the required part of the dataset, which is necessary for experimentation. The RemoveReftext() is the function applied to remove the referenced part of the message that is not part of the current message body; and the function Delete() is used to simp ly delete the fo rwarded email. Both of these functions are applied using SQL queries.
When the emails of different authors were manually analy zed, it was realized that the ending punctuation mark feature, in co mb ination with other features , could be helpful for identifying the author of an email.
Algorith m 2 describes the steps for extracting the last punctuation mark of the email body. In the algorith m,
Steps 4 through 14, check and extract the various punctuation marks at the end of the email body.
In addition to our extended features, the baseline features used in the study are similar to Abbasi and Chen [9] .
It was observed that these unique features, found in the emails written by one author but not found in the Cluster creation is the main part of the CEAI model; hence BuildCluster (Algorithm 4) creates k-clusters of emails using k-means [38] clustering algorith m. The parameter k is selected using visualizat ion, which is one of the most common method [39] for selecting value of k because it is considered to be useful for validating clustering results [40] . published work [14] .
In order to apply the CCM model using various features , the final algorithm EAI (A lgorith m 5) is developed.
The algorithm receives three parameters as input E, F and A. The algorithm discusses all the steps of the EAI task and it is the main algorith m of CEAI model. The function BuildCluster creates clusters (Step 1) and the parameter k is determined by using visualizat ion. The Steps 2 through 27 are run for each cluster, first the test is conducted if the cluster is co mprised of all the emails belonging to single author, if so, the emails are assigned that author and cluster is returned in the final model (Steps 3-7 ). Next a test is conducted if the cluster size is less than a threshold, if so, the cluster is merged in most similar cluster (Steps 8-18). When a cluster is determined, whose size is greater than the threshold and not all emails belong to one author, a classifier is trained for that cluster and if its accuracy is higher than its parent classifier, the classifier is added in the final model and the classifier is considered to be the optimized classifier. If classifier doe s not return optimal results, further step of clustering takes place and the process is repeated.
The authorship identification task usually is concerned with a provision of samp les of candidate authors' sample writing and the task is to determine the most p lausible author of the test sample among the candidate authors. It should be noted that in this paper the proposed model is limited to the author identificat ion task. In order to address the problem of unknown author, a non-parametric statistical test [41] is to be adapted. The test is referred as Kruskal-Wallis test [42] , wh ich is a non-parametric method to rank each feature with respect to all authors in the training set. Once an email has been assigned an author using the proposed model, the test is applied using similarity metric, to check whether the email belongs to the author's word distribution. If the email's word distribution differs fro m the assigned author's emails in the training set, the email is recognized to belong to an unknown author. The test is applied only when the training emails fro m the assigned author are used. In the Kruskal-Wallis test, the null hypothesis is rejected which articulates that for all the authors, the words' distribution remains same [42] . BuildClusters(E, k) 2:
for each cluster c(i=1 to k) 3:
if (c i contains emails that belong only to one author a) 4:
for each email e in c i 5:
author(e)=a 6: end foreach 7:
add(c i ,CEAI) //add cluster center to CEAI 8:
else if (|c i | < µ) // µ is threshold 9: max= 0.0 10:
for each pairs of clusters c (j=2 to k) //all clusters except c i 11:
if (max < similarity(c i , c j )) 12: max = similarity(c i , c j ) 
CEAI Architecture
The architectural view of the proposed model describes the systematic processing of the model by illustrating the interaction of various modules. The architecture of CEAI co mprises of input, preprocessing, vector input and an EAI module (CCM model) as shown in Fig. 2 . The input module receives raw emails in a SQL du mp file (co mpressed database file), the du mp file is then transformed to SQL tables . The Input module then retrieves emails fro m the tables and makes them availab le in a form that could be processed by the preprocessing module. The emails received fro m the input module contain unnecessary data which is not required fo r email authorship identification process. It is the responsibility of data cleaning module to remove needless data and make available the required email data. As an email is co mprised of two main parts ; the header and the body, first the data is cleaned by retrieving the header and the body of the email. Afterwards, the sender is retrieved fro m the header, depending on the reference type, the body is cleaned. The body is cleaned by removing forwarded informat ion if any forwarded p iece of data is in the email; rep lied part of the email is removed if an email is rep ly of another email in order to preserve only the sender's text.
Once cleaned data is available, features regarding the EAI task are extracted by the feature extractor sub-module. The lexical, structural and syntactic features are extracted using Java code, while the content features are ext racted using WEKA preprocessing module. Once all feature types are extracted in preprocessing module, all the feature types are then combined and converted to a feature vector. The feature vector is then given as an input to authorship identification module which uses CCM based approach for email authorship identification. 
Implementation Details
The architectural design section described the basic modules of CEAI. In this section, we discuss the implementation details of each of the module. There are three types of imp lementations required for the proposed model; (a) dataset retrieval (input) and data cleaning which is performed using MySQL server; (b) feature ext raction is the second type of implementation, wh ich is implemented using Java co de and ARFF files are generated which are then given to WEKA for applying the proposed approach ; (c) the third type of implementation is to apply the proposed approach using WEKA, by first clustering and then classification.
Initially the required part of the dataset is extracted using the MySQL queries. For extracting the sender's text fro m the email and removing fo rwarded text and referenced text, MySQL queries are used. Once unnecessary parts of the dataset are removed, feature extraction is performed. Content-specific features are ext racted using WEKA's StringToWordVector filter by assigning weights to each content term, then the Info Gain features selection is applied to rank the content terms according to author identification capability. For rest of the feature extract ion, Java code has been imp lemented, which also co mbines all of the features in A RFF format, which is comprised of feature vector fo r each email. When dataset is available as feature vectors, k-means [38] clustering algorith m has been applied using WEKA on the ARFF file and on each optimized cluster, the SVM 
Experime ntal Results and Evaluation
This section is divided in to sub-sections : Section 4.1 describes the experimental setup; Section 4.2 discusses the experimental evaluation, and Section 4.3 includes the results and a discussion.
Experime ntal Setup
In order to perfo rm experiments, we retrieved just the "Sent" emails of the En ron employees fro m the dataset, because the true identities of the authors are availab le with their names . First, we randomly selected 50 authors, then retrieved the "Sent" emails of those 50 authors. We retrieved the email bodies fro m the message The second set of experiments is conducted using baseline stylometric features with extended features and an SVM classifier for the author identificat ion. In the third set of experiments we used baseline stylometric features with the Info Gain feature selection based content features. In the fourth set of experiments we used extended baseline stylometric features with Info Gain feature selection based content features. In the last set of experiments, we used extended baseline stylometric features, with Info Gain feature selection based content features, and for authorship identificat ion we used CCM. We then retrieved the emails of 25, and then 10 authors respectively, and also performed all five types of experiments on both 25 and 10 authors. For authors' constructed dataset all of the five kinds of experiments have been performed.
Evaluation Criteria
The evaluation criteria used in our experiments is stratified 10 fold cross validation, as the same is used in study [2] . The 10 fo ld cross validation is a method by which the dataset is divided into ten subsets.
Algorith ms run for ten rounds; in each round, one subset is used for testing while the other nine are used for training. In each round, a d ifferent subset is taken for testing. Finally, the average of accuracy rate is calculated to find the final accuracy rate. This method of evaluation is considered to be more effective because each email is considered for its author to be predicted, thus every email is used exactly once in test set and nine times in the training set for each set of experiments. The final accuracy of all the runs is returned as average.
Evaluation measures
The evaluation measure used in our study is the accuracy, which is calcu lated as:
Where TP is the number of authors correctly classified to be the positive classes , whereas TN is the number of authors correctly classified to be the negative classes , while FP is the number of authors incorrectly returned by the model as positive classes, and FN is the nu mber of authors incorrectly returned by the model as negative classes, where in fact they were positive. In general, TP+TN is the number of emails with correctly identified authors and TP+TN+FP+FN is the total number o f emails . The accuracy of CCM for EAI is measured as the average rate of accuracy which is the percentage of correctly identified authors of emails . It is given by the follo wing equation:
ac c n Accuracy (12) Where k is the number of the clusters in the model; |c i | is the number of emails in cluster i; ac i is the accuracy of classifier in cluster i; and n is the total number of emails. 
Results and Discussion
The experimental results for 10, 25 and 50 authors on benchmark En ron dataset are given in Fig. 3 . The results clearly depict that the model CEAI ach ieves the highest accuracy for the email authorship identification task on 10, 25 and 50 authors. We present the summary of all experiments ' types in Table 2 .
In each experiment, various feature sets are incorporated step-by-step and starting with the baseline stylometric features, which are trad itionally used for an authorship analysis task. Afterwards, extended features, which slightly imp roved the accuracy of the task, are used. Info Gain based content features are then added, which keeps only the content features which have the capability of distinguishing each author. The original nu mber of content features is too large and the Info Gain based content feature selection maintains the balance between dimensionality reduction and accuracy of the task. The accuracy of the task increased greatly with the addition of these features. The first four experiments are performed using SVM and the last experiment has been conducted using CCM on the final set of features that again imp roves the accuracy of task. All five types of experiments have been performed on authors' constructed real email dataset of seven authors. Analogous effects of all types of experiments have been observed on this dataset; though a bit less accuracy has been achieved, due to the fact that for this new dataset we have smaller amount of emails for each author as compared to the Enron dataset. 
CCM
We achieved highest accuracy, 94%, on 10 authors, whereas accuracy decreased to some extent for 25 authors that is 89%, and 50 authors which is 81%, respectively on Enron dataset; while 89.5 % accuracy has been achieved on authors' constructed dataset.
Conclusion and Future Work
In this paper we present a model for email authorship identification (EAI) and its evaluation on the publicly 
