Inference from fMRI data faces the challenge that the hemodynamic system, that relates the underlying neural activity to the observed BOLD fMRI signal, is not known. We propose a new Bayesian model for task fMRI data with the following features: (i) joint estimation of brain activity and the underlying hemodynamics, (ii) the hemodynamics is modeled nonparametrically with a Gaussian process (GP) prior guided by physiological information and (iii) the predicted BOLD is not necessarily generated by a linear time-invariant (LTI) system. We place a GP prior directly on the predicted BOLD time series, rather than on the hemodynamic response function as in previous literature. This allows us to incorporate physiological information via the GP prior mean in a exible way. The prior mean function may be generated from a standard LTI system, based on a canonical hemodynamic response function, or a more elaborate physiological model such as the Balloon model. This gives us the nonparametric exibility of the GP, but allows the posterior to fall back on the physiologically based prior when the data are weak. Results on simulated data show that even with an erroneous prior for the GP, the proposed model is still able to discriminate between active and non-active voxels in a satisfactory way. The proposed model is also applied to real fMRI data, where our Gaussian process model in several cases nds brain activity where a baseline model with xed hemodynamics does not.
Introduction

Background
Task based fMRI data are typically analyzed using voxel-wise general linear models (GLM), to detect voxels or regions where the blood oxygenation level dependent (BOLD) contrast is correlated with the experimental stimuli paradigm [22, 33] . BOLD is an indirect measure of neural activation which depends on the hemodynamic response (HR). Understanding the HR is therefore critical in order to correctly infer the brain activity [27, 31, 32] .
The neurovascular coupling between the neural response triggered by a stimulus and the observed BOLD response in fMRI is not fully understood [34, 35] , and the HR has been shown to vary across voxels, brain regions and subjects [27, 28] . It is common practice in fMRI to model the HR as a linear time invariant system (LTI) [5] . Standard GLMs make very strong assumptions about the HR, and since it is unlikely that these models are correct for all voxels and subjects, the inference for the brain activity parameters will be biased [31] .
Joint Detection Estimation framework and Gaussian
Processes
The so called joint detection estimation (JDE) framework for the GLM estimates the brain activity jointly with the HR. The JDE approach uses a zero mean Gaussian process prior on lter coecients, which represent the HR in a LTI context. The lter is often called the hemodynamic response function (HRF) [26, 13, 42, 8] . The activation strength for each voxel is based on a summary statistics on the whole lter. A problem with such voxel-wise approaches is that the lter is unidentied if the specic voxel is inactive. There is also a high risk of overtting, since a separate HR is estimated in each voxel.
Another approach is to use a bilinear model where both the design matrix and the regression coecients are estimated jointly. Many models based on the JDE framework use parcellation, see for example Makni et al and Vincent et al. [41, 57] . Some parameters are constant within each parcel, while other parameters are voxel specic. Parcellation can be done a priori and considered constant [41, 57] , or estimated as a part of the model [10, 12, 1] . The idea is to restrict the HR to be the same across all voxels in a parcel, but allowing the activation parameters to vary across the voxels within a parcel. In the joint parcellationdetection-estimation (JPDE) framework, the parcellation itself is also learned from the data [10, 12, 1] . These models use a random eect approach, where the HRF for a given voxel is a random draw from a distribution with a parcel-specic mean HRF. The proposed JDE and JPDE models have been analyzed by variants of Gibbs sampling [38, 40, 39, 14, 56, 41, 15, 57] and the approximate, but quicker, variational Bayes (VB) method [9, 10, 11, 12, 1] . Dierent assumptions have been made regarding the Gaussian process prior for the HRF in the JDE literature.
In order to assume a causal lter, the endpoints of the lter are often constrained to be zero [26, 43, 13, 38, 14, 56, 41, 15, 57, 9, 10, 11, 12, 1] . Goutte et al [26] and [50] use a squared exponential kernel; others use the second order dierence matrix as precision matrix [43, 13, 38, 40, 39, 14, 56, 41, 15, 57] and variants thereof [9, 10, 11, 12, 1] .
For the approaches that use a xed and a priori known parcellation, it is assumed that there is one HRF per parcel, regardless of the number of stimuli in the experiment.
The idea is that a functionally similar region has the same hemodynamic behavior.
Non-linearity of Predicted BOLD
There is, however, evidence that contradicts the LTI system hypothesis for the HR, see for example Huettel et al [29] for a discussion. This has motivated the development of more physiologically realistic models that do not assume an LTI system, and model the predicted BOLD directly [6, 23, 24, 7, 17, 54, 36] . Estimation of such nonlinear models are typically more computationally expensive. Non-linear extensions of JDE models that focus on the non-linear habituation eect of repeated stimuli [15] are more ecient, but accounts only for a limited class of non-linearities.
Our approach
In this work, we propose a new model that places a Gaussian Process (GP) prior [51] directly on the predicted BOLD time series. This is in contrast to earlier work which use a Gaussian process prior on the HRF, and then convolve the posterior HRF with the paradigm. Our approach is therefore not restricted to LTI systems, which means that non-stationary and non-linear properties of the BOLD response can be handled, if supported by the data.
Non-stationarity of the BOLD response can for example arise from refractory and adaptation eects [29] , or from a participant's failure to perform a task in the MR scanner.
Our approach can also implicitly account for the so called stimulus-as-xed-eect fallacy [59] .
A GP prior on the predicted BOLD makes the model very exible, which can lead to overtting. Our model therefore incorporates several features to avoid overtting.
First, we use a parcellation approach similar to Makni et al and Vincent et al [41, 57] , where the predicted BOLD is restricted to be the same for all voxels in a given parcel, but the activation and other parameters (for example modeling time trends) are voxel-specic. The eect is that the predicted BOLD in a parcel is accurately estimated from data in many voxels. Second, in contrast to the JDE literature, the mean of our GP prior is non-zero and equal to the predicted BOLD from a physiologically motivated model of the hemodynamics, for example the Balloon model proposed by Buxton [6, 7] . This allows the GP posterior to fall back on the baseline physiological model whenever the data are weak or support the baseline model, while still being able to override the prior mean when the data are incompatible with the baseline model. Third, using a well founded prior mean makes it possible to use relatively tight GP kernels.
The rest of the paper is organized as follow: Section 2 describes the model and the prior on its parameters. The inference procedure is presented in Section 3. Results from simulations and real data are given in Section 4 and 5, respectively. The paper ends with a discussion in Section 6 and conclusions in Section 7.
Model, Priors and Posterior Computations
Notation
Vectors and matrices are denoted with bold lower and upper case letters, respectively. Vectors are assumed to be column vectors. The symbol denotes transpose, I a denotes the identity matrix of size a × a, vec(·) is the vectorization operator, ⊗ is the Kronecker product and diag(x) means a diagonal matrix with vector x as the main diagonal. N (µ, Σ) and M N (µ, Σ, Ω) denote multivariate normal and matrix normal (see Appendix A) distributions, respectively. InvGamma(a, b) denotes the inverse gamma distribution. The following dierent indices are used:
• j: voxels, j ∈ {1, ..., J} within a parcel • t: time, t ∈ T = {−K + 1, −K + 2, . . . , 0, 1, ..., T }.
A physiological Gaussian process prior for predicted BOLD
The fMRI signal will be modeled in the following way:
hemodynamic responses are the same for all voxels in a parcel, while task related activations and parameters for the noise process are allowed to vary between voxels in a parcel. The time series contain temporal autocorrelation, which in our case is modelled using an autoregressive (AR) process of order K. We make the usual simplifying assumption in time series analysis that the rst K values of the process are known. Let T 0 = {−K + 1, −K + 2, . . . , 0} be an initial set of time points where the data values are, for simplicity, assumed to be known. Further, dene T = {1, . . . , T } to be the subsequent time points and T = {T 0 , T } to be the set of all T = T + K time points.
The predicted BOLD is modeled with a Gaussian process (GP) prior [51] according to
where m(t, ξ) is the mean function and k(t, t , θ) is the kernel (covariance function) of the process. A sampled value of the GP is denoted f t and 
where r is the Euclidean distance between two covariate observations. Let θ m = l m ω 2 m and θ = (θ 1 , ..., θ M ). The covariance matrix for all data points from k(t, t , θ m )) is denoted K(T , T ) m .
The voxel and stimulus specic activations will be represented by the parameter β m,j which is contained in the matrix B, of size M × J, where J is the number of voxels.
One approach is to let the voxel-wise hemodynamics be modeled as FB. The drawback with this approach is that the parameters enter the likelihood as a product, and are thereby not individually identied since FB = FS −1 SB, for any invertible matrix S of size M × M . To overcome this problem, we propose an identifying nonlinear transformation for the matrix F. The transformation must xate the scale of F, and prevent sign ipping as well as linear combinations and permutations. Similar to [46] , we propose the transformation:
This transformation is still sensitive to pure permutations, so in order to identify the column order we introduce a permutation function Ψ(·). Let The nal transformation is then given by
(2) H(F) has its support on a relative scale and is bounded between -1 and 1.
Multivariate GLM for joint detection and estimation
We use a multivariate regression model for all observed BOLD signals in one parcel, i.e. 
The upper parts of Y and Z have K rows, and the lower parts have T rows. The upper parts will be used as lags in dierent pre-whitening steps and the lower parts will be used for the inference.
We assume that the noise in each voxel follows an AR(K) process, i.e. for the jth voxel
where the negative indices denote time lags. We assume that the AR parameters are the same for all voxels in a parcel, but dierent across parcels. The error terms (j) are assumed to be independent across voxels and (j) ∼ N 0, σ 2 j I T . Spatial noise dependencies can also be incorporated by replacing I T with a matrix H that models spatial dependences among the elements. The distribution of U can be expressed as
where Ω = diag σ 2 and σ 2 = (σ 2 1 , ..., σ 2 J ). The matrix M ρ can be obtained by solving a system of Yule-Walker equations or using the methods of [55] , but it is not needed explicitly for sampling from the posterior of the model in
The user of our model must decide the parcel sizes.
Larger parcels use more data for the estimation of the predicted BOLD, which will be more robust to noise and inactivity, but a drawback is a lower exibility. Smaller parcels will provide a higher exibility, at the risk of overtting.
Likelihood function and priors
The likelihood function for the model in (3) is of the
The model (3) has the following parameters and priors:
1. F has independent Gaussian process priors on each
where f 0,m is the mean function m(t) evaluated at the time points T . 2. The elements of σ 2 are assumed to be independent apriori and are modelled as
where P is a M ×M positive denite precision matrix over stimuli, B 0 is the M × J prior mean matrix and κ is a scalar.
Γ is assigned a matrix normal prior conditional on
5. Following [19] , the prior on the AR process parameters is centered over a stationary AR(1) process:
Algorithm 1 Schematic description of the Gibbs sampler for the posterior in Equation (4). 1. ρ is sampled from a multivariate Gaussian distribution in Equation (6). ρ is then used to pre-whiten the data.
2. σ 2 is sampled from an Inverse-gamma distribution in Equation (9). 3. vec(B) and vec(Γ) are sampled from a multivariate normal distribution in Equation (10). 4. F is sampled with Elliptical slice sampling using the likelihood in (12) .
Note that the prior is centered over the noise process u t = ρ 1 ·u t−1 + t , but assigns probability mass also to higher order AR processes in such a way that longer lags are shrunk more heavily toward zero.
Posterior computations
The joint posterior of all model parameters in (3) is given by
Equation (4) is intractable and cannot be sampled using standard distributions, and we therefore resort to Gibbs sampling. The posterior is sampled in four steps, which are described in Algorithm 1 and detailed formulas are given in the Appendix B.
Implementation
The proposed estimation of the model in (3) is implemented in the R programming language. Since each parcel is independent, the computation can be parallelized across parcels, which is done with the foreach package [2] .
Functions from the R package neuRosim [58] are used to simulate data for the simulation study.
Simulations
A simulation study was performed to investigate the proposed model's ability to detect activity, and to estimate the underlying hemodynamics. Two models were used.
In the rst model, the predicted BOLD is xated to the prior mean. For the second model, the predicted BOLD is instead estimated from the data using our physiological GP prior. Data were generated from the rst model. A total of 32 simulated datasets were generated, for each combination of parameters in the data generating process.
In each simulation a single parcel with 100 voxels was used, and 20 of the voxels were active. The following settings were used for each simulation • A single stimulus was modeled as a block paradigm.
The number of time points was set to 150 and the sampling rate (TR) was set to 1 second.
• An AR(3) process was used for the noise process, with autoregressive parameters: ρ T = (0.4, 0.1, 0.05).
• The contrast to noise ratio (CNR), b m,j /σ, where b m,j = 1 for active voxels and zero otherwise, was set to 5 and 7.
• Constant, linear, quadratic and cubic trends were added to each time series. The coecients were generated randomly for each voxel and simulation, to reect realistic trends in fMRI data.
The same priors were used for all simulations, except for Γ, and were specied to:
1. F: The prior mean for F was created in such a way that is was either correct, with correlation 1 with the true process, or erroneous with a correlation of 0.615 with the true process. We use two dierent lengthscales: l = 2 or l = 4, and ω = For the x model F is not estimated, but instead xated to the value of the prior mean.
2. σ 2 : c 0 = 0 and d 0 = 0, giving a non-informative prior.
3. B: precision scale factor κ = 10 −10 , precision matrix P is diagonal, giving an essentially at noninformative prior. In the simulations c = 0 and the test t > a was used, where a is a quantile from a t-distribution. Note that the activation is voxel independent given F and ρ, due to the simulation design. These frequentist calculations are of course not directly transferable to a Bayesian setting, but has the advantage of giving familiar thresholds for fMRI.
A range of values for a were tested and ROC curves were calculated. Figure 1 x 64 x 30 voxels.
We here focus on the word repetition task. The task is to repeat a given word (overt word repetition), in 6 blocks with 30 seconds of activation and 30 seconds of rest. We can thereby expect activation of the language areas of the (1) and (2) . brain, parts of the motor cortex that correspond to the mouth and tongue (speech production) and the auditory cortex (listening). Our presented results are for two randomly selected subjects: 18716 and 19628.
Preprocessing
The fMRI data were preprocessed using motion correction and 6 mm smoothing. The brain parcellation was performed by registering the ADHD 200 parcel atlas 1 [16, 3] to EPI space, by combining linear T1-MNI and EPI-T1 transformations using FSL. A brain mask is applied in order to remove voxels outside the brain.
In order to be able to compare eect sizes between voxels, the fMRI data is scaled. We use the scaling
where y j is observed data for voxel j , sd(·) is the standard deviation function and GM is the global mean of y j /sd y j over all voxels. This scaling ensures that overall the voxels have an average value close to 100 and the same standard deviation. This makes it possible to use eect sizes in terms of percent of the global mean signal, as done in [47, 53] . There are 186 parcels and a total of 19,836 voxels for subject 18716. Corresponding numbers for subject 19628 are 179 and 19,304, respectively. Some example parcels and the distribution of parcel size for subject 19628 are shown in Figure 5 (which is the most common way to allow for a small time shift of the paradigm). The same priors are used for the other parameters.
The posterior was sampled 9000 times, and 3000 samples were discarded as burn in. The remaining samples were thinned out by a factor 6, leaving a nal sample of 1000 posterior draws for inference. The parameters B, Γ, σ 2 and ρ showed a good mixing with low autocorrelation. In some parcels, the elements in F had high autocorrelation, but the rst and second half of the draws gave similar posteriors.
There can be sizeable dierences in activation from using a GP prior on the predicted BOLD, compared to using a xed predicted BOLD. For example, focusing rst on subject 19628, Figure 6 and 7 show that the model that estimates the predicted BOLD nds more activity compared to the baseline models. For example, the exible model detects more brain activity in Broca's language area, which for this subject is close to the brain tumor. Turning now to subject 18716, none of the baseline models detected any activity for the given eect size, but our model that estimates the predicted BOLD detected several active voxels, which can be seen in Figure 10 . For example, the exible model detects brain activity in auditory cortex and in motor cortex, not detected by the x model. It should be noted, however, that this activity difference is not caused by a dierent HR due to the tumor, as the detected activity is on the opposite side of the tumor. The results for the baseline model with two basis functions are not shown. Figure 11 shows the estimated posterior for the predicted BOLD in one of the parcels with most positive activation for subject 18716. Parcel 32 is the blue cluster in Z-slice 12 in Figure 10 and has 25 active voxels in total.
Similar to the posterior predicted BOLD shown for subject 19626, the amplitudes of the peaks and the undershoots are non-stationary.
In order to investigate the eect of the lengthscale hyperparameter, GP models with dierent lengthscales were estimated. The result is presented in Figure 12 . With the shorter lengthscales, the predicted BOLD gets more exible, and thus nds more activity. Similarly, longer lengthscales restrict the model and the results are more similar to the reference model.
In parcels that lack activity, the posterior predicted BOLD is very similar to the prior distribution (not shown).
Discussion
Model the predicted BOLD instead of the HRF
We have proposed and implemented a new way to model the predicted BOLD for task fMRI. The dierence from other models is the direct modeling of the predicted BOLD time series, instead of the HRF, combined with a straight forward measure of activity. The simulation study shows that the model has a good ability to discriminate between active and non-active voxels. The proposed model shows robustness to misspecication in the prior mean function for the predicted BOLD, which is a desirable feature, since it is likely that a model with a x predicted BOLD will not be correct for the whole brain or across subjects. This
gives the researcher a framework to approach problem related to the HR. For example, if there are several subjects (transformed to a standard space), then the predicted BOLD in the same parcel for dierent subjects can be compared. Also, the existence of explicit activity parameters make it easy to construct PPMs or t-maps.
The non-linear aspect of the hemodynamics can be captured with the GP model. It is interesting to study the Figure 10 : Example slices with Bayesian t-ratios for subject 18716. The activity maps are thresholded at t ≥ 4 for a test that tests the eect size 0.25. The color species parcel belonging for active voxels. The rightmost column shows the dierences in t-ratios, thresholded such that only values fullling |t 1 − t 2 | > 1 are shown. Top row: the exible model nds brain activity in the auditory cortex, which is not found using the x model. Bottom row: the exible model nds brain activity in the motor cortex (generated by speech production), which is not found using the x model. Figure 11 : Estimated predicted BOLD for subject 18716 and parcel 32. (A) is the Gaussian process F in (3) and (B) is the transformed Gaussian process H(F), see Equation (1) and (2) .
properties of the posterior for the predicted BOLD, see This approach comes with two problems. First, a proper modulator must be chosen. Second, the non-stationarity is assumed to be be known and x across the brain given the modulator. Our approach handles the non-stationarity in an unsupervised manner, and can of course use a prior mean function that depends on a problem specic modulator.
Computation
The model is implemented in the R programming lan- for a test that tests the eect size 0.25. The color species parcel belonging for active voxels. Clearly, decreasing the lengthscale leads to a more exible predicted BOLD, which may lead to overtting.
Multiple comparisons
In contrast to frequentist methods, there is no consensus in the fMRI eld regarding if and how to correct for multiple comparisons for PPMs. In frequentist hypothesis testing the null hypothesis is normally that the parameter representing the brain activity is 0, but using an eect size threshold of 0 for PPMs often leads to activation in a very large portion of the voxels (even for strict probability thresholds for the PPMs). In this paper we have mainly focused on dierences between x and exible predicted BOLD models, using voxel inference and an eect size threshold of 0.25. One ad-hoc approach to correct for multiple comparisons is to calculate a Bayesian tor zscore for each voxel, and then apply existing frequentistic approaches for multiple comparison correction (e.g. Gaussian random eld theory). This approach is for example used in the FSL software.
Applications
There are several possible applications of our proposed model. As demonstrated in this paper, a potential appli- This would give models similar to those in [37] and [61] .
Sidén et al. [53] use sparse precision matrices to model spatial dependencies in whole brain task fMRI data, and they derive both fast MCMC and VB methods. Those ideas could be incorporated into the proposed model.
The suggested model is made for single subject data, and in many cases joint inference for many subjects is desirable. A hierarchical model could be used here, with random eects for the B and F parameters. Assume that all subjects have been transformed to the same space with the same parcellation. The prior for f m for a given parcel could then be expressed as f m ∼ N (m(t), k(t, t )) f m,n ∼ N (f m , ς m I) ,
where n is subject index and ς m is the random eects variance. B can be modeled in the same way. This construction is similar to the within subject models used in [10, 12, 1] , but they have a random eect on the HRF lter and the hierarchy is over parcels and voxels.
Conclusion
We have proposed a novel framework for modeling the hemodynamics in task fMRI. We model the predicted BOLD directly with a GP prior, as a part of larger time series regression model. We also introduce an identifying transformation that solves the challenging identication problem in bilinear models in the JDE context. This can be done due to problem specic constraints related to the hemodynamics. This framework gives researchers the opportunity to ask new kinds of questions related to hemodynamics, especially with regard to non-linear eects.
independent over voxels, which implies that inference for each element in σ 2 is performed by regressions of the form: y j =Xq j + j , whereỹ j is the j:th column ofỸ and q j is the j:th column of Q. The full conditional posterior for σ 2 j is an Inverse-gamma distribution, which is easily obtained from standard formulas for univariate regression p σ 2 j |ỹ j ,X, Q ∼ InvGamma(c n , d j ) j = 1, . . . , J, (9) where c n = c 0 + T /2 d j = d 0 + 1 2 ỹ j −Xq j ỹ j −Xq j j = 1, . . . , J
Using standard formulas for multivariate regression with conjugate priors, the full conditional posterior for vec(Q)
is a multivariate normal distribution. The likelihood function for (8) is described by [49] . LetQ = X X −1X Ỹ , S = Ỹ −XQ Ỹ −XQ /T and vec(Q) = q . Using standard manipulations, the likelihood can be written as
The prior for Q is now expressed as Q|Ω ∼ M N M +p,J Q 0 , Ω ⊗ P −1
where Q 0 has the same size as Q and P Q has size (M + P )× (M + P ). Using standard formulas for multivariate regression, the full conditional posterior for Q is then given by q|Ω,Ỹ,X ∼ N q, Ω ⊗ P Q +X X −1 , 
where W = B ⊗ I T is of size JT × T M and f H = vec(H(F)) is of size (JT ) × 1. Now, Equation (11) is transformed with a lag polynomial Φ R (L) in a row-wise manner. Φ R (L) has the same functional form as Φ C (L), but operates independently on each voxel time series. The rst T rows will rst be transformed, followed by transformation of the next T rows, until all rows have been transformed. The transformation results iñ g =Wf H + , whereW is of size JT × T M ,g and are both of size (JT ) × 1. The likelihood for f H is given by
Note that F enters the Gaussian likelihood in a non-linear way, which means that the full conditional posterior is not available in closed form. We use elliptical slice sampling [45] to sample from the posterior of F. Elliptical slice sampling is a slice sampling technique which is particularly suitable for Gaussian process models with non-Gaussian likelihoods.
