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WEAK NORMALITY, GORENSTEIN AND SERRE’S CONDITIONS
MOHSEN ASGHARZADEH
ABSTRACT. We compute the associated prime ideals of the normalization modulo the ring, and establish
connections between different types of generalizations (resp. specializations) of the normalization. This has
some applications.
1. INTRODUCTION
In this note R is a commutative noetherian ring with normalization R. Let X be any subset of Spec(R).
By X≥i (resp. Xi) we mean {x ∈ X : ht(x) ≥ i} (resp. {x ∈ X : ht(x) = i}). By Ass(−) we mean the set
of all associated prime ideals of the R-module (−).
It is not hard to find a 1-dimensional ring such that Ass( RR ) consists of infinitely many height one
prime ideals, see [13]. Kollar posted a question on the existence of integral domains of every dimension
such that Spec(R)1 ⊂ Ass( RR ), see [13, Question 54]. We remark that there is a 2-dimensional quasi-
normal local domain such that Spec(R)1 = Ass( RR ). Recall from [13, Question 56] that
Question 1.1. What can one say about Ass( RR )
≥2?
Concerning Question 1.1, first recall that there are situations (integral domain or not) for which
Ass( RR )
≥2 is infinite. Then, for a (reduced) ring R, we show:
Observation 1.2. R is (S2) iff Ass(
R
R )
≥2 = ∅ iff {p ∈ Spec(R) : p∗∗ = p}≥2 = ∅.
This implies that Ass≥2( RR ) is a good candidate for measuring Serre’s (S2) condition, even the ring is
not reduced. In fact, Ass≥2( RR ) provides a new method to construct the (S2) locus, see Corollary 2.11.
We compute Ass( RR )
≥2 in almost and generalized Cohen–Macaulay cases, see Proposition 2.13 and 2.16.
Additional examples are presented in 2.18 and 2.17. Over a quasi-normal ring, Vasconcelos [22, Theorem
2.4] proved that an ideal (of positive grade) is reflexive if and only if all of its associated primes are of
height one. He noted that possibly this is characteristic of quasi-normality (see [22, Page 271]). As an
application, we prove that prediction:
Theorem 1.3. Let R be an integral domain and suppose a nonzero ideal is reflexive if and only if all of its associated
primes are of height one. Then R is quasi-normal.
Recall that the (S2) condition has an essential role in [7]. Gerco and Traverso [7] gave a seminormal
ring which is not (S2), and they implicitly asked when is a seminormal ring (S2)? As weakly normal
rings are seminormal, and as another consequence of Observation 1.2, we observe:
Corollary 1.4. Let (R,m, k) be complete, weakly normal domain and of prime characteristic with k = k. Then
depth(R) ≥ min{2, dim R}. Also, R is (S2) provided R is generalized Cohen–Macaulay.
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2Suppose in addition to Corollary 1.4 that there is an open subsetU ⊂ Spec(R) of codimension at least
two such that it is Gorenstein in codimension one. It follows that R is quasi–normal. The recent result
[5, Theorem 1.1] says that R is weakly Arf provided R is (S2), Mori and F-pure. As another application,
we present two generalizations of [5, Theorem 1.1]. Namely, we drop the extra Mori assumption. Also,
we replace the F-pure rings with weakly normal rings which is weaker. Consequently, we show:
Corollary 1.5. Let R be a complete local domain of dimension d ≥ 2 and prime characteristic with k = k. If R is
generalized Cohen–Macaulay and weakly normal, then R is weakly Arf.
Quasi-normal rings includes the class of Gorenstein rings. In particular, these rings behavewell under
certain dualities. The final section collects some duality remarks on generalized Cohen–Macaulay mod-
ules over rings satisfying suitable (Gn) conditions. These results aremotivated by a result of Hartshorne,
and have some consequences. For instance:
Corollary 1.6. Let R be a d-dimensional complete Cohen–Macaulay local ring satisfying (Gd−1) and equipped
with a canonical module ωR. Then dim R/p = d for all p ∈ Ass(ωR ⊗ωR) \ {m}.
From these duality results we present a connection to the symbolic powers, see Corollary 4.9.
2. (HIGHER) ASSOCIATED PRIMES OF RR
Let R be a ring and let S ⊂ R be the set of all elements which are not zero divisors in R. We localize
R at the multiplicative closed set S to obtain the total quotient ring Q(R) := S−1R. Recall that R stands
for the normalization of R. By definition, R is the integral closure of R in Q(R). We start by an example:
Example 2.1. Let R := k[x, y, z]/(y2− x2(z2− x)). Then Ass( RR ) = {(x, y)}. In particular, Ass(
R
R )
≥2 = ∅.
Recall that R is a Mori ring if it is reduced and R is finite as an R-module. Also, the notation (−)∗
stands for HomR(−, R). The first item in the following when R isMori is in [14]. Also, see [16].
Proposition 2.2. Let R be any ring. The following assertions hold:
i) Ass( RR ) ⊂ {p ∈ Spec(R) : depth(Rp) = 1};
ii) if R is reduced, then Ass( RR ) ⊂ {p ∈ Spec(R) : p
∗∗ = p}.
Proof. i) Let p ∈ Ass( RR ). If p is a minimal prime ideal of R. Then Rp is artinian local ring, and the
set of non-zerodivisor elements is just the invertible elements. Thus, its total ring of fractions is Rp.
By definition, Rp = Rp, i.e., p 6∈ Supp(
R
R ). We may assume that ht(p) > 0. By definition, pRp ∈
Ass(Rp/Rp). This implies that HomRp(Rp/pRp, Rp/Rp) 6= 0. The long exact sequence induced by
0 → Rp → Rp → Rp/Rp → 0 shows that 0 6= HomRp(Rp/pRp, Rp/Rp) ⊂ Ext
1
Rp
(Rp/pRp, Rp). We
conclude that depth of Rp is at most one. Now we show that depth(Rp) = 1. If this is not the case then
we should have depth(Rp) = 0. In this case any elements of pRp is zerodivisor. Thus, Q(Rp) = Rp.
From, this
Rp
Rp
= 0, i.e., p /∈ Supp( RR ). This is a contradiction, because Ass(−) ⊂ Supp(−). In sum,
depth(Rp) = 1, as claimed.
ii) Let p ∈ Ass( RR ). Suppose on the way of contradiction that p ⊂
⋃
q∈Ass(R) q. By prime avoid-
ance, p ⊆ q for some q ∈ Ass(R). Since R is reduced, Ass(R) = min(R). Thus, p = q, e.g. pRp ∈
Ass(Rp). Therefore, depth(Rp) = 0. By part i) we know depth(Rp) = 1. This contradiction says that
p "
⋃
q∈Ass(R) q. In particular, p contains a regular element and that depth(Rp) = 1. Under these
assumptions, [22, Corollary 2.3] indicates that p is reflexive. 
3Recall that Serre’s (Sn) condition indicates depth(Rp) ≥ min{n, ht(p)}. Serre’s (Rn) condition means Rp
is regular for all prime ideal p of height at most n. He characterized normality in terms of (S2) and (R1), see [8,
Theorem 5.8.6].
Definition 2.3. i) By (Gn) we mean that Rp is Gorenstein for any p of height at most n.
ii) Recall from [22] that a ring R is called quasi-normal if it is (S2) and (G1).
Remark 2.4. More intrinsic, in a quasi–normal ring principal ideals have a unique representation as an
intersection of irreducible ideals. To find a geometric picture, see [11, Theorem 1.12]. More interestingly,
Hartshorne replaced (R1) with (G1) in order to recover a result of Max Noether who found the largest
possible dimension of a linear system of given degree on a plane curve of fixed degree.
Example 2.5. There is a 2-dimensional quasi-normal local domain (R,m) such that Spec(R)1 = Ass( RR ).
Proof. Let R be any local integral domain such that for any non zero prime ideal p the ring Rp is not
normal. By [17, Example 2.7] there is a 2-dimensional complete-intersection ring equipped with that
property. Since localization commutes with integral closure we deduce that Spec(R) \ {0} = Supp( RR ).
Fact A): Let R be a Noetherian ring and M be any module. Then any p ∈ Supp(M) which is minimal
among the elements of Supp(M) is an element of Ass(M).
By applying Fact A) we see that every height one prime ideal is an associated prime of RR . Since
depth(R) = 2, and in view of Proposition 2.2(i), we see m /∈ Ass( RR ). So, Spec(R)
1 = Ass( RR ). 
Remark 2.6. There is a three-dimensional local domain Rwith infinity many prime ideals p of height two
such that depth(Rp) = 1, see [6, Proposition 3.5]. In particular, Ass
≥2( RR ) is infinite.
Proposition 2.7. Let R be a ring which is (S2). Then Ass(
R
R )
≥2 = {p ∈ Spec(R) : p∗∗ = p}≥2 = ∅.
Proof. We may assume that R is of dimension d ≥ 2. Let p ∈ Ass( RR ). In view of Proposition
2.2, depth(Rp) = 1. Since R is (S2), 1 = depth(Rp) ≥ min{2, ht(p)}. Thus, ht(p) = 1, and so
Ass( RR )
≥2 = ∅. Here, we prove {p ∈ Spec(R) : p∗∗ = p}≥2 = ∅. Suppose on the way of con-
tradiction that there is a reflexive prime ideal p of height at least two. Since R is (S2), depth(Rp) ≥
min{2, ht(p)} = 2. We know that the Rp-module pRp is reflexive. Recall that for any Rp-module (−)we
have depthRp(HomRp (−, Rp)) ≥ 2. We apply this to see depthRp(pRp) = depthRp((pR
∗
p)
∗) ≥ 2. The
exact sequence 0 → pRp → Rp →
Rp
pRp
→ 0 induces 0 = H0
pRp
(Rp) → H
0
pRp
(
Rp
pRp
) →֒ H1pRp(pRp). Since
H0
pRp
(
Rp
pRp
) =
Rp
pRp
6= 0 we deduce that the depth of pRp is at most one, which is a contradiction. So,
{p ∈ Spec(R) : p∗∗ = p}≥2 = ∅. 
Theorem 2.8. Let R be a reduced ring of dimension d ≥ 2. The following conditions are equivalent:
i) R is (S2).
ii) {p ∈ Spec(R) : p∗∗ = p}≥2 = ∅.
iii) Ass( RR )
≥2 = ∅.
In particular, if one of these hold, then Spec(R) is connected in codimension one.
Proof. i)⇒ ii): This is in Proposition 2.7.
ii)⇒ iii): This is in Proposition 2.2(ii).
iii) ⇒ i): Assume on the way of contradiction that R is not (S2). Let p ∈ Spec(R) be such that
depth(Rp) < min{2, ht(p)}. By (R0) and (S1), we know ht(p) ≥ 2. Since R is reduced, Ass(R) =
4min(R). From this, depth(Rp) ≥ 1. In sum, 1 ≤ depth(Rp) < min{2, ht(p)} ≤ 2. This says that
depth(Rp) = 1. Since depth(Rp) = 1, there is x/1 ∈ pRp such that depth(
Rp
xRp
) = 0. By definition,
pRp ∈ Ass(
R
(x)
)p and so p ∈ Ass(R/xR). Since ht(p) ≥ 2, p is not minimal over xR. In the light of [16,
Theorem 2.6] we see Ass( RR ) = Sing
1(R) ∪ E1 where E1 is the set of all embedded primes of principal
ideals. So p ∈ Ass( RR )
≥2, a contraction.
The particular case is in [10, Corollary 2.4]. 
The main application is as follows:
Theorem 2.9. Let R be an integral domain and suppose a nonzero ideal is reflexive if and only if all of its associated
primes are of height one. Then R is quasi-normal.
Proof. There is nothing to prove if d := dim(R) = 0. Then we may assume that d > 0. First, we show R
is (S2). If d = 1, this is trivial, because R is Cohen–Macaulay. In the case dim(R) > 1, we know by the
assumption that
{p ∈ Spec(R) : p∗∗ = p}≥2 = ∅.
In view of Theorem 2.8 we observe that R is (S2). Thus, things are reduced to showing that R is (G1).
Let p be a height one prime ideal. The ring A := Rp is a 1-dimensional Cohen–Macaulay local ring.
Now, we recall the following result of Bass (see [3, Theorem (6.2)]):
Fact A): Let A be a 1-dimensional Cohen–Macaulay local ring such that all of its ideals are reflexive. Then
A is Gorenstein.
Let J be any nonzero and proper ideal of A. Any ideal of A is extended, i.e., there is an ideal I ⊂ p of R
such that IA = J. Since I is nonzero and height of p is one, we deduce that p ∈ min(I). Let I = ∩ni=1qi be
any minimal primary decomposition of I and set pi := rad(qi) which is a prime ideal. We may assume
that rad(q1) = p. By definition, q1 is a p-primary ideal. If pi ⊂ p, then p = pi. Set S := R \ p, and note
that pi ∩ S 6= ∅ for all i 6= 1. It turns out that J = S
−1 I = ∩ni=1S
−1qi = S
−1q1 is a minimal primary
decomposition, because S ∩ pi 6= ∅ for all i > 1. After replacing I with q1 we may assume in addition
that I is p-primary. In particular, all of its associated prime ideals are of height one. By the assumption,
I is reflexive. Any localization of a reflexive module is reflexive. So, J is reflexive. We proved that any
ideal of A is reflexive. In the light of Fact A) we deduce that A is Gorenstein. By definition, (G1) and
(S2)mean the ring is quasi-normal. 
Fact 2.10. (Matsumura–Ogoma) If R is reduced, then Ass( RR )
≥2 = {p ∈ Spec(R) : depth(Rp) = 1}≥2.
Proof. Take p be of height greater than one such that depth(Rp) = 1. By the above proof, there is
x/1 ∈ pRp such that p ∈ Ass(R/xR), i.e., p ∈ E1 ⊂ Ass(
R
R )
≥2. The reverse inclusion is in Proposition
2.2. 
Here, we present a connection to (S2) locus:
Corollary 2.11. (Grothendieck) Let R be excellent. Then {p ∈ Spec(R) : Rp is (S2)} is open.
Proof. Let p ∈ Spec(R). By Nagata’s criterion, it is enough to prove {P ∈ Spec( R
p
)|( R
p
)P is (S2)} contains
a nonempty open set. Recall that every homomorphic image of an excellent ring, is again excellent.
Then, without loss of generality we may and do assume that R is an integral domain. Since R is finite
over, Ass( RR )
≥2 ⊂ Ass( RR ) is finite. Let {p1, . . . , pn} = Ass(
R
R )
≥2. Define J :=
⋂n
i=1 pi. Since R is domain,
J 6= 0 and so D := Spec(R) \V(J) is nonempty and open. It remains to prove:
5Claim: D ⊂ {p : Rp is (S2)}.
If not, then there is p ∈ D such that 0 < depth(Rp) < min{2, ht(p)} ≤ 2, i.e., depth(Rp) = 1 and
ht(p) ≥ 2. By the above corollary, p ∈ Ass( RR )
≥2 = {pi : 1 ≤ i ≤ n}. Let i be such that p = pi ⊇ J, i.e.,
p ∈ V(J). This contradiction yields the claim. 
The Cohen–Macaulay locus of R is CM(R) := {p ∈ Spec(R) : Rp is Cohen–Macaulay}.
Lemma 2.12. Let R be reduced. Then Spec(R)2 \ CM(R) ⊆ Ass( RR )
≥2.
Proof. Let p ∈ Spec(R)2 \ CM(R). Reduced rings are (S1). From this, depth(Rp) > 0. Since Rp is
not Cohen–Macaulay and ht(p) ≥ 2 we deuce that depth(Rp) ≤ 1. So, depth(Rp) = 1. By Fact 2.10,
p ∈ Ass( RR ). 
It may be natural to find situations for which the above inclusion becomes an equality. To this end, a ring R is
called almost Cohen–Macaulay if grade(p, R) = grade(pRp, Rp) for every p ∈ Spec(R), see [12].
Proposition 2.13. Let R be almost Cohen–Macaulay and of dimension d ≥ 2. The following holds:
i) Ass( RR )
≥2 ⊆ Spec(R)2 \ CM(R).
ii) Suppose in addition R is reduced then Ass( RR )
≥2 = Spec(R)2 \ CM(R). In particular, Ass( RR )
≥2 is
finite provided CM(R) is open.
Proof. i) Let p ∈ Ass( RR )
≥2. By definition, ht(p) ≥ 2. In view of Proposition 2.2, depth(Rp) ≤ 1.
Since R is almost Cohen–Macaulay we know that ht(p) ≤ depth(Rp) + 1. We plug this in the previous
inequalities 2 ≤ ht(p) ≤ depth(Rp) + 1 ≤ 2. From this, ht(p) = 2. Thus, p ∈ Spec(R)2 \ CM(R).
ii) The first claim is in Lemma 2.12. Now, suppose CM(R) = Spec(R) \V(J) for some ideal J. Since
R is (S1), we see that ht(J) ≥ 2. It turns out that Spec(R)
2 \ CM(R) is finite, and the claim follows. 
Example 2.14. i) Let R := k[[x4, x3y, xy3, y4]]. Then Ass( RR )
≥2 = {m}.
ii) Let (R,m) be a 3-dimension complete reduced local ring of depth one. Then Ass( RR )
≥2 =
Spec(R)≥2 \ CM(R).
Proof. i) This is trivial, because 2-dimensional reduced rings are almost Cohen–Macaulay.
ii) The assumption implies that CM(R) = Spec(R) \V(J) for some ideal J. The height of J should be
two, because R is reduced. Let {p1, . . . , pt} be the set of all minimal prime ideals of J. Note that each pi is
of height two. Let p ∈ Spec(R) be of height two. Then Rp is Cohen–Macaulay if and only if p /∈ min(J).
From this, depth(Rpi) = 1. Thus, Ass(
R
R )
≥2 = {pi}
t
i=1 ∪ {m}. This is equal to Spec(R)
≥2 \ CM(R). 
Remark 2.15. Adopt the notation of Example 2.14(ii), and write R = SI where S is regular of dimen-
sion n and I is of height n − 3. Let ai := AnnS(Ext
n+i−4
S (R, S)) where 1 ≤ i ≤ 4 and set J :=
a2a3a4+a1a3a4+a1a2a3
I . Then Ass(
R
R )
≥2 = Min(J) ∪ {m}.
A local ring (R,m) is called generalized Cohen–Macaulay if ℓ(Him(R)) < ∞ for all i < dim R. As an example,
the local ring at the vertex of an affine cone over a smooth projective variety is generalized Cohen–Macaulay. For
more details, see [18].
Proposition 2.16. Let (R,m) be a complete local ring of dimension d ≥ 2. If R is generalized Cohen–Macaulay,
thenAss( RR )
≥2 ⊆ {m}. Suppose in addition R is reduced. ThenAss( RR )
≥2 = {m} if and only if depth(R) = 1.
6Proof. The assumptions grantee that R is Cohen–Macaulay over the punctured spectrum (see [18]). Let
p ∈ Ass( RR )
≥2 \ {m}. By definition, ht(p) ≥ 2. In view of Proposition 2.2, depth(Rp) ≤ 1. Since R
is Cohen– Macaulay over the punctured spectrum, we know that 2 ≤ ht(p) = depth(Rp) ≤ 1. This
contradiction says that Ass( RR )
≥2 \ {m} = ∅. In other words, Ass( RR )
≥2 ⊂ {m}.
Here, we assume that R is reduced and we compute Ass( RR )
≥2. We have two possibilities: i)
depth(R) 6= 1, or ii) depth(R) = 1.
i) Suppose depth(R) 6= 1. Then Ass( RR )
≥2 = ∅. Indeed, we apply Proposition 2.2(i) to see that
m /∈ Ass( RR )
≥2. We combine this with the first paragraph to see Ass( RR )
≥2 = ∅.
ii) Suppose depth(R) = 1. Then Ass( RR )
≥2 = {m}. Indeed, we know that R is not (S2). We ap-
ply Theorem 2.8 to see Ass( RR )
≥2 6= ∅. We incorporate this with Ass( RR )
≥2 ⊆ {m} to conclude that
Ass( RR )
≥2 = {m}. 
An ideal I of a local ring A is called Cohen–Macaulay if A/I is a Cohen–Macaulay ring.
Observation 2.17. Let I and J be Cohen–Macaulay ideals of a local ring (A,m) such that I+ J ism-primary.
Set R := A/I ∩ J. The following holds:
i) If dim(A/I) = dim(A/J) ≥ 2 and J, then R is generalized Cohen–Macaulay.
ii) If 2 ≤ dim(A/I) < dim(A/J) and J, then R is not generalized Cohen–Macaulay.
In each cases, Ass( RR )
≥2 = {m} provided I and J are radical.
Proof. i) We have min(I ∩ J) ⊂ Min(I) ∪Min(J). Since Cohen–Macaulay rings are equidimensional, we
have d := dim(R) = dim(A/I) = dim(A/J). Use Grothendieck vanishing theorem along with the long
exact sequence of local cohomology modules induced from the exact sequence 0 → AI∩J →
A
I ⊕
A
J →
A
I+J → 0 to deduce that H
1
m(R)
∼= AI+J and that H
i
m(R) = 0 for all i 6= 1, d. Thus, R is generalized
Cohen–Macaulay and depth(R) = 1. Suppose now that I and J are radical. Then R is reduced. From
this, and in view of Proposition 2.16 we conclude that Ass( RR )
≥2 = {m}.
ii) It is easy to see that R is not generalized Cohen–Macaulay, because it is not equidimensional.
Similar to i) H1m(R) 6= 0 and so depth(R) = 1. Let p :=
P
I∩J be any prime ideal of R different from m.
Then P ⊇ I or P ⊇ J. If P contain both of them, as rad I + J = m, we see P = m which is excluded.
By symmetry, we assume that P + I. Recall that localization commutes intersections and that IAp =
AP. So, Rp = AP/JAP which is Cohen–Macaulay. In sum, R is Cohen–Macaulay over the punctured
spectrum. In particular, there is no prime ideal p ∈ Spec(R) \ {m} of height bigger than one such that
Ass(Rp) = 1, i.e., Ass(
R
R )
≥2 ⊂ {m}. Suppose now that I and J are radical. Then, R is reduced and is not
(S2). In view of Theorem 2.8 ∅ 6= Ass(
R
R )
≥2 ⊂ {m}. So, Ass( RR )
≥2 = {m}. 
This cannot be extended to the higher intersections (also, shows the importance of I + J is m-primary):
Example 2.18. Let R := Q[[x1,...,x6]]
(x1,x2)∩(x3,x4)∩(x5,x6)
. Then {(x1, x2, x3, x4), (x1, x2, x5, x6), (x3, x4, x5, x6)} ⊂
Ass( RR )
≥2 and m /∈ Ass( RR )
≥2.
Proof. Let q := (x1, x2, x3, x4) and A := Q[[x1, . . . , x6]]. Recall that localization commutes intersec-
tions and that (x5, x6)Aq = Aq. From these, Rq =
Aq
(x1,x2)Aq∩(x3,x4)Aq
which is a 2-dimensional
ring and of depth one (apply Remark 2.17 for Aq). In view of Fact 2.10, q ∈ Ass(
R
R )
≥2. Similarly,
{(x1, x2, x5, x6), (x3, x4, x5, x6)} ⊂ Ass(
R
R )
≥2. The projective dimension of R as an A-module is four. By
Auslander–Buchsbaum formula, depth(R) = 2. In view of Proposition 2.2(i), m /∈ Ass( RR )
≥2. 
7Example 2.19. Let I and J be Cohen–Macaulay ideals of a local ring (A,m) such that I + J is m-primary.
Set R := A/I J. Then, Ass( RR )
≥2 ⊂ {m}. Indeed, it is easy to see that R is Cohen–Macaulay over the
punctured spectrum. From this, Ass( RR )
≥2 ⊂ {m}.
3. WEAK VERSIONS OF NORMALITY AND BEING (S2)
An integral extension of rings i : R →֒ S is said to be subintegral (resp. weakly subintegral) it induces a
bijection on the prime spectrum, and the induced maps on the residue fields, k(i−1(p))→ k(p) is an isomorphism
(resp. a purely inseparable field extension).
Definition 3.1. Let +R (resp. ∗R) be the unique largest subextension of R in R such that R ⊂ (+R) (resp.
R ⊂ (∗R)) is subintegral (resp. weakly subintegral). A ring R is said to be seminormal (resp. weakly
normal) if R = (+R) (resp. R = (∗R)).
Fact 3.2. Let (R,m) be a reduced local ring of characteristic p equipped with the Frobenius map F.
i) (See [19]) Assume R is weakly normal on its punctured spectrum. Then R is weakly normal if
and only if the action of F on H1m(R) is injective.
ii) (See [20, Theorem 3.1]) Assume (R,m) is a strictly Henselian local domain, homomorphic image
of a Gorenstein domain and dim R ≥ 2. Then H1m(R) is F-torsion, i.e., each of its elements
annihilated after the action of some Frobenius powers.
Lemma 3.3. Let (R,m, k) be a complete and weakly normal domain of characteristic p where k is separably closed.
The following assertions are hold:
i) One has depth(R) ≥ min{2, dimR}. In particular, the punctured spectrum is connected.
ii) Assume in addition that dim(R) ≥ 2, let X := Spec(R) and X ◦ := X \ {m} be the punctured
spectrum. Then the restriction map f : H0(X ,OX )→ H
0(X ◦,OX ◦) is an isomorphism.
Proof. i) We may assume that d := dim R ≥ 2, and we show that H1m(R) = 0. This follows by showing
that the action of Frobenious on H1m(R) is both injective and torsion. These are done by Fact 3.2. In order
to apply Fact 3.2(i), we recall that a ring is weakly normal if and only if all of its localizations at prime
ideals are weakly normal. In order to prove the particular case, first assume that d = 0 (resp. d = 1).
Then, the punctured spectrum is empty (resp. singleton), and so connected. Then we may assume that
d > 1. We proved that depth(R) ≥ min{2, d} ≥ 2. Now, the claim follows from [10, Proposition 2.1].
ii) There is an exact sequence 0 → H0m(R) → H
0(X ,OX )
f
−→ H0(X ◦,OX ◦) → H
1
m(R) → 0. By the
first item, H0m(R) = H
1
m(R) = 0. So, f is an isomorphism. 
Proposition 3.4. Let (R,m, k) be a complete local domain of dimension d ≥ 2 of prime characteristic where k is
separably closed. The following assertions are hold:
i) If R is generalized Cohen–Macaulay and weakly normal, then Ass( RR )
≥2 = ∅. In particular, R is (S2).
ii) Let I be an ideal such that dimV(I) ≤ dim R− 2, then R = Γ(SpecR \V(I), R).
Proof. i) In view of Lemma 3.3 we see depth(R) = 2. By Proposition 2.2, Ass( RR )
≥2 = ∅. We incorporate
this along with Theorem 2.8 to observe that R is (S2).
ii) This follows from i) by applying a well-known trick. 
Corollary 3.5. Let (R,m, k) be complete, weakly normal, generalized Cohen–Macaulay, of prime characteristic
p of dimension d > 1 and k = k. Suppose there is an open subset U ⊂ Spec(R) such that for any x ∈ U of
codim ≤ 1, Ox is quasi-Gorenstein. The following assertions are true:
8i) For any p of height 1, the ring Rp is Gorenstein. In particular, R is quasi-normal.
ii) Suppose in addition p 6= 2. Then, after possible shrinking of U, we have Ôx ∼=
k[[X1,...,Xn]]
(X1X2)
for any closed
and singular point x ∈ U.
Proof. In the light of Proposition 3.4 we see that R is (S2). By definition any quasi-Gorenstein and
Cohen–Macaulay ring is Gorenstein. Thus, for any x ∈ U of codim ≤ 1 the ring Ox is Gorenstein. Also,
weakly normal rings are seminormal. Therefore, i) is in [7, Proposition 9.3], and ii) is in [7, Theorem
9.10]. 
Definition 3.6. Suppose x is any non-zerodivisor on R and let y, z ∈ R be any pair such that {y/x, z/x} ⊂
R. Recall from [4] that R is called weakly Arf if yz/x ∈ R.
Proposition 3.7. Let R be (S2) and of prime characteristic p. Adopt one of the following assumptions:
i) R is F-pure, or
ii) R is weakly normal and Mori.
Then R is weakly Arf.
Proof. By [4, Theorem 2.6] it is enough to show that Rp is weakly Arf for every p with depth(Rp) ≤ 1.
Due to the (R0) and (S2) conditions, we may assume that (R,m) is a one-dimensional Cohen–Macaulay
local ring. Note that the localization of weakly normal is again weakly normal. So, R is weakly normal.
Weakly normal rings are reduce. Over reduced Mori rings of prime characteristic p there is nice char-
acterization of weakly normal rings: If a ∈ R and ap ∈ R, then a ∈ R. This condition implies that the
assignment x + R ∈ Q(R)/R 7→ xp + R induces an injection f : Q(R)/R →֒ Q(R)/R. Similarly, in the
F-pure case, we know f : Q(R)/R →֒ Q(R)/R is injective. Indeed, since R is reduced, F : R → R is
injective. Tensor it with Q(R)/Rwe get that F⊗ 1 : Q(R)/R →֒ Q(R)/R is injective.
i) Another use of (R0) shows that Supp(
R
R ) ⊂ {m}. Let x + R ∈
R
R . Then ℓ((x + R)R) < ∞, i.e.,
mt(x+ R)R = 0 for all t≫ 0. Hence f t(m((x+ R)R)) = 0 for all t≫ 0. The injectivity of f implies that
m((x+ R)R) = 0. Thus, mRR = 0. Now, let x, y and z ∈ R be such that x is a non-zerodivisor on R and
that y/x, z/x ∈ R. Then
yz
x = x
y
x
z
x ∈ mR ⊂ R. By definition, R is weakly Arf.
ii) This is in the above proof. 
Corollary 3.8. Let R be a complete local domain of dimension d ≥ 2 and prime characteristic with separably
closed residue field. If R is generalized Cohen–Macaulay and weakly normal, then R is weakly Arf.
Proof. By Proposition 3.4, R is (S2). So, the claim is in Proposition 3.7. 
Example 3.9. Let R := k[[t4, t5, t6]]. Then R is a quasi-normal local domain which is not weakly Arf.
Proof. As R is Gorenstein, it is quasi-normal. Since t = t
6
t5
∈ Q(R), we deduce that t ∈ R. Set x := t5 and
y := z := t6. Note that yx =
z
x = t ∈ R. Also,
yz
x =
t12
t5
= t7 /∈ R. Thus, R is not weakly Arf. 
Corollary 3.10. Let R be a quasi-normal and seminormal local Mori ring. Then R is weakly Arf.
Proof. Similar to Proposition 3.7, without loss of generality we may assume that R is a one-dimensional
and local. In addition, we can assume that R is Gorenstein, seminormal and Mori. There is nothing to
prove if R is regular. Then we may assume that R is not normal. In particular, we are in the situation of
[7, Theorem 8.1] to deduce that e(R) = 2. By [4, Corollary 2.8], R is weakly Arf. 
94. DUALITY AND (Gn)
We start by simplifying the following result of Hartshorne:
Fact 4.1. (See [11, Corollary 1.14]) Let R be a local Gorenstein ring, and let M be a finitely generated re-
flexive R-module. Then M is maximal Cohen–Macaulay if and only if M∗ is maximal Cohen–Macaulay.
Proof. By the Auslander-Bridger formula [2], a module is maximal Cohen–Macaulay if and only if it is
totally reflexive. By definition, a reflexive module is totally reflexive iff its dual is totally reflexive. 
Example 4.2. The reflexivity of M is important. To this end, let (R,m) be any Cohen–Macaulay ring of
dimension at least two. Then m is not maximal Cohen–Macaulay (its depth is one). But, m∗ ∼= R is
maximal Cohen–Macaulay.
Lemma 4.3. Let R be a d-dimensional Cohen–Macaulay local ring with a canonical module ωR. Let M be locally
maximal Cohen–Macaulay on Spec(R) \ {m}. Then, Him(M ⊗R ωR) ∼= Hom(H
d+1−i
m (M
∗), ER(k)) for all
2 ≤ i ≤ d− 1.
Proof. This is a straightforward modification of [11, Proposition 1.13], and we left it to the reader. 
Corollary 4.4. Let R be a local Gorenstein ring, and let M be a finitely generated R-module of dimension d :=
dim R. If M is generalized Cohen–Macaulay (resp. quasi-Buchsbaum) then M∗ is generalized Cohen–Macaulay
(resp. quasi-Buchsbaum). The converse holds if M is reflexive.
Proof. First, we deal with the case that M is generalized Cohen–Macaulay. We may assume that d > 1
and we are going to show ℓ(Him(M
∗)) < ∞. Recall that M is locally maximal Cohen–Macaulay on
Spec(R) \ {m}. We Have H0m(M
∗) = H1m(M
∗) = 0, because depth(M∗) ≥ 2. Let 2 ≤ i ≤ d. Since
Matlis duality does not change the length, and in view of Lemma 4.3 we deduce that ℓ(Him(M
∗)) <
∞. By repeating this argument, we have ℓ(Him(M
∗∗)) < ∞. Suppose M is reflexive. Then we have
ℓ(Him(M)) < ∞. Now, recall that a module is called quasi-Buchsbaum if mH
i
m(−) = 0 for all i <
dim(−). As Matlis duality does not change the annihilators, and in view of Lemma 4.3, we get the
claim. 
Corollary 4.5. Suppose in addition to Corollary 4.4 that Him(M) = 0 for all i 6= depth(M), dim(M). Then
M∗ is Buchsbaum if M is Buchsbaum. The converse holds if M is reflexive.
Proof. Combine [21, Proposition I.2.12] with Corollary 4.4. 
Corollary 4.6. Let R be a complete local Gorenstein ring of dimension d. If M is generalized Cohen–Macaulay
and of dimension t, then Extd−tR (M, R) is as well.
Proof. We may assume that t > 0. The fact that Extd−tR (M, R) is t-dimensional is due to Grothendieck,
see [9, 6.4.4]. Since M is generalized Cohen–Macaulay, M is locally Cohen–Macaulay on Spec(R) \ {m}.
It follows that Extd−tR (M, R) is locally Cohen-Macaulay. Let p ∈ Ass(Ext
d−t
R (M, R)) \ {m}. There
is P ∈ Supp(Extd−tR (M, R)) of height d − 1 which contains p. Localization at P shows that pRP ∈
Ass(Extd−tRP (MP, RP)). In particular, Ext
d−t
RP
(MP, RP) is a nonzero Cohen–Macaulay module and of di-
mension t − 1. In particular, it is equidimensional. Thus, dim( RP
pRP
) = t − 1. From this, dim(R/p) ≥
(t− 1)+ 1 = t. Also, the reverse inequality is true, because Extd−tR (M, R) is t-dimensional. These proper-
ties characterizes the generalized Cohen–Macaulay property, see [18]. Thus, Extd−tR (M, R) is generalized
Cohen–Macaulay. 
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Corollary 4.7. Let R be a d-dimensional complete Cohen–Macaulay local ring equipped with a canonical module
ωR. If M is generalized Cohen–Macaulay of dimension t, then Ext
d−t
R (M,ωR) is generalized Cohen–Macaulay.
Corollary 4.8. Let R be a d-dimensional complete Cohen–Macaulay local ring satisfying (Gd−1) and equipped
with a canonical module ωR. Then ωR ⊗ ωR is generalized Cohen–Macaulay. In particular, dim R/p = dim R
for all p ∈ Ass(ωR ⊗ ωR) \ {m}.
Proof. Without loss of generality we may assume that d ≥ 2. We know that ω∗R is locally free over the
punctured spectrum and that Ass(ω∗R) = Ass(HomR(ωR, R)) = Supp(ωR) ∩Ass(R) = Ass(R). From
this, and in view of see [18], we know that ω∗R is generalized Cohen–Macaulay. In view of Lemma 4.3
we deduce that ℓ(Him(ωR ⊗ ωR)) < ∞ for all 2 ≤ i ≤ d. Now we compute H
1
m(ωR ⊗ ωR). Since R is
generically Gorenstein, the canonical module can be identified with an ideal. In particular, there is an
exact sequence 0→ ωR → R→ R/ωR → 0. We drive the following exact sequence
0 −→ TorR1 (R/ωR,ωR) −→ ωR ⊗R ωR −→ ωR −→ ωR ⊗R R/ωR −→ 0 (∗)
We break down (∗) into a) 0 → TorR1 (R/ωR,ωR) → ωR ⊗R ωR → L → 0 and b) 0 → L →
ωR → ωR/ω
2
R → 0. Since ωR is locally free, Tor
R
1 (R/ωR,ωR) is of finite length. We conclude from
Grothendieck vanishing theorem that H1m(Tor
R
1 (R/ωR,ωR)) = 0. We put this into the exact sequence
induced by a) to observe that H1m(ωR ⊗ ωR)
∼= H1m(L). By b) we have 0 = H
0
m(ωR) → H
0
m(ωR/ω
2
R) →
H1m(L) → H
1
m(ωR) = 0. It follows that H
1
m(ωR ⊗R ωR)
∼= H0m(ωR/ω
2
R) which is of finite length. The
particular case follows from the generalized Cohen–Macaulay property, see [18]. 
The n-th symbolic power of I is denoted by I(n).
Corollary 4.9. Adopt the notation of Corollary 4.8. If d > 1 and ωR ⊗ ωR is quasi-Buchsbaum, then mω
(2)
R ⊂
ω
2
R.
Proof. Without loss of generality we may and do assume that R is not Gorenstein. In Corollary 4.8
we proved that H1m(ωR ⊗R ωR)
∼= H0m(ωR/ω
2
R). Since R is not Gorenstein, we deduce that R/ωR is
Gorenstein and of dimension d − 1 > 0. Thus, H0m(R/ωR) = 0. We look at the exact sequence 0 →
ωR/ω
2
R → R/ω
2
R → R/ωR → 0 and the induced long exact sequence of local cohomology modules.
Then we have 0→ H0m(ωR/ω
2
R) → H
0
m(R/ω
2
R) → H
0
m(R/ωR) = 0. Recall that ωR is locally complete-
intersection (in fact locally principal). This implies that H0m(R/ω
2
R)
∼= ω
(2)
R /ω
2
R, e.g., see [1]. In sum,
H1m(ωR ⊗R ωR)
∼= H0m(ωR/ω
2
R)
∼= H0m(R/ω
2
R)
∼= ω
(2)
R /ω
2
R.
As mH1m(ωR ⊗R ωR) = 0, we conclude that mω
(2)
R ⊂ ω
2
R. 
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