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TWISTED CONJUGACY IN SOLUBLE ARITHMETIC
GROUPS
PAULA MACEDO LINS DE ARAUJO AND YURI SANTOS REGO
Abstract. We investigate the ongoing problem of classifying which S-
arithmetic groups have the so-called property R∞. While non-amenable
S-arithmetic groups tend to have R∞, the soluble case seems more deli-
cate. Here we address Borel subgroups in type A and show how the prob-
lem reduces to determining whether a metabelian subgroup of GL2 has
R∞. For higher solubility class we show how automorphisms of the base
ring give R∞. Our results yield many families of soluble S-arithmetic
groups with R∞ but we also exhibit metabelian families not manifesting
it. We formulate a conjecture concerning R∞ for the groups in question,
addressing their geometric properties and algebraic structure.
1. Introduction
Let G be a group and ϕ an automorphism of G. The Reidemeister class
or ϕ-twist conjugacy class of an element g ∈ G is the set of all elements
which are ϕ-conjugate to g, that is,
[g]ϕ = {hgϕ(h)−1 | h ∈ G}.
In particular, [g]id denotes the conjugacy class of g in G. The Reidemeister
number R(ϕ) of the automorphism ϕ is the number of elements of the set of
its Reidemeister classes, i.e. R(ϕ) = |R(ϕ)| := | {[g]ϕ | g ∈ G} |. The study
of twisted conjugacy classes has its origins in Nielsen–Reidemeister fixed
point theory from algebraic topology [33] and, since the pioneering work of
Fel’shtyn and Hill [17] in the 1990s, determining the Reidemeister numbers
of automorphisms of various types of groups became a fruitful research area.
Though from the group-theoretic point of view the history goes further back.
While R(id) = ∞ for infinite abelian groups, standard arguments show
that there exist many ϕ ∈ Aut(Zr) = GLr(Z) with R(ϕ) < ∞. Examples
of infinite groups with R(id) < ∞ date at least as far back as the seminal
1949 paper of Higman–Neumann–Neumann [31]. In the following decade,
Zappa [56] investigated the structure of polycyclic groups admitting auto-
morphisms φ with R(φ) = 1. For connected linear algebraic groups over
algebraically closed fields, a classic theorem of Steinberg [51] implies that
their automorphisms σ with finitely many fixed points have R(σ) = 1. In
contrast to such results, many other groups ‘in nature’ have infinitely many
twisted conjugacy classes for any automorphism, for example the infinite
dihedral group [25, 56] and Gromov hyperbolic groups [15, 35]. Follow-
ing terminology established by Taback and Wong [53], we say that G has
property R∞ when R(ϕ) =∞ for all ϕ ∈ Aut(G).
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The investigation of twisted conjugacy classes thus typically follows two
lines: counting problems and asymptotic behavior of Reidemeister numbers
on the one hand, and checking whether a given group has property R∞ on
the other. Topics concerning the former include generalized Burnside-type
theorems [17, 18, 20], Higman’s conjecture and related problems [28, 30, 54],
dynamical zeta functions related to Reidemeister numbers [12, 14, 17], and
zeta functions of groups counting Reidemeister classes [36, 46, 47, 49].
Regarding automorphisms with infinite Reidemeister numbers, it was in-
vestigated by multiple authors which families of groups — typically with
interesting geometric features — have property R∞; see for instance [22, 23,
25, 53, 55]. In this direction, groups that attracted attention lately include
linear ones [38, 39, 41, 42] and subclasses of soluble groups, e.g. nilpotent
[7, 25, 42, 45], metabelian [16, 24, 53] and virtually polycyclic [10, 11].
The above mentioned works prompt the following broad question: which
soluble (or, more generally, amenable) groups have property R∞? In the
present paper we are particularly interested in the case of S-arithmetic
groups. Recall that a subgroup Γ ≤ G of a linear algebraic group G de-
fined over a global field K is called S-arithmetic when Γ is commensurable
with ρ−1(GLn(OS)) for a ring of S-integers OS ⊂ K and some faithful K-
representation ρ : G ↪→ GLn. These groups are of great importance in a
variety of geometric, algebraic, and number-theoretic contexts; refer to the
classics [37, 43] for major results and references on such groups.
To concretely approach our motivating question, we consider S-arithmetic
groups in type An−1. Let Bn denote the Z-subscheme of upper triangular
matrices of GLn. Given a commutative ring R with unity, we shall work
concretely with the matrix group of R-points
Bn(R) =
( ∗ ∗ ··· ∗∗
. . .
...∗
)
≤ GLn(R)
and some of its variations, namely PBn(R), Aff(R), B+n (R), PB+n (R) and
Aff+(R). The group PBn(R) is simply the projective counterpart of Bn(R),
while Aff(R) is the group of affine transformations of the base ring R
Aff(R) = (R,+)o (R×, ·) = U2(R)oD1(R) = ( ∗ ∗0 1 ) ≤ GL2(R),
where Un ≤ GLn is the Z-subscheme of upper unitriangular matrices and
D1(R) ≤ GL2(R) is the subgroup of invertible diagonal matrices with second
diagonal entry equal to one. The superscript ‘+’ just means a version of the
given group without torsion on the diagonal; see Section 3 for definitions and
general structure. Now, if R = OS an S-arithmetic ring, such as Fq[t, t−1],
Z[1/p] or a ring of integers O, then the matrix groups Bn(OS) ≤ GLn(OS)
— as well as all of its variants listed above — are examples of S-arithmetic
subgroups of Borel subgroups in type A.
In the metabelian case, groups of the form Aff+(R) recover — over appro-
priate rings — familiar examples such as Z[1/p]oZ [16], Baumslag–Solitar
groups BS(1, n) [53] and lamplighter groups Lp = Cp oZ [24]. In the nilpotent
case, finitely generated torsion-free nilpotent groups [7, 42] lie in the unipo-
tent part Un(O) ≤ Bn(O) over appopriate rings of integers O. Thus Bn(R)
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and its variants provide common ground to investigate soluble analoga or
generalizations of familiar examples, now in arbitrary solubility classes.
The main results of our paper are the following criteria to check for prop-
erty R∞ in our groups of interest.
Theorem A. Let R be an integral domain. Given automorphisms ψ ∈
Aut(Aff(R)) and ψ+ ∈ Aut(Aff+(R)), we denote by ψ the automorphism
induced by ψ on Aff(R)/U2(R), and by ψ
+
the automorphism induced by
ψ+ on Aff+(R)/U2(R). The following hold for all n ≥ 2.
(i) If R(ψ) = ∞ for all ψ ∈ Aut(Aff(R)), then Aff(R), PBn(R) and
Bn(R) have property R∞.
(ii) If R(ψ
+
) = ∞ for all ψ+ ∈ Aut+(Aff(R)), then Aff+(R), PB+n (R)
and B+n (R) have property R∞.
Theorem B. Let R be an integral domain with a finitely generated group
of units (R×, ·). Given a ring automorphism α ∈ Autring(R), let αadd de-
note the same automorphism viewed as an additive automorphism of (R,+),
and let τα : R × R → R × R be the additive automorphism τα((r, s)) =
(αadd(s), α(r)add). If R(αadd) =∞ = R(τα) for all α ∈ Autring(R), then the
groups Bn(R) and PBn(R) have property R∞ whenever n ≥ 5.
Despite the initial question for soluble S-arithmetic groups in type A, our
main theorems apply to a much broader class of rings. The reduction to
the affine case given in Theorem A can be compared to similar phenomena
regarding other properties for Bn(R). For instance, it is shown in [48] that
Aff(R) inherits homological finiteness properties of Bn(R). From the alge-
braic perspective, Theorem A can be thought of as an indication of how the
Z[R×]-module-structure of R impacts Reidemeister classes of our groups.
As for Theorem B, it highlights how the ring structure of R can affect the
Reidemeister number of elements of Aut(Bn(R)). Here the requirement of
higher solubility class is necessary though it is unknown whether the bound
n = 5 is sharp — we provide examples of S-arithmetic rings OS for which the
metabelian group B2(OS) does not have property R∞ while B5(OS) does;
cf. Section 7. This can be compared to familiar cases from the literature
— certain families of nilpotent groups exhibit R∞ only when the nilpotency
class is large enough; see e.g. [7, 42, 45].
1.1. About the proof methods. Regarding the proofs of Theorems A
and B, standard results relating Reidemeister numbers of automorphisms
and of their induced counterparts on characteristic subgroups and quotients
are heavily used; see Section 2. In this direction, a central question towards
our results is whether the subgroup Un(R) of upper unitriangular matrices
is characteristic in Bn(R) and its variants.
It is well-known that Un(R) often coincides with the commutator sub-
group of Bn(R) — e.g. over fields. This is also true if elements of R de-
compose as sums of units. Such decomposition property, however, addresses
hard problems from ring and number theory; see e.g. [21, 32] for more on
this. As it turns out, Un(R) is in general not characteristic in Bn(R) even
if R is an integral domain; cf. Examples 4.1 and 4.2.
3
P. Lins and Y. Santos
For our purposes, it typically suffices that Un(R) be characteristic in the
projective group PBn(R). Although many surely know or suspect when this
should be the case, we were unable to find direct references. We thus also
record the fact that Un(R) is the Hirsch–Plotkin radical of PBn(R) when R
is an integral domain; refer to Section 4 for this and analoga for PB+n (R).
Given ϕ ∈ Aut(PBn(R)) and knowing that Un(R) E PBn(R) is charac-
teristic in the cases at hand, we proceed to identify a subgroup Wn(R) ≤
PBn(R) and an automorphism ψ ∈ Aut(Wn(R)) induced by ϕ which con-
tains information on R(ϕ), where ϕ is the map induced by ϕ on the diagonal
of PBn(R). The subgroup Wn(R) contains Aff(R) as a characteristic quo-
tient, which allows us to draw the desired conclusion for Theorem A.
Theorem B is drawn from an analysis of the automorphisms of the unipo-
tent subgroup Un(R). This relies on Levcˇuk’s description of generators of
Aut(Un(R)) for n ≥ 5 given in [34]. The point is that most automorphisms
induce the identity on the quotients of the lower central series of Un(R),
which leads us to consider Reidemeister numbers of ring automorphisms.
1.2. Property R∞ and arithmetic groups. To give a full classification
of S-arithmetic groups having property R∞ one must distinguish cases ac-
cording to whether the given group is amenable, as the literature shows.
Mubeena and Sankaran [39, 40] and Nasybullov [41] established propertyR∞
for a large family of arithmetic subgroups of reductive groups over algebraic
number fields. In particular, their examples are non-amenable. In the case of
function fields, Mitra and Sankaran [38] proved that GLn(OS) and SLn(OS)
have R∞ for n ≥ 3 and OS = Fq[t] or Fq[t, t−1], among other cases. Paral-
lel to those examples, Fel’shtyn and Troitsky announced in the preprint [19]
that finitely generated residually finite non-amenable groups must have R∞.
Since it was also shown in [40] that property R∞ is actually geometric for the
lattices considered, it would still be desirable to obtain a (perhaps uniform)
proof that S-arithmetic subgroups of reductive groups have property R∞.
Since finitely generated amenable linear groups are soluble by the Tits
alternative, one is left to classify which soluble S-arithmetic groups have
property R∞, whence our motivating question. This general program seems
quite challenging. Indeed, the literature shows that many subclasses of sol-
uble S-arithmetic groups have a peculiar behavior regarding property R∞.
The most basic example of arithmetic group is the (additive) integer lattice
Zr ⊂ Rr, which does not have R∞. Looking at lattices in other simply-
connected Lie groups, there is an ongoing quest to compute the Reidemeister
numbers of automorphisms of (almost) crystallographic groups; see [9]–[12].
Further virtually polycyclic families appear e.g. in [13, 23, 42], all exhibit-
ing members which do and members which do not have R∞. The typical
behavior is that nilpotent (resp. polycyclic) lattices have property R∞ when
their nilpotency class (resp. Hirsch length) is large enough.
Moving over to S-arithmetic rings defined with non-archimedean places
and using our terminology, the metabelian groups Aff+(Z[1/n]) [53],
Aff+(F2[t, t1]) and Aff+(F3[t, t1]) [24] and Aff(Z[1/p]) [16] and some of their
(metabelian) generalizations were shown to have R∞. On the other hand,
work of Gonc¸alves and Wong [24] implies that the groups Aff+(Fq[t, t1]) do
not have R∞ if q ≥ 4. Some S-arithmetic groups which are both metabelian
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and polycyclic were also investigated by them in [23], namely groups of the
form Aff+(O) over certain rings of integers O, such as Aff+(Z[
√
2]).
Our present contribution to the above mentioned classification program
is summarized in the following theorem, which partially generalizes, com-
plements, or recovers by different methods the above mentioned results.
Theorem C. Denote by Γ = G(OS) the soluble S-arithmetic group with
G ∈ {Bn,PBn,Aff, B+n ,PB+n ,Aff+ | n ≥ 2} and OS a ring of S-integers.
Then Γ has property R∞ in the following cases.
(i) All G ∈ {Bn,PBn,Aff, B+n ,PB+n ,Aff+ | n ≥ 2} and OS = Z[1/w]
with w ∈ N≥2 arbitrary;
(ii) G ∈ {B+n ,PB+n ,Aff+ | n ∈ N≥2} and OS = Fq[t, t−1, f(t)−1], where
q is a power of any prime p, the polynomial f(t) ∈ Fp[t]\{t} ⊂ Fq[t]
is non-constant monic and irreducible over Fq ⊇ Fp, and f(t) 6= t−1
in the case p = 2;
(iii) G ∈ {Bn,PBn | n ≥ 5} and OS ∈ {Fp[t],Fp[t, t−1],O |
p prime, O the ring of integers of any algebraic number field}.
On the other hand, Γ = G(OS) does not have property R∞ when
(iv) G ∈ {B2,Aff} and OS = Fq[t] with q a power of a prime;
(v) G ∈ {B+2 ,Aff+} and OS = Fq[t, t−1] with q ≥ 4 a power of a prime.
The proof of the above is the content of Propositions 5.3, 6.9 and 7.1.
Complementing Theorem C(iii) we also show that the non-S-arithmetic
groups Bn(Z[t]) and Bn(Z[t, t−1]) have R∞ for all n ≥ 5; see Proposition 6.9.
Parts (i)–(iii) of Theorem C are applications of our main Theorems A
and B; cf. Propositions 5.3 and 6.9. An easy consequence of the proof
of the above is the following, which somewhat contrasts with Steinberg’s
previously mentioned result on algebraic groups regarding fixed points of
rational automorphisms [51].
Corollary D. Let Γ be any S-arithmetic group from parts (i) or (ii) of
Theorem C. Then any automorphism of Γ has infinitely many fixed points.
Proof. The diagonal part of Γ is finitely generated by Dirichlet’s unit theo-
rem. We show in section 5.1.1 that the automorphisms of Γ induce a map on
the diagonal having 1 as eigenvalue. The claim follows from Lemma 2.5. 
While proving parts (iv) and (v) of Theorem C (see Proposition 7.1)
we construct explicit automorphisms and compute their (finite) Reidemeis-
ter numbers, and establish moreover that the underlying additive groups
(Fq[t],+) and (Fq[t, t−1],+) also do not have R∞. In a vein similar to count-
ing results regarding the number of conjugacy classes in certain groups —
see, for example, [36, 46, 47, 54] — and with a view towards Burnside-type
theorems [17, 18, 20], it would be interesting to obtain quantitative and
asymptotic results on Reidemeister numbers of soluble groups without R∞.
1.3. Geometric and algebraic aspects, and a conjecture for the
arithmetic case. Gonc¸alves and Kochloukova [22] were the first to observe
that homological finiteness properties have strong implications on Reide-
meister classes. Recall that a group G is of homological type FPn if the
trivial Z[G]-module Z admits a Z[G]-projective resolution whose modules
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are finitely generated (at least) up to dimension n. In particular, being of
type FP1 is equivalent to being finitely generated, and a finitely presented
group is always of type FP2, though the converse does not hold [3]. We
say that G is of type FP∞ if it is of type FPn for all n. We remark that
quasi-isometric groups share the same finiteness properties [2].
Among the main results of [22], it is shown that any non-polycyclic
nilpotent-by-abelian group of type FP∞ has property R∞ [22, Theorem 4.3].
Moreover ‘virtual’ results regarding R∞ are given — in particular, a soluble
group G of type FP2 such that G/G
′′ is not polycyclic ‘almost has R∞’
in the following sense: there exists A ≤ Aut(G) of finite index for which
R(ϕ) =∞ for all ϕ ∈ A [22, Corollary 4.7].
Soluble S-arithmetic groups of the form Γ = G(OS) with G ∈
{Bn,PBn,Aff, B+n ,PB+n ,Aff+ | n ≥ 2} were classified according to their
homological finiteness properties. To be precise, G(OS) is always of type
FP∞ if char(OS) = 0 and is of type FP|S|−1 but not of type FP|S| if
char(OS) > 0; see [1, 4, 6, 48]. Thus, Theorem C(i) also follows alter-
natively from [22, Theorem 4.3], which of course uses homological methods.
In turn, parts (ii) and (iii) of Theorem C contrast with the results from [22].
While the above mentioned [22, Corollary 4.7] does apply to groups of the
form G(Fq[t, t−1, f(t)−1]), it does not guarantee that such groups have prop-
erty R∞, so that Theorem C(ii) improves on this. Moreover, the results
from [22] do not apply to the groups of Theorem C(iii).
Taking such geometric properties as well as the algebraic structure of
our groups into account, let us take a closer inspection at the soluble S-
arithmetic groups appearing in the present work and in the literature. For
G ∈ {Bn,PBn,Aff, B+n ,PB+n ,Aff+ | n ≥ 2}, the groups G(Z[1/w]) are all
of type FP∞ and non-polycyclic, whereas G(O) is always finitely generated
and virtually polycyclic (thus also of type FP∞) for any ring of integers O
of an algebraic number field. If char(OS) > 0, the group G(OS) is never
polycyclic, and it is of type FP2 only if |S| ≥ 3 — the rings Fq[t, t−1, f(t)−1]
are typical examples here, with |S| = 3. Thus, as far as property R∞ is
concerned, the only ‘erratic’ cases in the soluble S-arithmetic set-up are the
virtually polycyclic ones and those with ‘bad’ finiteness properties, i.e. at
most finitely generated.
Since we also expect that analoga of Theorems A and B might be ob-
tained in the general set-up of Borel subgroups of Chevalley–Demazure
group schemes, the above discussion leads us to the following.
Conjecture E. Let B be a Borel subgroup of a split, connected, reductive,
non-commutative linear algebraic group G, all defined over a global field.
Then all finitely presented S-arithmetic subgroups of B which are not vir-
tually polycyclic have property R∞.
Theorem C thus provides supporting evidence towards Conjecture E.
Regarding further geometric aspects, we mentioned that being of type
FPn for some n ∈ N ∪ {∞} is a quasi-isometry invariant. We also note
that Taback and Wong [53] and Mubeena and Sankaran [40] proved that
property R∞ is geometric for the S-arithmetic groups they consider. That is,
any group quasi-isometric to any of theirs inherits property R∞. Although
it has been long known that property R∞ itself is not a quasi-isometry
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invariant — indeed, it is not even invariant under commensurability [25, 56]
— it would be interesting to know whether groups quasi-isometric to those
of Conjecture E have R∞ as well.
1.4. Organization of the paper. In the preliminary Sections 2 and 3 we
collect well-known facts on Reidemeister classes and R∞, and on the groups
Bn(R) and its variants, respectively. In Section 4 we address the problem
whether the unitriangular subgroup Un(R) is characteristic in the groups
we consider. Theorems A and B are restated and proved in Sections 5 and 6,
respectively, with applications to the S-arithmetic case given at the end of
each section. We close the paper in Section 7 with examples of metabelian
groups, i.e. B2(R) and some variants, that do not have property R∞.
2. Twisted conjugacy and group extensions
We recall in what follows standard results regarding twisted conjugacy
classes and invariant subgroups.
The first remark is that composing an automorphism with an inner au-
tomorphism does not affect the Reidemeister number.
Lemma 2.1 (See e.g. [18, Cor. 2.5] or [11, Cor. 2.3]). Let ϕ ∈ Aut(G) and
let ιg ∈ Inn(G) ≤ Aut(G) denote the inner automorphism ιg(h) = ghg−1.
Then R(ι ◦ ϕ) = R(ϕ).
We now turn to group extensions. Suppose a ϕ-invariant normal subgroup
N ≤ G is given and write Q ∼= G/N for the quotient. The inclusion of N
into G will be denoted by ι : N ↪→ G and the canonical projection onto Q
shall be denoted by pi : G G/N ∼= Q.
Since N is ϕ-invariant, one obtains induced automorphisms on N and
Q which we shall denote by ϕ′ ∈ Aut(N) and ϕ ∈ Aut(Q) ∼= Aut(G/N),
respectively. Explicitly, ϕ′ = ϕ|N while ϕ is given by ϕ(gN) := ϕ(g)N .
The following result has been used in the literature before. Since we are
unaware of references containing a full proof and because similar arguments
will be used again later, we include a proof here for completeness.
Proposition 2.2. In the notation above, if the sequence N ↪→ G Q splits,
i.e. G = N o Q, and if N is abelian, then there exists an automorphism
ϕ0 ∈ Aut(G) such that
(i) N is ϕ0-invariant and ϕ
′
0 := ϕ0|N = ϕ|N ,
(ii) the subgroup Q ∼= G/N of the semi-direct product G = N o Q is
also ϕ0-invariant, and both ϕ and ϕ0 induce the same automorphism
ϕ0 = ϕ ∈ Aut(Q) given by ϕ0(gN) = ϕ(gN) = ϕ(g)N , and
(iii) R(ϕ) = R(ϕ0).
In other words, given ϕ ∈ Aut(NoQ) with N abelian, the above proposi-
tion allows us to replace ϕ by an automorphism ϕ0 for which both subgroups
N and Q are invariant and such that ϕ has as many twisted conjugacy classes
as ϕ0. This is particularly useful when testing for R∞.
Proof. Each element g of G is of the form g = nq for unique n ∈ N and
q ∈ Q. Thus, for any q ∈ Q, there exist unique nq ∈ N and qϕ ∈ Q such
that ϕ(q) = nqqϕ.
7
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We define ϕ0 by setting
ϕ0(n) = ϕ(n) for all n ∈ N and ϕ0(q) = qϕ for all q ∈ Q.
Notice that, for d ∈ Q such that ϕ(d) = nddϕ, where nd ∈ N and dϕ ∈ Q are
as above, we have that ϕ0(qd) = qϕdϕ. Indeed, by definition of the symbols
nx and xϕ for x ∈ Q we have
(nqd)(qd)ϕ = ϕ(qd) = nqqϕnddϕ = nqqϕndq
−1
ϕ qϕdϕ = (nqqϕndq
−1
ϕ )(qϕdϕ),
which yields (qd)ϕ = qϕdϕ by uniqueness of expression.
It is clear that ϕ0(Q) ⊆ Q, ϕ0|N = ϕ′ and ϕ0 = ϕ. Let us now show that
ϕ0 is indeed a homomorphism. Given g, h ∈ G with g = ab and h = cd,
where a, c ∈ N and b, d ∈ Q, it holds
ϕ0(gh) = ϕ0(abcb
−1bd)
= ϕ(abcb−1)bϕdϕ
= ϕ(a)bϕb
−1
ϕ ϕ(bcb
−1)bϕdϕ.
Using the fact that bϕ = a
−1
b ϕ(b) we see that
b−1ϕ ϕ(bcb
−1)bϕ = ϕ(b)−1abϕ(bcb−1)a−1b ϕ(b).
Here we use the hypothesis that N is abelian, so that
abϕ(bcb
−1)a−1b = ϕ(bcb
−1)
and hence
b−1ϕ ϕ(bcb
−1)bϕ = ϕ(c).
Consequently,
ϕ0(gh) = ϕ(a)bϕϕ(c)dϕ = ϕ0(g)ϕ0(h).
The injectivity of ϕ0 follows immediately from the injectivity of ϕ0|N and
of ϕ0|Q. The former is evident since ϕ0|N = ϕ|N ∈ Aut(N) and the latter
holds because qϕ = 1 if and only if q = 1.
To check that ϕ0 is surjective, let g = nq ∈ G be arbitrary, where n ∈ N
and q ∈ Q are uniquely determined by g. The surjectivity of ϕ implies that
there exist o ∈ N and r ∈ Q such that ϕ(or) = q. On the other hand, we
may write ϕ(or) = ϕ(o)nrrϕ with nr ∈ N and rϕ ∈ Q defined as in the
beginning of the proof. Now, since ϕ|N ∈ Aut(N) there exist m, l ∈ N such
that ϕ(m) = n and ϕ(l) = nr. It then follows that
g = nq = ϕ(m)ϕ(or) = ϕ(m)ϕ(o)nrrϕ = ϕ(m)ϕ(o)ϕ(l)rϕ = ϕ0(molr),
i.e. ϕ0 is surjective. Thus ϕ0 is in fact an automorphism.
The equality R(ϕ) = R(ϕ0) can be extracted from observations originally
due to Gonc¸alves in [26, Section 1]. Alternatively, it is a straightforward
consequence of [11, Theorem 3.2], as we now explain. In their notation,
R(f, idH) stands for the set of Reidemeister classes of an automorphism
f of a group H—in particular, R(f) = |R(f, idH)|. The cited theorem
together with the properties ϕ = ϕ0 and ϕ|N = ϕ0|N of our automorphism
8
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ϕ0 ∈ Aut(G) then yield the following equalities of sets, where unionsq denotes the
disjoint union.
R(ϕ, idG) =
⊔
[pi(g)]ϕ∈R(ϕ,idQ)
(µg ◦ ıˆg)(R(ιg ◦ ϕ|N , idN ))
=
⊔
[pi(g)]ϕ0∈R(ϕ0,idQ)
(µg ◦ ıˆg)(R(ιg ◦ ϕ0|N , idN ))
= R(ϕ0, idG).
(There is a slight abuse of notation here. The maps µg and ıˆg denote, on
the first line, the maps R(ιg ◦ϕ, idG) µg−→ R(ϕ, idG) and R(ιg ◦ϕ|N , idN ) ıˆg−→
R(ιg ◦ϕ, idG), respectively, whereas on the second line they actually denote
the maps R(ιg ◦ ϕ0, idG) µg−→ R(ϕ0, idG) and R(ιg ◦ ϕ0|N , idN ) ıˆg−→ R(ιg ◦
ϕ0, idG), respectively.)
The above thus shows that the Reidemeister number of ϕ (and also of ϕ0,
by definition) only depend on the Reidemeister numbers of their restrictions
to N and Q, whence R(ϕ) = R(ϕ0). 
Remark 2.3. Proposition 2.2 is used implicitly in [53], but the hypothesis
that A is ϕ-invariant and abelian is missing in [53, Corollary 2.3]. However,
this omission does not affect the proof of their main result [53, Theorem 5.4]
since their corresponding normal subgroup A is characteristic abelian. 4
Turning to extensions which are not necessarily split, we recall the fol-
lowing well-known results on the (non-)finiteness of Reidemeister numbers.
Lemma 2.4. Suppose ϕ ∈ Aut(G) and that G fits into a short exact se-
quence N ↪→ G Q where N is ϕ-invariant. As usual denote by ϕ′ = ϕ|N
and ϕ ∈ Aut(Q) the automorphisms induced by ϕ. Then the following hold.
(i) R(ϕ) ≥ R(ϕ).
(ii) For g ∈ G denote by ιg ∈ Aut(G) the inner automorphism ιg(h) =
ghg−1. If R(ϕ) < ∞ and if R(ιg ◦ ϕ′) < ∞ for all g ∈ G, then
R(ϕ) <∞. In case the extension is central, one has more precisely
the inequality R(ϕ) ≤ R(ϕ′) ·R(ϕ).
(iii) Suppose ϕ has finitely many fixed points. If R(ϕ) <∞ and R(ϕ′) =
∞, then R(ϕ) =∞.
Part (i) is immediate from [26, Proposition 1.2]. Parts (ii) and (iii) are
proved via similar counting arguments despite the different conclusions—the
former follows from [55, Theorem 1] and its proof while the latter is just [25,
Lemma 1.1(2)].
Since we shall deal with soluble groups later on, we will frequently need
auxiliary results on Reidemeister classes of abelian groups.
Lemma 2.5. Let A be a finitely generated abelian group and ϕ ∈ Aut(A).
Denote by Tor(A) the torsion subgroup of A and let r = rk(A/Tor(A)). The
following are equivalent.
(i) R(ϕ) =∞.
(ii) The automorphism ϕ has infinitely many fixed points.
(iii) R(ϕ) = ∞, where ϕ is the automorphism induced by ϕ on the
torsion-free part A/Tor(A) ∼= Zr.
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(iv) The above map ϕ ∈ Aut(A/Tor(A)) ∼= GLr(Z) has 1 as Eigenvalue.
(v) The map ϕ ∈ Aut(A/Tor(A)) admits a non-trivial fixed point.
The statements above make sense because the torsion part of an abelian
group is characteristic. Lemma 2.5 has been extensively used in the litera-
ture; see e.g. [45, Section 2 and Lemma 4.1], [8] or [11, Section 4].
We close this section citing further known results which in the present
case can be easily obtained as corollaries to the previous lemmata.
Lemma 2.6. Consider again a short exact sequence N ↪→ G  Q and an
automorphism ϕ ∈ Aut(G) such that N is ϕ-invariant, with ϕ′ = ϕ|N and
ϕ ∈ Aut(Q) denoting the induced automorphisms.
(i) Suppose Q is finitely generated abelian. If R(ϕ) < ∞, then ϕ has
finitely many fixed points and both R(ϕ) and R(ϕ′) are finite.
(ii) If Q is finite, then R(ϕ′) = ∞ implies R(ϕ) = ∞. If in addition
the extension is central, then the converse holds.
Lemma 2.7. Let H be a nilpotent group of class c and let ψ ∈ Aut(H).
Denoting the lower central series of H by γ1(H) = H and γi(H) =
[H, γi−1(H)], i = 2, . . . , c + 1, one has that ψ induces automorphisms
ψj ∈ Aut(γj(H)/γj+1(H)) on the factors via hγj+1(H) 7→ ψ(h)γj+1(H).
Moreover R(ψ) <∞ if and only if R(ψj) <∞ for all j = 1, . . . , c.
3. Structure of upper triangular matrix groups over R
We now turn to the structure and known properties of our groups of
interest, namely the soluble matrix groups Bn(R), Aff(R) and some of their
variants. For us, R denotes a commutative ring with unity. The material
of the present section is folklore and can be extracted from classical texts
concerned with matrix groups; see e.g. [27].
We let Ga(R) = (R,+) and Gm(R) = (R×, ·) denote the underlying
additive group and the group of units of the ring R, respectively. Denote
by Matn(R) the ring of n×n matrices with entries in R. The general linear
group GLn(R) ⊂ Matn(R) of dimension n ≥ 2 over the ring R is the group
of invertible n × n matrices with entries in R (equivalently, the group of
n × n matrices whose determinants lie in R×). The n × n identity matrix
will be denoted by 1n. Here we typically denote affine Z-subschemes of GLn
by means of boldface letters, e.g. Bn and Un.
3.1. Elementary matrices. By ei,j(r) ∈ GLn(R) with r ∈ R and 1 ≤ i 6=
j ≤ n we mean the n × n matrix whose off-diagonal (i, j)-entry is r ∈ R,
all its diagonal entries equal 1, and having zeroes elsewhere. For instance,
in GL2(Z) one has e1,2(2) = ( 1 20 1 ). Given i ∈ {1, . . . , n} and u ∈ R× we let
di(u) ∈ GLn(R) denote the diagonal matrix whose i-th entry is u and all
other (diagonal) entries equal 1. For example, d2(−1) =
(
1 0
0 −1
)
in GL2(Z).
A diagonal matrix in GLn(R) with entries u1, . . . , un ∈ R× can thus be
written as the product d1(u1) · · · dn(un). Elements of the form ei,j(r) are
called elementary matrices and the di(u) are called elementary diagonal
matrices.
The group theoretical relationship between elementary matrices is most
easily described via the following well-known set of relations; see e.g. [50].
Throughout this paper we write group commutators as [g, h] = ghg−1h−1.
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ei,j(r)ei,j(s) = ei,j(r + s),
[ei,j(r), ek,l(s)]
−1 = [ei,j(r), ek,l(s)−1], and
[ei,j(r), ek,l(s)] =
{
ei,l(rs) if j = k,
1 if i 6= l and k 6= j,
di(u)di(v) = di(uv),
di(u)dj(v) = dj(v)di(u),
di(u)ek,l(r)di(u)
−1 =

ek,l(ur) if i = k,
ek,l(u
−1r) if i = l,
1 otherwise.
(3.1)
In particular, if d = d1(u1) · · · dn(un) ∈ Dn(R), one has
dei,j(r)d
−1 = ei,j(uiu−1j r).
The set of relations (3.1) is also referred to as elementary relations.
3.2. Upper triangular matrices. Our main focus is the group Bn(R),
also called the (standard) Borel subgroup of GLn(R). This is the subgroup of
GLn(R) of upper triangular matrices, i.e. the matrices (aij) ∈ Matn(R) such
that aij = 0 whenever i > j and aii ∈ R× for all i. As an abstract group,
Bn(R) decomposes as the semi-direct product Bn(R) = Un(R)oDn(R) of
its unipotent part Un(R) and its semi-simple part Dn(R), to be elucidated
in the sequel.
The unipotent subgroup Un(R) ≤ Bn(R) is the group of upper unitrian-
gular matrices, i.e. those upper triangular matrices whose diagonal entries
all equal 1. The relations (3.1) imply that Un(R) is generated by the ele-
mentary matrices ei,j(r) with i < j and r running over R. Moreover, they
show that Un(R) is nilpotent of nilpotency class n− 1. Denoting by Ei,j(R)
the subgroup
Ei,j(R) = 〈{ei,j(r) ∈ Un(R) | r ∈ R}〉,
one has that each Ei,j(R) is canonically isomorphic to Ga(R) via the assign-
ment ei,j(r) 7→ r.
It is also easily verified that the lower central series of Un(R) is given as
follows.
γ1(Un(R)) = Un(R) and, for k ≥ 1,
γk+1(Un(R)) = [Un(R), γk(Un(R))] = 〈Ei,j(R) : |j − i| ≥ k + 1〉.(3.2)
In particular, the factors of the lower central series of Un(R) have the form
γk(Un(R))
γk+1(Un(R))
=
〈Ei,j(R) : |j − i| ≥ k〉
〈Ei,j(R) : |j − i| ≥ k + 1〉
∼=
n−k∏
i=1
Ei,i+k(R) ∼= Ga(R)n−k,
with the rightmost isomorphism canonically given by ei,i+k(r) 7→ r. More-
over the center Z(Un(R)) of the nilpotent group Un(R) is just the ‘up-
per right corner subgroup’ Z(Un(R)) = E1,n(R) ∼= Ga(R). In particular,
Ga(R) ∼= U2(R) = ( 1 ∗0 1 ) ≤ GL2(R). Also, the abelianization of Un(R)
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is just Un(R)
ab = Un(R)/[Un(R),Un(R)] = γ1(Un(R))/γ2(Un(R)) ∼=∏n−1
i=1 Ei,i+1(R)
∼= Ga(R)n−1.
A further well-known fact concerning the unipotent group Un(R) is that
its elements can be uniquely written as a product of elementary matrices
ordered according to the super diagonals of Un(R). More precisely, given
x ∈ Un(R), there exist (uniquely determined) ri,j ∈ R such that
x = e1,2(r1,2)e2,3(r2,3) · . . . · en−1,n(rn−1,n)·
· e1,3(r1,3) · . . . · en−2,n(rn−2,n) · . . . . . . · e1,n(r1,n).(3.3)
As usual, this is a consequence of the relations (3.1); see e.g. [52, p. 21] for
analogous computations.
Turning to the diagonal part, the subgroup Dn(R) ≤ Bn(R) — also called
the (standard) torus of Bn(R) — is the subgroup of diagonal matrices, i.e.
the matrices (aij) ∈ Bn(R) for which aij = 0 whenever i 6= j. Denoting by
Di(R) the subgroup
Di(R) = 〈{di(u) | u ∈ R×}〉,
one has that each Di(R) is isomorphic to Gm(R) and furthermore
Dn(R) =
n∏
i=1
Di(R) ∼= Gm(R)n,
which in our case is abelian because our rings are commutative.
Standard matrix computations — or directly (3.1) — show that the group
Bn(R) equals the product Un(R)Dn(R). It is clear that Dn(R)∩Un(R) =
{1n}. Moreover Un(R) is normal in Bn(R) by (3.1), whence the semi-direct
product decomposition Bn(R) = Un(R)oDn(R). Since R is commutative
it is clear that Bn(R) is soluble of solubility class at most n.
3.3. The groups B+n (R) without torsion on the diagonal. Recall that
any abelian group A decomposes as a direct product A = Tor(A)×ATF of
its torsion subgroup Tor(A) and its torsion-free part ATF . More precisely,
the torsion subgroup
Tor(A) = {a ∈ A | a has finite order}
is a (fully) characteristic subgroup and admits a complement, denoted
ATF ≤ A. That is, ATF is such that Tor(A) ∩ ATF = {1} and A =
Tor(A) · ATF (in multiplicative notation). In particular, all elements of
ATF ∼= A/Tor(A) have infinite order. It should be stressed, however, that
the complement ATF is not unique as a subset of A, though it is unique up to
group isomorphism. In case A is finitely generated, one has that ATF ∼= Zr
and Tor(A) is finite, where r is the Hirsch length of A.
Given a subgroup S ≤ R× of the group of units of the ring R we let Dn(S)
denote the following subgroup of Dn(R).
Dn(S) = 〈{di(u) ∈ Dn(R) | u ∈ S}〉.
That is, Dn(S) is the group of diagonal matrices of GLn(R) whose entries
lie in the multiplicative subgroup S ⊆ R×.
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Let now R×TF ⊆ R× denote a complement of the torsion subgroup Tor(R×)
of the units of the ring R. We define the following subgroup of Bn(R).
Bn(R;R
×
TF ) := 〈{ei,j(r), di(u) ∈ Bn(R) | r ∈ R, u ∈ R×TF }〉.
Since the isomorphism class of R×TF as a complement to Tor(R
×) in R× is
unique, one has that Bn(R;R
×
TF )
∼= Bn(R;S×TF ) for any other complement
S×TF of the torsion subgroup Tor(R
×) in R×.
By the elementary relations (3.1), one obtains the decomposition
Bn(R) ∼= Bn(R;R×TF )oDn(Tor(R)).
In particular, if the group of units Gm(R) is finitely generated, one has that
Bn(R;R
×
TF ) has finite index in Bn(R).
Since Bn(R;R
×
TF )
∼= Bn(R;S×TF ) for any pair R×TF , S×TF of complements
of Tor(R×), we make a slight abuse of notation and adopt the convention
B+n (R) := Bn(R;R
×
TF ) for some choice of R
×
TF .
Groups of the form B+n (R) are thus the counterparts of the group Bn(R) of
upper triangular matrices without torsion on the diagonal. Again we stress
that B+n (R) is not unique when viewed as a subset of Bn(R), though its
group-theoretic properties do not depend on the choice of R×TF .
Notice that Un(R) is also a (normal) subgroup of B
+
n (R). Just like in the
case of Bn(R), relations (3.1) yield a decomposition
B+n (R) = Bn(R;R
×
TF ) = Un(R)oDn(R
×
TF ),
which also allows us to interpret B+n (R) intrinsically as
B+n (R)
∼= Un(R)o Dn(R)
Dn(Tor(R×))
,
where the action of Dn(R)/Dn(Tor(R
×)) on Un(R) is induced by rela-
tions (3.1). Clearly B+n (R) is also soluble of class at most n. We call
Dn(R
×
TF ) the diagonal part of B
+
n (R). Of course, if R
× is itself a torsion
group, then the diagonal part of B+n (R) is trivial and thus B
+
n (R) = Un(R).
The notation B+n (R) comes from the following example. Let R = Z[1/p]
for p ∈ N≥2 a prime. Then the torsion subgroup of R is just the set {±1},
which admits the multiplicative subgroup 〈p〉 ≤ R× as complement. In this
case, B+n (R) = Bn(Z[1/p]; 〈p〉) is simply the subset of Bn(Z[1/p]) consisting
of matrices whose diagonal entries are positive.
3.4. Projective groups. For algebraic groups, one defines the so-called
projective linear group PGLn(K) over a field K by factoring out the center
of GLn(K). Here we consider projective variants of Bn(R) and B+n (R). Let
then Zn(R) denote the set of multiples of the identity 1n, i.e.
Zn(R) = {u·1n ∈ GLn(R) | u ∈ R×} = {d1(u) · · · dn(u) | u ∈ R×} ≤ Bn(R).
By (3.1), the subgroup Zn(R) is isomorphic to Gm(R) and, because our
rings are commutative, it lies in the center Z(Bn(R)) of Bn(R). The pro-
jective upper triangular group PBn(R) is then defined as the quotient
PBn(R) =
Bn(R)
Zn(R)
.
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Notice that, if the ring R has only the trivial unit 1 ∈ R, then PBn(R) =
Bn(R) = Un(R) since there are no non-trivial diagonal matrices. In this
case one has Z(Bn(R)) = Z(Un(R)) = E1,n(R), as seen in Section 3.2. Over
integral domains with at least two units, the set Zn(R) actually coincides
with the center of Bn(R)—and also with that of GLn(R). That is,
(3.4) Z(Bn(R)) = Zn(R) in case R is an integral domain with |R×| ≥ 2.
The proof of this well-known fact is entirely analogous to the case over fields.
Remark 3.1. Altogether we have that PBn(R) is in fact a quotient of Bn(R)
modulo a characteristic subgroup whenever R is an integral domain. 4
Since Zn(R) is contained in the diagonal part Dn(R) ≤ Bn(R) and acts
trivially on Un(R), we obtain a semi-direct product decomposition
PBn(R) =
Bn(R)
Zn(R)
=
Un(R)oDn(R)
Zn(R)
= Un(R)o
Dn(R)
Zn(R)
.
The elements of the diagonal part Dn(R)/Zn(R) of PBn(R) shall be denoted
[d] ∈ Dn(R)/Zn(R). That is, [d] is the equivalence class of a diagonal matrix
d ∈ Dn(R) modulo multiples of the identity. Thus, any element g ∈ PBn(R)
can be uniquely written as g = u[d] where u ∈ Un(R) and d ∈ Dn(R).
Moreover, the elementary relations (3.1) easily yield the following analogous
relations in PBn(R).
[d]ek,l(r)[d]
−1 = ek,l(uku−1l r) if d = d1(u1) · · · dn(un),(3.5)
making the action of Dn(R)/Zn(R) on Un(R) more explicit. Again by (3.1),
the action (3.5) above does not depend on the choice of representative for
[d] ∈ Dn(R)/Zn(R).
Let R×TF be a complement to the torsion subgroup Tor(R
×) ≤ R×.
Repeating the previous discussion on Bn(R) now for groups of the form
B+n (R) = Bn(R;R
×
TF ) leads to the definitions of
Z+n (R) = Zn(R;R
×
TF ) := {u · 1n ∈ Bn(R) | u ∈ R×TF } ∼= R×TF
and of the projective variant of B+n (R), i.e.
PB+n (R) :=
B+n (R)
Z+n (R)
=
Bn(R;R
×
TF )
Zn(R;R
×
TF )
= Un(R)o
Dn(R
×
TF )
Zn(R;R
×
TF )
,
again with a slight abuse of notation. Analogously to the previous case, the
center of B+n (R) has the desired form whenever R is an integral domain with
at least one non-torsion unit. That is, one has the equality
Z(B+n (R)) = Z
+
n (R) if R is an integral domain with |R× \ Tor(R×)| ≥ 1.
The group PB+n (R) is therefore the quotient of B+n (R) by a characteristic
subgroup if R is an integral domain.
3.5. The group of affine transformations. In the the metabelian case,
the group B2(R) has a close relative, namely the group of affine transfor-
mations of the base ring R, defined as
Aff(R) = Ga(R)oGm(R) ∼= U2(R)oD1(R) =
(∗ ∗
0 1
)
≤ GL2(R).
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In the above, the group of units Gm(R) acts on the underlying additive
group Ga(R) by multiplication. The isomorphism Ga(R)oGm(R) ∼= ( ∗ ∗0 1 ) ≤
GL2(R) described above is thus immediate from (3.1).
Much like with groups of the form B+n (R), we can similarly define sub-
groups of the affine group without torsion on the diagonal. Let R×TF be a
complement to the torsion subgroup Tor(R×) of the group of units of R.
Using the matrix identification Aff(R) ∼= U2(R) o D1(R), we define the
following subgroup of Aff(R).
Aff(R;R×TF ) = 〈{e1,2(r), d1(u) ∈ Aff(R) | r ∈ R, u ∈ R×TF }〉.
As in the previous sections, we may make an abuse of notation and adopt
the convention
Aff+(R) := Aff(R×;R×TF ) for some choice of R
×
TF
because the isomorphism class of R×TF as a complement of Tor(R
×) in R× is
unique. Thus, different choices of R×TF lead to isomorphic groups Aff
+(R).
Though it might not seem at first glance, the affine groups Aff(R) and
Aff+(R) have already appeared in this work. Indeed, one has the isomor-
phisms
Aff(R) ∼= PB2(R) and Aff+(R) ∼= PB+2 (R).
A proof of this is given in a later section; cf. Lemma 5.2. In particular, if R
is an integral domain such that |R×| ≥ 2 (resp. |R×\Tor(R×)| ≥ 1), then
Aff(R) (resp. Aff+(R)) is actually a centerless group.
Despite their somewhat lengthy definition, the reader has likely encoun-
tered groups of the form Aff+(R) before, as the following shows.
Example 3.2. The Baumslag–Solitar group associated to a pair (m,n) ∈
N× N is the group defined by the presentation
BS(m,n) = 〈a, b | bamb−1 = an〉.
In particular, given any prime number p ∈ Z≥1, one has BS(1, p) =
〈a, b | bab−1 = ap〉. Now consider the ring R = Z[1/p] ⊂ Q. Since
Z[1/p]× = {±pk | k ∈ Z}, the (multiplicative) group P = {pk | k ∈ Z} ∼= Z
is a complement to Tor(Z[1/p]×). Thus, with the choice R×TF = P , one has
Aff+(Z[1/p]) = Aff(Z[1/p];P ) =
{(
pk r
0 1
)
| r ∈ Z[1/p], k ∈ Z
}
.
It is straightforward to check that the assignment a 7→ e1,2(1), b 7→ d1(p) on
the generators induces an isomorphism BS(1, p) ∼= Aff+(Z[1/p]). 4
Example 3.3. The generalized lamplighter groups Ln, for n ∈ Z≥2, are the
wreath products
Ln = Cn o Z =
( ∞⊕
i=−∞
Cn
)
o Z,
where Cn denotes the cyclic group of order n and Z acts on the sum
⊕∞i=−∞Cn by shifting the indices i ∈ Z. (The ‘classical’ lamplighter group
with two states on the light bulb is L2 = C2 o Z.) The group Ln has the
(infinite) presentation
Ln ∼= 〈a, b | {an, [bkab−k, blab−l] : k, l ∈ Z}〉.
15
P. Lins and Y. Santos
Now fix a prime p ∈ Z≥2. The ring R = Fp[t, t−1] of Laurent polynomials
over the finite field Fp has the set {α · tk | α ∈ F×p , k ∈ Z} as multiplicative
group, so that T = {tk | k ∈ Z} ∼= Z is a complement to Tor(Fp[t, t−1]×) =
F×p . This choice yields
Aff+(Fp[t, t−1]) = Aff(Fp[t, t−1];T ) =
{(
tk f
0 1
)
| f ∈ Fp[t, t−1], k ∈ Z
}
.
Similarly to the previous example, the assignment a 7→ e1,2(1), b 7→ d1(t)
induces an isomorphism Lp ∼= Aff+(Fp[t, t−1]) for any prime p. 4
We stress that the Baumslag–Solitar and lamplighter groups above
(Aff+(Z[1/p]) and Aff+(Fp[t, t−1]), respectively) are in fact of S-arithmetic.
More precisely, they are S-arithmetic subgroups of a Borel subgroup in type
A1. This is because, when Gm(R) is finitely generated, Aff+(R) has finite
index in Aff(R) and moreover Aff(R) is commensurable with the Borel sub-
group ( ∗ ∗0 ∗ ) of SL2(R); see e.g. [48, Section 3].
4. Unitriangular matrices as a characteristic subgroup
We recalled in Section 2 some useful results concerning the relationship
between the (non-)finiteness of Reidemeister numbers and characteristic sub-
groups. Ideally one can factor out convenient subgroups and obtain infor-
mation on Reidemeister numbers. This raises the question which known
subgroups of Bn(R) and of its variants are characteristic.
The unipotent part Un(R) is a normal subgroup of the groups Bn(R),
B+n (R), PBn(R) and PB+n (R) we are considering here. When is Un(R)
characteristic in each of those? Standard facts from the theory of algebraic
groups assure that the group scheme Un (say, over a field K) is the com-
mutator subgroup of the Borel subgroup Bn ≤ GLn [5], all defined over K.
In particular, Un is algebraically characteristic in Bn. One might therefore
hope that Un(R) is characteristic (as an abstract group) in Bn(R) for any
commutative unital ring R. The following examples show that this is not
true in general, not even for integral domains.
Example 4.1. Let R = Z[t], the ring of integer polynomials. Thus R is an
integral domain with fraction field Q(t). The ‘augmentation’ map sending
polynomials to the sum of their coefficients induces a homomorphism
ε : Ga(Z[t]) // C2 = {−1, 1}∑N
i=0 fit
i  // (−1)
∑N
i=0 fi ,
from the underlying additive group (Z[t],+) onto the cyclic group of order
two, here written as the (multiplicative) set {±1}, which in turn is the group
of units Gm(Z[t]). Since (−1)−1 = −1 in C2 = {−1, 1}, the map above has
the property ε(u · r) = ε(r) for any u ∈ Z[t]×. Now consider the map
ϕ : B2(Z[t]) // B2(Z[t])(
u r
0 v
)
 //
(
ε(r) 0
0 ε(r)
)
·
(
u r
0 v
)
.
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The properties above for ε imply that ϕ is a homomorphism, and proving
that ϕ is surjective and has trivial kernel is straightforward. Furthermore
it is also clear from the definition that ϕ does not preserve the unipotent
subgroup U2(Z[t]) ≤ B2(Z[t]), i.e. U2(Z[t]) is not ϕ-invariant and therefore
not characteristic. 4
Example 4.2. Let now R = Z[t, t−1], the ring of integer Laurent polyno-
mials, also an integral domain. Choosing T = {tk | k ∈ Z} as a complement
to the torsion subgroup {−1, 1} of the group of units Gm(Z[t, t−1]), the aug-
mentation map  : Z[t, t−1] → Z sending a Laurent polynomial ∑∞i=−∞ fitt
to
∑∞
i=−∞ fi ∈ Z — where all but finitely many coefficients fi are non-zero
— induces an automorphism
ϕ+ : B2(Z[t, t−1];T ) // B2(Z[t, t−1];T )(
u r
0 v
)
 //
(
t(r) 0
0 t(r)
)
·
(
u r
0 v
)
on the group B+2 (Z[t, t−1]) = B2(Z[t, t−1];T ), analogously to Exam-
ple 4.1. From its very definition it is immediate that ϕ+ does not preserve
U2(Z[t, t−1]) ≤ B+2 (Z[t, t−1]), so that the unipotent subgroup U2(Z[t, t−1])
is not characteristic in B+2 (Z[t, t−1]). 4
The previous examples illustrate that the typically non-trivial center of
Bn(R) (resp. of B
+
n (R)) might lead to obstructions to Un(R) being invariant
under all automorphisms of the given parent group. In fact we could produce
both examples due to the existence of homomorphisms from Ga(R) to some
(sub)group of Gm(R). The following result guarantees that eliminating the
center forces the unipotent part Un(R) to become characteristic.
Lemma 4.3. Let n ∈ N≥2 and let R be an integral domain. If |R×| ≥ 2
(resp. if |R× \ Tor(R×)| ≥ 1), then Un(R) is the unique maximal subgroup
of PBn(R) (resp. of PB+n (R)) with respect to being normal and nilpotent.
In particular, Un(R) is characteristic in PBn(R) (resp. in PB+n (R)).
Proof. We shall prove the lemma for the group PBn(R). The case of
PB+(R) is proved by entirely analogous arguments.
Let M be a normal nilpotent subgroup of PBn(R). Let us show that
M ⊆ Un(R). Suppose that m ∈M \Un(R). Since M ≤ PBn(R), there are
v ∈ Un(R) and d ∈ Dn(R) such that m = v[d]. Write d = d1(u1) . . . dn(un)
with u1, . . . , un ∈ R×.
The assumption m /∈ Un(R) means that [d] 6= [1n] in Dn(R)/Zn(R).
Consequently, there is an index k ∈ {1, . . . , n − 1} for which uk 6= uk+1.
By (3.3) and the commutator relations (3.1), the element v ∈ Un(R) can
be expressed as a product v = ek,k+1(rk,k+1)x, where
x =
∏
(i,j) 6=(k,k+1)
ei,j(ri,j) ∈ Un(R).
We may thus write m = ek,k+1(rk,k+1)x[d].
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First, assume that rk,k+1 6= 0. Set δ = dk(uk)dk+1(uk+1) ∈ Dn(R). Since
M is a normal subgroup of PBn(R), we must have [δ]m[δ]−1 ∈M . Moreover,
[δ]m[δ]−1 = [δ]ek,k+1(rk,k+1)[δ]−1[δ]x[d][δ]−1
= ek,k+1(uku
−1
k+1rk,k+1)[δ]x[δ]
−1[d]
by (3.5). Write y = [δ]x[δ]−1 and observe that
y =
∏
(i,j) 6=(k,k+1)
ei,k(rˆi,j) ∈ Un(R),
for some rˆi,j ∈ R, also due to (3.5). This notation allows us to write
[δ]m[δ]−1 = ek,k+1(uku−1k+1rk,k+1)y[d]. Let s = m
(
[δ]m[δ]−1
)−1 ∈ M . Then
s is of the form
s = ek,k+1(rk,k+1)x[d]
(
ek,k+1(uku
−1
k+1rk,k+1)y[d]
)−1
= ek,k+1(rk,k+1)xy
−1ek,k+1(−uku−1k+1rk,k+1)
= ek,k+1(rk,k+1(1− uku−1k+1))w,
for some w ∈ Un(R) of the form w =
∏
(i,j) 6=(k,k+1) ei,j(r˙i,j), because
of (3.1). Using relations (3.1), we obtain
[s,m] = ek,k+1(rk,k+1(1− uku−1k+1))wek,k+1(rk,k+1)x[d]s−1m−1
= ek,k+1(rk,k+1(1− uku−1k+1) + rk,k+1)w˜[d]s−1m−1,
for some w˜ =
∏
(i,j)6=(k,k+1) ei,j(r˜i,j) ∈ Un(R). Observe that
[d]s−1m−1 = [d]w−1ek,k+1(−rk,k+1(1− uku−1k+1))[d]−1x−1ek,k+1(−rk,k+1)
= [d]w−1[d]−1ek,k+1(−uku−1k+1rk,k+1(1− uku−1k+1))x−1ek,k+1(−rk,k+1)
= ek,k+1(−uku−1k+1rk,k+1(1− uku−1k+1)− rk,k+1)x˜,
for some x˜ =
∏
(i,j)6=(k,k+1) ei,j(˜˜ri,j) ∈ Un(R) by (3.1) and (3.5). The
identities (3.1) then give
[s,m] = ek,k+1(rk,k+1(1− uku−1k+1) + rk,k+1)w˜
· ek,k+1(−uku−1k+1rk,k+1(1− uku−1k+1)− rk,k+1)x˜
= ek,k+1(rk,k+1(1− uku−1k+1)2)w′,
for some w′ =
∏
(i,j)6=(k,k+1) ei,j(r
′
i,j) ∈ Un(R). Inductively it follows that
for every ` ∈ N there exists w′` =
∏
(i,j)6=(k,k+1) ei,j(ti,j) ∈ Un(R) such that
(4.1) [s,`m] = ek,k+1(rk,k+1(1− uku−1k+1)`)w′`,
where [s,`m] denotes the left-normed iterated commutator [[s,m], . . . ,m]
with ` occurrences of m. Since R is an integral domain and uk 6= uk+1, it
follows that rk,k+1(1−uku−1k+1)` 6= 0 for all ` ∈ N and thus [s,`m] 6= 1. Hence,
the hypothesis that M is nilpotent is contradicted by (4.1). Consequently,
M cannot have such an element m.
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We now assume that rk,k+1 = 0, that is, that m = x[d]. Since M is a nor-
mal subgroup of PBn(R), we have ek,k+1(1)mek,k+1(1)−1 ∈M . Moreover,
m˜ := ek,k+1(1)mek,k+1(1)
−1 = ek,k+1(1)x[d]ek,k+1(−1)[d]−1[d]
= ek,k+1(1)xek,k+1(−uku−1k+1)[d]
= ek,k+1(1− uku−1k+1)z[d]
for some z =
∏
(i,j)6=(k,k+1) ei,j(t
′
i,j) ∈ Un(R). In particular, this is an ele-
ment of M that fits the computations done in the case that rk,k+1 6= 0. This
means that we can find s˜ ∈ M such that [s˜,` m˜] 6= 1 for all ` ∈ N, which
contradicts the nilpotency of M . Therefore, there is no m ∈ M \ Un(R).
That is, M ⊆ Un(R). 
Although Lemma 4.3 does not give conditions for Un(R) to be character-
istic in Bn(R), we remark that this still holds in many cases. In certain sce-
narios one might be able to prove this directly using purely group-theoretic
arguments. For instance, U2(Z[1/p]) E B2(Z[1/p]) is characteristic by an
argument as in [53], namely U2(Z[1/p]) is the normal closure of all matrices
in B2(Z[1/p]) which are conjugate to a non-trivial power of themselves.
In further fortunate cases, the base ring R might have extra structure
yielding the desired conclusion. For example, Un(R) E Bn(R) is character-
istic (regardless of n) when R = Z[1/6] or F5[t] because in such domains we
find units u for which u− 1 is still a unit. The next proposition makes some
of these facts more precise.
Proposition 4.4. For all n ∈ N≥2, the subgroup Un(R) is characteristic in
PBn(R) whenever R satisfies one of the following conditions:
(i) R is an integral domain,
(ii) there is u ∈ R× such that u− 1 ∈ R×, or
(iii) each r ∈ R is of the form r = u+ v for some u, v ∈ R×.
In cases (ii) and (iii), the group Un(R) is also characteristic in Bn(R).
Proof. If R is an integral domain with only one unit, then Un(R) =
PBn(R). Thus Un(R) is trivially characteristic in PBn(R). If R is an
integral domain with at least two units, then (i) follows from Lemma 4.3.
We now show that if (ii) is satisfied, then Un(R) is the commutator
subgroups of PBn(R) and of Bn(R). The inclusions [PBn(R),PBn(R)] ⊆
Un(R) ⊇ [Bn(R),Bn(R)] are clear. For the other inclusions observe that,
for 1 ≤ i < j ≤ n and s ∈ R, we have
ei,j(s) = [di(u), ei,j((u− 1)−1s)].
Part (iii) for both PBn(R) and Bn(R) follows from the following identity:
[di(u), ei,j(1)] · [di(−v), ei,j(−1)] = ei,j(u− 1)ei,j(v + 1) = ei,j(u+ v),
for 1 ≤ i < j ≤ n and u, v ∈ R×. 
We claim no originality regarding parts (ii) and (iii) since they are very
well-known and certainly have been proved multiple times in the literature.
Part (i), which is essentially Lemma 4.3, was likely expected as folklore,
though we could not find any references for it.
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Despite the relatively simple proof of parts (ii) and (iii) of Proposi-
tion 4.4, we stress that part (iii) touches difficult questions from ring theory.
To be precise, the problem of classifying which rings are such that their ele-
ments are sums of units is wide open. Some of the results on the topic include
major breakthroughs by Raphael [44] and Henriksen [29] in the 1970s. One
could hope that the problem is completely solved for certain classes of rings
or domains with more structure. But even for S-arithmetic rings the ques-
tion is still being actively investigated. We refer the reader e.g. to [21, 32]
for more recent number-theoretic progress in this direction.
For the groups without torsion on the diagonal we have the following.
Proposition 4.5. For all n ∈ N≥2, the subgroup Un(R) is characteristic in
PB+n (R) whenever R satisfies one of the following conditions:
(i) R is an integral domain,
(ii) there is u ∈ R× \ Tor(R×) such that u− 1 ∈ R× \ TorR×, or
(iii) each r ∈ R is of the form r = u+ v for some u, v ∈ R× \ Tor(R×).
In cases (ii) and (iii), the group Un(R) is also characteristic in B
+
n (R).
The proof of Proposition 4.4 carries over almost verbatim to Proposi-
tion 4.5. As simple corollaries to the above we recover the well-known fact
that the Baumslag–Solitar group BS(1, p) ∼= Aff+(Z[1/p]) ∼= PB+2 (Z[1/p])
has U2(Z[1/p]) ∼= (Z[1/p],+) as a characteristic subgroup. Similarly
U2(Fp[t, t−1]) ∼= (Fp[t, t−1],+) is a characteristic subgroup of the lamplighter
group Lp = Cp o Z ∼= Aff+(Fp[t, t−1]) ∼= PB+2 (Fp[t, t−1]) by Proposition 4.5.
5. Reduction to the affine case
Our first main result gives a sufficient criterion for our groups of interest
to have property R∞ by reducing the problem to the affine groups Aff(R)
and Aff+(R). We recall the statement below. Keeping the notation from
Section 2, given automorphisms ψ ∈ Aut(Aff(R)) and ψ+ ∈ Aut(Aff+(R))
we let ψ and ψ
+
denote the automorphisms induced by ψ and ψ+ on
Aff(R)/U2(R) and Aff+(R)/U2(R), respectively. Note that this can only
be done if U2(R) is characteristic in the given parent group.
Theorem A. For an integral domain R the following hold for all n ≥ 2.
(i) If R(ψ) = ∞ for all ψ ∈ Aut(Aff(R)), then Aff(R), PBn(R) and
Bn(R) have property R∞.
(ii) If R(ψ
+
) = ∞ for all ψ+ ∈ Aut+(Aff(R)), then Aff+(R), PB+n (R)
and B+n (R) have property R∞.
In this section we prove Theorem A. We show part (i) — it will be clear
from our proof that part (ii) follows from entirely analogous arguments.
Assume that R is an integral domain. Then Un(R) is characteristic
in PBn(R) by Proposition 4.4. Given n ∈ N≥2 and an automorphism
φ : Bn(R) → Bn(R), let ϕ : PBn(R) → PBn(R) be the automorphism
induced by φ on PBn(R) = Bn(R)Zn(R) — recall that Zn(R) ≤ Bn(R) is the set
of multiples of the identity matrix. Lemma 2.4 assures that R(φ) ≥ R(ϕ).
Thus, it suffices to show that, for each ϕ ∈ Aut(PBn(R)), there is an au-
tomorphism ψ ∈ Aut(Aff(R)) such that R(ϕ) ≥ R(ψ), assuming U2(R) is
indeed characteristic in Aff(R) and thus that ψ can in fact be defined.
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Each element p ∈ PBn(R) can be expressed uniquely in the form p =
x[d] with x ∈ Un(R) and [d] ∈ Dn(R)/Zn(R). Following the notation of
Proposition 2.2, for a given [q] ∈ Dn(R)/Zn(R), we denote by n[q] ∈ Un(R)
and by [qϕ] ∈ Dn(R)/Zn(R) the unique elements satisfying ϕ([q]) = n[q][qϕ].
Denote the center of Un(R) by Z(Un(R)) and define
Wn(R) = Z(Un(R))o
Dn(R)
Zn(R)
≤ PBn(R).
Define ϕ1 : Wn(R)→Wn(R) by setting
(i) ϕ1(z) = ϕ(z), for all z ∈ Z(Un(R)),
(ii) ϕ1([q]) = [qϕ], for all [q] ∈ Dn(R)Zn(R) .
One can show that ϕ1 is an automorphism of Wn(R). It then induces an
automorphism
(5.1) ψ :
Wn(R)
Z(Wn(R))
→ Wn(R)
Z(Wn(R))
,
which turns out to be an automorphism of Aff(R), as we show in the fol-
lowing two lemmata.
Lemma 5.1. The center Z(Wn(R)) is given by
Z(Wn(R)) = {[d1(u1)d2(u2) . . . dn(un)] | u1 = un} ≤ Dn(R)
Zn(R)
.
Proof. Let us determine when an element w of Wn(R) is central. By
definition of Wn(R), there are z = e1,n(r) ∈ Z(Un(R)) and q =
d1(u1) . . . dn(un) ∈ Dn(R) such that w = z[q]. Given an element t ∈Wn(R)
with t = e1,n(s)[d], where s ∈ R and d = d1(v1) . . . dn(vn) ∈ Dn(R), we have
twt−1 = e1,n(s)[d]e1,n(r)[q][d]−1e1,n(−s)
= e1,n(s)([d]e1,n(r)[d]
−1)([q]e1,n(−s)[q]−1)[q]
= e1,n((1− u1u−1n )s+ v1v−1n r)[q].
Thus, w can only commute with t if
(5.2) r = (1− u1u−1n )s+ v1v−1n r.
Since w must commute with each element of Wn(R), in particular (5.2)
must also hold for v1 6= vn and s = 0, that is
r = v1v
−1
n r and v1 6= vn,
which is only possible if r = 0. Thus, equality (5.2) reduces to
(1− u1u−1n )s = 0.
For s 6= 0, this is only possible if u1 = un. 
Lemma 5.2. The quotient Wn(R)Z(Wn(R)) is isomorphic to the group Aff(R).
Proof. Any element of Wn(R) can be uniquely expressed as
e1,n(r)[d1(u1) . . . dn(un)] for some r ∈ R and d1(u1) . . . dn(un) ∈ Dn(R),
whereas any element of Aff(R) can be uniquely expressed as e1,2(s)d1(u)
for some s ∈ R and d1(u) ∈ D2(R). Define f : Wn(R)→ Aff(R) by setting
f(e1,n(r)[d1(u1) . . . dn(un)]) = e1,2(r)d1(u1u
−1
n ).
21
P. Lins and Y. Santos
We claim that f is an epimorphism satisfying ker(f) = Z(Wn(R)).
First, let us show that f is well defined. Given d = d1(u1) . . . dn(un) and
q = d1(v1) . . . dn(vn) in Dn(R), and r, s ∈ R, we know that e1,n(r)[d] =
e1,n(s)[q] if and only if r = s and [d] = [q]. Recall from (3.4) that [d] = [q]
if and only if u1v
−1
1 = · · · = unv−1n . In particular, if [d] = [q], then u1u−1n =
v1v
−1
n . Thus, e1,n(r)[d] = e1,n(s)[q] implies f(e1,n(r)[d]) = f(e1,n(s)[q]).
Simple computations show that f is in fact a homomorphism. Moreover,
given an element a = e1,2(s)d1(u) ∈ Aff(R) with s ∈ R and d1(u) ∈ D2(R),
it is clear that e1,n(r)[d1(u)], where d1(u) ∈ Dn(R), is an element of Wn(R)
which is mapped into a via f . Thus, f is surjective.
Finally, an element e1,n(r)[d1(u1) . . . dn(un)] ∈Wn(R) belongs to ker(f)
if and only if e1,2(r)d1(u1u
−1
n ) is the 2 × 2-identity matrix. That is, r = 0
and u1 = un. Thus, ker(f) = Z(Wn(R)) by Lemma 5.1. 
In particular, if n = 2 one has that Z(W2(R)) is trivial and
W2(R)
Z(W2(R))
=
PB2(R) ∼= Aff(R) by Lemma 5.2, as announced before. This also implies
that U2(R) is characteristic in Aff(R) ∼= PB2(R) by Proposition 4.4, so that
any automorphism of Aff(R) induces an automorphism on Aff(R)/U2(R).
Moreover, if all such induced automorphisms on Aff(R)/U2(R) have infin-
itely many Reidemeister classes as in the hypothesis of the theorem, then
Aff(R) has property R∞ because of Lemma 2.4.
With the considerations and notation above we can deduce Theorem A.
Proof of Theorem A. Recall that Bn(R) has R∞ if PBn(R) does so. Let
ϕ ∈ Aut(PBn(R)) and ψ ∈ Aut(Wn(R)) be as above. Lemma 5.2 assures
that the automorphism ψ given in (5.1) is an automorphism of Aff(R). We
now show that R(ϕ) ≥ R(ψ).
Since E1,n(R), regarded as a subgroup of Wn(R)/Z(Wn(R)), is mapped
onto U2(R) in Aff(R), we see that it is invariant under ψ. Thus, we can see
ψ as an automorphism of
Wn(R)/Z(Wn(R))
E1,n(R)
∼= Aff(R)
U2(R)
.
Recall that Wn(R) = E1,n(R)o Dn(R)Zn(R) , and Lemma 5.1 shows that
Z(Wn(R)) ∼= Zn(R)
∏n−1
i=2 Di(R)
Zn(R)
.
It follows that
Wn(R)
Z(Wn(R))
∼= E1,n(R)o Dn(R)
Zn(R)
∏n−1
i=2 Di(R)
because Zn(R)
∏n−1
i=2 Di(R) acts trivially on E1,n(R). Moreover,
Wn(R)/Z(Wn(R))
E1,n(R)
∼= Dn(R)
Zn(R)
∏n−1
i=2 Di(R)
∼= Dn(R)/Zn(R)
Z(Wn(R))
The automorphism ϕ ∈ Aut(PBn(R)) induces an automorphism ϕ on
PBn(R)
Un(R)
∼= Dn(R)
Zn(R)
,
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which in turn induces an automorphism ζ on
Dn(R)/Zn(R)
Z(Wn(R))
.
We claim that the automorphism ψ, when regarded as an automorphism
of Dn(R)/Zn(R)Z(Wn(R)) , coincides with ζ. As a consequence, we obtain R(ϕ) ≥
R(ϕ) ≥ R(ψ), as desired.
In fact, under the automorphism Wn(R)/Z(Wn(R))
E1,n(R)
∼= Dn(R)/Zn(R)Z(Wn(R)) , the ele-
ment
E1,n(R)(Z(Wn(R)) · d) ∈ Wn(R)/Z(Wn(R))
E1,n(R)
corresponds to the element
Z(Wn(R))[d] ∈ Dn(R)/Zn(R)
Z(Wn(R))
.
Therefore, ψ as an automorphism of the second quotient group is given by
Z(Wn(R))[d] 7→ Z(Wn(R))[dϕ],
which is exactly ζ, as claimed. The case of B+n (R), PB+n (R) and Aff+(R)
is entirely similar using analoga of Lemmata 5.1 and 5.2. The theorem
follows. 
5.1. Applications of Theorem A. By applying Theorem A, we provide
examples of families of soluble matrix groups having property R∞, including
new examples of groups in positive characteristic.
We consider the integral domains R = Z
[
1
w
]
and S = Fq([t, t−1, f(t)−1]),
where w ∈ N≥2, q is a power of a prime p and f(t) ∈ Fp[t] \ {t} is a non-
constant monic polynomial which is irreducible in Fq[t]. In addition, if p = 2,
we require f(t) 6= t− 1.
Proposition 5.3. Let R = Z
[
1
w
]
and S = Fq([t, t−1, f(t)−1]) as above.
Then
(i) Bn(R), PBn(R), Aff(R), B+n (R), PB+n (R) and Aff+(R) have prop-
erty R∞, and
(ii) B+n (S), PB+n (S) and Aff+(S) have property R∞.
We prove part (i) of Proposition 5.3 in Section 5.1.1 and part (ii) in
Section 5.1.2.
5.1.1. Proof of Proposition 5.3(i). Let p1, . . . , pm be the distinct prime in-
tegers in the decomposition of w ∈ N≥2 and write R = Z
[
1
p1...pm
]
.
Firstly, we use Theorem A(i) to show that Bn(R), PBn(R) and Aff(R)
have property R∞. More precisely, we show that, given ψ ∈ Aut(Aff(R)),
the induced automorphism ψ on Aff(R)/U2(R) ∼= Zm × C2 has non-trivial
fixed points and thus infinitely many Reidemeister classes by Lemma 2.5.
We may assume that ψ(U2(R)) ⊆ U2(R) and ψ(D1(R)) ⊆ D1(R) because
otherwise we may use Proposition 2.2 to replace ψ by ψ0.
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Denote by φ the automorphism induced by ψ on the torsion-free part of
D1(R) ∼= Aff(R)/U2(R), that is, the automorphism induced on
D1(R)
Tor(D1(R))
∼= 〈{d1(pi) | i = 1, . . . ,m}〉 ∼= Zm.
It suffices to show that R(φ) =∞ since R(ψ) ≥ R(φ); c.f. Lemma 2.4. More
concretely, we show that φ (as a an element of GLm(Z)) has eigenvalue 1,
cf. Lemma 2.5.
Since U2(R) is characteristic on Aff(R), there exists r ∈ R such that
ψ(e1,2(1)) = e1,2(r).
Moreover, as ψ(D1(R)) ⊆ D1(R), there are k, λ1j , . . . , λmj ∈ Z, for each
j ∈ {1, . . . ,m}, such that
ψ(d1(pj)) = d1(−1)kd1(p1)λ1j · · · d1(pm)λmj .
Using the equality
e1,2(pj) = d1(pj)e1,2(1)d1(pj)
−1,
we see that
e1,2(rpj) = ψ(e1,2(pj)) = ψ
((
d1(pj)e1,2(1)d1(pj)
−1))
= e1,2((−1)kpλ1j1 · · · pλmjm r).
Consequently,
λij =
{
1, if i = j,
0, otherwise.
It follows that φ (as a an element of GLm(Z)) is the identity and has therefore
eigenvalue 1. Hence Bn(R), PBn(R) and Aff(R) have R∞.
Turning to the second case, Aff+(R) is by definition a subgroup of Aff(R)
without torsion on the main diagonal, so that
Aff+(R) ∼=
{(
d r
1
) ∣∣∣∣∣ d ∈ 〈{pi | i = 1, . . . ,m}〉, r ∈ R
}
.
Thus, the fact that each ψ+ ∈ Aff+(R) is such that the induced automor-
phism ψ
+
on Aff+(R)/U2(R) has infinitely many Reidemeister classes is
covered by the previous computations. It then follows from Theorem A(ii)
that B+n (R), PB+n (R) and Aff+(R) have property R∞. 
5.1.2. Proof of Proposition 5.3(ii). Let q be a power of a prime p and let
f(t) be a non-constant monic polynomial
f(t) =
m∑
k=0
λkt
k ∈ Fp[t] \ {t} ⊂ Fq[t],
which is irreducible on Fq[t]. In particular λ0 6= 0 and λm = 1. If p = 2,
we require additionally that f(t) 6= t− 1. Throughout this section, we write
S = Fq[t, t−1, f(t)−1].
Recall from Section 3.5 that Aff+(S) is a subgroup of Aff(S) without
torsion on the main diagonal and that, as a set, Aff+(S) is determined by
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a choice of S×TF . Here, we take S
×
TF to be 〈tk, f(t)l | k, l ∈ Z〉. In this case,
the group Aff+(S) is given by
(5.3) Aff+(S) =
{(
tkf(t)l s
0 1
) ∣∣∣∣∣ k, l ∈ Z, s ∈ S
}
.
Let ψ ∈ Aut(Aff+(S)). Let us show that the induced automorphism
φ := ψ on Aff+(S)/U2(S) has infinitely many Reidemeister classes.
We may assume that ψ(D1(S
×
TF )) ⊆ D1(S×TF ) because otherwise we may
use Proposition 2.2 to replace ψ by ψ0. Thus, there are a, b, c, d ∈ Z such
that
ψ(d1(t)) = d1(t
af(t)b),
ψ(d1(f(t))) = d1(t
cf(t)d).
Moreover, for k ∈ Z, we have
ψ(d1(t
k)) = ψ(d1(t))
k = d1(t
akf(t)bk).
Observe that, when regarded as an automorphism of Z2 ∼= D1(S×TF ), the
automorphism φ is represented by the matrix
Mφ =
(
a c
b d
)
≤ GL2(Z).
In particular, the determinant Det(Mφ) = ad − bc must be ±1. To show
that R(φ) =∞, it suffices to prove that 1 is an eigenvalue of the matrix Mφ,
that is, that Det(12 −M) = 0, c.f. Lemma 2.5.
The subgroup U2(S) is characteristic in Aff+(S), so that there exists a
map Φ : S → S satisfying
ψ(e1,2(s)) = e1,2(Φ(s)), for each s ∈ S.
It is clear that Φ is in fact an automorphism of the additive group Ga(S)
since ψ|U2(S) is an automorphism.
For each u ∈ S×TF and each s ∈ S, the following holds in Aff+(S).
e1,2(us) = d1(u)e1,2(s)d1(u)
−1.
Thus, for each k ∈ N,
e1,2(Φ(t
k)) = ψ(e1,2(t
k)) = ψ(d1(t
k)e1,2(1)d1(t
k)−1) = e1,2(takf(t)bkΦ(1)),
which implies Φ(tk) = takf(t)bkΦ(1).
On the one hand, Φ is an automorphism of Ga(S), so that
Φ(f(t)) =
m∑
k=0
λkΦ(t
k) =
m∑
k=0
λkt
akf(t)bkΦ(1)
because λk ∈ Fp for all k ∈ {0, 1, . . . ,m}. On the other hand,
e1,2(Φ(f(t)) = ψ(e1,2(f(t)) = ψ(d1(f(t))e1,2(1)d1(f(t))
−1)
= e1,2(t
cf(t)dΦ(1)).
Whence
(5.4) tcf(t)d =
m∑
k=0
λkt
akf(t)bk.
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Let us determine which values of a, b, c, d ∈ Z are solutions of (5.4) and,
for each one of them, we show that the corresponding matrix Mφ has eigen-
value 1.
We first assume that b is a negative integer, say b = −β, for some β ∈ N.
In this case, expression (5.4) becomes
tcf(t)βm+d =
m∑
k=0
λkt
akf(t)β(m−k)
= tam + f(t)β
m−1∑
k=0
λkt
akf(t)β(m−k−1)
(5.5)
since f(t) is monic, i.e. λm = 1.
Consider the field Fq(t) of rational functions on the variable t. Since Fq[t]
is a principal ideal domain and f(t) is irreducible in Fq[t], each x ∈ Fq(t)
can be written (essentially) uniquely as
x = f(t)νxpia11 . . . pi
aj
j ,
where νx, a1, . . . , aj are integers and the pii are irreducible elements of Fq[t].
The f(t)-adic valuation vf(t) : Fq(t) → Z ∪ {∞} is defined by the rule
vf(t)(x) = νx. In particular, this restricts to the (non-negative) f(t)-adic
valuation on Fq[t], also written vf(t) : Fq[t] → Z≥0 ∪ {∞} by abuse of no-
tation. Recall that vf(t)(x + y) ≥ min{vf(t)(x), vf(t)(y)} and the equality
holds if vf(t)(x) 6= vf(t)(y).
Let us use the f(t)-adic valuation to show that if b is negative, then d = b.
We observe that, if c = −γ < 0, then (5.5) is equivalent to
f(t)βm+d = tγ
(
tam + f(t)β
m−1∑
k=0
λkt
akf(t)β(m−k−1)
)
,
which does not affect the f(t)-adic valuation of any side of the expression.
Thus, we may assume that c ≥ 0 when comparing f(t)-adic valuations.
Similarly, if a = −α < 0, then (5.5) is equivalent to
tαm+cf(t)βm+d = 1 + f(t)β
m−1∑
k=0
λkt
α(m−k)f(t)β(m−k−1),
so that we may also assume a ≥ 0.
Now, if d ≥ 0, then tcf(t)βm+d ∈ Fq[t] and vf(t)
(
tcf(t)βm+d
)
= βm+ d is
positive, however the right hand side of (5.5) has f(t)-adic valuation
vf(t)
(
tam + f(t)β
m−1∑
k=0
λkt
akf(t)β(m−k−1)
)
= 0.
Thus d must be negative, say d = −δ < 0, and (5.5) becomes
Fq[t] 3 tcf(t)βm = f(t)δ
(
tam + f(t)β
m−1∑
k=0
λkt
akf(t)β(m−k−1)
)
.
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Since the f(t)-adic valuation of the left hand side is βm and the one of the
right hand side is δ, it follows that βm = δ. That is, bm = d. In particular
±1 = Det(Mφ) = ad− bc = (am− c)b,
thus b = −1, hence β = 1 and d = −m. Expression (5.5) then becomes
tc − tam = f(t)
m−1∑
k=0
λkt
akf(t)m−k−1 ∈ Fq[t].
Since the right hand side has positive f(t)-adic valuation, so does tc − tam.
The only way we can write tc− tam 6= 0 as a product of irreducible elements
of Fq[t] is {
tam(tc−am − 1), if c > am
tc(tam−c − 1), if c < am.
Assume first that c > am. Since f(t) 6= t is irreducible, we must have
f(t) = tc−am − 1, which implies that λ0 = −1 and λk = 0 for all k ∈
{1, . . . ,m− 1}. Moreover,
tam =
m−1∑
k=0
λkt
akf(t)m−k−1 = λ0f(t)m−1 = −f(t)m−1.
Now, if m > 1, the equality above is impossible since t and f(t) are distinct
irreducible elements of Fq[t]. In case m = 1, we must have a = 0 and 1 = −1,
that is p = char(Fq) = 2. But the assumption f(t) = tc−am− 1 and the fact
that the degree of f(t) is m = 1 force c = 1. That is, f(t) = t− 1, which we
excluded in the statement of Proposition 5.3(ii).
If c < am, then f(t) = tam−c − 1 and
tc =
m−1∑
k=0
λkt
akf(t)m−k−1 = λ0f(t)m−1 = −f(t)m−1.
Again, if m > 1 the above cannot hold true. If m = 1, then p = char(Fq) = 2
and c = 0. Thus f(t) = t− 1, the excluded case. These computations show
that b cannot be negative.
Assume now that b > 0. Let us show that d = 0 in this case. As before,
we may assume that a, c ≥ 0 when comparing f(t)-adic valuations in (5.4).
If d = −δ < 0, then (5.4) becomes
tc = f(t)δ
m∑
k=0
λkt
akf(t)bk
a contradiction, because the f(t)-adic valuation of the left hand side is zero
and the one of the right hand side is at least δ > 0. For d ≥ 0, we have
d = vf(t)
(
tcf(t)d
)
= vf(t)
(
λ0 +
m∑
k=1
λkt
akf(t)bk
)
= 0,
because λ0 6= 0. Consequently, −bc = Det(Mφ) = ±1, which in turn implies
b = 1 and c = ±1.
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If c = −1, then (5.4) becomes
1 = t
m∑
k=0
λkt
akf(t)k,
which is not possible.
If c = 1, then (5.4) becomes
t− λ0 = f(t)
m∑
k=1
λkt
akf(t)k−1,
which is only possible if m = 1, a = 0 and f(t) = t− λ0. For a = d = 0 and
b = c = 1, it is clear that Det(12 −Mφ) = 0 as desired.
Finally, if b = 0, then ad = Det(Mφ) = ±1. If a = 1 or d = 1, then we
again obtain Det(12 −Mφ) = 0. Thus, if b = 0, we need only consider the
case a = d = −1, in which case (5.4) becomes
tc+m = f(t)
(
m∑
k=0
λkt
m−k
)
,
which has no solution since the f(t)-adic valuation of the right hand side is
positive and the one of the left hand side is zero.
This shows that any automorphism φ ∈ Aut(Aff+(S)/U2(S)) induced by
an automorphism ψ ∈ Aut(Aff+(S)) satisfies R(φ) = ∞, concluding the
proof of Proposition 5.3(ii). 
6. Reduction to the additive case
We prove our second main result below. We need a bit more notation
to restate it. Given a ring automorphism α ∈ Autring(R) we consider the
following automorphisms on the underlying additive group Ga(R) = (R,+).
Firstly, we let αadd ∈ Aut(Ga(R)) denote the same automorphism α now
viewed as a group automorphism of Ga(R), i.e. αadd(r) is just α(r) for any
r ∈ R. Secondly, in the direct product Ga(R)×Ga(R) of two copies of (R,+)
we let τα ∈ Aut(Ga(R)×Ga(R)) denote the ‘flip’ automorphism induced by
α, that is, τα((r, s)) = (αadd(s), αadd(r)).
Theorem B. Let R be an integral domain with a finitely generated group
of units Gm(R). Assume that both R(αadd) and R(τα) are infinite for all
α ∈ Autring(R), where αadd and τα are as above. Then the groups Bn(R)
and PBn(R) have property R∞ for all n ≥ 5.
The main ingredient in the proof of Theorem B is the remarkable result
due to Vladimir Levcˇuk describing the automorphisms of the group of uni-
triangular matrices; see [34]. Throughout this section, we always assume
that n ≥ 5 and that R is an integral domain.
The reader familiar with the paper [34] might recall that Levcˇuk works
with the group of lower unitriangular matrices U−n (R), which in turn is
identified in his work with the group (u−n (R), ∗) via the well-known iso-
morphism F : u−n (R) → U−n (R) given by F (A) = 1n + A. Here, u−n (R)
denotes the R-algebra of (strictly) lower triangular matrices, i.e. the ele-
ments (aij) ∈ Matn(R) with aij = 0 whenever i ≤ j. The group operation
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∗ defined on u−n (R) is just A ∗ B = A + B + AB. For convenience we re-
cast in what follows the automorphisms and the needed result from [34] in
the terminology adopted here, i.e. directly for upper unitriangular matrices
Un(R) with the usual matrix multiplication.
The first elements of Aut(Un(R)) on our list are inner automorphisms,
i.e. conjugation. In a group G, given g ∈ G we denote by ιg ∈ Aut(G)
the inner automorphism ιg(h) = ghg
−1. We then have the subgroup
Inn(Un(R)) ≤ Aut(Un(R)) of inner automorphisms of Un(R). Since Un(R)
is also invariant under conjugation by diagonal matrices d ∈ Dn(R) due to
the relations (3.1), it follows that the maps ιd ∈ Inn(Bn(R)) for d ∈ Dn(R)
are also automorphisms of Un(R). Thus the whole set Inn(Bn(R)) of inner
automorphisms of Bn(R) is a subgroup of Aut(Un(R)) in the obvious way.
Remark 6.1. One has the decomposition Inn(Bn(R)) = Inn(Un(R)) ·
Inn(Dn(R)) = Inn(Dn(R)) · Inn(Un(R)) because ιxy = ιx ◦ ιy and Bn(R) =
Un(R) o Dn(R). Recall moreover that Inn(G) ∼= G/Z(G) for any group
G. In particular, since Zn(R) ⊆ Z(Bn(R)), conjugation by an equivalence
class [d] ∈ Dn(R)/Zn(R) is well-defined in the groups Bn(R), PBn(R) and
Un(R), and coincides with conjugation by any representative d ∈ [d]. Hence
Inn(Bn(R)) = Inn(PBn(R)) ≤ Aut(Un(R)).
4
Next we consider automorphisms which only modify the center
Z(Un(R)) = γn−1(Un(R)) = E1,n(R). Given an index i ∈ {1, . . . , n}, any
endomorphism λ ∈ End(Ga(R)) of the underlying additive group of R gives
rise to an element ζi(λ) ∈ Aut(Un(R)) [34, p. 65] defined by
ζi(λ)((aij)) = (aij) · e1,n(λ(ai,i+1)) for every matrix (aij) ∈ Un(R).
The subgroup
Z = 〈{ζi(λ) ∈ Aut(Un(R)) | i ∈ {1, . . . , n}, λ ∈ End(Ga(R))}〉
is called the group of central automorphisms.
Remark 6.2. Since the elementary matrices e1,n(r) are central in Un(R),
one has that central automorphisms commute with inner automorphisms of
Un(R), i.e. the subgroups Z and Inn(Un(R)) commute. (Though elements
of Z do not necessarily commute with conjugation by diagonal matrices.)
Moreover, because the lower central series is characteristic and denoting by
zk the automorphism of γk(Un(R))/γk+1(Un(R)) induced by z ∈ Z, we
observe that zk = id whenever k < n − 1. That is, central automorphisms
induce the identity on the factors γk(Un(R))/γk+1(Un(R)) for k < n−1. 4
We now describe what we call automorphisms of type Σ. Suppose there
exist a function λ : R→ R and an element a ∈ R such that
(6.1) λ(r + s) = ars+ λ(r) + λ(s) for all r, s ∈ R.
Then the maps σλ,a and σ
′
λ,a, defined on the generators of Un(R) via
σλ,a :
{
e1,2(r) 7→ e1,2(r) · e2,n(ar) · e1,n(λ(r)− ar2)
ei,i+1(r) 7→ ei,i+1(r) if i > 1,
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σ′λ,a :
{
en−1,n(r) 7→ en−1,n(r) · e1,n−1(ar) · e1,n(λ(r))
ei,i+1(r) 7→ ei,i+1(r) if i < n− 1,
induce automorphisms of Un(R) [34, p. 66], which shall also be called σλ,a
and σ′λ,a by abuse of notation. Levcˇuk denotes by U
(c) the group of all
automorphisms as above, i.e.
U(c) = 〈{σλ,a, σ′λ,a ∈ Aut(Un(R)) | λ and a satisfy Condition (6.1)}〉.
For simplicity we call U(c) ≤ Aut(Un(R)) the subgroup of automorphisms
of type Σ, and elements of U(c) will typically be denoted by σ.
Remark 6.3. Since e2,n(r), e1,n−1(r) and e1,n(r) all belong to γ2(Un(R)) =
[Un(R),Un(R)] for all r ∈ R, it follows that any automorphism
σ ∈ U(c) induces a trivial action on the abelianization Un(R)ab =
Un(R)/[Un(R),Un(R)] = γ1(Un(R))/γ2(Un(R)). In symbols, σ = id,
where σ ∈ Aut(Un(R)ab) denotes the automorphism induced by σ. 4
Next on our list is the ‘flip’ automorphism, to be denoted τ ∈
Aut(Un(R)). The reader familiar with Chevalley–Demazure groups might
know τ as the restriction to Un(R) of the automorphism of SLn(R) induced
by the unique graph automorphism of the Dynkin diagram of type An−1; cf.
[34, p. 65] and [52, p. 91]. In our case, τ is most easily described by the rule
τ(ei,j(r)) = en−j+1,n−i+1((−1)j−i−1r) for ei,j(r) ∈ Un(R).
Pictorially, τ is obtained by flipping the entries of the matrices in Un(R)
along the anti-diagonal and adjusting the signs of the entries in accordance
with the commutator relations (3.1). It is immediate that τ2 = id.
Remark 6.4. We observe that τ does not alter the signs of the first super-
diagonal entries of matrices of Un(R). It also maps any subgroup Ei,i+1(R)
on the superdiagonal isomorphically onto another subgroup Ej,j+1(R) on the
superdiagonal. Let us have a closer look at the automorphism τ induced by
τ on the abelianization Un(R)
ab.
Recall from Section 3.2 that each Ei,j(R) is canonically isomorphic to Ga(R)
via ei,j(r) 7→ r. Using the identification Un(R)ab ∼=
∏n−1
i=1 Ei,i+1(R), we see
that τ acts via
τ((e1,2(r1), e2,3(r2), . . . , en−2,n−1(rn−2), en−1,n(rn−1))) =
(e1,2(rn−1), e2,3(rn−2), . . . , en−2,n−1(r2), en−1,n(r1)).
(6.2)
We now construct two τ -invariant subgroups of Un(R)
ab. The first one is
the ‘middle’ subgroup, defined by
Emid = 〈{(1, . . . , 1, edn−12 e,dn−12 e+1(r), 1, . . . , 1)
(1, . . . , 1, en−dn−12 e,n−dn−12 e+1(r), 1, . . . , 1)
| r ∈ R}〉 ≤
n−1∏
i=1
Ei,i+1(R).
Thus Emid is just the image of Edn−12 e,dn−12 e+1(R) · En−dn−12 e,n−dn−12 e+1(R)
in Un(R)
ab. To justify the notation we observe, for instance in the case
n = 5, that Emid is the direct product E2,3(R) × E3,4(R), that is the two
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subgroups found in the middle of the superdiagonal of U5(R).
The middle subgroup Emid has C =
∏n−1
i=1 Ei,i+1 as complement, where
Ei,i+1 =
{
Ei,i+1(R), if i /∈ {
⌈
n−1
2
⌉
, n− ⌈n−12 ⌉},
{1} otherwise.
The action (6.2) then shows that both Emid and C are τ -invariant. In
particular, τ further induces automorphisms on both such groups. 4
To finish our list recall that, since Un is an affine Z-subscheme of GLn,
any ring automorphism α ∈ Autring(R) induces by functoriality a group
automorphism α∗ : Un(R)→ Un(R). More explicitly, given α ∈ Autring(R)
and a matrix (aij) ∈ Un(R), one has α∗((aij)) := (α(aij)). With this in
mind we consider Autring(R) as a subgroup of Aut(Un(R)) in the obvious
way and call it the subgroup of ring automorphisms of Un(R).
Remark 6.5. All subgroups Ei,j(R) ≤ Un(R) are α∗-invariant for any auto-
morphism α ∈ Autring(R). This is because α∗(ei,j(r)) = ei,j(α(r)). In par-
ticular, α∗ induces an automorphism α∗ on the abelianization Un(R)ab such
that the image of every Ei,i+1(R) in Un(R)
ab is α∗-invariant. Moreover, since
Ei,j(R) ∼= Ga(R) we may use the notation of the beginning of this section
and write α∗(ei,j(r)) = ei,j(αadd(r)), thus viewing the restriction α∗|Ei,j(R)
as an automorphism of the underlying additive group Ga(R) = (R,+). 4
We are ready to invoke Levcˇuk’s theorem in the form we need.
Theorem 6.6 (Levcˇuk [34]). Let R be an integral domain and let n ≥ 5.
Then any automorphism ψ ∈ Aut(Un(R)) can be written as a product
ψ = ι ◦ z ◦ σ ◦ τ ε ◦ α∗,
where ι ∈ Inn(PBn(R)) is conjugation by an element of PBn(R) ⊇ Un(R),
z ∈ Z is a central automorphism, σ ∈ U(c) is an automorphism of type
Σ, τ is the flip automorphism and ε ∈ {0, 1}, and α∗ is induced by a ring
automorphism α ∈ Autring(R).
Since Theorem 6.6 does not appear in the original paper [34] in the form
stated above, we briefly spell out how it follows from Levcˇuk’s work.
Proof. Write D ≤ Aut(Un(R)) for the subgroup of automorphisms which
are given by conjugation by a diagonal matrix. By [34, Corollary 3], there
exist two further subgroups W and V of Aut(Un(R)) such that Aut(Un(R))
decomposes as
Aut(Un(R)) = (((Z · Inn(Un(R)) ·U(c) · V )nW )nD)nAutring(R).
(In [34], the group Inn(Un(R)) is denoted by a calligraphic J.)
The generators of the subgroup V ≤ Aut(Un(R)) above are induced by
the assignments ηa defined in [34, p. 66], which in turn are defined by choos-
ing elements a ∈ R belonging to the annihilator of the set {r · s | r, s ∈
R} ∪ {2} ⊆ R [loc. cit.]. (Notice that we can ignore the maps of the form
ηb from [34, p. 66] because our ring R is commutative.) We remark that ηa
induces the identity map if a = 0. Since our ring R is an integral domain,
the only possible choice is a = 0, hence V = {id}.
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The generators of the subgroup W ≤ Aut(Un(R)) are the so-called idem-
potent automorphisms, described in [34, p. 65]. The definition of such a
generator τe ∈ W depends on the choice of an idempotent element e lying
in the center Z(R) of the ring R [loc. cit.]. Here we stress that the flip
automorphism τ coincides with the generator τ0 ∈W attached to the trivial
idempotent e = 0. Since R is an integral domain we have Z(R) = R and
it furthermore only admits the trivial idempotents 0 and 1. However, the
description in [loc. cit.] also shows that τ1 induces the identity map. Thus
in our case W = 〈τ〉, which has order 2.
Therefore [34, Corollary 3] applied to integral domains actually yields
(6.3) Aut(Un(R)) = (((Z · Inn(Un(R)) ·U(c))n 〈τ〉)nD)nAutring(R).
Recall that a semi-direct product G = N oQ can be equivalently written
as G = Q n N and moreover G = N · Q = Q · N . Furthermore Z and
Inn(Un(R)) commute by Remark 6.2. Thus (6.3) gives
Aut(Un(R)) = (D o ((Inn(Un(R)) ·Z ·U(c))n 〈τ〉))nAutring(R),
in particular Aut(Un(R)) = D · Inn(Un(R)) ·Z ·U(c) · 〈τ〉 ·Autring(R).
As in Remark 6.1, the group Inn(Bn(R)) = Inn(PBn(R)) is viewed as a
subgroup of Aut(Un(R)) in the obvious way. Moreover it is the product of
Inn(Un(R)) with Inn(Dn(R)/Zn(R)), the latter being viewed as the set of
automorphisms of Un(R) which are conjugation by a diagonal matrix mod-
ulo multiples of the identity (which are central in Bn(R)). One thus has D =
Inn(Dn(R)/Zn(R)) and Inn(PBn(R)) = Inn(Un(R))D = D Inn(Un(R)) as
a subgroup of Aut(Un(R)). The theorem follows. 
Before proving Theorem B we need a further remark on decompositions
of automorphisms with respect to characteristic subgroups.
Lemma 6.7. Let G be a group and let H ≤ G be a characteristic subgroup.
Suppose there exists a subgroup A ≤ Aut(H) such that Aut(H) = Inn(G)·A,
where Inn(G) is viewed as a subgroup of Aut(H) in the obvious way. Then
any automorphism ϕ ∈ Aut(G) can be written as a product ϕ = ι ◦ ψ where
ι ∈ Inn(G) and ψ|H ∈ A.
Proof. Because H is characteristic, it holds Inn(H) ≤ Inn(G) ≤ Aut(H)
in the obvious way and, given any automorphisms Φ,Ψ ∈ G, one has (Φ ◦
Ψ)|H = Φ|H ◦Ψ|H .
Let ϕ ∈ Aut(G). Pick a right transversal T ⊆ Aut(G) for Inn(G), so that
ϕ = ι0 ◦ τ for some ι0 ∈ Inn(G) and τ ∈ T . By hypothesis, the restriction
τ |H can be written as τ |H = ι1 ◦ α where ι1 ∈ Inn(G) and α ∈ A. Define
ι = ι0 ◦ ι1 ∈ Inn(G) and ψ = ι−11 ◦ τ ∈ Aut(G). One then has
ϕ = ι0 ◦ τ = (ι0 ◦ ι1) ◦ (ι−11 ◦ τ) = ι ◦ ψ
and ψ|H = ι−11 |H ◦ τ |H = ι−11 ◦ ι1 ◦ α = α ∈ A, as desired. 
We are ready to prove our second main result.
Proof of Theorem B. We are assuming that R is an integral domain and
n ≥ 5. Let us first investigate the subgroup A = Z ·U(c) · 〈τ〉 ·Autring(R) ≤
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Aut(Un(R)). We claim that
R(ψ′) =∞ for all ψ′ ∈A.(6.4)
Write ψ′ = z ◦ σ ◦ τ ε ◦ α∗ as in Theorem 6.6, where ε ∈ {0, 1}. Since
γ2(Un(R)) = [Un(R),Un(R)] is characteristic, the map ψ
′ induces an auto-
morphism ψ′ = z ◦ σ ◦ τ ε ◦ α∗ on the abelianization Un(R)ab and moreover
R(ψ′) ≥ R(ψ′) by Lemma 2.4, so that is suffices to check R(ψ′) = ∞. By
Remarks 6.2 and 6.3 we have that z ◦ σ = id, thus ψ′ = τ ε ◦ α∗.
Following Remark 6.4, consider the ‘middle’ subgroup Emid ≤ Un(R)ab of
the abelianization of Un(R). Recall that Emid is the image in Un(R)
ab of the
product Edn−12 e,dn−12 e+1(R) · En−dn−12 e,n−dn−12 e+1(R) ≤ Un(R). Moreover
this group admits a complement C in Un(R)
ab. By Remarks 6.4 and 6.5
we see that both Emid and its complement C are τ ε ◦ α∗-invariant. Thus,
modding out the complement C yields an induced automorphism τ ε ◦ α∗ on
Emid and, as usual, R(τ ε ◦ α∗) ≥ R
(
τ ε ◦ α∗
)
by Lemma 2.4.
Now suppose n is even. Then
⌈
n−1
2
⌉
= n − ⌈n−12 ⌉, in which case the
middle subgroup Emid consists of a single copy Edn−12 e,dn−12 e+1(R). That is,
Emid = Edn−12 e,dn−12 e+1(R)
∼= Ga(R),
and moreover τ ε = id. In case n is odd, one has n − ⌈n−12 ⌉ = n − n−12 =
n−1
2 + 1 =
⌈
n−1
2
⌉
+ 1. Thus, Emid is the direct product
Emid ∼= Edn−12 e,dn−12 e+1(R)× Edn−12 e+1,dn−12 e+2(R)
∼= Ga(R)×Ga(R).
Using the identification above, if ε = 1 it follows from the action (6.2) in
Remark 6.4 that τ ε = τ acts on Emid ∼= Ga(R)×Ga(R) by the flip
τ ε : Ga(R)×Ga(R) // Ga(R)×Ga(R)
(r, s)  // (s, r).
Writing α ∈ Autring(R) for the ring automorphism which induces α∗, it
follows from the above discussion that the induced automorphism τ ε ◦ α∗
acts on the middle subgroup Emid as follows.
τ ε ◦ α∗(r) = αadd(r) if Emid ∼= Ga(R) (case n even), otherwise
τ ε ◦ α∗(r, s) =
{
(αadd(r), αadd(s)) if ε = 0,
(αadd(s), αadd(r)) otherwise,
if Emid ∼= Ga(R)×Ga(R).
In the first two cases above one has R(τ ε ◦ α∗) ≥ R(αadd), whereas in the
second case it even holds τ ε ◦ α∗ = τα, where αadd and τα are as in the
beginning of this section. Altogether, the hypotheses of Theorem B yield
R
(
τ ε ◦ α∗
)
=∞, whence R(ψ′) =∞ as desired.
We now turn to arbitrary automorphisms of Bn(R) and PBn(R). Suppose
first that R× is trivial, i.e. R× = {1}. Then Bn(R) = PBn(R) = Un(R)
by definition. Moreover the subgroup D ≤ Aut(Un(R)) of automorphisms
given by conjugation by a diagonal matrix is also trivial. It follows from
Theorem 6.6 that an arbitrary automorphism ψ ∈ Aut(Un(R)) is of the
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form ψ = ι′ ◦ ψ′ where ι′ ∈ Inn(Un(R)) and ψ′ ∈ A ≤ Aut(Un(R)).
Thus (6.4) and Lemma 2.1 give R(ψ) =∞.
Assume that the integral domain R has at least two units. Because
PBn(R) is a characteristic quotient of Bn(R), Lemma 2.4 shows that Bn(R)
will have property R∞ if PBn(R) does so. Let then ϕ ∈ Aut(PBn(R)). Re-
call that Un(R) is characteristic in PBn(R) by Lemma 4.3. Now Lemma 6.7
and Theorem 6.6 allow us to write ϕ = ι ◦ ψ where ι ∈ Inn(PBn(R))
and ψ ∈ Aut(PBn(R)) satisfies ψ|Un(R) ∈ A. By Lemma 2.1 we have
R(ϕ) = R(ι ◦ ψ) = R(ψ). It thus suffices to show that R(ψ) =∞.
Recall that ψ ∈ Aut(PBn(R)) induces automorphisms ψ ∈ Aut
(
Dn(R)
Zn(R)
)
and ψ′ := ψ|Un(R) ∈ A ≤ Aut(Un(R)) because Un(R) E PBn(R) is char-
acteristic. If R(ψ) =∞, Lemma 2.4 yields R(ψ) =∞. Assume R(ψ) <∞.
Because Gm(R) and thus Dn(R)Zn(R) is finitely generated, we have that ψ has
finitely many fixed points by Lemma 2.5. Since R(ψ′) =∞ by (6.4), it fol-
lows from Lemma 2.4 that R(ψ) =∞ as well, which finishes the proof. 
Remark 6.8. The reader familiar with results on property R∞ for nilpotent
groups might recall a similar theorem due to T. Nasybullov, namely [42,
Theorem 3]. It is stated that, if R is an infinite integral domain which is
finitely generated as a Z-module, then the unipotent subgroup Un(R) has
property R∞ whenever n > 2|R×|. In particular, combined with Lemma 2.4,
Nasybullov’s theorem implies some special cases of Theorem B.
We point out that there is a small gap in the proof of [42, Theorem 3].
Indeed, Nasybullov’s theorem uses [42, Proposition 7], which in turn is cited
as a version of Levcˇuk’s theorem for the case of integral domains and n ≥ 3.
However, as stated, [42, Proposition 7] does not include automorphisms of
type Σ — that is, the subgroup U(c) ≤ Aut(Un(R)) is not considered in [42].
The proposition can thus not be applied as stated since there exist integral
domains R for which the subgroup U(c) ≤ Aut(Un(R)) is non-trivial — take
e.g. R = Z[1/2]. Moreover when n ≥ 4 the generators of Aut(Un(R)) also
include automorphisms not considered in [42]; cf. [34, Theorems 2 and 3].
Fortunately, the above mentioned gap in [42, Theorem 3] can be over-
come. First of all the assumptions on R imply that it has characteristic
zero and thus n ≥ 5 since R contains a copy of Z. Secondly, the omitted
automorphisms of type Σ act trivially on almost all quotients of the lower
central series of Un(R). More precisely, any σ ∈ U(c) induces the identity on
Un(R)/γn−2(Un(R)), as can be seen from the description of U(c) preceding
Remark 6.3. The remaining arguments in the proof of [42, Theorem 3] thus
carry over with the appropriate modifications. We take the opportunity to
thank T. Nasybullov for promptly discussing his results with us. 4
6.1. Applications of Theorem B. Here we exhibit new families of soluble
matrix groups having property R∞ by applying Theorem B. We keep the no-
tation of the previous section for the automorphisms αadd : Ga(R)→ Ga(R)
and τα : Ga(R)×Ga(R)→ Ga(R)×Ga(R) arising from α ∈ Autring(R).
Proposition 6.9. Let R0 ∈ {Z,Fp | p ∈ N a prime} and suppose R ∈
{R0[t], R0[t, t−1],O}, where O denotes any ring of integers of an algebraic
number field. Then R(αadd) = ∞ = R(τα) for any ring automorphism
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α ∈ Autring(R). In particular, all groups of the form Bn(R) and PBn(R)
have property R∞ when n ≥ 5.
We split the proof in sections 6.1.1, 6.1.2 and 6.1.3 below.
6.1.1. First case: polynomials on one variable R = R0[t]. In this section we
work with the polynomial rings R = R0[t] on one variable with coefficients
in R0 ∈ {Z,Fp | p a prime}.
It is a simple exercise to verify that every α ∈ Autring(R0[t]) is of the
form α(
∑d
i=0 fit
i) =
∑d
i=0 fi(at+ b)
i for some a ∈ R×0 and b ∈ R0. We may
assume (a, b) 6= (1, 0) for otherwise α would be the identity, which obviously
has infinite Reidemeister number since (R0[t],+) is infinite abelian.
We start with the case R0 = Fp. An arbitrary polynomial h(t) ∈ Fp[t]
can be written (uniquely) according to powers of t modulo p as follows.
h(t) =
p−1∑
`=0
d∑`
o=0
hpo+`t
po+`
for some non-negative integers d0, . . . , dp−1.
Remark 6.10. We claim that h(t)− α(h(t)) can be decomposed as
h(t)− α(h(t)) =
dp−1∑
o=1
hpo+p−1(1− apo)tpo+p−1
+ h(t)
where no power of t appearing in the remaining polynomial h(t) is of the
form tpk+p−1 with k ≥ 1. Indeed, h(t)− α(h(t)) equals
p−1∑
`=0
d∑`
o=0
hpo+`t
po+` −
p−1∑
`=0
d∑`
o=0
hpo+`(at+ b)
po+`
by definition, which in turn can be rewritten asdp−1∑
o=1
hpo+p−1tpo+p−1 −
dp−1∑
o=1
hpo+p−1(at+ b)po+p−1
+ h0(t),
where
h0(t) = hp−1(t− (at+ b)p−1) +
p−2∑
`=0
d∑`
o=0
hpo+`(t
po+` − (at+ b)po+`).
Since taking p-powers is an additive homomorphism in Fp[t], we have
(at+ b)po+` = (at+ b)po(at+ b)`
= (apotpo + bpo)
(∑`
m=0
(
`
m
)
a`−mbmt`−m
)
.
In particular, if ` < p − 1, then no power of t appearing in (at + b)po+` is
of the form tpk+p−1 with k ≥ 1. Thus the polynomial h0(t) defined above
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also has this property. In case ` = p− 1 and recalling that xp−1 = 1 for all
x ∈ F×p , we obtain
(at+ b)po+p−1 =
p−1∑
m=0
(
p− 1
m
)(
apo−mbmtpo+p−1−m + a−mbpo+mtp−1−m
)
.
Thus, since 0 ≤ m ≤ p − 1, the only powers of t of the form tpk+p−1 with
k ≥ 1 appearing in the above occur when m = 0, for otherwise the exponents
of t are either of the form po + j with 0 ≤ j ≤ p− 2 or equal to j for some
j ≤ p− 1. Therefore, the polynomial
h(t) =h0(t)−
dp−1∑
o=1
(
hpo+p−1bpotp−1+
+
p−1∑
m=1
(
p− 1
m
)(
apo−mbmtpo+p−1−m + a−mbpo+mtp−1−m
))
has the property that none of its t-powers are of the form tpk+p−1 with k ≥ 1,
and by construction
h(t)− α(h(t)) =
dp−1∑
o=1
hpo+p−1
(
1−
(
p− 1
0
)
apo
)
tpo+p−1
+ h(t)
=
dp−1∑
o=1
hpo+p−1(1− apo)tpo+p−1
+ h(t),
as desired. 4
Now consider the family of polynomials {tp(p−1)i+p−1}i∈N ⊂ R0[t] = Fp[t].
Given natural numbers i > j, one has that tp(p−1)i+p−1 is αadd-conjugate to
tp(p−1)j+p−1 if and only if there exists h(t) ∈ R0[t] such that
tp(p−1)i+p−1 − tp(p−1)j+p−1 =
dp−1∑
o=1
hpo+p−1(1− apo)tpo+p−1
+ h(t),
where h(t) and h(t) are as in Remark 6.10. Since the degree of the poly-
nomial on the left hand side is of the form pk + p − 1 with k ≥ 1, namely
k = (p− 1)i, it follows from Remark 6.10 that some o ∈ {1, . . . , dp−1} must
equal (p − 1)i, yielding an equality of coefficients of tp(p−1)i+p−1. But one
would then obtain
1 = hp(p−1)i+p−1(1− ap(p−1)i) = hp(p−1)i+p−1(1− (ap−1)pi) = 0
because ap−1 = 1. In other words such a polynomial h(t) cannot exist,
i.e. tp(p−1)i+p−1 and tp(p−1)j+p−1 define disjoint αadd-twist conjugacy classes
whenever i > j. Thus R(αadd) =∞.
Showing that R(τα) =∞ is similar to the previous case. Indeed, we shall
verify that the elements (tp(p−1)i+p−1, 0) and (0,−tp(p−1)j+p−1) ∈ Fp[t] ×
Fp[t], i, j ∈ N, belong to distinct τα-twist conjugacy classes whenever i > j.
The point is that a strengthening of Remark 6.10 is available.
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Remark 6.11. Given arbitrary polynomials
h(t) =
p−1∑
`=0
d∑`
o=0
hpo+`t
po+` and g(t) =
p−1∑
m=0
em∑
x=0
gpx+mt
px+m
in Fp[t], there exists a polynomial fh,g(t) ∈ Fp[t] such that
h(t)− α(g(t)) =
dp−1∑
o=1
hpo+p−1tpo+p−1 −
ep−1∑
x=1
gpx+p−1apxtpx+p−1 + fh,g(t)
and moreover no power of t occurring in the remainder polynomial fh,g(t)
is of the form tpk+p−1 with k ≥ 1. To see this, just rearrange the terms of
h(t) and α(g(t)) along the same lines as in Remark 6.10. 4
By definition, (tp(p−1)i+p−1, 0) and (0,−tp(p−1)j+p−1) are τα-conjugate if
there exist h(t), g(t) ∈ Fp[t] such that
(tp(p−1)i+p−1, tp(p−1)j+p−1) = (h(t), g(t))− τα( (h(t), g(t)) )
= (h(t)− αadd(g(t)), g(t)− αadd(h(t)) )
=
dp−1∑
o=1
hpo+p−1tpo+p−1 −
ep−1∑
x=1
gpx+p−1apxtpx+p−1 + fh,g(t),
ep−1∑
x=1
gpx+p−1tpx+p−1 −
dp−1∑
o=1
hpo+p−1apotpo+p−1 + fg,h(t)
 .
Since the polynomials fh,g(t) and fg,h(t) from Remark 6.11 contain no pow-
ers of t whose exponents are of the form pk+p− 1 with k ≥ 1, we have that
some o ∈ {1, . . . , dp−1} and some x ∈ {1, . . . , ep−1} must both equal (p−1)i.
This yields the system of coefficients{
1 = hp(p−1)i+p−1 − gp(p−1)i+p−1ap(p−1)i = hp(p−1)i+p−1 − gp(p−1)i+p−1,
0 = gp(p−1)i+p−1 − hp(p−1)i+p−1ap(p−1)i = gp(p−1)i+p−1 − hp(p−1)i+p−1,
which has no solutions over R0 = Fp. Thus the existence of polynomials
h(t), g(t) ∈ R0[t] satisfying the above is impossible, whence (tp(p−1)i+p−1, 0)
and (0,−tp(p−1)j+p−1) lie in distinct τα-twist conjugacy classes whenever
i > j. The desired result on property R∞ now follows from Theorem B.
The case R0 = Z follows from the previous one. Take for instance the
canonical projection pi : Z  Z/2Z = F2. Given α ∈ Autring(Z[t]), which
acts via α(
∑d
i=0 fit
i) =
∑d
i=0 fi(at+b)
i, it is clear that the ideal 2Z[t] — i.e.
polynomials with even coefficients — is αadd-invariant. Thus αadd induces
the automorphism αadd on Z[t]/2Z[t] = F2[t] given by αadd(
∑d
i=0 pi(fi)t
i) =∑d
i=0 pi(fi)(pi(a)t + pi(b))
i. But R(αadd) ≥ R(αadd) by Lemma 2.4, and
we have just showed that such an αadd on F2[t] has infinite Reidemeister
number. Similarly, the ideal 2Z[t]×2Z[t] is also τα-invariant, whence taking
the induced automorphism τα on F2[t]×F2[t] yields R(τα) ≥ R(τα) =∞ by
the previous considerations. This finishes the proof of the present case. 
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6.1.2. The case of Laurent polynomials R = R0[t, t
−1]. Turning to the sec-
ond claim of Proposition 6.9 we let R denote throughout this section the
ring of Laurent polynomials R = R0[t, t
−1]. Here, R0 is either the ring of
integers Z or a finite field Fp with a prime number p of elements.
Straightforward computations show that the group of ring automor-
phisms Autring(R0[t, t
−1]), regardless of R0, is just the cyclic group of
order two, generated by the automorphism which takes t to t−1. Thus,
given α ∈ Autring(R0[t, t−1]) and an arbitrary Laurent polynomial f(t) =∑∞
`=−∞ f`t
` ∈ R0[t, t−1], where only finitely many coefficients f` ∈ R0 are
non-zero, we have α(f(t)) =
∑∞
`=−∞ f`t
±`.
Similarly to the case of R0[t] from Section 6.1.1, we prove that the el-
ements t` ∈ R0[t, t−1] yield infinitely many αadd-twist conjugacy classes.
Take i > j ∈ N. Then ti and tj are αadd-conjugate if and only if there exists
h(t) =
∑∞
`=−∞ h`t
` ∈ R0[t, t−1] such that 0 6= ti−tj = (id−αadd)(h(t)). If α
sends t to t, then αadd is itself the identity, whence there is no such h(t) and
R(αadd) = ∞. Assume otherwise that αadd(h(t)) =
∑∞
`=−∞ h`t
−`. Since i
is positive and distinct from j, we then have the system{
hi − h−i = 1,
−hi + h−i = 0
of coefficients, which has no solutions over R0. Thus such an element h(t) ∈
R0[t, t
−1] never exists, that is ti and tj can not be αadd-conjugate if i 6= j,
whence R(αadd) =∞.
We now check that the additive automorphism τα((r, s)) =
(αadd(s), αadd(r)) of R0[t, t
−1]×R0[t, t−1] also has R(τα) =∞. Similarly to
the above we show that the elements (ti, 0), (0,−tj) ∈ R0[t, t−1]×R0[t, t−1]
with i > j ∈ N define distinct τα-twist conjugacy classes, which in
turn implies R(τα) = ∞. Again, (ti, 0) and (0,−tj) are τα-conjugate
if and only if there exists a pair of Laurent polynomials (h(t), g(t)) =
(
∑∞
`=−∞ h`t
`,
∑∞
m=−∞ gmt
m) ∈ R0[t, t−1]×R0[t, t−1] satisfying
(ti, tj) = (h(t), g(t))− τα( (h(t), g(t)) )
= (h(t)− αadd(g(t)), g(t)− αadd(h(t)) )
=
( ∞∑
`=−∞
h`t
` −
∞∑
m=−∞
gmt
±m,
∞∑
m=−∞
gmt
m −
∞∑
`=−∞
h`t
±`
)
.
One has the following two possible systems of coefficients. Firstly, if α sends
t to t, we have the system {
1 = hi − gi,
0 = gi − hi.
Secondly, if α sends t to t−1, the system we obtain is{
1 = hi − g−i,
0 = g−i − hi.
In both cases, no solutions exist over R0, so that there is no such pair
(h(t), g(t)) satisfying the above. Therefore (ti, 0) and (0,−tj) lie in distinct
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τα-twist conjugacy classes for all i > j ∈ N, yielding R(τα) = ∞. That the
groups Bn(R0[t, t
−1]) and PBn(R0[t, t−1]) have R∞ for n ≥ 5 now follows
immediately from Theorem B. 
6.1.3. The case where R = O, a ring of integers. We now prove the last
claim of Proposition 6.9. Recall that the integral closure of Z in a finite
extension of Q is a free Z-module of finite rank, whence the underlying
additive group Ga(O) of any ring of integers O is finitely generated. Let
then R = O be the ring of integers of an arbitrary algebraic number field.
Suppose α is any ring automorphism of O. To prove the claim, it suffices
to check that αadd and τα have infinitely many fixed points due to Lemma 2.5
and the observation above. This is obviously true for αadd since Z ⊆ O is
always contained in the set of fixed points of α. But for the automorphism
τα : O×O → O×O, τα(r, s) = (αadd(s), αadd(r)), the argument is the same.
Indeed, the diagonal of Z× Z is clearly contained in the set of fixed points
of τα. Using Theorem B we conclude the proof of Proposition 6.9. 
7. Groups that do not have property R∞
In contrast with Theorems A and B we now give examples of metabelian
S-arithmetic groups not having property R∞. Our result includes finitely
generated and non-finitely generated cases.
Proposition 7.1. Let Fq denote the finite field with q elements.
(i) None of the groups Aff(Fq[t]), B2(Fq[t]) and B+2 (Fq[t]) = U2(Fq[t])
have property R∞, and
(ii) if q ≥ 4, none of the groups Aff+(Fq[t, t−1]), B+2 (Fq[t, t−1]) and
U2(Fq[t, t−1]) have property R∞.
Proposition 7.1 has some overlap with the existing literature. Recall
from Example 3.3 that Aff+(Fp[t, t−1]) for p prime is the lamplighter group
Lp = Cp oZ. Using different algebraic techniques, Gonc¸alves and Wong [24]
completely classified which wreath products of the form A o Z have prop-
erty R∞, where A is a finitely generated abelian group. In particular, for
the small fields excluded from Proposition 7.1(ii), their results imply that
Aff+(F2[t, t−1]) and Aff+(F3[t, t−1]) do have property R∞.
A few observations on our results are due. There is a ‘gap’ for Bn(Fq[t])
and PBn(Fq[t]) regarding whether such groups have property R∞ — they
do by Proposition 6.9 whenever n ≥ 5. A similar phenomenon could
be expected for B+n (Fq[t, t−1]) and PB+n (Fq[t, t−1]) when q ≥ 4, though
there is a slight discrepancy here. Indeed, Proposition 6.9 gives R∞ for
Bn(Fq[t, t−1]) and PBn(Fq[t, t−1]) when n ≥ 5, while B+2 (Fq[t, t−1]) and
Aff+(Fq[t, t−1]) ∼= PB+2 (Fq[t, t−1]) do not have R∞ by Proposition 7.1(ii).
Whether B+n (Fq[t, t−1]) and PB+n (Fq[t, t−1]) have R∞ for large n, and
whether B2(Fq[t, t−1]) and Aff(Fq[t, t−1]) do not have R∞, is unknown.
We prove part (i) of Proposition 7.1 in Section 7.1 and part (ii) in Sec-
tion 7.2. We explicitly construct automorphisms of the groups mentioned
above having only finitely many Reidemeister classes. In Proposition 7.1(ii)
we give representatives of the Reidemeister classes, obtaining the Reidemeis-
ter number of the corresponding automorphisms; see Proposition 7.3.
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7.1. Proof of Proposition 7.1(i). Throughout this section, R denotes
Fq[t], the polynomial ring on one variable over Fq.
Since Fq is not algebraically closed there exists a monic polynomial
P (X) = a0 + a1X + . . . + ad−1Xd−1 + Xd of degree d ≥ 2 with coeffi-
cients in Fq which is irreducible over Fq. Certainly a0 6= 0 for otherwise
P (X) would be divisible by X. The companion matrix
CP =

0 0 . . . 0 −a0
1 0 . . . 0 −a1
0 1 . . . 0 −a2
...
...
. . .
...
...
0 0 . . . 1 −ad−1

of P (X) thus has determinant det(CP ) = a0 6= 0 and therefore defines
an element, also denoted CP by abuse of notation, of GLd(Fq). Moreover,
the characteristic polynomial of CP equals P (X) itself. Since P (X) is irre-
ducible, one has
det(1d − a · CP ) 6= 0 for all a ∈ Fq\{0}.(7.1)
In particular, the linear transformations id−a · CP of Fdq are invertible for
all a ∈ Fq\{0}, that is id−a · CP ∈ GLd(Fq).
We would like to define an additive automorphism ΦP ∈ Aut(Ga(Fq[t]))
induced by CP . To do this we first write Fq[t] as an infinite dimensional
Fq-vector space on the standard basis {1, t, t2, . . .}, that is
Fq[t] =
∞⊕
`=0
Fq · t`.
We remark that the elements x ∈ Fq ⊂ Fq[t] can be viewed both as vectors
xt0 + 0t1 + 0t2 + . . . ∈ ⊕∞`=0Fqt` and as scalars of the ground field. In
particular, a linear transformation T of Fq[t] needs not fix the vector xt0 +
0t1 + 0t2 + . . . corresponding to the element x ∈ Fq, though it still satisfies
T (x · v) = x · T (v) for any vector v ∈ Fq[t] and scalar x ∈ Fq.
To construct our automorphism ΦP we decompose Fq[t] into finite-
dimensional blocks. More precisely, an arbitrary vector v ∈ Fq[t] shall be
written as a sum v = v1 + v2 + v3 + . . . where each vk lies in the (k + 1)-th
d-dimensional block of the space ⊕∞`=0Fqt`. That is, we decompose
Fq[t] =
∞⊕
`=0
Fq · t` =
∞⊕
k=0
(k+1)d−1⊕
`=kd
Fq · t`
and write v ∈ Fq[t] as
v =
∞∑
k=0
vk where vk ∈
(k+1)d−1⊕
`=kd
Fq · t` ∼= Fdq .
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Since CP ∈ GLd(Fq), we may define on each d-dimensional block
⊕(k+1)d−1`=kd Fqt` ∼= Fdq above the (invertible) linear transformation
CP,k :
(k+1)d−1⊕
`=kd
Fq · t` //
(k+1)d−1⊕
`=kd
Fq · t`
x  // CP (x)
which is just a copy of CP . Thus the map ΦP : Fq[t]→ Fq[t] defined via
ΦP :
∞⊕
k=0
(k+1)d−1⊕
`=kd
Fq · t` //
∞⊕
k=0
(k+1)d−1⊕
`=kd
Fq · t`
v =
∞∑
k=0
 //
∞∑
k=0
CP,k(vk)
is an automorphism of Fq[t] as an infinite-dimensional Fq-vector space be-
cause each CP,k is an invertible linear transformation of the d-dimensional
subspace ⊕(k+1)d−1`=kd Fqt`. In particular, ΦP ∈ Aut(Ga(Fq[t])).
Given a unit a ∈ Fq\{0}, let ma : Ga(Fq[t]) → Ga(Fq[t]) denote the
additive automorphism which is just multiplication by a. We claim that
R(ma ◦ ΦP ) = 1 for all a ∈ Fq\{0}, where ma and ΦP are here viewed as
automorphisms of Ga(Fq[t]). Let then r =
∑∞
k=0 rk ∈ Fq[t] be arbitrary,
where the rk are as above. Since id−a ·CP,k ∈ GLd(Fq) by the definition of
CP,k and equality (7.1), we may define
sk := (id−a · CP,k)−1(rk) ∈
(k+1)d−1⊕
`=kd
Fq · t`
for all k and set s =
∑∞
k=0 sk ∈ Fq[t]. One then has
r =
∞∑
k=0
rk =
∞∑
k=0
(id−a · CP,k)(sk) = (id−a · ΦP )
( ∞∑
k=0
sk
)
= s− ma ◦ ΦP (s).
Thus r is (ma ◦ΦP )-conjugate to the zero vector 0 ∈ Fq[t], whence the claim.
The above shows that the groups B+2 (Fq[t]) = U2(Fq[t]) =
(
1 Fq [t]
0 1
) ∼=
Ga(Fq[t]) do not have property R∞. To verify that the same is true for the
groups Aff(Fq[t]) and B2(Fq[t]), consider the maps
ϕA : Aff(Fq[t]) // Aff(Fq[t])(
u r
0 1
)
 //
(
u ΦP (r)
0 1
)
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and
ϕB : B2(Fq[t]) // B2(Fq[t])(
u r
0 v
)
 //
(
u ΦP (r)
0 v
)
.
By definition, ϕA and ϕB restrict to automorphisms both on the diagonal
and unipotent parts of Aff(Fq[t]) and B2(Fq[t]), respectively. The fact that
ϕA and ϕB are group homomorphisms (and thus automorphisms) follows
from straightforward computations combined with the fact that ΦP is an
isomorphism of Fq[t] as an Fq-vector space (hence preserves multiplication
by elements of Fq).
We now observe that U2(Fq[t]) is a characteristic subgroup of both
Aff(Fq[t]) and B2(Fq[t]). In effect, if Fq = F2 the claim is true for triv-
ial reasons, for in this case F2[t]× = {1} and thus Aff(F2[t]) = B2(F2[t]) =
U2(F2[t]). Otherwise Fq has at least 3 elements and U2(Fq[t]) equals the
commutator subgroups of both Aff(Fq[t]) and B2(Fq[t]) by Proposition 4.4.
Now, since the diagonal parts of Aff(Fq[t]) and B2(Fq[t]) are finite, we know
from Lemma 2.4 that R(ϕA) and R(ϕB) are finite in case R(ιA ◦ ϕ′A) and
R(ιB ◦ ϕ′B) are so for all ιA ∈ Inn(Aff(Fq[t])) and ιB ∈ Inn(B2(Fq[t])).
Here, ϕ′A and ϕ
′
B denote the restrictions to U2(Fq[t]) ∼= Ga(Fq[t]) of ϕA and
ϕB, respectively. But direct matrix computations show that ιA ◦ ϕ′A and
ιB ◦ ϕ′B are of the form ma ◦ ΦP and mb ◦ ΦP , respectively, for some units
a, b ∈ Fq\{0}. Since R(ma ◦ ΦP ) = R(mb ◦ ΦP ) = 1, it follows that ϕA
and ϕB have finite Reidemeister number as well. Therefore Aff(Fq[t]) and
B2(Fq[t]) do not have property R∞. 
7.2. Proof of Proposition 7.1(ii). Throughout this section, R denotes
the Laurent polynomial ring Fq[t, t−1] with q ≥ 4 a power of a prime.
The group of units of R is
R× = 〈F×q ∪ {tk | k ∈ Z}〉,
which has torsion subgroup Tor(R×) = F×q . We set R×TF = {tk | k ∈ Z}, a
complement of Tor(R×). With respect to this choice,
B+2 (R) := Bn(R;R
×
TF ) =
{(
tk f(t)
0 tl
) ∣∣ k, l ∈ Z, f(t) ∈ Fq[t, t−1]} ,
Aff+(R) := Aff(R×;R×TF ) =
{(
tk f(t)
0 1
) ∣∣ k ∈ Z, f(t) ∈ Fq[t, t−1]} ;
c.f. Sections 3.3 and 3.5. We now construct automorphisms on these groups
with finitely many Reidemeister classes. The following lemma is a useful
tool for these constructions.
Lemma 7.2. Let Fq denote a finite field with q ≥ 4 elements. There exists
a ∈ Fq such that 1− a2 is a unit of Fq and hence the system
X − aY = l
−aX + Y = m
has a solution (X,Y ) ∈ F2q for all choices of l,m ∈ Fq.
Proof. If such an a ∈ Fq exists, it is clear that this system has a solution.
Take a to be a generator of F×q . Since |Fq| ≥ 3, it follows that a2 6= 1. 
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Let a ∈ F×q be as in Lemma 7.2. Let also k, l ∈ Z and f(t) ∈ Fq[t, t−1].
Define
ϕB : B
+
2 (Fq[t, t−1]) // B
+
2 (Fq[t, t−1])(
tk f(t)
0 tj
)
 //
(
t−k af(t−1)
0 t−j
)
and
ϕA : Aff+(Fq[t, t−1]) // Aff+(Fq[t, t−1])(
tk f(t)
0 1
)
 //
(
t−k af(t−1)
0 1
)
.
It is a simple exercise to check that these maps are actually automorphisms.
As U2(R) is characteristic in B
+
2 (R) and Aff
+(R) by Proposition 4.5, we
also consider the automorphism ϕ′ = ϕB|U2(R) = ϕA|U2(R) on U2(R).
Proposition 7.3. The automorphisms defined above satisfy
R(ϕB) =
{
[( 1 00 1 )]ϕB , [(
t 0
0 1 )]ϕB , [(
1 0
0 t )]ϕB , [(
t 0
0 t )]ϕB
}
,
R(ϕA) =
{
[( 1 00 1 )]ϕA , [(
t 0
0 1 )]ϕA
}
and
R(ϕ′) =
{
[( 1 00 1 )]ϕ′
}
,
where R(φ) denotes the set of Reidemeister classes of an automorphism φ
of a group G.
Proof. We show the result for B+2 (R), the proofs for Aff
+(R) and for U2(R)
follow from entirely analogous arguments.
Given elements of B+2 (R) of the form(
tk f(t)
0 tl
)
and
(
tx 0
0 ty
)
,
we have that(
tk f(t)
0 tl
)(
tx 0
0 ty
)
ϕB
((
tk f(t)
0 tl
))−1
=
(
t2k+x tl+yf(t)−at2k+l+xf(t−1)
0 t2l+y
)
.
Consequently, an element b =
(
ti h(t)
0 tj
)
∈ B+2 (R) can only belong to the
Reidemeister class
[(
tx 0
0 ty
)]
ϕ
if i ≡ x mod 2 and j ≡ y mod 2. Moreover,
there must exist f(t) ∈ Fq[t, t−1] such that
(7.2) h(t) = tl+yf(t)− at2k+l+xf(t−1).
We now show that such f(t) always exists for fixed x, y, k, l ∈ Z.
Write h(t) =
∑
m∈Z hmt
m, where only finitely many hm ∈ Fq are non-zero.
For each m ∈ Z, Lemma 7.2 assures the existence of a solution (Xm, Ym) ∈
F2q to the system
X − aY = hm
−aX + Y = h2k+2l+x+y−m.
Denote fm−l−y := Xm and f2k+l+x−m := Ym, for each m, and set
f(t) =
∑
m∈Z
fmt
m ∈ Fq[t, t−1].
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By construction we have
tl+yf(t)− at2k+l+xf(t−1) =
∑
m∈Z
(fmt
m+l+y − afmt2k+l+x−m)
=
∑
m∈Z
(fm−l−y − af2k+l+x−m)tm
=
∑
m∈Z
hmt
m = g(t),
hence (7.2) is satisfied for this choice of f(t).
The fact that such f(t) always exists means that an element b =(
ti h(t)
0 tj
)
∈ B+2 (R) belongs to
[(
tx 0
0 ty
)]
ϕ
if and only if i ≡ x mod 2 and
j ≡ y mod 2, without any further assumption on h(t). Therefore,
R(ϕB) =
{
[( 1 00 1 )]ϕ , [(
t 0
0 1 )]ϕ , [(
1 0
0 t )]ϕ , [(
t 0
0 t )]ϕ
}
.

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