We present a method (ENERGI) for extracting energy-like quantities from a data base of protein structures. In this paper, we use the method to generate pairwise additive amino acid "energy" scores. These scores are obtained by iteration until they correctly discriminate a set of known protein folds from decoy conformations. The method succeeds in lattice model tests and in the gapless threading problem as defined by Maiorov and Crippen [Maiorov, V. N. & Crippen, G. M. (1992) J. Mol. Biol. 227, 876-888]. A more challenging test of threading a larger set of test proteins derived from the representative set of Hobohm and Sander [Hobohm, U. & Sander, C. (1994) Protein Sci. 3, 522-524] is used as a "workbench" for exploring how the ENERGI scores depend on their parameter sets.
problems with the way the energy-like statistical potentials are obtained from pairing frequencies. Our purpose here is to present an improved method for obtaining such energy-like quantities. To describe the main problems, we define two terms: the "true" energies and the "extracted" energies. The extracted energies are based on observing the pairing frequencies Pij of amino acid type i with amino acid type j and taking the logarithm to obtain dimensionless energy-like quantities, eij: eij = energy/kT = -ln Pi}) [1] where ply represents the pairing frequencies in a reference state, k is the Boltzmann constant, and T is absolute temperature. The true energies are defined as the actual interaction free energies, Eij, that nature uses to drive proteins to fold up as they do. If the statistical potential procedures and assumptions were perfect, then the extracted potentials would equal the true energies, eij = Eij. For real proteins, of course, the true energies are not known accurately. Using an exact lattice model, with known true energies, to test the internal consistency of the extraction procedure, we have found that energies extracted by the standard methods used for statistical potentials are not equal to the true energies (27) .
The problems we found with current statistical potentials derive from an implicit neglect of excluded volume, chain connectivity, and amino acid sequence. For example, the standard extraction methods assume that the frequency of pairing alanine with tryptophan is independent of the frequency of pairing glycine with lysine, or in general that the frequency of pairing of residue types ij is independent of the frequency of pairing of types kl. But our tests showed that pairing frequencies are not independent. In a compact chain molecule such as a globular protein, the drive for certain amino acids to contact each other affects the positions of other amino acids in the chain. As a result, extracted statistical energies can have the incorrect magnitudes and even incorrect signs.
The origin of these problems lies in the construction of reference states p3} in Eq. 1. Normally these reference states are based on "randomized" globules of disconnected amino acid particles. Fixing these problems requires more accurate accounting for the excluded volume, sequences, and chain connectivity in the reference state. There have been earlier efforts to derive "optimized" potentials from protein structures by taking into account both native and nonnative protein conformations. Maiorov and Crippen (11) developed an approach that solves a set of linear equations to find "energy" parameters that solve the "threading problem," i.e., that best identify when a particular amino acid sequence is appropriately superimposed on its correct structure when tested against a zoo of structures that contains the correct structure plus other, decoy, conformations. Goldstein et al. (31) have developed an analytical matrix method, based on spin-glass theory, for determining parameters that maximize the stabilization of the native protein structure relative to averaged decoy structures. Here we propose an iterative method for deriving improved statistical potentials, in which the ensemble of structures in the reference state of Eq. 1 is iteratively adjusted to reflect the latest approximation to the energetic interactions.
An Iterative Method to Extract Potentials from Structures
There are two main differences between our method and other approaches for extracting statistical potentials. First, our reference state is the fully connected chain with the correct amino acid sequence im different conformations, rather than a sea of disconnected amino acids. Second, because this reference state cannot be described by an analytical expression, our method involves iteration. We call the procedure ENERGI. The energy-like scores eij are adjusted at each iteration by using the ratio between observed and predicted structural ensembles. The scores converge when they predict that the observed Proc. Natl. Acad. Sci. USA 93 (1996) 11629 el(n) = ei 1) + Ae (native) structure is sufficiently favored "energetically" over alternative structures. A flow chart is shown in Fig. 1 
27. In general, on this first pass, the pairing frequencies obtained in this way for the predicted ensemble of conformations will not equal the pairing frequencies in the observed native conformation. In the example above, if conformation 1 were the native conformation, then in the native ensemble of one "protein," the observed pairing frequency of A-type contacts would be exactly 1. We construct a measure, Aeij, of the error between the true energies and the guessed energies: Ae} = -ln (p,(observed) * [2] Aeij is equivalent to Eq. 1 used to derive statistical potentials, where the Boltzmann-averaged pairing frequencies are used as the reference state. Our first-approximation scores are equal to the zeroth approximation plus the correction: e(J) = e + AeT) and in general: [3] Again we compute Boltzmann averages using the new e'j values and repeat this cycle until it converges-i.e., until lAeijl is smaller than some preset tolerance. Provided this process converges and is adequately parameterized, it will arrive at a final set of eQ,) that can fully discriminate, for a given sequence, its correct fold among the set of possible conformations. Specifically, if the native conformation is significantly favored by the scoring function over all alternative conformations, it will dominate the ensemble. If this is simultaneously true for all different conformations in the database, Aeij will approach 0 and the process converges. Current statistical contact potentials are equivalent to starting with a zeroth approximation in which all interactions et() are assumed to be equal and favorable (32) and computing the first correction term Ael()
An Exact Lattice Model Test
In this section we use lattice model examples, for which we can know exactly the true energies, to show that the ENERGI method converges to produce extracted energies equal to the true underlying energies. Following Thomas and Dill (27) , we use a two-dimensional square lattice model of chains of length L = 14 having two monomer types A and B. This allows us to specify any set of "true" energies we choose, and our decoy conformations are the full conformation space of nonnative conformations obtained by exact enumeration. For each such true potential we generate a data base composed of the structures of all sequences that have a unique minimum-energy conformation. We then use the ENERGI method to extract potentials from this data base. We performed this test on several different data bases generated by different sets of true potentials.
The two examples in Fig. 2 show the extracted potentials converge to the true values in a few iterations. For all possible 14-mer lattice model potentials, the method successfully converges to 100% correct discrimination of the right structure from the decoys. The number of iterations required to succeed depends on the true potential.
There are two different standards to which extracted potentials can be held. The least stringent standard requires only that extracted potentials correctly identify native states, even if they do not give correct relative energies. The more demanding standard requires that extracted potentials also give energy ratios correctly. [Extracted potentials cannot do better than this; they cannot give the absolute energies correctly, because there is always an indeterminable arbitrary constant multiplier for each energy. This is intrinsic to the concept of statistical potentials (27) .] Fig. 2 shows that the ENERGI method passes this more demanding test; it correctly gives ratios of the different eij values in addition to discriminating the correct from the decoy structures.
The Gapless Threading Problem
Now we test the ENERGI method on a more realistic problem: gapless threading of real protein structures. The problem is to correctly identify the native structure in a zoo of native plus decoy conformations, where no insertions or deletions are used. This problem has been attacked by other methods with considerable success (11-16, 23, 25) , but relative performance is difficult to assess since each of these methods was tested using different test proteins and decoy structures. Here our purpose is twofold. First, we show that the ENERGI method can be 100% successful on the gapless threading test; we use the protein sets defined by Maiorov and Crippen (11), since our method also requires both a training set and a test set of proteins. Second, because the ENERGI method is relatively Biophysics: Thomas (11), we take the interaction centers to be the amino acid CI position (a virtual CP is used for Gly). Whereas we have arbitrarily chosen to use Boltzmann-averaged weighting, there is little justification for preferring it over other weighting schemes. A weight need not depend exponentially on the energy-like score. Since the energies can be determined only to within an arbitrary scaling constant, "Z-scores" (9) are equally useful for scoring. The Z-score is the number of standard deviations of a given conformation above or below the mean threaded energy, and therefore is invariant to such scaling factors. We use exp(-,yZ), where y is an arbitrary constant analogous to temperature-', as a weighting factor in pOfl) (predicted) training set proteins. Those scores were then used to predict a larger set of 49 compact test proteins that were not in the training set. They found that all of the test proteins were also correctly predicted. Their method might also have succeeded with a different set of parameters, but computer time prohibited them from making a systematic study.
ENERGI is sufficiently fast that we can explore many different parameter sets. We consider various ways of classifying amino acids into n groups, giving n(n + 1)/2 pairwise contact parameters. We chose not to distinguish between different sequential separations, nor do we include backboneside-chain interactions. We increase the number of amino acid classes (Fig. 3 ) until all the training set proteins can be correctly predicted. Fig. 4 shows that dividing amino acids into two classes (three parameters), hydrophobic and other, correctly identifies 19/37 = 51% of the training set proteins. Five classes (15 parameters: hydrophobic, cysteine, positively charged, negatively charged, and other) correctly identifies 31/37 = 84% of the training set. All 37 training set proteins are correctly identified by using 10 classes (55 parameters), about half the number of adjustable parameters used by Maiorov and Crippen (11) . When applied to the full set of test proteins, our 10-class potential, like that of Maiorov and Crippen (11) , succeeds for all proteins they defined as compact. In addition, it succeeds for two "noncompact" proteins, labx.A and lcyc.3, for which the Maiorov-Crippen potential fails. The number of parameters required to solve the threading problem, as well as the parameter values themselves, depends not only on the set of training proteins but also on the set of decoy structures. While our parameter set solves the simple gapless threading problem for the sets of proteins and decoy structures of Maiorov and Crippen (11), we do not expect it to solve, for all proteins, more complicated versions of the structure recognition problem. For example, including insertions and deletions in threading (13, 33) 
Choosing a Parameter Set
When the same set of training proteins is used, how well do different parameter sets perform in predicting non-trainingset proteins? We systematically change the definitions of the energetic parameters in the potentials, and judge the relative success of different potentials by their ability to predict proteins not in the training set. Specifically, we study the effects of grouping amino acids into classes and the effects of different distance-dependent interactions. Using the Maiorov and Crippen (11) training set of 37 proteins, we attempted to thread a more challenging test set: the 121 proteins of Hobohm and Sander (34) having less than 25% sequence identity, which also have a relatively small radius of gyration (11) and have no homologue in the training set. The set of decoy structures is still the same as in Maiorov and Crippen (11) . Fig. 5 shows the success rates in recognizing test proteins, using the various collections of amino acid classes shown in Fig.   3 . The ENERGI score matrices are listed in Table 1 . About 72% of the proteins are successfully threaded when only two amino acid classes, hydrophobic and polar, are used. Stepping up to three classes-hydrophobic, polar, and cysteinesucceeds for 84% of the proteins. The use of 7 to 10 classes succeeds at about the 88% level. It is interesting that adding more parameters beyond 10 classes diminishes the success rate slightly. Our results show that for the gapless threading problem, assuming that amino acids fall into 20 classes is no more successful than assuming that they fall into 5 classes, if no distance dependence is included. Beyond 10 classes, added parameters largely serve to "learn" special-case protein structures; they specialize rather than generalize.
How helpful is allowing interactions to have an adjustable distance dependence? We found that for 10 or fewer amino acid classes, allowing interaction strengths to depend on distance intervals generally does not change the predictive power. However with 20 classes, distance information helps, up to a point. This suggests that there are characteristic interaction distances for specific amino acid pairs in proteins that are lost when averaged into amino acid classes.
What are the optimal parameters in a distance-dependent potential? We vary the widths of the distance intervals and the maximum interaction distances. Fig. 6 shows a study in which distance-dependent interactions between 5 and 9 A were collected into bin sizes of 0.5-, 1.0-, 2.0-, or 4.0-A widths. We found the optimal distance bin width to be 1.0 A; smaller bins exceed the resolution of our statistical potentials. What is the longest meaningful distance for distance-dependent potentials? We now fix each distance bin to be 2 A. 
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Biophysics: Thomas (11) . The interaction potential is sigmoidal in shape, full strength for CO-CO distances shorter than 6 A and tapering off to zero for distances greater than 9 A. Units are arbitrary, since the results are invariant to scale. The iteratively refined two-residue-class potential performs no better than simply counting contacts between hydrophobic residues (27, 35) In this paper we describe an iterative method, ENERGI, for extracting amino acid pair "potentials" from protein structural data bases. It differs from other methods in using decoy conformations of the native sequence as a reference state, rather than using mean-field assumptions about random gaslike "seas" of amino acids. We make a rigorous test of the method on a two-dimensional lattice model, which previously identified flaws in the mean-field approaches (27 ENERGI method converges so that ratios of extracted energies equal the corresponding ratios of the true underlying energies. We then apply the ENERGI method to the protein recognition problem, as defined by Maiorov and Crippen (11) . We find that the predictive power of extracted potentials does not always improve as the number of parameters increases. The main point here is not to suggest that any one particular parameter set is fully adequate, or applies to all problems. Rather the purpose of this work is to identify a methodology for extracting energy-like information from protein structures. Nevertheless, many of the contact "energies" we extract have simple physical interpretations ( Table 1) . Some of these are obvious, such as attractions between hydrophobic groups and between opposite charges, and repulsions between like charges. Others are less so. For example, "statistical potentials" generally find Pro-Xaa (where Xaa is any amino acid) to be unfavorable, since Pro is generally found on protein surfaces (15, 27) . ENERGI finds Pro to have quite favorable interactions with aromatic side chains (Phe, Tyr, and Trp), which can be rationalized in terms of hydrophobic ring "stacking." However, other contact "energies" are different from what one might expect. For example, in the 20-residue-type contact potential, Met-Met, Trp-Trp, and Tyr-Tyr contacts are all somewhat unfavorable. These parameters are artifacts that arise from overparametrization: there are few contacts of these types in the 37 training set proteins, and the predicted native conformations of these proteins are insensitive to relatively large changes in the "energy" of these contacts. The ENERGI method is readily generalizable. It can be applied to any system in which the distribution of states is known, but where the underlying energies that cause this distribution are not. In the case of data base-derived protein energetics, other types of interactions beyond pairwise amino acid contact terms can be treated using ENERGI, such as secondary structure propensities, environmental "profile" scores (9) , and three-body terms. The ENERGI method is only as good as the alternative conformations it uses. The gapless threading method used here is a simple and common way of generating alternative conformations. More sophisticated conformation-generating schemes, such as motif threading (13, 33) 
