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ABSTRACT 
We study the distribution modulo m of the convergents associated withthe d-dimensional J cobi-Perron 
algorithm for a.e. real numbers in (0, 1) d by proving the ergodicity of a skew product of the Jacobi- 
Perron transformation; this skew product was initially introduced in [5] for regular continued fractions. 
1. INTRODUCTION 
For an irrational number x,  0 < x < 1, we denote by P~ the nth convergent of x,  
qn 
which is defined by the regular continued fraction expansion coefficients of x. In 
1988, H. Jager and R Liardet [5] studied the distribution properties of the pairs 
(pn, qn) modulo m. These properties were originally considered by P. Sziisz in 
[16], and then by R. Moeckel [7] who used the ergodicity of geodesic flows over 
the modular surfaces: more precisely, they proved that given any positive integer 
m ~> 2, for a.e. x, the sequence {(pn, q,): n/> 1} is equidistributed modulo m over 
the set {(p, q) c Z2: (p, q) = Zm}, where Zm := Z/mZ and where the notation 
(pl . . . . .  pk) stands for the subgroup of Zm generated by the elements pl . . . . .  p~. 
E-mails: berthe@lirmm.fr (V. Berthr), nakada@math.keio.ac.jp (H. Nakada), 
r_natui@math.keio.ac.jp (R. Natsui). 
1 With the support ofACI Jeunes chercheurs 02 "Combinatoire des roots multidimensionnels, pavages 
et numrration". 
1 This work has been done during the second and the third authors" visit at LIRMM, Montpellier. 
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To prove this property, H. Jager and R Liardet considered in [5] the group of 2 x 2 
matrices with entries from Zm and determinant 4-1, that is, 
G(m)={( ;  bd):a,b,c, dcZm, ad-bc=-4-1 I.
It is possible to show that {( 0 a 1 ): a 6 Zm ] generates G(m). This fact implies the 
ergodicity of a G (m )-extension (a skew product indeed) of the continued fraction 
transformation. The equidistribution property of { (pn, q,): n ~> 1 } modulo m is then 
an easy consequence of the individual ergodic theorem. 
A natural extension of this skew product was then introduced in [3] to deduce the 
distribution of the approximation coefficients associated with the continued fraction 
algorithm; these results were also extended to the so-called S-expansions, in the 
sense of [6]; see also for connected results [1] and [10]. 
The aim of the present paper is to generalize these equidistribution results to the 
d-dimensional Jacobi-Perron algorithm. Note that he 1-dimensional Jacobi-Perron 
algorithm reduces to the regular continued fraction algorithm. 
Let us start with the definition of the Jacobi-Perron algorithm. We fix a positive 
integer d ~> 2. Let X = [0, 1) d be endowed with the Borel ~-algebra ~. We first 
define the map T : X ~ X by 
T(x)~_T((Xl,X2 ..... Xd))_~ (X_~ll - [X~ll],..., x dX1 [~1111, x -- _ [1]) 
for x = (Xl,X2 . . . . .  Xd) 6 X i fx l  ¢ 0, and T(x) = 0, otherwise; (X, T) is called 
the d-dimensional Jacobi-Perron algorithm. Notice that there exists a unique 
absolutely continuous invariant probability measure/~ for T which is equivalent 
to the Lebesgue measure (see for instance [13]). 
We put for x in X with Xl ¢ 0 
k(x)--k(°)(x)--(kl'k2 . . . . .  kd): ([x2]'[~l]\lXl.] . . . . .  [Xd] [ 1 7), ~11 ' ~11
i fx l  --= 0, we set k(x) = 0; we similarly define 
k(~)(x) = t'~lt~(s), "~2 tAs) . . . .  , kd (s)) = k(T ~-1 (x)) for s ~> 1. 
We then associate (xl, x2 ..... xa) with the column vector and consider the 
Xd 
1 
following matrix: 
(i -k2 (1) P ---- - -  d 
1 0 ... 0 \  
0 1 ... 
• . . .  - . 
0 0 ... 
0 0 ... 0 
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and 
Cm = ~a+l  (the cardinality of Z~+l). 
One easily sees that 
(3) Cm = ~0d+l (m)  
= ~{(al,a2 . . . . .  ad+l) 6 {1 . . . . .  m}d+l: gcd(al . . . . .  ad+l,m) = 1}, 
where 9a+1 denotes the Jordan totient function of order d + 1; we thus have (see for 
instance [15] or [11]) 
Cm ._~md+l H ( l  -- p - (d+l ) ) ,  
plm 
where the notat ion  I-Iplm stands in all that follows for the product over the prime 
numbers p that divide m. We then have the following: 
Theorem 1. Let m ~ 2 be a nonnegative integer. For almost every x ~ X and for 
any (oil, olo, Old+l) ~ ~d+l we have • • • ' --m , 
~{1 <<. n <<. N: (qO,-d) q~n-d+l) . . . . .  q~m) __-- (oil, ol2 . . . . .  old+l) (mod m)} 
lim 
N---~ c~ N 
~{1 <<. n <~ N: (p~n), p~n) . . . . .  pin? q(n)) ~ (oil, ol2 . . . . .  old+l) (mod m)} 
lim 
N-~ ~ N 
1 1 1 
- -  m 
Cm qgd+l(m) md+l  1-Ipjm(1 _ p- (d+l ) )  " 
To prove this theorem, we consider for a given integer m ~> 2, the group G(m) 
defined in a similar way as in [5]: 
J SL(d + 1, Zm) i fd is even, 
G(m) 
I SL:~(d + 1, Zm) i fd  is odd, 
where SL(d + 1, Zm) stands for the matrices with entries in 7, m with determinant 1,
whereas SL ± (d + 1, Zm) stands for the matrices with entries in Zm with determinant 
±1. Let us recall that (see for instance [11] or [9]) 
d+l  d+l  
~SL(d ÷ 1, Zm) = m (d+l)2-1 U U (1 -- p- i )  = md(d+l)/2 U qgi(m)" 
i=2 pin i=2 
Let Cm denote the cardinality of G(m). Since SL(d + 1, Zm)  is a subgroup of 
SL+(d + 1, Zm) of index 2 i fd  is odd and m # 2, one thus gets 
(4) Cm = 
m(d+l )2 -1  l-[d+1 ,~d(d+l)/2 r-rd+l ~ 
1 1i=2 Upln(  1 - -  p- i )  . . . .  11i=2 ¢pi(m) 
if d is even or m ---- 2, 
2m(d+l)2-1 l-ld__+21 1-'Ipln (1 p- i )  = 2md(d+l)/2 vld+l "= - -  1 1 i=2 ~0i (m)  
if d is odd and m # 2. 
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We identify Q(1) with the matrix with coefficients in Zm obtained by reducing 
modulo m its entries. Here we note that det Q(1) = 1 or -1  i fd  is respectively even 
or odd, which implies that Q(1) belongs to the group G(m), whatever may be the 
parity of d. 
We define the map Tm on X × G(m) by 
Tm(x, A) = (T(x), AQ(1)); 
Tm is said to be a G(m)-extension of the map T. 
We define the probability measure &n on G (m) by (~,  Cm "'"  -C~m)" Then it is easy to 
see that # x ~m is an invariant probability measure for Tin. Our question is whether 
(Tm, # × ~m) is ergodic or not. In Section 2, we show that the set of matrices of 
the form (2) (reduced modulo m) generates G(m). Then in Section 3, we prove 
the ergodicity of Tm, from which we deduce the following proposition and then 
Theorem 1 (in the same way as in [5]): 
Proposition 1. For a.e. x ~ X andany A E G(m), 
! .  1 
lim ¢{l~<n~<N: Q(n) -A(modm)}- - -~m.  
N-->~ IV 
Finally we have the following: 
Corollary 1. For a.e. x c X and any a ~ Z m 
N--~oelim 1N {1 <<. n <~ N: q(n) = a (mod m)} = md" qgd(gcd(a, m)) 
gcd(a, m) • ~Od+l (m) 
In all that follows, we simply denote by 0, 1 . . . . .  m - 1 the elements of •m if it 
is clear that the elements are in Zm according to the context. In this case, one has 
obviously m - 1 = - 1. 
2. BASIC PROPERTIES OF G(m) 
We first define 
I"m = {A ~ SL(d + 1, 7,): A = Ia+l (mod m)}. 
Then it is well known that 
SL(d + 1, 7/~m) -~ I" m \ SL(d + 1, Z), 
e.g., see G. Shimura [15, p. 21]. From this property, it easily follows that 
SL~(d + 1, Zm) ~ I"m \ GL(d + 1, Z). 
We respectively say that a (d + 1) × (d + 1) matrix with Z (or Zm)-entries of the 
form (2) is a J-P matrix, and that a matrix of the form (1) is a J-P* matrix; a J-P 
matrix is the inverse of a J-P* matrix. 
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In the sequel of  this section, we show that the monoid generated by the set of  J -P  
matrices with Zm-entries is equal to G(m): 
Theorem 2. For anv B ~ G(m), there exist J -P  matrices Al, A2 . . . . .  As such that 
B = A1A2. . .As.  
For this purpose, we first need some notation and some prel iminary lemmas. We 
£x(kl, k2 . . . . .  kd) := 
put 
k2 0 1 . . .  
0 0 . . .  
0 0 . . .  0 
in particular, 
A = zx(0,  0 . . . . .  o )  = 
/110 
0 1 . . .  
• • •••  • 
0 0 . . .  
0 0 . . .  0 
We thus have 
(5) (al ,  a2 . . . . .  ad+l) A = (ad+l, a l ,  a2 . . . . .  ad), 
where al ,  a2 . . . . .  ad+l are either elements in Zm or (d + 1)-dimensional vectors 
with Zm-entries. Let us notice that the matrices A(kl ,  k2 . . . . .  kd) are J-P* matrices• 
Lemma 1. For any (oil, ol,, old+l) ~ ~g+l there exist J -P  matrices Al 
• • • ' - - m  ' 
A2 . . . . .  As with Zm-entries such that 
(oil, ol2 . . . . .  old+l) = (0 . . . . .  0, 1)A1A2"" As, 
where s depends on (oil, ol2 . . . . .  01d+l)• 
Proof  of Lemma 1. We define the following natural order -< on Zm by 
0<l<- . .<m-1 .  
Let (o l l ,o l2  . . . . .  old+l) E ~d+l ) .  We denote by ol* the element in Zm such that 
(ol*) • (oi l ,  ol2 . . . . .  o ld).  Let us prove by induction on ol* (considered then as an 
element in {1 . . . . .  m}) that there exists a finite number of  J-P* matrices A1 . . . . .  At 
and (ol'l . . . . .  old) ~ Z~ such that 
I 
(o i l ,  ol2 . . . . .  o ld+l )A1  " ' "  At = (1, oil . . . . .  old/)" 
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I f  0t* = 1, then (otl, or2 . . . . .  Otd) = Zm and there exist kl . . . . .  kd 6 Zm such that 
~di-1 kiwi + ~d+l = 1. We thus have 
(O'1,0t2 . . . . .  Otd+l)A(kl, k2 . . . . .  kd) = (1, ~1 . . . . .  0td)- 
Suppose now that o~* # 1. Since (a i ,  o!2 . . . . .  ad+l)  # (or*), there exist kl . . . . .  kd E 
Zm such that 0 -< ~1 kiwi + ad+l -< ol.. We thus have 
(otl,ot2 . . . . .  Gd+l)A(k l ,k2 . . . . .  kd, 1) = kioti --FOtd+l,~ 1 . . . . .  ot d . 
\ i=1  / 
We can now conclude inductively since (~/d__ 1 kioli + 0td+ 1 , a l  . . . . .  0/d) = Zm. 
NOW we have 
I l ! I 
(1, a 1 . . . . .  Otd) • A(--Otd, 0 . . . . .  0) • A(0, --Gd_l,  0 . . . . .  0 ) . . .  
• A(0 . . . . .  0, --GtI) = (0 . . . . .  0, 1). 
Since a J -P*  matr ix is the inverse o f  a J -P  matrix, we get the assertion o f  this 
lemma. [] 
The fo l lowing lemmas are essential and easi ly proved. 
Lemma 2. For any (d + 1)-dimensional vector with Zm-entries (al ,  a2 . . . . .  ad+l), 
we have 
i 
V 
(al . . . . .  a i -1 ,  ai, ai+l . . . . .  ad, ad+l)  • A(0 . . . . .  O, --1, 0 . . . . .  O) • A d-i 
d+l - i  i 
V V 
• A(0  . . . . .  0, 1 ,0  . . . . .  0 ) .A  i - l .A (0  . . . . .  0 , -1 ,0  . . . . .  O) .A  d 
= (al . . . .  , a i - l ,  ad+l,  ai+l . . . . .  ad, - -ai) .  
Lemma 3. We have 
(al . . . . .  aa+l) • A(0 . . . . .  0, 1) • A( -1 ,  0 . . . . .  0)  • Ad-1  • A(0  . . . . .  0, 1) 
= (ad, a l ,  . . . ,  ad-1,  - -ad+l) .  
In particular, when d is odd 
(al . . . . .  ad+l )  - [A (0  . . . . .  0, 1 ) .  A ( - -1 ,  0 . . . . .  0 ) .  A d - I  • A(0 . . . . .  0, 1)] d 
= (a l ,  a2 . . . . .  ad, - -ad+l) .  
P roo f  o f  Theorem 2. Let  us fix 
B = 
bl l  b12 . . .  bl(d+l) "~ 
b21 b22 . . .  b2(d+l) / 
! • . - - 
\b (d+l ) l  b(d+l)2 . . .  b(d+l)(d+l) .1 
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It remains to set Asl = A (kl . . . . .  kd )  to conclude the proof of  the induction property 
fo r j  = 1. 
Let us assume now that the induction property holds for 1 ~< j ~< d - 1 (if d = 1, 
the proof is finished); one thus deduces that the determinant of  B (j) (defined in (6)) 
is equal to 4-1. We set 
• " " l ( d + l - j )  
B( J )  = • . .  . . 
~h(1  ) " . . \~(d+l - j ) l  "'" b l ld ) l - j ) (d+l - j )  
Let us divide the induction proof into two steps for clarity issues. 
Step 1. Let us first prove that we can find J-P* matrices Asj+l . . . . .  Asj+t such 
that Bj Asj+l ... Asj+t is equal to 
(7) 
0 ij 0 
0 . . .  0 1 . . .  0 
g(j+l) o(j+l) ~(j+l) l(l l) "'" 61(d-j) gl (d+l - j )  
• . , . 
~(j+l) o(j+l) ( j+ l )  
\g(d- j ) ( l+l)  "'" 6 (d - j ) (d - j )  g (d - j ) (d+l - j )  
0 0 
g(j+l) 
11 
0 " 
g(j+l) 
(d-j)l 
~(j+l) 
"'" gll 
_( j+l)  
• "" g(d- j ) l  
for some/ ,0  ~< / <d- j  + 1. 
According to the proof of  Lemma 1, we can find (d - j + 1) x (d - j + 1) J-P* 
~.(~) ~(1) , A(k(lt), k~°_j) such that matrices A(  1 . . . . . . .  d-j~ . . . . . . . . .  
(b(lJ) b(j) ~A/L(1) (1) . . . . .  l(d+l_j)U-~t~l . . . . .  kd_ j ) . . .  A(k(1 u) . . . . .  k72 j )=(O . . . . .  0,1). 
Now 
and one checks more generally that for 0 ~< v ~< d - j 
0 . . . . .  0 , ,  . . . . .  o , ,  . . . .  , ) . . .  
B J ) )  ~ ~ ' \ J J 
• , , ( ,  . . . . .  , , o  . . . . .  o . ,  . . . . .  , )=[°° l l j F° - / .  
v j ~L22 0*  
\ v+l I I / 
One thus gets that if u ~< d - j + 1, then 
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(~ 0 ) (~,k l l ) ,  ,k(dl)j ) A(k(12),0, " 0, k~2) ' ,k(cl~j) 
B( j ) .  A . . .  . ~ . . . . . .  . . .  
J j 
.A (k(lU) (u) 
. .  k. ,0  . . . . .  0~ "' a--j ~ 1  
J 
has the desired form (7)• 
Now if u ~> d - j + 2, then using (5), one gets 
and suitable insertions of AJ such as 
B ~)  . "'" k (1, ]. A(k'12) 0~0,  k~ 2),_ .,k(d2)_j) 
j 
""  A (k ld - j+ l ) '  " . . . .  k(dd-~j+l" ~ )  " AJ  " A ( ~  "~1 . . . .  ,k(dd jj+2)~, 
J J 
• ..A(k(12(d-j+l)) k (2(d-j+l)) n c~'l. AJ 
..... d-~+i , ~ :  
J 
• A(~, /z2(d - j+ l )+ l  2(d-j+l)+l 
"~1 . . . . .  kd - j  ) 
J 
A(kl u), 1:(u) a a v(u) (u) . . . . .  d-t+j, ~ ,  '~(d-l+j+l) . . . . .  kd-i) m B Q 
J 
provide the desired form (7), which ends the proof of Step 1. 
Step  2. By (5), 
Bj  Asj+l  . . .  Asj+t . A l+j 
/ 0 0 
0 . . .  0 1 0 0 . . .  0 
g(j+l) ~(j+l) ~(j+l) 1(/+1). ' "" gl(d-j), gl(d+l-j). O 
\g(j+l) _(j+l) _(j+l) 
(d-j)(l+l) g(d- j ) (d- j )  g(d- j ) (d+l- j )  I 
:lj 0 ) 
0 
0 ... 0 1 
gll • • • gl(d- j )  g l (d- j+l)  
: ".. : : 
g(d- j ) l  . . .  g(d- j ) (d- j )  g(d- j ) (d- j+l)  
g(j+l) ( j+l)  ll "'" gll 
g(j+l) _(j+l) 
(d-j)l ''" g(d-j) l  
• A j 
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We put 
G = 
gt l  . . .  gt(d- j)  ) 
" . .  " . 
\g (d - j ) l  . . .  g(d- j )(d- j )  
! ! 
Since the determinant of G is equal +1, there exist k I . . . . .  kd_ j 6 Zm such that 
( lj 
0 
0 
0 . . .  0 1 
g l t  . . .  g l (d- j )  gl(d- j+l)  
: ".. : : 
g(d- j) l  . . .  g~d-j)(d-j) g(d- j )(d- j+l)  
o 
6 ij o 
10. . .00 . . .0  
0 
6 o c 
A0 0U i • ( ~ ,  , . . . . .  k~_j) 
J 
By applying (5), we get 
l j  0 
10. . .00 . . .0  
i 0 a 
.Ad= 
,~ o i ~ 
0. . .00 . . .01  
We thus have proved that there exist J-P* matrices A~j+t+l . . . . .  As j+,, such that 
Bj As j+ l  . . .  Asj+tl = 
,J o i 
0. . .00 . . .01  
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It remains to apply Lemma 2; there thus exist J-P* matrices As j+r+l , . . . ,  As j+ 1 
such that 
 j ,j+l ASj+l : k 
where we put 
g12 g13 . - -  g l (d - j )  - -g l l  "~ 
B( J  +1) = • . .. • . / 
\g (d - j )2  g(d - j )3  . . .  g (d - j ) (d - j )  --g(d j ) l  , /  
which concludes the induction proof• [] 
3. ERGODICITY OF Tm AND PROOF OF THEOREM 1 
3.1. Ergodicity 
Let us recall some fundamental facts about Jacobi-Perron algorithm. For an integer 
vector a = (al, a2 . . . . .  ad) with a i ~ 0 fo r  1 ~< i ~ d ,  we  put 
X a = {x  E X: k (x )  = a}. 
Then we see that Xa # 0 if and only i f0  ~< ai <~ ad for any 1 ~< i ~< d - 1 and ad > O. 
For a finite sequence of  integer vectors {a (l) ( .a) _(t) q)a 1 ~< 1 ~< n} such =~.u 1 ,u  2 . . . .  , a  d J, 
(0 1 ~< i ~< d - l, and aft > > 0 for 1 ~< 1 ~< n, we define the cylinder set that a~ 0 <~ a d , 
of rank n by 
Xa(1)...a~n) = {X E X:  k(l)(x) = a </) for 1 ~< l ~< n}. 
A cylinder set  Xafl)...atn) is said to be proper (or full) if Tn(Xall)...atn)) : X. It is 
(t) for all 1 ~<l ~< n and 1 ~<i ~<d-  1. easy to see that Xa(1)...a(n ) is  proper i fa J  ) < a d 
The following is essential. 
Lemma 4. For almost every x ~ X there exists a sequence o f  posit ive integers 
nl < n2 < . . .  such that  Xk(1)(x)...k(ni)(x ) i sp roper fo r  any i >~ 1. 
This shows the exactness of  the dynamical system (X, T, /z) ;  the exactness means 
here that ~,~=1 T -~ = {0, X} (#-mod 0). In particular, (X, T, #) is ergodic and 
strong mixing. We refer to E Schweiger [12] or [14] about the theory of  Jacobi- 
Perron algorithm. Now we will show the ergodicity of  Tm. 
Theorem 3. The skew product (X x G(m), Tin, Iz x &n) is ergodic. 
Proof. For any non-empty cylinder set  Xa(1)...a(n), we see from Proposition 2 in [14] 
that 
(8) sup I IDT"(x)II < (d + 1) d+l inf IIDr (x)ll , 
XEXa(1)...a(n) XEXa(1)...a In) 
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where IDTn[ is the Jacobian of  T n. Suppose that M is a Tm-invariant set of  (/~ x 
8m)-positive measure• Since Tm acts as T on the first coordinate, the ergodicity of  
T shows 
{x • X: (x, A) • M for some A • G(m)} = X (/z-mod 0). 
Thus there exists A • G(m) such that (X x {A}) A Ad has positive (/z x 3m)-measure. 
We fix such a set A. By the density theorem and Lemma 4, for a given sequence 
ei ",a 0 there exists a sequence of  proper cylinder sets Wi of rank ni and B e G(m) 
such that for all i 
(]~ X ~m)((Wi X {A}) f l  2t4) 
(9) > 1 - ei 
(It x 8m)(Wi x {A}) 
and 
A 
i 0 ... 0 1 0 ... 0 al D 
1 . . .  0 a~ 1) 
0 ... 1 ad (1) 
---- B (modm),  
(i °...° (i° 
o .. .  o 07]  o . . .  o 
1 ... 0 a~ 2) ... 1 ... 0 a~ hi) 
• • • • . . . o .  • . 
0 .. l ad(2)] 0 ... l a7 i) 
, d) (1) ,a(1) , (hi) . . ,ad  (m)) are sequences of  integers where ta 1 ,a  2 . . . .  d ) . . . . .  (a(1 hi) a2 '" 
which define Wi. From (8) we see that (9) implies 
ni (# x 8m)(Tm (W/ x {A}) F /M)  
ni (# x 3m)(T/~ (W/ x lAD) 
> 1 - (d + 1)d+lei. 
Since Wi is proper and A4 is Tm-invariant, we conclude that 
(Xx{B})AA.4=Xx{B} (( /ZX3m)-mod0).  
From Theorem 2, for any C • G(m) there exist J -P  matrices A1 . . . . .  As such that 
C = BA1 "" As (mod m) 
with 
A i -~- 
i 0 ... 0 
0 ... 0 
1 . . .  0 
• ,•°  • 
0 ... 1 
1 
~i) 
a 1 
ato i)" for 1 ~< i ~< s. 
aii) 
d 
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Moreover, we can choose A1 . . . . .  A~ so that the corresponding cylinder set 
Xa~lL..a(s) witha(i) ( all~ )= . , 1 ~< i ~< S, is proper. This means 
\ a d 
T~(X x {B}) D X x {C} 
and so .Ad = X x G(m) ((/~ x 3m)-mod 0). Thus we get the assertion of  the 
theorem. [] 
3.2. Proofs 
We are now able to give proofs of  Proposition 1, Theorem 1, and Corollary 1. 
Proof  of Proposit ion 1. Let us recall that Cm denotes the cardinality of  G (m). From 
Theorem 3 and the individual ergodic theorem, we have 
1 1 
lim ~{1 ~<n ~< N: T,,~(x, B) ~ X × {A}}-- 
N --, ~ Cm 
for (~ × G~)-a.e. (x, B). In particular, it holds for (x, Id+l) for /~-a.e.x. Since 
T,~7~(x, Id+l) = (TnX, Q(n)), we get the assertion. [] 
Proof  of  Theorem 1. For any (O! l ,  Ot'~,_ . . . ,  O/d+l) E ~d+lm , we denote by N(oq,~9_ ..... c~a+l) 
the number of  elements in G(m) such that the (d + 1)th row is (cq, ue ..... ad+l). 
We will show that 
( |0 )  N(oq,ot2, . . . ,etd+l)  = Cm . m a ,  
where Cm denotes the cardinality of  SL(d, Zn,) or SL~=(d, Zm) i fd  is even or odd, 
respectively. It is easy to see that 
(11) Nio,...,0.1) =Gn "md. 
From Lemma 1, we note that there always exists D 6 G (m) such that the (d + 1)th 
~d+l  row is (o~1, oe2 . . . . .  Otd+l) for any (oq, ~2 . . . . .  O~d+l) E --m • 
For any matrix E of  the form 
(* ) 
0 ... 0 1 
ED is of  the form 
(, 
lY 1 . . .  Of d OEd+l 
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I . 
This implies 
Nf~ 1,ot2,...,ud+ 1) ~ N¢o,...,o, 1). 
On the other hand, for any matrix D'  of  the form 
( * ) 
19l 1 . . .  Ot d O/d+l  
D t • D -1 is of  the form 
(* ) 
0 ...  0 1 
which implies 
NIal,a2,...,ad+l) ~ N(O, . . . ,O,  1).  
Thus we have (10). 
From Proposition 1 together with (10), we have 
~{1 ~ n <~ N: (q(n-d),  q(n-d+l)  . . . . .  qInl) z. (Oil ' ~2  . . . . .  ~d+l )  (mod m)} 
lim 
N--+~ N 
Cm " m d 1 
- - -  -- for/z-a.e.x. 
Cm Cm 
Indeed one easily checks according to (3) and (4) that Cm'md - -  ! holds. Since 
Cm Cm 
/z is equivalent to the Lebesgue measure, this holds for a.e. x with respect o the 
Lebesgue measure. I f  we consider the (d + 1)th column, then the same argument 
shows the other equality. This completes the proof of  Theorem 1. [] 
Proof of Corollary 1. For a given a 6 Zm,  let Fa(m) denote the cardinality of  the 
subset of  G(m) of  matrices whose (d + 1, d + 1)-entry is equal to a. 
Let us first assume that a and m are coprime. We then deduce from (11) that 
N(oq . . . . .  Otd, a) Fa  (m) 
(or 1 ..... O~d) : {c~ 1 ..... Otd,a)=• m 
= Z N(oq . . . . .  Otd,a) 
(or I ..... Otd) 
= m 2d • Cm. 
Let us assume now that m is a power of  a prime divisor p of  a. One has 
gcd(oq . . . . .  Otd, a, m) = 1 if and only if gcd(oq . . . . .  Otd, m) = 1. Hence 
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I'a(rn ) = ~ N(cq . . . . .  otd, a) 
(°~1 ..... °~d) : (~1 ..... °td,a)=Zrn 
= Z N(C~l . . . . .  Otd, a) 
((~1 ,-..,°td) : gcd(oq ..... Otd,m)=l 
= m a • Cm " ~0d(D' / ) .  
It easily deduced from the Chinese remainder lemma that the functions m ~-~ Fa (m), 
m w-> ~od(m), and m ~+ Cm are arithmetic multiplicative functions. Hence one checks 
that 
C m "q)a(gcd(m,  a)).  m 2d 
Fa(m) = 
gcd(m, a) d 
It remains now to apply Theorem 1 to obtain the result, that is, for a.e. x c X 
lim lg [1  <~ n <<. N: q(n) =a (mod m)} -- Fa(m) 
N--->o~ N ~ Cm 
Cm " m 2a • q)a(gcd(a, m)) 
Cm • gcd(a, m) d 
m d - ~oa(gcd(a, m)) 
[] 
gcd(a, m). ¢Pa+l (m) 
Remark.  Let Yq denote the finite field of cardinality q and let ]mq [X]  be the set of 
polynomials with ~q-coef f i c ients .  We denote by L the set of formal Laurent power 
series with negative degree. Since IL is a compact Abelian group, there exists a 
unique normalized Haar measure m. We can define the Jacobi-Perron algorithm 
on L d for any d ~> 1. In this case, m d is invariant under this algorithm. Suppose 
o(n) o(n) 
that (~ . . . . .  ~-~) is the nth convergent of ( f l  . . . . .  fd) c L d. For any R ~ Fq[X], 
it is possible to prove the following: for any A1 . . . . .  Ad, Ad+l ~ ]Fq[X] such that 
A1 . . . . .  Ad, Ad+l, R are relatively prime, 
~{1 <~ n <~ N: ( p(n) . . . . .  p(dn), Q(n)) =__ (A1 . . . . .  Ad, Ad+l) (mod R)/ 
lim 
N--+oo N 
= cR for md-a.e. (f l  . . . . .  fd) E L el, 
where cR is a constant depending only on d and R. The proof is essentially the 
same as that of Theorem 1 of this paper. We refer to K. Inoue and H. Nakada [4] 
for the study of the rates of convergence for Jacobi-Perron algorithm over L d and 
to R. Natsui [8] for the L-version of Jager-Liardet's result in the case of continued 
fractions. 
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