Context: Positive and negative effects of training induce apparent oscillations of performance, suggesting that the delayed cumulative effects of training on daily performance capacity (DPC) are best fitted by sine waves damped over time. Purpose: To compare the criterion validity of the impulse-response (IR) model of Banister et al and the damped harmonic oscillation (DHO) model for quantifying the training load (TL)-DPC relationship. Methods: Six female professional volleyball players (20.8 ± 2.4 y) were monitored using the session rating of perceived exertion (sRPE) for 9 mo to quantify TL. Countermovement-jump (CMJ) and 4-step-approach-CM J (4sCMJ) performances were recorded once a month. Parameters of models were determined by minimizing residual-sum squares between predicted and real performances with a nonlinear regression. Results: DPC was best fitted by the DHO model rather than the IR model (CMJ, R2 -.80 +.08 and.69 ±.20, respectively; 4sCMJ, R2 = .86 ± .09 and .67 ± .29, respectively). The damping parameter 0 and the period T were positively correlated with age (p = 0.81, P < .05, and p = 0.86, P < .02, respectively). Conclusions: The DHO model is a useful tool for modeling DPC as the sum of the delayed DPCs from the consecutive training and recovery days. DPC could be considered the expression of the individual process of accumulation and dissipation of fatigue induced by training. DHO-model parameters were correlated with age, which prompts one to postulate that expertise has a major influence on DPC. The DHO model will help coaches develop a greater understanding of training effects and make monitoring of the training process more effective.
short-course and long-course swimming meets), and, thus, generally use linear periodization.1-5 A focused literature review also reveals that the IR model was performed with either untrained or moderately trained subjects2-3-6 whose progress was often linear. 7 Moreover, competitions in team sport are spread over a year, and congested match schedules impose on coaches the need to use nonlinear periodization patterns to provide 1 or 2 peak performances per week during the entire season. The player has to be confronted with very important TL to improve his or her performances. Because it is not possible to make it every day, short periods of active or passive recoveries are necessary to avoid monotony and injuries. So, TL must therefore vary over time8 (eg, microcycles, macrocycles).
In addition, many biological functions (sleep regulation, hor monal action, and core temperature9) vary regularly. It is based on the sine function (characterized mainly by an amplitude and a period) and can, therefore, be validated with analytical models of periodic regression using 1 or more harmonic components. Cir cadian oscillations occur in several physiological and behavioral functions that contribute to athletic performance.10 Indirect evidence for the existence of circadian rhythms in sports performance comes from the examination of the time of the day during which athletes perform best (or worst) in real-life sports events.11 Biological adap tation is, therefore, a complex and nonlinear problem because this adaptation leads to changes in the system itself. 12 These oscillations allow the postulation that changes in DPC could have a nonlinear, nonmonotonic, and individual rhythm although precise information on the relative importance of endog enous and exogenous factors is lacking. Thus, we hypothesized that DPC changes could be fitted with a sine wave model and account for delayed cumulative effects of previous sessions.
Methods

Subjects
Six female professional volleyball players belonging to a high-level French volleyball team participated in the study. They were 20.8 ± 2.4 years old, 180.0 ± 7.0 cm, 69.2 ± 9.8 kg, with an 18.6% ± 2.7% fat percentage. None of the participants had a history of neuromus cular disease. The university ethical committee approved the study, and the athletes signed a written consent form.
Design
Training data were recorded for 9 months on a smartphone or a tablet computer by means of a dedicated responsive web design w ebsite (http://w w w .trainingloadpro.com ). All players used a visual analog scale (VAS) to assess the intensity of training and competition (session rating of perceived exertion [sRPE] ). The VAS was a plain line with its left end representing a very low-intensity training session (value: 1/10) and its right end an extremely intense training session (value: 10/10). The value assigned to recovery day (day without training session or game) was 0/10. There was no reference text, and the numeric value was not visible to the players. Players were clearly informed that an effort could be intense, but not very difficult, and that an effort could be difficult but not very intense. The intensity should not be synonymous with arduousness. TL was the result of the intensity (sRPE) by the duration of the training session (minutes) expressed in arbitrary units (AU). Each player's sRPE was collected roughly 30 minutes after the end of each session to ensure a global perceived intensity for the entire training session.13 All players were familiar with the procedure before the study.
Testing
External factors such as skill and talent o f the opponent14 influ ence the ultimate performance. Vertical jumping ability is likely the single-m ost important performance indicator in volleyball. Considering the tactical nature and importance of jumping activi ties and the frequency with which they occur in a typical match, countermovement jum p ability (ie, countermovement jum p [CMJ]) and approach jum p ability (ie, 4-step approach countermovement jump [4sCMJ]) are considered critical performance indicators for a volleyball player.15-17 The players were familiarized with the CMJ tests a few days before the first testing session. They were told to consume their last meal at least 3 hours before the scheduled test time. They were also asked to avoid caffeine and alcohol. An Optojump Photocell System (Microgate, Bolzano, Italy) was used to measure the vertical displacement of the center of gravity. All jum ps were performed with arm swing separated by 30 seconds at rest, once a month, in a randomized order to increase confidence that the model was robust and reliable. The best performance of the 4 trials was retained for each test.
Methodology
The most common statistical technique used in chronobiological studies of human performance is Cosinor analysis.18 It is based on the sine function (characterized mainly by an amplitude and a period) and can, therefore, be validated with analytical models of periodic regression using 1 or more harmonic components. The cur rent study investigates the relevance of a model based on damped harmonic oscillations (DHOs) to model DPC. After reaching a minimum and a maximum, the oscillation gradually returns to its initial level over the following days. Therefore, it seems necessary to study long-term changes in DPC in the context of nonlinear and nonmonotonic processes. Day-to-day variation in DPC can be represented schematically as the product of a damped simple harmonic oscillation (the solution to the differential equation for the simple harmonic oscillator) and an exponential resistance term (Figure 1 ). The DPC on day n can be expressed as follows:
Single DPC" = -TL" s m (~+ jt)eJ where DPC represents the performance capacity on day n, TL" is the daily TL (which is the sum of all TL of the day), t is the elapsed time (in days) since the training day (t = 0 for the training day), 9 is the damping parameter in arbitrary units, and Tis the period of time required for 1 complete oscillation (in days). The model 9 damp ing parameter and period T are determined by fitting the modeled DPC values to the CMJ values measured throughout the training program. Last, the cumulative DPC on day n of all previous DPCs is illustrated in Figure 2 and described as follows:
After several days of training, the cumulative DPC on a given day (n) can be positive or negative, depending on the oscillation of the consecutive training days ( Figure 2 ).
Statistical Analysis
All data are presented as mean values and SDs. Statistical analysis was performed using the SPSS statistical package (v 20.0, IBM Corp, Armonk, NY, USA). Given the nonlinear and nonmonotonic variations in DPC, correlations were first assessed using Kendall's coefficient (t) that has the interest of transcend the metric measured variables too.
Parameters (T and 9) of the DHO model (Table 1) and parameters (ra, Tf, 7C a, and Kf) of the IR model (Table 2) were determined by minimizing residual sum squares between predicted and real performances with a nonlinear regression (Y = pri + pr2 x 1 + pr3 x 12 + . . .). The least squares method for calculating the regression line is based on the assumption that the points are independent. However, the repeated measures on the same player are not independent; pr,, pr2, pr3. .. are the parameters of the polynomial function of the random effects model associated with each player. They vary randomly according to a normal statistical law considering that each player has a specific evolu tion represented through a common model but with parameters that are uniquely individual. Coefficient of determination (R2) was used to compare models, and the Shapiro-Wilk W-test was used for small samples to evaluate the Gaussian distribution of residuals.19 Mean square error (MSE) was used to measure the differences between the predicted values of the models and the observed values. Spearman's correlation coefficient (p) was used to assess associations between the parameters of the model and the athletes' age. Significant difference was set at P value equal to .05.
R esults
The DHO model is more accurate than IR model. Data were col lected during 250 training sessions. Our results showed that all the players trained 8.2 ± 0.5 times a week with 2.1 ± 0.2 days of recov ery. In the preseason, TL was 4617 ± 444 AU, the volume was 15.1 ± 1.4 hours, and sRPE was 4.9 ± 0.5 AU. During the competitions period, TL was 4229 ± 640 AU, the volume was 13.8 ± 0.6 hours, F ig u re 2 -Performance capacity (delayed cumulative training effects) for consecutive training days and recovery days. The daily performance capac ity is the daily cumulative sum of the delayed effects of each training days. Abbreviations: a.u., arbitrary units. and sRPE was 5.0 ± 1.0 AU. During the competitions period, the profile of weekly TL remained the same for all weeks (Figure 3) . The jumping performances of all the players presented a large fluctuation over time (Table 3 ). The CMJ performance varied in accordance with a sine function for all the volleyball players, and the best performance ranged from 45.8 cm (player P6) to 51.8 cm (player P5). The 4sCMJ performance varied in accordance with a sine function for all the volleyball players, and the best performance ranged from 51.2 cm (player P6) to 55.7 cm (player P5). The 4-step approach improved the CMJ performance by 9.8% ± 1.4%.
Changes in best jumping performance were best fitted by damped sinusoidal wave model compared with the 1R model. Mean R2 for CMJ is .80 ± .24 (range .32-.97) for the DHO model versus .69 ± .20 (range .40-82) for the IR model ( (Table 5 ). The data are randomly distributed around the best-fit curve for each model ( Figure 4 shows the modeled variations in DPC and CMJ perfor mance for player P4). The DHO model is more accurate than the IR model.
In addition, throughout the training period, the damping param eter d and the period T were positively correlated with age (p = 0.81, P < .05 and p = 0.86, P < .02, respectively) and the number of recovery days was significantly correlated with the period T (p = 0.86, P < .02).
D iscussion
To knowledge, this study is the first investigation to model the cumulative, delayed effects of daily training on performance capac ity based on a sine wave pattern (damped harmonic oscillations). The results demonstrate that the DHO model is the most accurate to model DPC on the basis of training data. The DHO model consid ers the cumulative DPC as (1) the sum of the delayed DPCs from the consecutive training and recovery days and (2) a nonlinear and nonmonotone process over a full season. Both decreases and increases in DPC could be considered as the expression of the pro cess of accumulation and dissipation of fatigue induced by succes sive training workouts. DPC is, thus, directly dependent on theTL.
The vertical jump is involved in most volleyball skills and is a discriminatory factor at a high level.15'16'20 Bobbert et al21 showed that (1) the ability to jump was correlated with fatigue and (2) decreased performance was partly due to a mismatch between neu romuscular control and musculoskeletal properties. Hence, the CMJ and the 4sCMJ seem to be valid tests to individualize the parameters of the model and to measure changes in DPC in volleyball.
Hence, DPC on the day n should reflect the cumulative delayed TL effects from all previous training days. The variations over time in DPC appear to be similar to biological rhythms; the shape of the variation (ie, the cycle) does not depend on the scale (ie, the ampli tude and period). However, the physiological validity of the model should be clearly explained. The values of 6 and T in our model are similar to those found in the literature on modeling the effects of training. Our values for the damping parameter 6 are similar to the lowest values of the t2 fatigue parameter in the IR 2-component model (2 ± 2 d for 8 untrained subjects6 and 4 or 6 d for 2 amateur cyclists5). However, ourT values are similar to the upper boundary of the r2 fatigue parameter (11 d in 2 untrained subjects,2213 ± 3 d for 6 untrained subjects,5 and 12 ± 6 d for 18 high-level swimmers23.)
The similarities between the value of q in our model and the z2 fatigue parameter in the IR model suggest that the DPC is highly dependent on the level of fatigue. Furthermore, there was no correla tion with the IR tj fitness parameter (ie, 38 ± 9 d6 and 605). Thus, DPC is then considered as inversely related to the level of fatigue and 
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F i g u r e 3 -Session-rate of perceived exertion training load profile of the training week (home and away games). not as the difference between fitness and fatigue. As a consequence, DPC is more about dissipation of fatigue than improved capacity and is very dependent on the amplitude of the TL (as elite athletes have very little room to improve capacity). Quantification of TL is thereby important, suggesting that the pattern of DPC could be assessed as a function of TL. For example, Hellard et al19 showed that over the course of the swimmers' athletic careers, better performances were obtained by an increase in TL during the overload period and then a sharper decrease in the taper period. More experienced athletes can recover more rapidly than less experienced athletes. The structure of the iterative calculation also suggested that (1) DPC is the sum of the delayed effects of the previous training days (which can he positive or negative) and (2) variations in DPC are nonmonotonic and nonlinear, with a relatively short period (ie, between 7 and 13 d). The cyclic nature of the variation in DPC means that coaches should focus on the recovery process too (ie, the decrease in TL) as well as the training process (ie, the increase in TL). Indeed, several studies123-25 found that the training/recovery relationship was a weighting factor for variations in performance.
Table 3 Individual Players' Countermovement Jump (CMJ) and 4-Step Countermovement Jump (4sCMJ) Performances Over the 9-Month Period for the 6 Female Volleyball Players (P1, P2, P3, P4, P5, and P6) C M J (c m ) 4 s C M J (c m ) B e s t W o r s t M e a n S D B e s t W o r s t M e a n S D
M S E
The high goodness of fit (Tables 4 and 5 ) observed in the cur rent study suggests that the concept of fatigue is very important, not only as a precursor of performance, but also as a marker of the limits that must not be exceeded too often if the risk of overreaching or overtraining is kept to a minimum (ie, asymptotic values). The mean R2 of the DHO model (.80 ± .24 for CMJ and .86 ± .09 for 4sCMJ) and mean MSE (0.45 ± 0.49 for CMJ and 0.25 ± 0.23 for 4sCMJ) for all players were more accurate compared with the IR model previously used by Mujika et al23'25 than with the model of Banister and colleagues. It is interesting to note that the goodness of fit is even more accurate with the 4sCMJ that is a test closer to the activity of volleyball (R 2 range .74-.96; mean 0.86 ± 0.09). However, it is not yet clear whether this fatigue is acute or chronic.
The T value (range 7-13 d) can be related to a meta-analysis of tapering studies,26 in which 8 and 15 days appeared to be the limits between the positive influence of fatigue disappearance and the negative influence of detraining.25 Considering periodization as the organization of TL over time, the production of an optimal level of fatigue during the preparation days (weeks/phases) and the reduction of fatigue for a few days (weeks) before the competition are key moments intended to synchronize peak DPC with days of competition. Thus, Le Meur et al4 showed that increases of the TL and performance were not linear. A short period of functional overload caused a lesser performance improvement (4.2% for the control group vs 2.4% for the overreaching functional group).
The findings of the current study show that within a team, indi vidual athletes differ in their training responses. The correlations between the period T and the 9 damping parameter on one hand and age on the other might be due to the changes in physiological parameters that characterize human capabilities. Donato et al26 stated that (1) the rates of decline in swimming performance with age are greater in longer-duration events than in short-duration events (suggesting relatively small loss of anaerobic muscle power with age compared with cardiovascular endurance) and (2) the variability of the age-related decline in performance increases markedly with advancing age. Berthelot et aln considered that these processes were similar and did not depend on the sport, gender, environment, or principal anatomic-physiological medium, since changes in physi ological parameters are most strongly related to the effect of time on all living activities. However, it is important to note that the standard deviation of our study is only 2.4 years, which is relatively low. The need for individualized parameters in our model reinforces the hypotheses whereby (1) training adaptation is an individual skill,26 and (2) DPC is time-dependent. Our observation of a DPC time structure is an additional argument in favor of structuring and planning the training workouts because the same given workout does not produce the same fatigue (and, therefore, the same adaptations) in all athletes at different times. This is especially relevant as the number of years spent at a high sporting level increase. 27 Hellard et al19 suggest that, over the course of the swimmers' athletic careers, training schedules should change, with an increase in TL, but need to be adapted according to the individual responses of each athlete.
The good correlations between the 2 components of our model on one hand and the players' age on the other prompts us to postulate that expertise (ie, the number of years playing at a high level) has a major influence on DPC" and may reflect variations in muscle performance and fatigue. In a review of the literature, Kraemer et al7 show that muscular strength increases approximately 40% in untrained, 20% in moderately trained, 16% in trained, 10% in advanced, and 2% in elite over periods ranging from 4 weeks to 2 years. Experienced players in our study had a period of oscillation longer than the less experienced players. They also had a greater damping parameter and conse quently a less important super compensation. The DHO model seems more accurate to highlight that TL must be progressively increased throughout a player's career to provide performance capacity increases.
Last, the 2 parameters are key features of the new model ing framework. The current criterion standard model and the IR model require the fitting of 5 parameters, which often results in the parameters being correlated and nonidentifiable. To define the initial parameters of the model, the athlete must perform a suf ficient number of tests. This induces a latency of about 3 weeks. However, this only applies to the first use of the model by the athlete because 2 tests per week may be sufficient. As mentioned by Hellard et al28 the most direct and obvious means to improve conditioning is through the collection and use of additional data. But it is rarely possible in studies to deal with elite players. Never theless, the mean error of performances requires further research to assess the accuracy and stability of the DHO model and to confirm the validation and reliability of this model in other highlevel sports to provide (1) a better understanding of the effects of training on performance and (2) to clearly explain the physiological validity. However, it is also necessary to verify whether the indi vidual parameters change over the course of the season due to variations of fitness.
Conclusions and Practical Applications
Specifically, in elite team sport athletes, the positive and negative effects of training often cause apparent oscillations in performance, which makes the sinusoidal function appealing. Therefore, monitor ing TL is fundamental to obtain optimal results and synchronize performance peaks with competitions. A novel model accurately describes individual delay and cumulative effects of the TL on DPC. The present results provide support for the use of the sRPE and the DHO model as an estimate of TL and delayed cumulative effects of training. DPC is more about dissipation of fatigue than improved capacity and very dependent on the amplitude of the TL (as elite athletes have very little room to improve capacity). Quantification TL is thereby important in suggesting that the pattern of DPC could be assessed as a function of TL. The DHO model allows the effec tiveness of periodization to be gauged and the empirical training principles (eg, charge-discharge) to be evaluated. Implemented in software, the algorithm can be used to calculate a simulation of several profiles of weekly TL or the most effective tapering strategies to peak when it counts.29 Program directors, coaches, and trainers participating in training design should have an interest in this tool, which makes the planning and monitoring of the training process more effective.
