Abstract-In this letter, a novel time-domain wave propagator, based on the transmission line matrix (TLM) technique, is introduced. A two-dimen
I. INTRODUCTION
The simulation studies of wave propagation through surface and/or elevated ducts over the earth's surface have increasingly gained attention for the last decade, especially because of the need to:
1) model propagation in a multi-sensor integrated surveillance system simulations; 2) prepare coverage diagrams for mobile communication systems as well as for VHF/UHF TV and FM radio stations; 3) locate sensors and plan service for intelligent traffic management systems (ITMS) in a complicated and densely occupied urban metropolis; 4) control and/or detect low altitude missiles, camouflaged by the local terrain profile; 5) understand propagation characteristics to overcome problems related to emerging radar technologies (HF and VHF radars), etc. The model environment, which has served as a canonical problem, is a spherical earth with various ground characteristics, above which exists a radially inhomogeneous atmosphere. Although there are some approximate solution techniques, a full-wave, numerically computable analytical solution has not appeared yet. The problem, available analytical approximate solutions and numerical techniques such as split-step parabolic equation (SSPE) have been outlined in [1] . Recently, a novel time domain (TD) wave propagator, TDWP, based on the sliding window approach in the finite difference time domain (FDTD) technique, has been introduced [2] . Also, a historical overview on ground wave propagation modeling, dedicated to J. R. Wait (who died in October 1998), one of the early contributors to terrestrial wave propagation, has just appeared [3] . Here, another TD ground wave propagator, Transmission Line Matrix [4] Wave Propagator, TLM-WP, is introduced and compared against TDWP as well as SSPE.
II. TLM-BASED TIME-DOMAIN WAVE PROPAGATOR: TLM-WP
The two-dimensional (2-D) ground wave pr opagation region and the sliding TLM computation space are pictured in Fig. 1(a) . The TLM node and FDTD cell with an enlarged picture of the TLM computation space is given in Fig. 1(b 
where V p (p = 1; 2; 3; 4; 5) are the voltage pulses of the five-arm series TLM node, 1`is the mesh size,Ẑ = 4+Z s and Z s = 4( r 01).
The characteristic impedance of each individual transmission line, ZTL becomes Z o = p 2, where Z o is the characteristic impedance of the free space. The propagation medium has relative permeability ( r ) of 1 but the relative permittivity of "r. So, by duality, normalized impedance of the short-circuited stub, Z s becomes Z s = 4(" r 01), meaning that the short circuited stub models the permittivity of the medium.
Similar to TDWP, TLM-WP simulation proceeds as follows [2] . 1) A rectangular sliding TLM computational window covers the much longer propagation region. 3) Various refractivity profiles as well as earth's curvature are introduced via the relative permittivity of the air "r = n 2 (x; z),
where n denotes the refractive index. 4) To simulate a transmitter, initial pulse is injected via the related field component and one-way propagation is traced in a 2-D rectangular window that is adjusted to contain the pulse. The process and TLM simulations are repeated until the wave longitudinally propagates to a desired range. It should be noted propagation characteristics of FDTD and TLM techniques are equivalent as shown in [7] under plane wave excitation in free-space, and this may be used in parameter selection and optimization.
The preparation of TDWP algorithm, based on FDTD plus PML termination, is quite straightforward [2] . On the other hand, one needs to introduce modifications in TLM-WP algorithm. First of all, 2-D TLM computation space is constructed via a series node approach to represent TMz problem. A four-arm TLM node is shown in Fig. 1(b) , together with the fifth arm (with a short-circuit termination) to model permeability of the node, which in turn represents permittivity because of the duality principle. Secondly, FDTD-PML algorithm, prepared for TDWP [2] , is used in TLM-WP to absorb scattered fields. In order to do that, one-cell transition region is located between TLM computation space and FDTD-PML regions to match field components of FDTD to voltage pulses of TLM (see Fig. 1(b) ), unlike [8] , where overlap cell is directly taken as the first cell in FDTD-PML region. Note that, the field components in [8] should also be included in FDTD iterations to write down TLM voltages in terms of FDTD fields. 
III. NUMERICAL TEST: WAVE PROPAGATION THROUGH DUCTS
The new TLM-WP propagator is tested against TDWP and SSPE on typical surface duct problems [2] . One-way propagation is simulated in TD with both TLM-WP and TDWP and in frequency domain with SSPE. The results are compared at different altitudes as well as at different ranges in both domains.
First, direct, ground-reflected and surface waves are traced in TD, where wave fronts and their interference appear as 2-D images. A typical example is given in Fig. 2 for a fictitious bilinear refractivity profile over flat earth's surface. Here, Gaussian altitude profiles are fed as the initial field distributions inside 500 2 500 FDTD and TLM computation spaces (which correspond to 50 m 2 50 m physical spaces with 0.1 m spatial discretization). The spatial and temporal field distributions are mentioned in the caption. A 500 2 250 virtual window circulates 20 times as if the longitudinal number of cells in FDTD and TLM computation spaces are 5000. Instant snapshots are taken at different simulation time steps and are plotted as field profiles at different ranges (each plot is normalized to its maximum value). As the wave propagates it spatially extends because of cylindrical spreading, splits upward and downward propagating waves because of bilinear refractivity profile, reaches the bottom surface and reflects back, giving rise to interference between the leading direct and trailing ground-reflected waves.
Then, time histories of the pulse propagation in Fig. 2 , accumulated at different ranges and along two constant heights, are given in Fig. 3 , where TLM-WP and TDWP results are almost indistinguishable. In Fig. 3(a) and (b) , the receiver heights are chosen to be 13 m and 35 m above the ground, respectively. Three plots correspond to the 94 ns time histories (i.e., signal versus time) at three different ranges. Since the scale in each plot is normalized to its maximum value in order to reveal the detailed pulse shapes along the entire trajectory, relative field strengths with respect to the first window are also included as dB values in the plots. At z = 23:5 m, only the initial pulses appear inside the 94 ns propagation windows because the delay of the signal caused by the path difference (distance between direct and ground reflected pulses) exceeds the window length. As the distance increases the path difference decreases and the ground-reflected pulse also appears inside the 94 ns propagation windows, as shown in the second windows. In- side the last windows the direct and ground-reflected pulses are almost indistinguishable.
Vertical field profiles at different frequencies at a chosen range are obtained from the accumulated TD data. In Fig. 4 , TLM-WP, TDWP and SSPE results are plotted as propagation factors (i.e., jE=E0j) versus altitude. All propagators are run twice to calculate the propagation factor. In the first runs, propagation over the ground is simulated and E is obtained. In the second runs, they are repeated in free-space (for E 0 ) and the propagation factors are then obtained. Vertical electric field components are used in TLM-WP and TDWP curve, which correspond to Neumann type boundary condition at the surface in SSPE. It should be noted that TLM-WP and TDWP results are obtained via single TD simulations followed by DFT at three different frequencies. On the other hand, SSPE is run separately at each frequency. Indistinguishable agreement between TLM-WP and TDWP is clearly observed in the figure. The discrepancy with SSPE is because of the discretization differences (that causes a slight change in source location) as well as the propagators' responses to different absorbing boundary simulations in time and frequency domains plus numerical dispersion effects.
Non-flat PEC terrain implementation in both TD simulators is straightforward, i.e., the cells that represent the terrain are assumed PEC during the TD simulations [3] . A final example is presented in Fig. 5 . Here, two 15 m tall PEC triangular obstacles are separated with a distance of 25 m. The other dimensions, source and observation locations are mentioned in the figure. Longitudinal variations of the field strength calculated via both TLM-WP and TDWP are presented. Although range variations are highly oscillatory almost perfect agreement is obtained between TLM-WP and TDWP results. It is also interesting to observe tip diffracted components (two peaks at ranges 25 m and 60 m, which correspond to the tips of the buildings).
Both TDWP and TLM-WP wave propagators are computationally expensive, when compared to SSPE propagator (one typical SSPE simulation lasts approximately two hundred times shorter than TDWP). Moreover, TLM-WP computations last roughly three times longer than TDWP. Although TDWP and TLM-WP simulation times are much more than the SSPE algorithm, SSPE must be repeated for hundreds of times to give the broad band propagation information obtained with a single TD simulation. It should be noted that, no parameter optimiza- tion or algorithmic arrangement has yet been done. The memory requirements and computation time are expected to decrease drastically when optimization is done and when the sliding window size is dynamically controlled.
IV. CONCLUSION
Another novel TD wave propagator is introduced in this letter. Like TDWP, TLM-WP is used for ground wave propagation simulations, where any kind of transverse as well as longitudinal variations can be modeled. Ground losses, terrain effects and surface roughness can easily be modeled via the new time-domain wave propagators [3] . Although short-range calculations are performed here, it can easily be extended to long ranges as well as high altitudes, when numerical dispersion requirements are satisfied. Only long computation times may be required for long range propagation simulations, which may be overcome by using some intelligent algorithmic and/or parallel processing techniques.
