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NON-VANISHING OF MAASS FORM L-FUNCTIONS
AT THE CRITICAL POINT
OLGA BALKANOVA, BINGRONG HUANG, AND ANDERS SO¨DERGREN
Abstract. In this paper, we consider the family {Lj(s)}∞j=1 of
L-functions associated to an orthonormal basis {uj}∞j=1 of even
Hecke-Maass forms for the modular group SL(2,Z) with eigenval-
ues {λj = κ2j + 1/4}∞j=1. We prove the following effective non-
vanishing result: At least 50% of the central values Lj(1/2) with
κj ≤ T do not vanish as T → ∞. Furthermore, we establish
effective non-vanishing results in short intervals.
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1. Introduction
The distribution of central values of automorphic L-functions is a
well-studied topic in number theory with a number of important ap-
plications (see, e.g., the discussion in [16]). In this paper we study
the non-vanishing of central values of Maass form L-functions in the
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eigenvalue aspect. More precisely, we prove the following lower bound
on the proportion of non-zero central L-values.
Theorem 1.1. For any ǫ > 0 and for all sufficiently large T , we have
#{uj : Lj(1/2) 6= 0, κj ≤ T}
#{uj : κj ≤ T} ≥
1
2
− ǫ,
where {uj}∞j=1 is an orthonormal basis of even Hecke-Maass forms for
the modular group SL(2,Z) with eigenvalues {λj = κ2j + 1/4}∞j=1.
The corresponding problem for L-functions associated to holomor-
phic cusp forms has a rich history. Starting from the work of Duke [8],
many non-vanishing results have been established for central values of
cusp form L-functions both in the level [3, 7, 15, 20, 33, 36] and in the
weight aspects [2, 9, 15, 24, 30]. On the other hand, for the family
of Maass form L-functions (in the eigenvalue aspect) similar questions
have received increasing attention in the recent years. Alpoge and
Miller [1] investigated the low-lying zeros for this family, while Xu [37]
and Liu [27] studied non-vanishing problems in short intervals.
Theorem 1.1 is the first effective non-vanishing result for Maass form
L-functions. Making a comparison with the holomorphic case, this is
an analogue of [15, Theorem 5] by Iwaniec and Sarnak. Just as in
the case of holomorphic forms the problem is closely connected to the
existence problem for Landau-Siegel zeros and any improvement of the
percentage 50% will imply the nonexistence of Landau-Siegel zeros (see
[15]).
It is also possible to establish effective non-vanishing results in short
intervals. To this end, it is required to estimate the fourth moment of
the Riemann zeta function in short intervals (see the proof of Theorem
5.1 for details). Unconditional results for this moment are only known
for intervals of length at least T 2/3+ǫ. In other ranges, we combine
recent results of Bourgain [4] and Bourgain-Watt [5], obtaining the
following theorem.
Theorem 1.2. For any ǫ > 0 and H = T β with β ≤ 1 we have
(1.1)
∑
T≤κj≤T+H
Lj(1/2)6=0
1 ≥
(
∆
1 +∆
− ǫ
) ∑
T≤κj≤T+H
1,
where the summations are restricted to even Hecke-Maass forms and
(1.2) ∆ ≤ min(1− α; 1/4 + 3/4β), θ := 13/84,
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(1.3) α :=


0, β ≥ 2/3 + ǫ;
2θ, 1273/4053 + ǫ ≤ β ≤ 2/3 + ǫ;
4θ, β ≤ 1273/4053 + ǫ.
This is an effective version of the recent result of Liu [27].
The methods used in this paper are quite classical and consist of a
precise evaluation of mollified first and second moments of the central
L-values in the family of Maass forms. An important first step is to
find asymptotic formulas for the twisted first and second moments in
this family and we combine results by Ivic [11], Ivic-Jutila [13], Jutila
[17], Kuznetsov [22], Li [26] and Motohashi [32] in order to prove such
formulas (see Theorem 4.1 and Theorem 5.1). The second main step is
to apply the mollification techniques developed by Kowalski and Michel
[19, 20, 21] in order to prove asymptotic formulas for the mollified
moments (see Sections 6 and 7).
2. Notation and preliminary results
The letter ǫ denotes an arbitrarily small positive real number whose
value may change from one line to another. All implied constants may
depend on ǫ (if applicable), but this will always be supressed in the
notation.
Let γ be Euler’s constant and let τ(n) denote the number of positive
divisors of the integer n. We denote by Γ(s) the gamma function, by
S(m,n; c) the classical Kloosterman sum and by ζ(s) the Riemann zeta
function. We have
(2.1) |ζ(1 + it)−1| ≪ log(1 + |t|).
Let {uj}∞j=1 be an orthonormal basis in the space of Maass cusp forms
for SL(2,Z), consisting of common eigenfunctions of all Hecke opera-
tors, the hyperbolic Laplacian and the reflection operator R defined by
(Rf)(z) = f(−z¯). We denote by tj(n) the eigenvalue of the nth Hecke
operator acting on uj, by λj = 1/4+κ
2
j the eigenvalue of the hyperbolic
Laplacian acting on uj and by ǫj ∈ {±1} the eigenvalue of R acting on
uj. Every element of this basis admits a Fourier expansion of the form
uj(x+ iy) =
√
y
∑
n 6=0
ρj(n)Kiκj(2π|n|y) exp(2πinx),
where Kα(x) is the K-Bessel function and
ρj(n) = ρj(1)tj(n) (n ≥ 1).
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For each uj , we define the corresponding L-function by
Lj(s) =
∞∑
n=1
tj(n)n
−s, ℜs > 1.
The completed L-function
Λj(s) = π
−sΓ
(
s+ δ + iκj
2
)
Γ
(
s+ δ − iκj
2
)
Lj(s),
where δ = 0 if ǫj = 1 and δ = 1 if ǫj = −1, can be analytically continued
to the whole complex plane and satisfies the functional equation
(2.2) Λj(s) = ǫjΛj(1− s),
where ǫj = ±1 is called the sign of the functional equation.
It follows from the results of Katok and Sarnak [18, Corollary 1] that
Lj(1/2) ≥ 0. Moreover, if ǫj = −1 then the functional equation (2.2)
forces Lj(1/2) to be zero. Therefore, we will restrict our attention to
L-functions with even functional equations. Kuznetsov [23, Theorem
2.11] proved that the number of even (ǫj = +1) and the number of odd
(ǫj = −1) Maass forms with κj ≤ T are asymptotically equal. Hence
we have the following Weyl law for the even Maass cusp forms:
(2.3) #{uj : κj ≤ T and ǫj = 1} ∼ T
2
24
.
In addition, we mention that Ivic [11] (see also [17]) has proved the
subconvexity estimate
(2.4) Lj(1/2)≪ κ1/3+ǫj
for any ǫ > 0.
The symmetric square L-function associated to uj is defined by
Lj(s, sym
2) = ζ(2s)
∞∑
n=1
tj(n
2)
ns
, ℜs > 1.
The corresponding completed L-function
Λj(s, sym
2) =
Lj(s, sym
2)
π3s/2
Γ
(s
2
)
Γ
(
s+ iκj
2
)
Γ
(
s− iκj
2
)
can be analytically continued to the whole complex plane and satisfies
the functional equation
Λj(s, sym
2) = Λj(1− s, sym2).
The L-functions Lj(s, sym
2) appear in the normalizing coefficients
(2.5) αj =
|ρj(1)|2
cosh(πκj)
=
2
Lj(1, sym2)
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in Kuznetsov’s trace formula. According to [10, 14], we have
(2.6) κ−ǫj ≪ αj ≪ κǫj
for any ǫ > 0.
Lemma 2.1. (The Kuznetsov trace formula) Let g = g(t) be an even
function, holomorphic in ℑt ≤ 1/2+ǫ and such that g(t)≪ (|t|+1)−2−ǫ
for some ǫ > 0. For integers m,n ≥ 1, we have
(2.7)
∑
ǫj=1
αjtj(m)tj(n)g(κj) = −1
π
∫ ∞
−∞
σ2it(m)σ2it(n)
(mn)it|ζ(1 + 2it)|2g(t)dt
+
δm,n
2
1
π2
∫ ∞
−∞
t tanh(πt)g(t)dt
+
1
2
∞∑
q=1
1
q
[
S(m,n; q)H+
(
4π
√
mn
q
)
+ S(m,−n; q)H−
(
4π
√
mn
q
)]
,
where σα(n) =
∑
d|n d
α,
H+(x) =
2i
π
∫ ∞
−∞
r
cosh(πr)
J2ir(x)g(r)dr,
H−(x) =
4
π2
∫ ∞
−∞
sinh(πr)K2ir(x)rg(r)dr,
and Jα(x) and Kα(x) denote the J-Bessel and the K-Bessel functions.
Proof. See, for example, [6, Eq. 3.17]. 
We will also need the following approximate functional equation.
Lemma 2.2. (The approximate functional equation) We have
(2.8) Lj(1/2) = 2
∑
n≥1
tj(n)
n1/2
V (n, κj),
where, for any fixed δ > 0 and G(x) = exp(−x4),
(2.9) V (n, t) =
1
2πi
∫
(δ)
n−xG(x)γ(x, t)
dx
x
and
γ(x, t) = π−x
Γ(1/4 + x/2− it/2)Γ(1/4 + x/2 + it/2)
Γ(1/4− it/2)Γ(1/4 + it/2) .
Proof. See [27, Lemma 3]. 
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Shifting the contour of integration in (2.9) to ℜx = A, we obtain
(2.10) V (n, t)≪A
(
t
n
)A
for any A > 0. Analogously, shifting the contour to ℜx = −1/2+ ǫ for
some ǫ > 0, yields
(2.11) V (n, t) = 1 +O
((n
t
)1/2−ǫ)
.
3. Choice of weight function
Similarly to [13, Eqs. (2.14), (3.2)], we define
(3.1) h(r) = h(r,K,G)
=
r2 + 1/4
r2 + 1000
[
exp
(
−
(
r −K
G
)2)
+ exp
(
−
(
r +K
G
)2)]
and
Ω(r) =
1√
πG
∫ T+H
T
h(r,K,G) dK.
For an arbitrary A > 1 and some c > 0 we have (see [13])
(3.2) Ω(r) = 1+O(r−A) if T + cG
√
log T < r < T +H − cG
√
log T ,
(3.3)
Ω(r) = O((|r|+T )−A) if r < T −cG
√
log T or r > T +H+cG
√
log T ,
and otherwise
(3.4) Ω(r) = 1 +O(G3(G+min(|r − T |, |r − T −H|))−3).
In the next two sections we use the above functions, together with the
Kuznetsov trace formula, to compute the smoothed moments
Mn(l) :=
1√
πG
∫ T+H
T
Mn(l; h) dK, n = 1, 2,
where
Mn(l; h) :=
∑
ǫj=1
αjtj(l)L
n
j (1/2)h(κj).
Lemma 3.1. Assume that G ≤ H/ log T and that for any δ > 0 we
have
(3.5)
∑
ǫj=1
Lj(1/2)6=0
Ω(κj) ≥ (PN − δ)
∑
ǫj=1
Ω(κj),
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where PN is a lower bound on the proportion of non-vanishing central
L-values. Then there exists δ1 = δ1(δ) such that
(3.6)
∑
T≤κj≤T+H
ǫj=1;Lj(1/2)6=0
1 ≥ (PN − δ1)
∑
T≤κj≤T+H
ǫj=1
1.
Proof. Using the properties of the function Ω(r) and Weyl’s law we
infer
(3.7)
∑
T≤κj≤T+H
ǫj=1;Lj(1/2)6=0
1 ≥
∑
ǫj=1
Lj(1/2)6=0
Ω(κj)−
∑
κj<T or κj>T+H
Lj(1/2)6=0
Ω(κj)
=
∑
ǫj=1
Lj(1/2)6=0
Ω(κj) +O
(
TG
√
log T
)
= (PN − δ)
∑
T≤κj≤T+H
ǫj=1
1 +O
(
TG
√
log T
)
≥ (PN − 2δ)
∑
T≤κj≤T+H
ǫj=1
1
provided that G ≤ H/ log T. 
4. The twisted first moment
The first moment M1(l) for l = 1 and H = T was evaluated asymp-
totically by Ivic and Jutila in [13]. The case l > 1 can be analyzed
similarly. However, for our purposes it is more convenient to use an
approximate functional equation of the form (2.8) together with the
Kuznetsov trace formula (2.7) restricted to even Maass forms.
Theorem 4.1. For any ǫ > 0, any G,H ≪ T and any l ≪ T 1−ǫ, we
have
M1(l) =
2
π2
√
l
∫ T+H
T
K dK +O
(
(H +G)T 1/2+ǫ +
HT√
l
(
l
T
)1/2−ǫ)
.
Proof. The approximate functional equation (2.8) yields
M1(l; h) = 2
∑
n≥1
1
n1/2
∑
ǫj=1
αjtj(l)tj(n)V (n, κj)h(κj).
At the cost of a negligible error term, we use (2.10) to truncate the
summation over n to the range n≪ T 1+ǫ/2.
Next, applying the Kuznetsov trace formula with g(t) := V (n, t)h(t),
we get
M1(l; h) =
4∑
i=1
Fi(l; h),
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where
F1(l; h) =
1
π2
√
l
∫ ∞
−∞
t tanh(πt)V (l, t)h(t) dt,
F2(l; h) = −2
π
∫ ∞
−∞
σ2it(l)
lit
∑
n≪T 1+ǫ/2
σ2it(n)
n1/2+it
V (n, t)h(t)
|ζ(1 + 2it)|2 dt,
F3(l; h) =
∑
n≪T 1+ǫ/2
∑
q≥1
S(l, n; q)√
nq
H+
(
4π
√
ln
q
)
and
F4(l; h) =
∑
n≪T 1+ǫ/2
∑
q≥1
S(l,−n; q)√
nq
H−
(
4π
√
ln
q
)
.
The summand F1(l; h) contains the main term. More precisely, using
(2.11) we find that
F1(l; h) =
2
π3/2
√
l
GK +O
(
GK√
l
(
l
K
)1/2−ǫ)
.
Applying (2.1), [13, Eq. (3.5)] and estimating the summation over n
trivially, the contribution of the continuous spectrum can be bounded
as follows:
1√
πG
∫ T+H
T
F2(l; h) dK ≪ (H +G)T 1/2+ǫ.
Finally, we estimate the contribution of F3(l; h) and F4(l; h) for l ≪
T 1−ǫ. Similarly to [13, p. 7], the summation over q can be truncated
to the range q ≪ TB, for some B > 1, at the cost of a negligible error
term. Then it remains to analyze the integral transforms H±(x) for
x = 4π
√
ln/q ≪ T 1−ǫ/4. This has been done in Li’s paper [26, Sections
4 and 5]. In particular, Propositions 4.1 and 5.1 of [26] imply that for
x≪ T 1−ǫ/4 and for any fixed A > 0 we have H±(x)≪ T−A. Therefore,
the contributions of F3(l; h) and F4(l; h) are negligibly small. 
5. The twisted second moment
In this section we prove the following asymptotic formula.
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Theorem 5.1. For any ǫ > 0, l ≥ 1, T ǫ ≪ H ≤ T , T ǫ ≪ G ≪ T 1−ǫ
the following asymptotic formula holds
(5.1) M2(l) =
4
π2
τ(l)√
l
∫ T+H
T
K
(
γ − log(2π
√
l) + logK
)
dK
+O
(
(lT )ǫ
[
G2H
l1/2T
+ T α(H +G) +
l3/2H
TG2
+
(
lT
H
)1/2
+
(
lT
G
)1/2])
,
where for θ = 13/84 we define
(5.2) α :=


0, H ≫ T 2/3+ǫ;
2θ, T 1273/4053+ǫ ≪ H ≪ T 2/3+ǫ;
4θ, H ≪ T 1273/4053+ǫ.
Remark 5.1. Note that the error term in (5.1) is less than the main
term as long as
l ≪ T−ǫmin
(
T 2−2α, TG,
H2
G2
T 2−2α, H3/2T 1/2, HT 1/2G1/2
)
.
In view of restrictions in Lemma 3.1, the optimal choice of G is G =
H/ log T . Taking H := T β, we finally obtain
(5.3) l ≪ T−ǫmin (T 2−2α, T 1/2+3/2β) .
In order to prove Theorem 5.1 we apply an explicit formula for the
second twisted moment. Let
hˆ(s) =
∫ ∞
−∞
rh(r)
Γ(s+ ir)
Γ(1− s+ ir) dr
and note that hˆ(s) is an entire function. Furthermore, for −3/2 < c <
1/2, we define the special functions
Ψ+(x; h) =
∫
(c)
Γ(1/2− s)2 tan(πs)hˆ(s)xs ds
and
Ψ−(x; h) =
∫
(c)
Γ(1/2− s)2 hˆ(s)
cos(πs)
xs ds.
Lemma 5.2. Let l ≥ 1. Then we have
(5.4) M2(l; h) =
7∑
v=1
Rv(l; h),
where
R1(l; h) =
2
π3i
τ(l)√
l
[(
γ − log(2π
√
l)
)
(hˆ)′(1/2) + 1/4(hˆ)′′(1/2)
]
,
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R2(l; h) =
1
π3
∞∑
m=1
τ(m)τ(m + l)√
m
Ψ+(m/l; h),
R3(l; h) =
1
π3
∞∑
m=1
τ(m)τ(m+ l)√
m+ l
Ψ−(1 +m/l; h),
R4(l; h) =
1
π3
l−1∑
m=1
τ(m)τ(l −m)√
m
Ψ−(m/l; h),
R5(l; h) = − 1
2π3
τ(l)√
l
Ψ−(1; h),
R6(l; h) = −12i
π2
σ−1(l)
√
lh′(−i/2),
R7(l; h) = −1
π
∫ ∞
−∞
|ζ(1/2 + ir)|4
|ζ(1 + 2ir)|2
σ2ir(l)
lir
h(r) dr.
Proof. See, for example, [32, Lemma 3.8] or [11, p. 457]. 
Note that our choice of weight function h(κj) in (3.1) is slightly
different from the one of [11, 17, 32]. In particular, in the argument
below it is required to divide all estimates from [11, 17, 32] by K2.
Proof of Theorem 5.1. The main term in the asymptotic formula for
the second moment is given by R1(l; h). Using [32, Eqs. 3.3.37, 3.3.38
and p. 129], we find that
(5.5) R1(l; h) = 4
KG
π3/2
τ(l)√
l
(
γ − log (2π
√
l) + logK
)
+O
(
G3Kǫ
Kl1/2
)
.
Next, according to [11, p. 458] we have
(5.6)
1√
πG
∫ T+H
T
(
R3(l; h) +R5(l; h) +R6(l; h)
)
dK ≪ l
1/2
G
(lT )ǫ.
Applying the standard estimate (2.1), together with an estimate for
the fourth moment of the Riemann zeta function in short intervals (see
[12, p. 14]), we also show that for H ≫ T 2/3+ǫ
(5.7)
1√
πG
∫ T+H
T
R7(l; h) dK ≪ (H +G)(lT )ǫ.
In order to estimate the contribution of R7(l; h) in the range
T 1273/4053+ǫ ≪ H ≪ T 2/3+ǫ,
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we combine the estimate of Bourgain-Watt for the second moment of
the Riemann zeta function in short intervals [5, Theorem 3] and the
subconvexity estimate of Bourgain [4, Theorem 5]
(5.8) |ζ(1/2 + it)| ≪ |t|θ+ǫ, θ = 13/84,
getting
(5.9)
1√
πG
∫ T+H
T
R7(l; h) dK ≪ T 2θ(H +G)(lT )ǫ.
Finally, for H ≪ T 1273/4053+ǫ we use solely (5.8) to show that
(5.10)
1√
πG
∫ T+H
T
R7(l; h) dK ≪ T 4θ(H +G)(lT )ǫ.
Note that it follows from estimates in [11, Section 4] that
Ψ−(m/l; h)≪ 1
K2
[(m
l
)−3/2+ǫ
KG−1+ǫ +
(
l
m
)3/2
GK−1+ǫ
]
.
Therefore,
(5.11)
1√
πG
∫ T+H
T
R4(l; h) dK
≪ l
ǫ
G
∫ T+H
T
l−1∑
m=1
1√
mK2
[(m
l
)−3/2+ǫ
KG−1+ǫ +
(
l
m
)3/2
GK−1+ǫ
]
dK
≪ l
3/2+ǫ
G
∫ T+H
T
(
Gǫ
KG
+
GKǫ
K3
)
dK ≪ l3/2(lT )ǫ
[
H
TG2
+
H
T 3
]
.
It remains to consider R2(l; h). According to [32, Eqs. 3.4.20, 3.4.21],
the contribution ofR2(l; h) is negligibly small for all terms withG
2m/l ≫
Gǫ. In order to estimate the contribution of R2(l; h) for G
2m/l ≪ Gǫ,
we use the asymptotic formula for Ψ+(m/l; h) proved by Jutila in [17,
p. 173]. According to this formula, the main term of Ψ+(m/l; h) is, up
to a constant factor, equal to
GK1/2
(m
l
)1/4(√m
l
+
√
1 +
m
l
)−2iK
× exp
(
−G2 log2
[√
m
l
+
√
1 +
m
l
])
.
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We continue by estimating the integral over K in two different ways:
first trivially and then using [35, Lemma 4.3]. More precisely,
∫ T+H
T
K1/2 exp
(
−2iK log
(√
m
l
+
√
1 +
m
l
))
dK
≪ min
(
HT 1/2,
T 1/2
log
(√
m
l
+
√
1 + m
l
)
)
≪ T 1/2min
(
H,
√
l
m
)
.
Consequently,
(5.12)
1√
πG
∫ T+H
T
R2(l; h) dK ≪
∑
m<lGǫ−2
lǫ√
m
(m
l
)1/4
T 1/2min
(
H,
√
l
m
)
≪
∑
m<l/H2
HT 1/2lǫ
m1/4l1/4
+
∑
l/H2≤m<lGǫ−2
T 1/2l1/4+ǫ
m3/4
≪ (lT )1/2+ǫ
(
1√
H
+
1√
G
)
.
Finally, combining (5.5), (5.6), (5.7), (5.9), (5.10), (5.11) and (5.12)
completes the proof of Theorem 5.1. 
6. Removing the harmonic weight
In this section, we show that the harmonic weight αj = 2/Lj(1, sym
2)
can be removed at the cost of a negligible error term. With this goal,
we apply the techniques of [20, 25].
Consider the Dirichlet series
(6.1) ωj(x) :=
∑
n≤x
tj(n
2)
n
, ωj(x, y) :=
∑
x<n≤y
tj(n
2)
n
.
Recall that we use ǫ to denote a small positive number, which might
change from line to line.
Lemma 6.1. Let x = T ǫ and let y = T a for some large a > 0. Then
there exists a large b = b(a) > 0 such that
Lj(1, sym
2) = ζ(2)ωj(x) + ζ(2)ωj(x, y) +O(T
−b).
Proof. Similarly to [25, Lemma 2.3], we apply Perron’s formula (see
[34, Corollary 2.1, p. 133]) with B(n) = n2θ+ǫ and θ = 7/64. Then, for
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y, z ≥ 2, the following asymptotic formula holds:
∑
n≤y
tj(n
2)
n
=
1
2πi
∫ 1/ log y+iz
1/ log y−iz
Lj(1 + s, sym
2)
ζ(2s+ 2)
ys
s
ds
+O
(
yǫ
z
+
y2θ+ǫ
y
(
1 +
y
z
log z
))
.
Moving the contour of integration to ℜs = −1/2 + ǫ, for some ǫ > 0,
and applying the convexity estimate
Lj(σ + it, sym
2)≪ t(1−σ)/2+ǫ|t2 − κ2j |(1−σ)/2+ǫ,
we obtain
(6.2)
∑
n≤y
tj(n
2)
n
=
Lj(1, sym
2)
ζ(2)
+O
(
(yz)ǫ
[
y2θ
y
+
y2θ
z
+
z3/4
y1/2
])
.
The optimal choice of z, namely z = y4/7(1/2+2θ), yields the error term
O(y−2/7+6θ/7+ǫ) in (6.2). Finally, the statement follows by choosing
x = T ǫ and y = T a. 
Lemma 6.2. For any ǫ > 0, H ≤ T , A > 60 and integer i ≥ 1, we
have ∑
j
Ω(κj)ωj(x, y)
2i ≪ T ǫ
provided that T 60 ≤ xi ≤ yi ≤ TA.
Proof. Choosing coefficients cn ≪ n−1+ǫ that are non-zero only in the
interval [N, 2N ], the large sieve inequality of Luo [28, Eq. (34)] takes
the form
(6.3)
∑
j
Ω(κj)
∣∣∣∣∣
∑
N≤n≤2N
cntj(n
2)
∣∣∣∣∣
2
≪ (TN)ǫ(1 + T 5N−1/12).
Repeating the arguments of [25, Lemma 2.5 (see also Lemma 2.4)] and
using (6.3), we obtain∑
j
Ω(κj)ωj(x, y)
2i ≪ T ǫ
∑
j≪logT
2−j
(
1 + T 5(xi2−j−1)−1/12
)
.
This is bounded by T ǫ provided that xi ≥ T 60. 
Lemma 6.3. Let sj be a sequence of complex numbers such that for
ǫ > 0 and a sufficiently large constant A > 0 and H ≤ T , we have
(6.4)
∑
j
Ω(κj)αj |sj| ≪ HT 1+ǫ
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and
(6.5) max
T≤κj≤T+H
|αjsj | ≪ HT 1−Aǫ.
Then there exists δ = δ(ǫ, A) > 0 such that for x = T ǫ0, we have∑
j
Ω(κj)sj =
ζ(2)
2
∑
j
Ω(κj)αjsjωj(x) +O(HT
1−δ).
Proof. It follows from the definition of αj (see (2.5)) that∑
j
Ω(κj)sj =
1
2
∑
j
Ω(κj)αjsjLj(1, sym
2).
We first approximate Lj(1, sym
2) by applying Lemma 6.1. Then, using
Ho¨lder’s inequality with 1/(2p) + 1/q = 1 together with Lemma 6.2
and conditions (6.4) and (6.5), we show that
(6.6)
∑
j
Ω(κj)αjsjωj(x, y)≪
(∑
j
Ω(κj)|ωj(x, y)|2p
)1/(2p)(∑
j
Ω(κj)|αjsj|q
)1/q
≪ T ǫ/(2p)( max
T≤κj≤T+H
|αjsj |
)(q−1)/q (∑
j
Ω(κj)|αjsj |
)1/q
≪ HT 1−δ
for some δ > 0, provided that p and A are chosen such that 120/ǫ0 <
2p < A. This concludes the proof. 
7. Mollification and non-vanishing
In order to determine a proportion of non-vanishing for the central
L-values, we apply the method of Kowalski and Michel developed in
[19, 20, 21]. In particular, we choose mollifiers of the form
(7.1) M(j) =
∑
m≤T∆
xm√
m
tj(m),
where ∆ is called the logarithmic length of the mollifier and {xm}∞m=1 is
a sequence of real numbers supported on squarefree numbers m ≤ T∆
and satisfying xm ≪ mǫ (see [21, Section 5]). Similarly to [2, Lemma
8.1], it can be shown that for any ∆ < 1− ǫ and H ≤ T , we have
(7.2)
∑
j
Ω(κj)αjM2(j)≪ HT 1+ǫ.
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Our goal is to compute the mollified moments
Mn(T ) :=
∑
ǫj=1
Ω(κj)
(M(j)Lj(1/2))n for n = 1, 2.
In order to apply Lemma 6.3, we need to verify that the conditions (6.4)
and (6.5) with sj = (M(j)Lj(1/2))n hold for n = 1, 2. Estimating (7.1)
trivially and applying (2.4) and (2.6), we find that (6.5) is satisfied for
any
(7.3) ∆ ≤ 1/3 + β − Aǫ
1 + 2d
,
where d := 7/64 and H = T β. Next, in order to verify the condition
(6.4) for the first moment, we apply the Cauchy-Schwarz inequality
and use (7.2) and Theorem 5.1. Finally, following the arguments of
[21, Section 5.2] (see also [2, Lemma 8.5]) and using Theorem 5.1 and
Remark 5.1, we show that (6.4) is satisfied also for sj = (M(j)Lj(1/2))2
as long as
(7.4) ∆ ≤ min(1− α; 1/4 + 3/4β),
where α is defined by (5.2) and H = T β. We remark that for any β ≥ 0
we have
1/4 + 3/4β <
1/3 + β − Aǫ
1 + 2d
.
Therefore, the condition (7.3) is contained in (7.4). We conclude that,
for x = T ǫ and some δ > 0,
Mn(T ) =
ζ(2)
2
∑
ǫj=1
Ω(κj)αjMn(j)Lnj (1/2)ωj(x) +O(HT 1−δ).
The next step is to evaluate Mn(T ) for n = 1, 2. Using (7.1) and
(6.1), we find that the second moment is equal to
M2(T ) =
ζ(2)
2
∑
d≤x
1
d
∑
b
1
b
∑
m1,m2
xm1bxm2b√
m1m2
×
∑
r|(d2,m1m2)
M2
(
d2m1m2
r2
)
+O(HT 1−δ).
According to Theorem 5.1, the error term in the asymptotic formula for
M2(d
2m1m2/r
2) contributes O(HT 1−δ) to M2(T ) for any ∆ satisfying
(7.4) and some δ > 0. To evaluate the contribution of the main term,
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we follow the arguments of [21, Section 5]. Consequently, for any ∆
satisfying (7.4), we have
M2(T ) =
ζ(2)3
π2
∫ T+H
T
K
logK2 + 2 log T∆
log T∆
dK +O(HT 1−δ)
=
ζ(2)3
π2
(2TH +H2)
1 + ∆
∆
+O(HT 1−δ).
Similarly, for any ∆ < 1− ǫ, we obtain
M1(T ) =
ζ(2)2
π2
∫ T+H
T
K dK+O(HT 1−δ) =
ζ(2)2
2π2
(
2TH +H2
)
+O(HT 1−δ).
Finally, we are ready to finish the proof of Theorems 1.1 and 1.2.
Proof of Theorem 1.2. Using (2.3), we find that
(7.5) #{uj : T ≤ κj ≤ T +H and ǫj = 1} ∼ 2TH +H
2
24
.
As a consequence of the Cauchy-Schwarz inequality, for any ∆ satisfy-
ing (7.4), we have
24
2TH +H2
∑
Lj(1/2)6=0
Ω(κj) ≥ 24
2TH +H2
M
2
1(T )
M2(T )
≥ ∆
1 +∆
− ǫ.
Applying Lemma 3.1, we prove Theorem 1.2. 
Proof of Theorem 1.1. Taking H = T and using a dyadic decomposi-
tion yields that for any ∆ < 1− ǫ, we have
24
T 2
∑
κj≤T
Lj(1/2)6=0
1 ≥ ∆
1 +∆
− ǫ.
Theorem 1.1 follows by taking the largest admissible ∆ and using the
asymptotic formula (2.3). 
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