Abstract-Machine Learning (ML) and Artificial Intelligence (AI) have become alternative approaches in wireless networks beside conventional approaches such as model based solution concepts. Whereas traditional design concepts include the modelling of the behaviour of the underlying processes, AI based approaches allow to design network functions by learning from input data which is supposed to get mapped to specific outputs (training). Additionally, new input/output relations can be learnt during the deployement phase of the function (online learning) and make AI based solutions flexible, in order to react to new situations. Especially, new introduced use cases such as Ultra Reliable Low Latency Communication (URLLC) and Massive Machine Type Communications (MMTC) in 5G make this approach necessary, as the network complexity is further enhanced compared to networks mainly designed for human driven traffic (4G, 5G xMBB). The focus of this paper is to illustrate exemplary applications of AI techniques at the Physical Layer (PHY) of future wireless systems and therfore they can be seen as candidate technologies for e.g. 6G systems.
I. INTRODUCTION
In order deliver an optimal user experience, future networks need to pro-actively learn the interests and requirements of network stakeholders and adapt their behaviour autonomously at any given time. The main challenge here is to assist the network in order to orchestrate itself with an optimal configuration in the sense of End-to-End (E2E) performance metrics. This can be achieved based on learning new situations and their consequences on these metrics. ML, as one of the most powerful artificial intelligence tools, constitutes a promising solution in order to tackle this challenge. ML techniques have been applied to various domains such as computer vision, natural language processing, social network filtering, drug design, and many more, where they have produced results comparable to and in some cases superior to human experts.
In the field of wireless networking, ML techniques were initially applied to upper layers (e.g. resource management [1] ). However, recently the focus has been shifted to using ML at PHY layer since this basically eliminates the need for any traditional signal processing to be applied apriori. Some of the examples include obstacle detection [2] and localization [3] , channel coding [4] , [5] , modulation recognition [6] , physical layer security [7] , and channel estimation and equalization [8] . The motivation for the ML approach is two fold -1.ML based approaches, are designed to achieve an optimal E2E performance, whereas traditional signal processing is done by logically separated blocks that are independently optimized, and 2.Artificial Neural Networks (ANNs) are shown to be universal function approximators [9] and are known to be Turing complete. Hence, these algorithms can be executed faster and at lower energy cost (ca n be parallelized on distributed memory architectures)
In this paper, we examplary analyse the possibility of using ML at PHY layer by means of three different candidate applications, Channel coding using Recurrent Neural Networks (RNNs), Ranging & Obstacle detection using supervised learning algorithms and PHY layer security using unsupervised learning algorithms.
II. ML AT PHY -APPLICATIONS
Due to the enormous variety of PHY layer technologies existing, we have choosen three exemplary applications for ML solutions at the PHY layer. These are introduced in the following and supported by initial evaluations of the performance of the respective ML approaches.
A. Channel Coding using RNNs
Channel Coding has been one of the central disciplines driving the success stories of current generation LTE systems and beyond. In particular, turbo codes are mostly used for cellular and other applications where a reliable data transfer is required for latency-constrained communication in the presence of data-corrupting noise. However, the decoding algorithm for turbo codes is computationally intensive, thereby limiting its applicability in hand-held devices. In [5] , we study the feasibility of using Deep Learning (DL) architectures based on RNNs for encoding and decoding of turbo codes. Simulation results (Fig. 1) show, that the proposed RNN model outperforms the decoding performance of a conventional turbo decoder at low Signal to Noise Ratio (SNR) regions. emerged as a promising candidate for real-time ranging and localization due to advantages such as large channel capacity, better co-existence with legacy systems due to low transmit power, better performance in multipath environments etc. In [2] , the raw time domain UWB waveforms is used in order to detect obstacles by constructing a multiclass hypothesis and using supervised learning for predictions. Simulation results show (Fig. 2 ) that the Ensemble tree based methods are able to calculate the likelihood of obstacle collision with accuracies close to 95%.
C. PHY Layer Security using Unsupervised Learning
An alternative approach, compared to conventional schemes such as certificates or authentication tags, in order to guarantee message authenticity and integrity is to take non-cryptographic information, such as protocol metadata, into account. Due to spoofability of metadata on the logical level, such as frame counters or traffic patterns, physical layer protocol metadata, e.g. received signal strength or channel estimation data, is more suited for that purpose. Especially the channel impulse or frequency response has been used as a feature in numerous works in order to indicate the origin of transmitted data packets, e.g. in [10] . If a receiver needs to authenticate a packet from a specific transmitter, he checks whether the respective channel estimation matches with the previous ones based on received packets of that user. This can be achieved by different methods, either by conventional statistics such as generalized likelihood ratio testing [10] or ML based approaches such as SVMs [11] or GMM [12] . Fig. 3 shows the performance of the GMM based approach in [12] (detection rate DR vs. false III. CONCLUSION The results from our investigated applications show us, that these might be good candidates for AI-assisted 6G technologies. Further investigations are necessary, e.g. evaluating the scenarios using more different ML techniques and combining data driven AI decisions with semantic information in order to achieve more reliable decisions (reinforcement learning).
