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Abstract
A new technique for the asymptotic summation of linear systems of difference equations Y (t + 1) =
(D(t) + R(t))Y (t) is derived. A fundamental solution Y (t) = Φ(t)(I + P(t)) is constructed in terms of a
product of two matrix functions. The first function Φ(t) is a product of the diagonal part D(t). The second
matrix I + P(t), is a perturbation of the identity matrix I. Conditions are given on the matrix D(t) + R(t)
that allow us to represent I + P(t) as an absolutely convergent resolvent series without imposing stringent
conditions on R(t). Our method could be applied to discretized version of singularly perturbed differential
equations Y ′(t) = A(t)Y (t) that fit the setting of quantum mechanics.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
Consider the matrix difference equation
Y(t + 1) = A(t)Y (t), t  a. (1)
Let A(t), Y(t) be n × n matrix functions such that A(t) = D(t) + R(t). Throughout this paper
we adopt the following notation.
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R(t) = {rjk(t)}nj,k=1, where rkk(t) = 0. (3)
In order to better understand the nature of our study we recall a definition that goes back to
[9–11] in the setting of difference and differential equations.
Definition 1. Let D(t) be a diagonal matrix and let R(t) be such that its diagonal elements
are all zero. We say that the system (1) is right almost diagonal if it possesses an asymptotic
representation (4) with P(t) → 0 as t → ∞. Similarly, if representation (5) holds and Q(t) → 0
as t → ∞, the system (1) will be called left almost diagonal:
Y(t) =
(
t−1∏
l=a
D(l)
)(
I + P(t)), (4)
Y(t) = (I + Q(t))
(
t−1∏
l=a
D(l)
)
. (5)
Thus we rewrite (1) as
Y(t + 1) = (D(t) + R(t))Y(t). (6)
The asymptotic summation of (6) shall mean in our context the representation of a fundamen-
tal solution of (6) as a left or right almost diagonal system.
The main goal of our study is to present a new technique and a new set of conditions on
“potentially oscillatory” difference equations that will render (6) a right almost diagonal system.
The meaning of “potentially oscillatory” is as follows.
Definition 2. A difference system (6) is called potentially oscillatory on [a,∞) if
0 < M2 
∣∣∣∣∣
t2∏
l=t1
λk(l)
λj (l)
∣∣∣∣∣M1, j, k = 1,2, . . . , n, j = k, (7)
for all a  t1 < t2 ∞ and M1 and M2 are fixed positive numbers.
The time dependent Schrödinger equation, and in particular the adiabatic approximation the-
orem in quantum mechanics due to [1], could benefit from our study. The discretization of
the Schrödinger equation leads in a natural way to the consideration of potentially oscillatory
difference systems. Indeed, let Y ′(t) = A(t)Y (t) be a differential system of equations with
A∗(t) = −A(t). Namely, A(t) is an anti-Hermitian operator. Then the discretization
Y(t + h) − Y(t)
h
= A(t)Y (t) (8)
leads to the consideration of the difference system
Y(t + h) = [I + hA(t)]Y(t). (9)
The system (9) is then potentially oscillatory if (7) holds. See [1], for an extensive list of ref-
erences dealing with this important theorem in quantum mechanics. The study of a partially
discretized wave equation with a certain varying potential is just one additional instance to which
right almost diagonal systems can be beneficial.
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equations. See e.g. [7] for an extensive account of work until the year 1989. See some recent
works by [9,10,15] and their references. In contrast the amount of works on asymptotic sum-
mation of difference systems is relatively small. See [2–4,8,11]. See also recent works [5] for
a more general setting. It could be very well that our results may be extended to the setting of
time scales [6]. However, focusing on the important setting of systems of difference equations,
provides us with a better chance to obtain a detailed insight by sacrificing generality.
A theorem given in [2], states that (6) is left almost diagonal if 1
λj (t)
R(t) ∈ l1[a,∞) for all
j = 1,2, . . . , n and the following “Dichotomy conditions” hold. For each pair of integers j = k
and t > a, either
t∏
a
∣∣∣∣λj (l)λk(l)
∣∣∣∣→ ∞ as t → ∞, (10)
and
t2∏
t1
∣∣∣∣λj (l)λk(l)
∣∣∣∣ μ > 0 for all a  t1  t2, (11)
or
t2∏
t1
∣∣∣∣λj (l)λk(l)
∣∣∣∣K for all a  t1  t2. (12)
That theorem in [2] is an analog, in the setting of difference equations, to Levinson’s theorem
using the Dichotomy conditions in the setting of differential systems. Levinson’s theorem en-
joyed wide acceptance. It provided relatively simple yet powerful criteria that would lead to the
asymptotic integration for potentially oscillatory systems, see [12]. It also led to the asymptotic
integration of non-potentially oscillatory systems. So much so that it became the cornerstone of
the monograph [7].
In the setting of differential systems of equations there exists an established trend due to
[7,13,14] that utilizes “repeated diagonalization.” That trend can be described in the setting of
difference systems as follows.
Suppose we utilize extra similarity transformations which re-diagonalizes D(t)+R(t). Then,
our system (6) transforms into a system
YN(t + 1) =
(
DN(t) + RN(t)
)
YN
via repeated diagonalizations
Y0 = Y, Yj−1 = (I + Qj)Yj , j = 1,2, . . . ,N, (13)
with Qj(t) certain n × n matrices, so that Qj(∞) = 0 and so that
Y(t) =
N∏
j=1
(
I + Qj(t)
)( t−1∏
t1=a
DN(t)
)
. (14)
However, DN(t) does not coincide necessarily with D(t) which consists of the eigenvalues of
the unperturbed system (6).
Our approach differs from the established trend, in the setting of differential systems, in three
essential features.
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additional transformations of the form (13).
(ii) Secondly, the result of our asymptotic summation is formula (4) rather than (14). While
(4) and (14) seem similar, there is an essential difference between them. In (4) there appear the
eigenvalues of the original diagonal matrix D(t) and so they preserve the original physical mean-
ing, which is in contrast to (14). (In the setting of quantum mechanics, the “physical meaning”
of the eigenvalues of a system, given by the elements of D(t), are of great importance.) Another
drawback of (14) is that the calculation of the eigenvalues of DN may be a laborious task.
(iii) The third feature is that we do not utilize the analog of Levinson’s theorem, see [2], as
our main weapon. Indeed, we derive the theorem in [2] for potentially oscillatory systems as a
byproduct of our method and consequently reconfirm that the off diagonal elements in (6) need
not be absolutely summable in order to affect asymptotic summation.
It is widely believed, see e.g. [5], that a system (6) is left almost diagonal if the elements of
1
λj (t)
R(t) belong to l1[a,∞) and the analog of the dichotomy conditions hold. Our method as
well as the techniques in [9,10,12] point to alternative directions.
Our technique involves the conversion of a difference equation for P(t) into a family of sum-
mable equations in a manner to be detailed in Section 2. Each member of this family points to
a different theorem of asymptotic summation. Conditions will be given which will guarantee
that the system (6) is right almost diagonal. Examples will be discussed in Section 3, that are
amenable to our theorem and to which the results of [2,3,11] do not apply.
2. Asymptotic summation
It can be verified that a fundamental solution Y(t) of (6) can be written as
Y(t) = Φ(t)Z(t), (15)
where Φ(t) is a fundamental matrix solution of
Φ(t + 1) = D(t)Φ(t), (16)
and Z(t) is a fundamental matrix solution of
Z(t) = R˜(t)Z(t) (17)
with
R˜(t) = Φ−1(t + 1)R(t)Φ(t). (18)
Indeed, by (17), we have Z(t + 1) = (I + R˜(t))Z(t). If Y(t) = Φ(t)Z(t), then
Y(t + 1) = Φ(t + 1)Z(t + 1) = Φ(t + 1)(I + Φ−1(t + 1)R(t)Φ(t))Z(t)
= Φ(t + 1)Z(t) + R(t)Φ(t)Z(t) = D(t)Φ(t)Z(t) + R(t)Φ(t)Z(t)
= (D(t) + R(t))Y(t).
When a  t  b, with a < b ∞, assume λj (t) = 0 for j = 1,2, . . . , n. Then, it is easy to
find an invertible matrix solution of (16) that is
Φ(t) =
t−1∏
D(l) = Diag
{
t−1∏
λ1(l),
t−1∏
λ2(l), . . . ,
t−1∏
λn(l)
}
. (19)l=a l=a l=a l=a
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linear operator L by
(LZ)(t) := −
b∑
t1=t
R˜(t1)Z(t1). (20)
It is then evident that Z(t) is a fundamental solution of (17) if Z(t) satisfies the equation
Z(t) = I +LZ(t). (21)
Define for an integer m with m 2, the matrix function C(t1, t) by
C(t1, t) =
b∑
t2=t1+1
t2∑
t3=t
t3∑
t4=t
· · ·
tm−1∑
tm=t
R˜(tm)R˜(tm−1) · · · R˜(t2). (22)
The main result of this paper is the following.
Theorem 1. Assume that for some integer m  2 we have uniformly for b ∞ that in (20)
and (22)
(i) LkI → 0 as t → b, for k = 1,2, . . . ,m − 1, and (23)
(ii)
b∑
t1=t
∥∥C(t1, t)R˜(t1)∥∥→ 0 as t → b. (24)
Then, there exists an integer a large enough such that for t  a, the resolvent series ∑∞j=1Lj I
is absolutely and uniformly convergent. Moreover, the difference system (6) is right almost diag-
onal. Namely, a fundamental solution Y(t) is given by
Y(t) =
(
t−1∏
l=a
D(l)
)(
I + P(t)),
with P(t) =∑∞j=1Lj I → 0 as t → b.
We need first some preparatory lemmas. The first lemma below is about changing the order
of summation in certain expression.
Lemma 2. Suppose f :Rm → R with m 2, is a summable function, when t  b∞, we have
b∑
tm=t
b∑
tm−1=tm
b∑
tm−2=tm−1
· · ·
b∑
t1=t2
f (t1, t2, . . . , tm) =
b∑
t1=t
t1∑
t2=t
t2∑
t3=t
· · ·
tm−1∑
tm=t
f (t1, t2, . . . , tm).
(25)
Proof. By induction, when m = 2, we observe that
b∑ b∑
f (t1, t2) =
b∑ t1∑
f (t1, t2).
t2=t t1=t2 t1=t t2=t
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b∑
tk=t
b∑
tk−1=tk
b∑
tk−2=tk−1
· · ·
b∑
t1=t2
f (t1, t2, . . . , tk) =
b∑
tk=t
b∑
tk−1=tk
g(tk−1, tk), (26)
where g(tk−1, tk) = ∑btk−2=tk−1 · · ·∑bt1=t2 f (t1, t2, . . . , tk). Changing the order of summation
in (26), we get
b∑
tk=t
b∑
tk−1=tk
g(tk−1, tk) =
b∑
tk−1=t
tk−1∑
tk=t
g(tk−1, tk) =
b∑
tk−1=t
tk−1∑
tk=t
b∑
tk−2=tk−1
· · ·
b∑
t1=t2
f (t1, t2, . . . , tk)
=
b∑
tk−1=t
b∑
tk−2=tk−1
· · ·
b∑
t1=t2
(
tk−1∑
tk=t
f (t1, t2, . . . , tk)
)
=
b∑
tk−1=t
b∑
tk−2=tk−1
· · ·
b∑
t1=t2
h(t1, t2, . . . , tk−1), (27)
in which h(t1, t2, . . . , tk−1) =∑tk−1tk=t f (t1, t2, . . . , tk).
By the assumption, we change the order of summation in the last term of (27) to get
b∑
tk−1=t
b∑
tk−2=tk−1
· · ·
b∑
t1=t2
h(t1, t2, . . . , tk−1) =
b∑
t1=t
t1∑
t2=t
· · ·
tk−2∑
tk−1=t
h(t1, t2, . . . , tk−1)
=
b∑
t1=t
t1∑
t2=t
· · ·
tk−2∑
tk−1=t
tk−1∑
tk=t
f (t1, t2, . . . , tk).
Therefore, we conclude that (25) is valid for any m ∈ N with m 2. 
We now need to embed the difference system (6) in a wider family of difference equations.
Consider the difference system
Yˆ (t + 1, ) = [D(t) + R(t)]Yˆ (t, ), (28)
in which  ∈ Dρ with Dρ = {x | |x| < ρ}, and ρ is a constant satisfying ρ > 1. Equation (6) is
then a special case of (28) with  = 1.
The highlights of our method, as shown in the sequel, is based on the following:
(a) Repeated iterations of (29) as manifested in (30).
(b) Change order of summations in multi-sums as manifested in (31).
(c) Combine (a) and (b) to obtain a new equation for the unknown Zˆ(t, ).
(d) Show that the unique solution of the equation in (c) is also a solution of the original equa-
tion (29).
Consider the corresponding equation
Zˆ(t, ) = I −
b∑
R˜(t1)Zˆ(t1, ) = I + LZˆ(t, ). (29)
t1=t
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Zˆ = I + LZˆ = I + L(I + LZˆ) = I + LI + 2L2Zˆ
= I + LI + · · · + m−1Lm−1I + mLmZˆ, (30)
where m ∈ N and m 2.
It can be easily verified that for any m ∈ N and m 2,
LmZˆ(t, ) = (−1)m
b∑
tm=t
b∑
tm−1=tm
· · ·
b∑
t1=t2
R˜(tm)R˜(tm−1) · · · R˜(t1)Zˆ(t1, ).
By Lemma 2, we have
LmZˆ(t, ) = (−1)m
b∑
t1=t
t1∑
t2=t
t2∑
t3=t
· · ·
tm−1∑
tm=t
R˜(tm)R˜(tm−1) · · · R˜(t1)Zˆ(t1, )
= (−1)m
b∑
t1=t
b∑
t2=t
t2∑
t3=t
· · ·
tm−1∑
tm=t
R˜(tm)R˜(tm−1) · · · R˜(t1)Zˆ(t1, )
− (−1)m
b∑
t1=t
b∑
t2=t1+1
t2∑
t3=t
· · ·
tm−1∑
tm=t
R˜(tm)R˜(tm−1) · · · R˜(t1)Zˆ(t1, )
=
[
−
b∑
t1=t
R˜(t1)Zˆ(t1, )
]
· (−1)m−1
b∑
t2=t
t2∑
t3=t
· · ·
tm−1∑
tm=t
R˜(tm)R˜(tm−1) · · · R˜(t2)
− (−1)m
b∑
t1=t
C(t1, t)R˜(t1)Zˆ(t1, )
= LZˆ ·Lm−1I − (−1)m
b∑
t1=t
C(t1, t)R˜(t1)Zˆ(t1, ), (31)
where C(t1, t) is defined in (22).
Here we get a useful identity for a later discussion,
−(−1)m
b∑
t1=t
C(t1, t)R˜(t1)Zˆ(t1, ) = LmZˆ(t, ) −LZˆ(t, ) ·Lm−1I. (32)
This identity holds for any Zˆ(t, ) and is not limited to solutions of (29) or (30).
From (30) and (31), we get
Zˆ = I + LI + · · · + m−1Lm−1I + mLmZˆ
= I + LI + · · · + m−1Lm−1I + m
(
LZˆ ·Lm−1I − (−1)m
b∑
t1=t
C(t1, t)R˜(t1)Zˆ(t1, )
)
= I + LI + · · · + m−1Lm−1I
+ m
(
Zˆ − I

(Lm−1I)− (−1)m b∑C(t1, t)R˜(t1)Zˆ(t1, )
)t1=t
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− m(−1)m
b∑
t1=t
C(t1, t)R˜(t1)Zˆ(t1, ),
which leads to(
I − m−1Lm−1I)Zˆ
= I + LI + · · · + m−2Lm−2I − m(−1)m
b∑
t1=t
C(t1, t)R˜(t1)Zˆ(t1, ).
Thus, we get a new equation
Zˆ(t, ) = (I − m−1Lm−1I)−1
[
m−2∑
ν=0
νLνI − m(−1)m
b∑
t1=t
C(t1, t)R˜(t1)Zˆ(t1, )
]
, (33)
provided that (I − m−1Lm−1I )−1 exists.
Equation (33) can be rewritten as
Zˆ = Hˆ +PZˆ, (34)
where
Hˆ := (I − m−1Lm−1I)−1 m−2∑
ν=0
νLνI, (35)
PZˆ(t, ) := −(I − m−1Lm−1I)−1m(−1)m b∑
t1=t
C(t1, t)R˜(t1)Zˆ(t1, ). (36)
For the convenience of the later discussion, we define
L0I = I, P0I = Hˆ . (37)
For any bounded valued matrix function A(t, ), we choose the norm
∥∥A(t, )∥∥= n∑
j,k=1
∣∣ajk(t, )∣∣,
which leads of course to the useful relation∥∥A(t, )B(t, )∥∥ ∥∥A(t, )∥∥ · ∥∥B(t, )∥∥.
Then we have the following lemma.
Lemma 3. Assume that we have uniformly for b∞,
(i) Lm−1I → 0 as t → b, and (38)
(ii)
b∑
t1=t
∥∥C(t1, t)R˜(t1)∥∥→ 0 as t → b. (39)
Then, for  ∈ Dρ with ρ > 1, we have the following conclusions:
1076 H. Gingold, F. Xue / J. Math. Anal. Appl. 330 (2007) 1068–1092(a) Xˆ(t, ) :=∑∞k=0PkHˆ converges absolutely and uniformly when t belongs to some interval
[a, b) and a is large enough. Xˆ(t, ) is a unique solution of (34). Moreover,
(b) Xˆ(t, ) =∑∞j=0(Lj I )j , and Xˆ(t, ) = R˜(t)Xˆ(t, ).
Proof. (a) By the conditions (38), (39), and  ∈ Dρ , there exists some a ∈ R with a < b, and
δ ∈ (0,1) such that for any t ∈ [a, b), (I − m−1Lm−1I )−1exists and
∥∥(I − m−1Lm−1I)−1∥∥ · ||m b∑
t1=t
∥∥C(t1, t)R˜(t1)∥∥< δ. (40)
For each  ∈ Dρ , we define when t ∈ [a, b),∣∣∣∣∣∣A(t, )∣∣∣∣∣∣= sup
t∈[a,b)
∥∥A(t, )∥∥.
We also define a series {Zˆn}n=0,1,2,... by
Zˆ0 = Hˆ , Zˆj+1 = Hˆ +PZˆj , for j = 0,1,2, . . . .
For any t ∈ [a, b),  ∈ Dρ , we have
‖Zˆj+1 − Zˆj‖
= ∥∥(Hˆ +PZˆj ) − (Hˆ +PZˆj−1)∥∥= ‖PZˆj −PZˆj−1‖
=
∥∥∥∥∥−(I − m−1Lm−1I)−1m(−1)m
b∑
t1=t
C(t1, t)R˜(t1)
[
Zˆj (t1, ) − Zˆj−1(t1, )
]∥∥∥∥∥

∥∥(I − m−1Lm−1I)−1∥∥ · ||m b∑
t1=t
(∥∥C(t1, t)R˜(t1)∥∥ · ∥∥Zˆj (t1, ) − Zˆj−1(t1, )∥∥)

(∥∥(I − m−1Lm−1I)−1∥∥ · ||m b∑
t1=t
∥∥C(t1, t)R˜(t1)∥∥
)∣∣∣∣∣∣Zˆj (t, ) − Zˆj−1(t, )∣∣∣∣∣∣
 δ|||Zˆj − Zˆj−1|||.
Therefore, |||Zˆj+1 − Zˆj |||  δ|||Zˆj − Zˆj−1|||, which leads to the conclusion that {Zˆn} converges
uniformly for  ∈ Dρ and t ∈ [a, b).
At the same time, notice
Zˆn = Hˆ +PZˆn−1 = Hˆ +PHˆ +P2Zˆn−2 = Hˆ +PHˆ + · · · +PnHˆ ,
so that
lim
n→∞ Zˆn =
∞∑
k=0
PkHˆ .
Thus, we conclude that
∑∞
k=0PkHˆ converges absolutely and uniformly for  ∈ Dρ and t ∈
[a, b). Observe that ∑∞k=0PkHˆ = Hˆ + P(∑∞k=0PkHˆ ), we get that Xˆ(t, ) =∑∞k=0PkHˆ is a
solution of (34).
Since ‖P‖ ‖(I − m−1Lm−1I )−1‖ · ||m∑bt1=t ‖C(t1, t)R˜(t1)‖ < δ < 1, we also have that
Xˆ(t, ) is the unique solution of (34).
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lytical matrix function of  for  ∈ Dρ , uniformly for b ∈ (a,∞].
By induction, as
Zˆj+1 = Hˆ +PZˆj
= (I − m−1Lm−1I)−1
[
m−2∑
ν=0
νLνI − m(−1)m
b∑
t1=t
C(t1, t)R˜(t1)Zˆj (t1, )
]
,
each Zˆj (t, ) is an analytical matrix function of  for  ∈ Dρ , uniformly for b ∈ (a,∞].
Now, since Zˆj (t, ) → Xˆ(t, ), uniformly for t ∈ (a, b], b ∈ (a,∞] and  ∈ Dρ , as j → ∞,
we conclude that Xˆ(t, ) is an analytical matrix function of  for  ∈ Dρ . Therefore, we can
express Xˆ(t, ) as an absolutely convergence power series of  in Dρ with ρ > 1. Namely,
Xˆ(t, ) =
∞∑
j=0
Aˆj (t)
j . (41)
Let us find the coefficients Aˆj (t). Since Xˆ(t, ) is a solution of Eq. (34), it is also a solution of
(
I − m−1Lm−1I)Zˆ(t, ) = m−2∑
ν=0
νLνI − m(−1)m
b∑
t1=t
C(t1, t)R˜(t1)Zˆ(t1, ). (42)
Use the identity (32) in (42) to get that Xˆ(t, ) solves the equation
(
I − m−1Lm−1I)Xˆ(t, ) = m−2∑
ν=0
νLνI + m(LmXˆ(t, ) −LXˆ(t, ) ·Lm−1I),
which leads to
Xˆ(t, ) =
m−2∑
ν=0
νLνI + m(LmXˆ(t, ) −LXˆ(t, ) ·Lm−1I)+ m−1Lm−1I · Xˆ(t, )
=
m−2∑
ν=0
νLνI + m−1Lm−1I(Xˆ(t, ) − LXˆ(t, ))+ mLmXˆ(t, ). (43)
Observe that, by (41),
Xˆ(t, ) =
∞∑
j=0
Aˆj (t)
j = Aˆ0(t) +
∞∑
j=0
Aˆj+1(t)j+1,
LXˆ(t, ) = L
( ∞∑
j=0
Aˆj (t)
j
)
=
∞∑
j=0
(LAˆj (t)j+1).
Therefore,
m−1Lm−1I(Xˆ(t, ) − LXˆ(t, ))
= m−1Lm−1I
(
Aˆ0(t) +
∞∑
j=0
Aˆj+1(t)j+1 −
∞∑
j=0
(LAˆj (t)j+1)
)
= (Lm−1I)Aˆ0(t)m−1 + ∞∑(Lm−1I)(Aˆj+1(t) −LAˆj (t))m+j . (44)
j=0
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mLmXˆ(t, ) = mLm
( ∞∑
j=0
Aˆj (t)
j
)
=
∞∑
j=0
(LmAˆj (t))m+j . (45)
Hence, by (41), (43)–(45), we get that
∞∑
j=0
Aˆj (t)
j =
m−2∑
ν=0
LνI · ν + (Lm−1I)Aˆ0(t)m−1
+
∞∑
j=0
[(Lm−1I)(Aˆj+1(t) −LAˆj (t))+LmAˆj (t)]m+j . (46)
By comparing the coefficients of 0, 1, . . . , m−2 on both sides of (46), we get that
Aˆ0(t) = I, Aˆ1(t) = LI, . . . , Aˆm−2(t) = Lm−2I.
By comparing the coefficient of m−1 in (46), we get Aˆm−1(t) = (Lm−1I )Aˆ0(t) = Lm−1I.
At last, compare the coefficients of m+j , j = 0,1,2, . . . , in (46) to get
Aˆm+j (t) =
(Lm−1I)(Aˆj+1(t) −LAˆj (t))+LmAˆj (t).
Then, by induction, it is easy to verify that Aˆm+j (t) = Lm+j I, j = 0,1,2, . . . .
Therefore, we get that Aˆj (t) = Lj I, j = 0,1,2, . . . , which means that
Xˆ(t, ) =
∞∑
j=0
(Lj I)j . (47)
Notice that by
∑∞
j=0(Lj I )j = I + L(
∑∞
j=0(Lj I )j ), we get that Xˆ(t, ) is a solution of
Zˆ = I + LZˆ. Therefore,
Xˆ(t, ) = R˜(t)Xˆ(t, ),
which is the desired conclusion. 
We can now conclude the proof of Theorem 1.
Proof of Theorem 1. When  = 1, we have in (35) and (36)
Hˆ = (I −Lm−1I)−1 m−2∑
ν=0
LνI,
PZˆ(t) = −(I −Lm−1I)−1(−1)m b∑
t1=t
C(t1, t)R˜(t1)Zˆ(t1).
From Lemma 3 we know that Xˆ(t) = ∑∞k=0PkHˆ converges absolutely and uniformly, and
Xˆ(t) = R˜(t)Xˆ(t). Therefore,
S(t) =
(
t−1∏
D(l)
)
Xˆ(t) (48)l=a
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Also, in the proof of Lemma 3, we know that Xˆ(t) is a solution of Zˆ = Hˆ +PZˆ. Therefore,
Xˆ = (I −Lm−1I)−1 m−2∑
ν=0
LνI − (I −Lm−1I)−1 ·
[
(−1)m
b∑
t1=t
C(t1, t)R˜(t1)Xˆ(t1)
]
.
We can estimate ‖Xˆ − I‖ as following,
‖Xˆ − I‖
=
∥∥∥∥∥(I −Lm−1I)
m−2∑
ν=0
LνI − I − (I −Lm−1I)−1 ·
[
(−1)m
b∑
t1=t
C(t1, t)R˜(t1)Xˆ(t1)
]∥∥∥∥∥

∥∥∥∥∥(I −Lm−1I)−1
m−2∑
ν=0
LνI − I
∥∥∥∥∥+ ∥∥(I −Lm−1I)−1∥∥ ·
b∑
t1=t
∥∥C(t1, t)R˜(t1)Xˆ(t1)∥∥

∥∥∥∥∥(I −Lm−1I)−1
m−2∑
ν=0
LνI − I
∥∥∥∥∥+
∥∥(I −Lm−1I)−1∥∥ ·
(
b∑
t1=t
∥∥C(t1, t)R˜(t1)∥∥
)
|||Xˆ|||.
(49)
By the condition (23), we have Lm−1I → 0 and ∑m−2ν=0 LνI → I as t → b. Therefore, we have∥∥∥∥∥(I −Lm−1I)−1
m−2∑
ν=0
LνI − I
∥∥∥∥∥→ 0 as t → b. (50)
Moreover, ‖|Xˆ‖| is finite because ∑∞k=0PkHˆ converges absolutely and uniformly on [a, b).
‖(I − Lm−1I )−1‖ → 1 as t → b. ∑bt1=t ‖C(t1, t)R˜(t1)‖ → 0 as t → b because of the condi-
tion (24). Thus, we know that
∥∥(I −Lm−1I)−1∥∥ ·
(
b∑
t1=t
∥∥C(t1, t)R˜(t1)∥∥
)
|||Xˆ||| → 0 as t → b. (51)
From (49)–(51), we get that ‖Xˆ − I‖ → 0 as t → b. Let P(t) := Xˆ − I , then P(t) → 0 as
t → b. From (47), we also have that
P(t) =
∞∑
j=1
Lj I. (52)
Hence, by (48),
S(t) =
(
t−1∏
l=a
D(l)
)(
I + P(t))
is a fundamental solution of Eq. (6) with P(t) → 0 as t → b. 
Theorem 1 with m = 2 and b = ∞ leads to a simple criterion for asymptotic summation that
will be used frequently in the sequel. Therefore, we have the following.
Theorem 4. Let m = 2, b = ∞ and assume,
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∞∑
t1=t
R˜(t1) → 0 as t → ∞, and
(ii)
∞∑
t1=t
∥∥∥∥∥
( ∞∑
t2=t1+1
R˜(t2)
)
R˜(t1)
∥∥∥∥∥→ 0 as t → ∞.
Then (6) is right almost diagonal.
Proof. When m = 2 and b = ∞, we have LI = −∑∞t1=t R˜(t1) and C(t1, t) =∑∞t2=t1+1 R˜(t2).
It is then easy to verify that all conditions of Theorem 1 hold and the result follows. 
Remark 1. Theorems 1 and 4 could apply to systems of difference equations that are not neces-
sarily potentially oscillatory.
Our next result uses summation by parts to render the asymptotic summation of (6). For
potentially oscillatory systems, it is more convenient to apply than Theorem 4 because it imposed
directly on R(t) rather than on R˜(t).
Theorem 5. Assume that (6) is potentially oscillatory and the following hold,
(a)
∞∑
t1=t
R(t1) → 0 as t → ∞, (53)
(b) D−1(t)
[(
I − D(t))
( ∞∑
t1=t
R(t1)
)
+
( ∞∑
t2=t+1
R(t2)
)(
D(t) − I)
]
∈ l1[a,∞), (54)
(c) D−1(t)
( ∞∑
t1=t+1
R(t1)
)
R(t) ∈ l1[a,∞), (55)
(d)
{ ∞∑
t1=t+1
[
Φ−1(t1)D−1(t1)
((
I − D(t1)
) ∞∑
t2=t1
R(t2) +
∞∑
t3=t1+1
R(t3)
(
D(t1) − I
))
Φ(t1)
]}
× Φ−1(t + 1)R(t)Φ(t) ∈ l1[a,∞). (56)
Then (6) is right almost diagonal.
Proof. We first point out an important property of potentially oscillatory difference system. As-
sume that (6) is potentially oscillatory, then for any n× n matrix G(t) := (gjk(t))nj,k=1, we have
(i) Φ−1(t)G(t)Φ(t) → 0 as t → ∞, if G(t) → 0 as t → ∞, (57)
(ii) Φ−1(t)G(t)Φ(t) ∈ l1[a,∞), if G(t) ∈ l1[a,∞). (58)
Indeed, notice that
(
Φ−1(t)G(t)Φ(t)
)
jk
= gjk(t)
t−1∏ λk(t1)
λj (t1)
, (59)t1=a
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Next, we point out an identity of difference system that is useful for our discussion. For any
matrix functions A(t),B(t) and C(t), when t  b, we have
A(b + 1)B(b + 1)C(b + 1) − A(t)B(t)C(t)
=
b∑
t1=t

[
A(t1)B(t1)C(t1)
]
=
b∑
t1=t
[(
A(t1)
)
B(t1)C(t1)+A(t1 +1)
(
B(t1)
)
C(t1)+A(t1 +1)B(t1 +1)
(
C(t1)
)]
,
which leads to
b∑
t1=t
A(t1 + 1)
(
B(t1)
)
C(t1)
= A(b + 1)B(b + 1)C(b + 1) − A(t)B(t)C(t)
−
b∑
t1=t
[(
A(t1)
)
B(t1)C(t1) + A(t1 + 1)B(t1 + 1)
(
C(t1)
)]
. (60)
We let b = ∞, A(t) = Φ−1(t), B(t) = −∑∞t1=t R(t1), and C(t) = Φ(t).
By (57) and the condition (53) of this theorem, we get that
lim
t→∞Φ
−1(t)
(
−
∞∑
t1=t
R(t1)
)
Φ(t) = 0. (61)
Hence, (60) implies that
b∑
t1=t
Φ−1(t1 + 1)R(t1)Φ(t1)
= Φ−1(t)
[ ∞∑
t1=t
R(t1)
]
Φ(t)
+
b∑
t1=t
[
Φ−1(t1)
∞∑
t2=t1
R(t2)Φ(t1) + Φ−1(t1 + 1)
∞∑
t3=t1+1
R(t3)Φ(t1)
]
. (62)
From (16), we get that
Φ(t) = [D(t) − I ]Φ(t). (63)
Also, (16) infers that Φ−1(t) = Φ−1(t + 1)D(t). Therefore,
Φ−1(t) = Φ−1(t + 1) − Φ−1(t) = Φ−1(t + 1)[I − D(t)]. (64)
Put (63) and (64) into (62) and get that
∞∑
R˜(t1) =
b∑
Φ−1(t1 + 1)R(t1)Φ(t1)
t1=t t1=t
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∞∑
t1=t
R(t1)Φ(t) +
b∑
t1=t
[
Φ−1(t1 + 1)
((
I − D(t1)
) ∞∑
t2=t1
R(t2)
+
∞∑
t3=t1+1
R(t3)
(
D(t1) − I
))
Φ(t1)
]
= Φ−1(t)
∞∑
t1=t
R(t1)Φ(t) +
b∑
t1=t
[
Φ−1(t1)D−1(t1)
((
I − D(t1)
) ∞∑
t2=t1
R(t2)
+
∞∑
t3=t1+1
R(t3)
(
D(t1) − I
))
Φ(t1)
]
. (65)
Then, the conditions (53), (54) and the conclusions (57), (58) imply that ∑∞t1=t R˜(t1) → 0 as
t → ∞.
At last, the following identity that comes from (65) holds. Namely,( ∞∑
t1=t+1
R˜(t1)
)
R˜(t)
= Φ−1(t + 1)
∞∑
t1=t+1
R(t1)Φ(t + 1) · Φ−1(t + 1)R(t)Φ(t)
+
b∑
t1=t+1
[
Φ−1(t1)D−1(t1)
((
I − D(t1)
) ∞∑
t2=t1
R(t2)
+
∞∑
t3=t1+1
R(t3)
(
D(t1) − I
))
Φ(t1)
]
Φ−1(t + 1)R(t)Φ(t)
= Φ−1(t)D−1(t)
( ∞∑
t1=t+1
R(t1)
)
R(t)Φ(t)
+
b∑
t1=t+1
[
Φ−1(t1)D−1(t1)
((
I − D(t1)
) ∞∑
t2=t1
R(t2)
+
∞∑
t3=t1+1
R(t3)
(
D(t1) − I
))
Φ(t1)
]
Φ−1(t + 1)R(t)Φ(t).
Thus, conditions (55), (56) and the conclusion (58) imply that (∑∞t1=t+1 R˜(t1))R˜(t) ∈ l1[a,∞).
Hence, by Theorem 4, (6) is right almost diagonal. 
3. Examples
We will consider some examples of potentially oscillatory systems where R(t) possesses ele-
ments of the form (sin t) · tδ . Here, tδ , with δ be any real number, is the “falling factorial power,”
see [16], which is defined as
tδ = 	(t + 1) , (66)
	(t − δ + 1)
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We can verify that if δ = 1,2,3, . . . , then tδ = t (t − 1)(t − 2) · · · (t − δ + 1). If δ =
−1,−2,−3, . . . , then tδ = 1
(t+1)(t+2)···(t−δ) .
tδ in difference equations is similar to tδ in differential equations. We list some of its useful
propositions as in the following.
First,
tδ = δtδ−1. (67)
Second,
tδ ∼ tδ (t → ∞). (68)
Indeed, we can use the definition of tδ and Stirling’s formula, see [17], which is
	(t) ∼ e−t t t
(
2π
t
)1/2
, (69)
to verify (68) as follows.
lim
t→∞
tδ
(t − δ + 1)δ = limt→∞
	(t + 1)
	(t − δ + 1) · (t − δ + 1)δ
= lim
t→∞
e−t−1(t + 1)t+1( 2π
t+1 )
1/2
e−t+δ−1(t − δ + 1)t−δ+1( 2π
t−δ+1 )1/2 · (t − δ + 1)δ
= lim
t→∞ e
−δ
(
t + 1
t − δ + 1
)t+1(
t − δ + 1
t + 1
)1/2
= e−δ lim
t→∞
(
1 + δ
t − δ + 1
)t+1
= e−δ lim
t→∞
(
1 + δ
t − δ + 1
)t−δ+1(
1 + δ
t − δ + 1
)δ
= e−δ · eδ = 1.
Third,
tδ−1 = 1
t − δ + 1 t
δ, (70)
which can be verified from the definition of tδ in (66).
Forth, when δ < 0 and t ∈ [1,∞),
(t + 1)δ < tδ. (71)
Indeed, tδ and (t + 1)δ are both positive numbers that can be verified from the definition (66).
Thus,
(t + 1)δ
tδ
= 	(t + 2)
	(t − δ + 2) ·
	(t − δ + 1)
	(t + 1)
= (t + 1)	(t + 1)
(t − δ + 1)	(t − δ + 1) ·
	(t − δ + 1)
	(t + 1) =
(t + 1)
(t − δ + 1) < 1,
which leads to (71).
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a(t), c(t), with t  b,
b∑
t1=t
[
a(t1)c(t1)
]= a(b + 1)c(b + 1) − a(t)c(t) − b∑
t1=t
[
c(t1 + 1)a(t1)
]
. (72)
Indeed, we know that, see, e.g. [16],∑[
a(t)c(t)
]= a(t)c(t) −∑[c(t + 1)a(t)], (73)
in which
∑
means the indefinite sum or anti-difference operator. For any Z(t), −∑bt1=t Z(t) is
an indefinite sum. Hence, from (73), we can get
−
b∑
t1=t
[
a(t)c(t)
]= a(t)c(t) + b∑
t1=t
[
c(t + 1)a(t)]+ C, (74)
for some constant C. When t = b, we get C = −a(b + 1)c(b + 1). Insert C into (74), then (72)
follows.
For any matrix function A(t), the notation [A(t)]t2t1 means[
A(t)
]t2
t1
:= A(t2) − A(t1). (75)
Example 1. Consider a difference system on the interval [1,∞),
Y(t + 1) =
⎛
⎜⎜⎝
⎡
⎢⎢⎣
λ1(t) 0 · · · 0
0 λ2(t) · · · 0
· · ·
0 0 · · · λn(t)
⎤
⎥⎥⎦+
⎡
⎢⎢⎣
0 c12 · · · c1n
c21 0 · · · c2n
· · ·
cn1 cn2 · · · 0
⎤
⎥⎥⎦ (sin t) · tδ
⎞
⎟⎟⎠Y(t).
(76)
If the following conditions hold,
(1) the system is potentially oscillatory and |λj (t)| μ > 0 for some positive constant μ,
(2) δ < − 12 , | λk(t)λj (t+1) − 1| < M , 1t−δ+1 (
λk(t)
λj (t+1) − 1) ∈ l1[1,∞), (
λk(t)
λj (t+1) − 1) ∈ l1[1,∞),
(
λk(t+1)
λj (t+2) − 1) · (
λk(t)
λj (t+1) − 1) ∈ l1[1,∞), where M > 0 is some constant, j, k = 1,2, . . . , n,
and j = k.
Then (76) is right almost diagonal.
Proof. We want to apply Theorem 4. In this example,
R˜(t) =
((
cjk(sin t) · tδ
)∏t−1
l=1 λk(l)∏t
l=1 λj (l)
)n
j,k=1
. (77)
Therefore,( ∞∑
t =t
R˜(t1)
)
=
∞∑
t =t
(
cjk(sin t1) · tδ1
) ·
∏t1−1
l=1 λk(l)∏t1
l=1 λj (l)1 jk 1
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{[(
−
∞∑
t2=t1
(sin t2) · tδ2
)∏t1−1
l=1 λk(l)∏t1
l=1 λj (l)
]∞
t
−
∞∑
t1=t
(
−
∞∑
t2=t1+1
(sin t2) · tδ2
)

∏t1−1
l=1 λk(l)∏t1
l=1 λj (l)
}
= cjk
{( ∞∑
t1=t
(sin t1) · tδ1
)∏t−1
l=1 λk(l)∏t
l=1 λj (l)
+
∞∑
t1=t
( ∞∑
t2=t1+1
(sin t2) · tδ2
)(
λk(t1)
λj (t1 + 1) − 1
)∏t1−1
l=1 λk(l)∏t1
l=1 λj (l)
}
= cjk{A1 + A2}, (78)
where
A1 =
( ∞∑
t1=t
(sin t1) · tδ1
)∏t−1
l=1 λk(l)∏t
l=1 λj (l)
, (79)
A2 =
∞∑
t1=t
( ∞∑
t2=t1+1
(sin t2) · tδ2
)(
λk(t1)
λj (t1 + 1) − 1
)∏t1−1
l=1 λk(l)∏t1
l=1 λj (l)
. (80)
Now we estimate A1. Observe that, using summation by parts,
∞∑
t1=t
(sin t1) · tδ1 =
[
−cos(t1 −
1
2 )
2 sin 12
· tδ1
]∞
t
−
∞∑
t1=t
(
−cos(t1 +
1
2 )
2 sin 12
)
t
δ
1
= cos(t −
1
2 )
2 sin 12
· tδ +
∞∑
t1=t
(
cos(t1 + 12 )
2 sin 12
)
δ · tδ−11 . (81)
Therefore,∣∣∣∣∣
∞∑
t1=t
(sin t1) · tδ1
∣∣∣∣∣ 12 sin 12 · t
δ + 1
2 sin 12
∞∑
t1=t
∣∣δ · tδ−11 ∣∣
= 1
2 sin 12
· tδ + 1
2 sin 12
(
−
∞∑
t1=t
δ · tδ−11
)
= 1
2 sin 12
· tδ + 1
2 sin 12
· tδ = M1tδ, (82)
where M1 = 1
sin 12
> 0.
Since the system (76) is potentially oscillatory and |λj (t)|  μ > 0, we can get that for all
t ∈ [1,∞),∣∣∣∣
∏t−1
l=1 λk(l)∏t
l=1 λj (l)
∣∣∣∣< M2, (83)
for some M2 > 0. Hence, by (82) and (83), we have
|A1| =
∣∣∣∣∣
∞∑
(sin t1) · tδ1
∣∣∣∣∣ ·
∣∣∣∣
∏t−1
l=1 λk(l)∏t
l=1 λj (l)
∣∣∣∣M1M2tδ. (84)
t1=t
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∞∑
t1=t
(sin t1) · tδ1 =
cos(t − 12 )
2 sin 12
· tδ + δ
2 sin 12
∞∑
t1=t
[
cos
(
t1 + 12
)]
· tδ−11
= cos(t −
1
2 )
2 sin 12
· tδ + δ
2 sin 12
{[
sin t1
2 sin 12
· tδ−11
]∞
t
−
∞∑
t1=t
sin(t1 + 1)
2 sin 12
· tδ−11
}
= cos(t −
1
2 )
2 sin 12
· tδ − δ
4(sin 12 )2
(sin t) · tδ−1
− δ
4(sin 12 )2
∞∑
t1=t
[
sin(t1 + 1)
] · (δ − 1)tδ−21 . (85)
By (80) and (85), we get that
|A2| |F1| + |F2| + |F3|, (86)
where
F1 :=
∞∑
t1=t
cos(t1 + 12 )
2 sin 12
· (t1 + 1)δ
(
λk(t1)
λj (t1 + 1) − 1
)∏t1−1
l=1 λk(l)∏t1
l=1 λj (l)
,
F2 :=
∞∑
t1=t
δ
4(sin 12 )2
[
sin(t1 + 1)
] · (t1 + 1)δ−1
(
λk(t1)
λj (t1 + 1) − 1
)∏t1−1
l=1 λk(l)∏t1
l=1 λj (l)
,
F3 :=
∞∑
t1=t
δ
4(sin 12 )2
( ∞∑
t2=t1+1
[
sin(t2 + 1)
] · (δ − 1)tδ−22
)(
λk(t1)
λj (t1 + 1) − 1
)∏t1−1
l=1 λk(l)∏t1
l=1 λj (l)
.
(87)
For F1 in (86), we get that using summation by parts(
2 sin
1
2
)
· F1
=
∞∑
t1=t
[
cos
(
t1 + 12
)]
· (t1 + 1)δ
(
λk(t1)
λj (t1 + 1) − 1
)∏t1−1
l=1 λk(l)∏t1
l=1 λj (l)
=
[(
−
∞∑
t2=t1
[
cos
(
t2 + 12
)]
· (t2 + 1)δ
)(
λk(t1)
λj (t1 + 1) − 1
)∏t1−1
l=1 λk(l)∏t1
l=1 λj (l)
]∞
t
−
∞∑
t1=t
(
−
∞∑
t2=t1+1
[
cos
(
t2 + 12
)]
· (t2 + 1)δ
)

{(
λk(t1)
λj (t1 + 1) − 1
)∏t1−1
l=1 λk(l)∏t1
l=1 λj (l)
}
=
( ∞∑
t1=t
[
cos
(
t1 + 12
)]
· (t1 + 1)δ
)(
λk(t)
λj (t + 1) − 1
)∏t−1
l=1 λk(l)∏t
l=1 λj (l)
+
∞∑
t =t
( ∞∑ [
cos
(
t2 + 12
)]
· (t2 + 1)δ
)[

(
λk(t1)
λj (t1 + 1) − 1
)]∏t1−1
l=1 λk(l)∏t1
l=1 λj (l)1 t2=t1+1
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∞∑
t1=t
( ∞∑
t2=t1+1
[
cos
(
t2 + 12
)]
· (t2 + 1)δ
)(
λk(t1 + 1)
λj (t1 + 2) − 1
)
×
(
λk(t1)
λj (t1 + 1) − 1
)∏t1−1
l=1 λk(l)∏t1
l=1 λj (l)
. (88)
Similar to the estimation in (82), we can verify that∣∣∣∣∣
∞∑
t1=t
[
cos
(
t1 + 12
)]
· (t1 + 1)δ
∣∣∣∣∣M1(t + 1)δ. (89)
By (88) and (89), we can get∣∣∣∣∣
∞∑
t1=t
[
cos
(
t1 + 12
)]
· (t1 + 1)δ
(
λk(t1)
λj (t1 + 1) − 1
)∏t1−1
l=1 λk(l)∏t1
l=1 λj (l)
∣∣∣∣∣
M1(t + 1)δ
∣∣∣∣
(
λk(t)
λj (t + 1) − 1
)∏t−1
l=1 λk(l)∏t
l=1 λj (l)
∣∣∣∣
+
∞∑
t1=t
M1(t1 + 2)δ
∣∣∣∣
(
λk(t1)
λj (t1 + 1) − 1
)∣∣∣∣ ·
∣∣∣∣
∏t1−1
l=1 λk(l)∏t1
l=1 λj (l)
∣∣∣∣
+
∞∑
t1=t
M1(t1 + 2)δ
∣∣∣∣
(
λk(t1 + 1)
λj (t1 + 2) − 1
)(
λk(t1)
λj (t1 + 1) − 1
)∣∣∣∣ ·
∣∣∣∣
∏t1−1
l=1 λk(l)∏t1
l=1 λj (l)
∣∣∣∣
M1(t + 1)δ
∣∣∣∣
(
λk(t)
λj (t + 1) − 1
)∏t−1
l=1 λk(l)∏t
l=1 λj (l)
∣∣∣∣
+ M1(t + 2)δ
∞∑
t1=t
∣∣∣∣
(
λk(t1)
λj (t1 + 1) − 1
)∣∣∣∣ ·
∣∣∣∣
∏t1−1
l=1 λk(l)∏t1
l=1 λj (l)
∣∣∣∣
+ M1(t + 2)δ
∞∑
t1=t
∣∣∣∣
(
λk(t1 + 1)
λj (t1 + 2) − 1
)(
λk(t1)
λj (t1 + 1) − 1
)∣∣∣∣ ·
∣∣∣∣
∏t1−1
l=1 λk(l)∏t1
l=1 λj (l)
∣∣∣∣
M3tδ, (90)
for some M3 > 0.
For F2 in (86), using the identity (70) we have
|F2| =
∣∣∣∣∣
∞∑
t1=t
δ
4(sin 12 )2
[
sin(t1 + 1)
] · (t1 + 1)δ−1
(
λk(t1)
λj (t1 + 1) − 1
)∏t1−1
l=1 λk(l)∏t1
l=1 λj (l)
∣∣∣∣∣
 |δ|
4(sin 12 )2
∞∑
t1=t
∣∣tδ−11 ∣∣ ·
∣∣∣∣
(
λk(t1)
λj (t1 + 1) − 1
)∏t1−1
l=1 λk(l)∏t1
l=1 λj (l)
∣∣∣∣
 |δ|
4(sin 12 )2
tδ
∞∑
t1=t
∣∣∣∣ 1t1 − δ + 1
(
λk(t1)
λj (t1 + 1) − 1
)∣∣∣∣ ·
∣∣∣∣
∏t1−1
l=1 λk(l)∏t1
l=1 λj (l)
∣∣∣∣
M4tδ, (91)
for some M4 > 0.
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|F3| =
∣∣∣∣∣
∞∑
t1=t
δ
4(sin 12 )2
( ∞∑
t2=t1+1
[
sin(t2 + 1)
] · (δ − 1)tδ−22
)(
λk(t1)
λj (t1 + 1) − 1
)∏t1−1
l=1 λk(l)∏t1
l=1 λj (l)
∣∣∣∣∣
 |δ|
4(sin 12 )2
∞∑
t1=t
∣∣∣∣∣
( ∞∑
t2=t1+1
∣∣(δ − 1)tδ−22 ∣∣
)(
λk(t1)
λj (t1 + 1) − 1
)∏t1−1
l=1 λk(l)∏t1
l=1 λj (l)
∣∣∣∣∣
= |δ|
4(sin 12 )2
∞∑
t1=t
∣∣∣∣(t1 + 1)δ−1
(
λk(t1)
λj (t1 + 1) − 1
)∏t1−1
l=1 λk(l)∏t1
l=1 λj (l)
∣∣∣∣
M4tδ. (92)
From (86), (90)–(92), we get that
|A2|M5tδ, (93)
where M5 = 12 sin 12 M3 + 2M4 > 0 is a positive constant.
By (78), (84) and (93), we get the estimation of ∑∞t1=t R˜(t) as∣∣∣∣∣
( ∞∑
t1=t
R˜(t1)
)
jk
∣∣∣∣∣ |cjk|(M1M2 + M5)tδ, (94)
which leads to the conclusion that
∑∞
t1=t R˜(t1) → 0 as t → ∞.
Now, consider (
∑∞
t1=t+1 R˜(t1))R˜(t). In this example,∣∣∣∣∣
[( ∞∑
t1=t+1
R˜(t1)
)
R˜(t)
]
jk
∣∣∣∣∣=
∣∣∣∣∣
n∑
v=1
[( ∞∑
t1=t+1
r˜jv(t1)
)
r˜vk(t)
]∣∣∣∣∣

n∑
v=1
∣∣∣∣∣
∞∑
t1=t+1
r˜jv(t1)
∣∣∣∣∣ ·
∣∣r˜vk(t)∣∣

n∑
v=1
|cjv|(M1M2 + M5)tδ ·
∣∣∣∣(cvk sin t · tδ)
∏t−1
l=1 λk(l)∏t
l=1 λv(l)
∣∣∣∣
 n · c2(M1M2 + M5)M2
(
tδ · tδ), (95)
where c = max{|cjk|}.
Since δ < − 12 , we have that (
∑∞
t1=t+1 R˜(t1))R˜(t) ∈ l1[1,∞). Therefore, the system (76) is
right almost diagonal. 
We can obtain stronger results if we narrow our discussion to the case n = 2.
Example 2. Consider a difference system on the interval [1,∞),
Y(t + 1) =
([
λ1(t) 0
0 λ2(t)
]
+
[
0 c12(sin t) · tδ1
c21(sin t) · tδ2 0
])
Y(t). (96)
Let,
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(2) δj < 0, | λk(t)λj (t+1) − 1| < M , 1t−δj+1 (
λk(t)
λj (t+1) − 1) ∈ l1[1,∞), (
λk(t)
λj (t+1) − 1) ∈ l1[1,∞),
(
λk(t+1)
λj (t+2) − 1)(
λk(t)
λj (t+1) − 1) ∈ l1[1,∞) for j, k = 1,2, and j = k,
(3) δ1 + δ2 < −1.
Then (96) is right almost diagonal.
Proof. In this example,
R˜(t) =
((
cjk(sin t) · tδj
)∏t−1
l=1 λk(l)∏t
l=1 λj (l)
)n
j,k=1
. (97)
Similar to the analysis of Example 1, conditions (1) and (2) of this example lead to that∣∣∣∣∣
( ∞∑
t1=t
R˜(t1)
)
jk
∣∣∣∣∣M6tδj ,
for some M6 > 0. Hence, we conclude that
∑∞
t1=t R˜(t1) → 0 as t → ∞.
At the same time, notice that∣∣∣∣∣
( ∞∑
t1=t+1
R˜(t1)
)
R˜(t)
∣∣∣∣∣=
[ |(∑∞t1=t+1 r˜12(t1))r˜21(t)| 0
0 |(∑∞t1=t+1 r˜21(t1))r˜12(t)|
]

[
M6t
δ1 · M2|c21(sin t) · tδ2 | 0
0 M6tδ2 · M2|c12(sin t) · tδ1 |
]
M7
[
tδ1 · tδ2 0
0 tδ2 · tδ1
]
,
for some M7 > 0.
Since tδj ∼ tδj and δ1 + δ2 < −1, we get that (∑∞t1=t+1 R˜(t1))R˜(t) ∈ l1[1,∞). Therefore, the
system (96) is right almost diagonal. 
It may be possible to extend the analysis here to the more general and interesting setting
of time scales, see e.g. [5]. However, we cannot see how to give such concrete examples as
Examples 1, 2 in the setting of time scales.
Theorem 5 is a more convenient tool (than Theorem 4), to apply in order to show that a
potentially oscillatory difference system is right almost diagonal. This is due to the conditions
of Theorem 5 imposed directly on R(t) rather than on R˜(t). We will demonstrate this in the
following example.
Example 3. Consider a difference system on the interval [1,∞),
Y(t + 1) =
([
1 + 1
t
0
0 1 + 1
t+1
]
+
[
0 c12
c21 0
]
sin t
t
)
Y(t). (98)
We show that it is a right almost diagonal difference system.
Proof. In this example, we can see that for any 1 t1 < t2 ∞,
t2∏ λ1(l)
λ2(l)
=
t2∏ 1 + 1
l
1 + 1
l+1
=
∏t2
l=t1
l+1
l∏t2
l=t
l+2
l+1
=
t2+1
t1
t2+2 =
(
1 + 1
t1
)(
1 − 1
t2 + 2
)
,l=t1 l=t1 1 t1+1
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l=t1
λ1(l)
λ2(l)
| < 2. Therefore, (98) is a potentially oscillatory difference sys-
tem. Now we want to apply Theorem 5 to show that (98) is right almost diagonal.
First, consider
∑∞
t1=t R(t1). We will estimate
∑∞
t1=t
sin t1
t1
as follows,
∞∑
t1=t
sin t1
t1
=
[
−cos(t1 − 1/2)
2 sin 12
· 1
t1
]∞
t
+
∞∑
t1=t
cos(t1 + 1/2)
2 sin 12

1
t1
= cos(t − 1/2)
2 sin 12
· 1
t
−
∞∑
t1=t
cos(t1 + 1/2)
2 sin 12
1
t1(t1 + 1) .
Therefore, we get∣∣∣∣∣
∞∑
t1=t
sin t
t
∣∣∣∣∣
∣∣∣∣12 · 1t
∣∣∣∣+ 12
∞∑
t1=t
1
t1(t1 + 1) 
1
t
, (99)
and then∥∥∥∥∥
∞∑
t1=t
R(t1)
∥∥∥∥∥=
∥∥∥∥∥
∞∑
t1=t
[
0 c12
c21 0
]
sin t1
t1
∥∥∥∥∥ 2Ct , (100)
where C = max{|c12|, |c21|}. It is obvious that ∑∞t1=t R(t1) → 0 as t → ∞.
Second, we see that
D−1(t) =
⎡
⎣ 11+ 1t 0
0 1
1+ 1
t+1
⎤
⎦ ,
which implies that ‖D−1(t)‖ < 2 on [1,∞). We now obtain∥∥∥∥∥D−1(t)
[(
I − D(t))
( ∞∑
t1=t
R(t1)
)
+
( ∞∑
t2=t+1
R(t2)
)(
D(t) − I)
]∥∥∥∥∥
 2
(∥∥∥∥
[− 1
t
0
0 − 1
t+1
]∥∥∥∥ ·
∥∥∥∥∥
∞∑
t1=t
R(t1)
∥∥∥∥∥+
∥∥∥∥∥
∞∑
t2=t+1
R(t2)
∥∥∥∥∥ ·
∥∥∥∥
[ 1
t
0
0 1
t+1
]∥∥∥∥
)
 2
(∣∣∣∣1t + 1t + 1
∣∣∣∣ · 2Ct + 2Ct + 1 ·
∣∣∣∣1t + 1t + 1
∣∣∣∣
)
 16C
t2
.
Therefore,
D−1(t)
[(
I − D(t))
( ∞∑
t1=t
R(t1)
)
+
( ∞∑
t2=t+1
R(t2)
)(
D(t) − I)
]
∈ l1[1,∞).
Third,∥∥∥∥∥D−1(t)
( ∞∑
t1=t+1
R(t1)
)
R(t)
∥∥∥∥∥ 2 · 2Ct + 1 · 2C
∣∣∣∣ sin tt
∣∣∣∣ 8C2t (t + 1) ,
which implies that D−1(t)(
∑∞
t =t+1 R(t1))R(t) ∈ l1[1,∞).1
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that ∥∥∥∥∥
{ ∞∑
t1=t+1
[
Φ−1(t1)D−1(t1)
((
I − D(t1)
) ∞∑
t2=t1
R(t2)
+
∞∑
t3=t1+1
R(t3)
(
D(t1) − I
))
Φ(t1)
]}
Φ−1(t + 1)R(t)Φ(t)
∥∥∥∥∥
M8
∞∑
t1=t+1
∥∥∥∥∥D−1(t1)
((
I − D(t1)
) ∞∑
t2=t1
R(t2) +
∞∑
t3=t1+1
R(t3)
(
D(t1) − I
))∥∥∥∥∥ · ∥∥R(t)∥∥
M8
( ∞∑
t1=t+1
16C
t21
)
· 2C
∣∣∣∣ sin tt
∣∣∣∣ 32C2M8t ·
∞∑
t1=t+1
1
t21
 32C
2M8
t
·
∞∑
t1=t+1
1
t1(t1 − 1)
= 32C
2M8
t2
.
Hence, the condition (56) also holds in this example. We conclude that (98) is right almost
diagonal. 
In all the examples of this paper, |R˜(t1)| /∈ l1[1,∞), therefore, Proposition 2.2 in [11] and
Lemma 2.1 in [2] do not apply.
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