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COHERENT SYSTEMS ON THE PROJECTIVE LINE
P. E. NEWSTEAD AND MONTSERRAT TEIXIDOR I BIGAS
Dedicated to the memory of Sir Michael Atiyah
Abstract. It is well known that there are no stable bundles of rank greater than
1 on the projective line. In this paper, our main purpose is to study the existence
problem for stable coherent systems on the projective line when the number of
sections is larger than the rank. We include a review of known results, mostly for
a small number of sections.
1. Introduction
We begin with a tribute to Sir Michael Atiyah by the first author, who says “I was
among the earliest of Sir Michael’s students (actually, I think, the fourth) and owe
the principal topic of my research, namely vector bundles on algebraic curves, to
him. My first supervisor, John Todd, pointed me in the direction of vector bundles
but the inspiration for my thesis and a large part of my subsequent work came from
Michael. Two of his early papers [1, 2] were instrumental in this together with the
work of M. S. Narasimhan and C. S. Seshadri [11, 12] to which he introduced me at
a time when I was still groping for a topic for my thesis. He was a constant support
during this period (1964/65) which I spent in Oxford. He also introduced me to
David Mumford, who arranged for me to spend a productive year in Harvard. In
large part, I owe my career to him and to an even earlier student of Michael’s, Rolph
Schwarzenberger, with whom I wrote my first paper. The current paper still falls
within the area of vector bundles on algebraic curves.”
Coherent systems on an algebraic curve C of genus g are the higher rank analogue
of linear systems and have been the subject of much study in the last 25 years.
There is a concept of α-stability for coherent systems depending on a real number
α, which must be positive for α-stable coherent systems to exist. Coherent systems
are related to higher rank Brill-Noether loci and have gauge-theoretic and symplectic
interpretations; they are also closely related to holomorphic k-pairs. The survey [3]
describes these relationships and includes relevant references.
The study of coherent systems includes general results valid for any genus (see,
for example, [4]). (There are surveys in [3] and [13], but these are by no means up
to date.) However most papers concentrate on the case g ≥ 2 (see [4] and many
Date: June 19, 2020.
2010 Mathematics Subject Classification. Primary: 14H60.
Key words and phrases. Projective line, vector bundle, stable coherent system.
Both authors are members of the research group VBAC (Vector Bundles on Algebraic Curves).
This work was started while the first author was a Clay Scholar visiting Tufts and Boston
Universities.
1
2 P. E. NEWSTEAD AND MONTSERRAT TEIXIDOR I BIGAS
other papers, also the survey [13]). The case g = 1 is quite straighforward and is
studied in [7] (see also the survey [3]).
The case of the projective line has been studied in [6, 8, 9, 3] and even the existence
of α-stable coherent systems is quite complicated. The known results include some of
a general nature but detailed study has concentrated on the case of coherent systems
(E, V ) where the dimension k of the subspace V of H0(E) is less than the rank n
of E. The paper [6] also contains results for k = n and k = n + 1. Our principal
object in this paper is to study the existence problem for k > n. We also review the
known results on the existence of α-stable coherent systems on P1; although not all
of them are necessary for our new results, we have included a complete survey.
Our main results are described in section 3 following the review in section 2. Two
conjectures which would come close to completing our results are also stated in
section 3. Section 4 is concerned with necessary conditions for existence and section
5 covers existence for large α. These combine to prove Theorems 3.1 and 3.2; in
particular, Theorem 3.1 gives a complete solution in the case when d is a multiple of
n, while Theorem 3.2 gives a complete solution for large α when d ≡ −1,−2 mod n
and also when k ≤ d or d is sufficiently large. In section 6, we obtain a non-existence
result which proves Theorem 3.3. Finally, in section 7, we investigate lower bounds
on α for the existence of α-stable coherent systems, yielding Theorem 3.4 and many
cases in which we can identify precisely the lower bound, most of which are included
in Theorem 3.8.
We work throughout over the field C. We denote by O the trivial line bundle and
by K the canonical line bundle on a curve C and by O(1) the hyperplane bundle
on P1. We write O(a) := O(1)⊗a, reserving the notation O(a)t for the direct sum
of t copies of O(a). We write also h0(E) for the dimension of the space of sections
H0(E) of a vector bundle E and h1(E) for dimH1(E).
We thank the referee for some minor corrections, which do not affect the results.
2. Review of known results
In this section, we state definitions and review the known results concerning the
existence of stable coherent systems on P1. These include general results which we
shall need in later sections.
2.1. Definitions. For the purposes of this paper, a coherent system of type (n, d, k)
is a pair (E, V ), where E is a vector bundle of rank n and degree d on a smooth
irreducible complex projective curve C of genus g and V ⊂ H0(E) is a linear sub-
space of the space of sections of E of dimension k (for more general definitions, see
[10, 5]). For general surveys of coherent systems, see [3, 13].
For any real number α, we define the α-slope µα(E, V ) of a coherent system (E, V )
of type (n, d, k) by
µα(E, V ) :=
d+ αk
n
.
Then (E, V ) is said to be α-stable (α-semistable) if, for every proper subsystem
(E ′, V ′) of (E, V ),
µα(E
′, V ′) < (≤)µα(E, V ).
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It follows immediately from the definition that, if k > 0, α-stable bundles can exist
only if d > 0 and α > 0. There exist moduli spaces G(α;n, d, k) (G˜(α;n, d, k))
for α-stable (S-equivalence classes of α-semistable) coherent systems (see [5]). The
moduli space G(α;n, d, k) has an expected dimension
(2.1) β(n, d, k) := n2(g − 1) + 1− k(k − d+ n(g − 1))
and every irreducible component of G(α;n, d, k) has dimension ≥ β(n, d, k).
2.2. Some facts from [4]. We need some facts from [4] which are not fully covered
in [6, 8].
We recall first that the groups
Extr((E2, V2), (E1, V1))
exist and that Ext1((E2, V2), (E1, V1)) classifies the equivalence classes of extensions
0 −→ (E1, V1) −→ (E, V ) −→ (E2, V2) −→ 0.
Moreover Extr((E2, V2), (E1, V1)) = 0 for r ≥ 3.
Proposition 2.1. [4, Proposition 3.2] Let (E1, V1) and (E2, V2) be coherent systems
on C of types (n1, d1, k1) and (n2, d2, k2) respectively. Let
H
0
21 := Hom((E2, V2), (E1, V1)), H
2
21 := Ext
2((E2, V2), (E1, V1)).
Then
(2.2) dimExt1((E2, V2), (E1, V1)) = C21 + dimH
0
21 + dimH
2
21,
where
(2.3) C21 = n1n2(g − 1) + d2n1 − d1n2 + k2(d1 − n1(g − 1)− k1).
Moreover, if N2 is the kernel of the natural map V2 ⊗O → E2, then
(2.4) H221 = H
0(E∗1 ⊗N2 ⊗K)
∗.
The following fact is also of interest for us.
Proposition 2.2. [4, Proposition 4.5] Suppose that k ≥ n. Then the condition
of α-stability for a coherent system (E, V ) of type (n, d, k) is independent of α for
α > d(n− 1). Moreover
• if k1
n1
< k
n
for every proper subsystem (E1, V1) of (E, V ), then (E, V ) is α-
stable for all α > d(n− 1);
• if there exists a subsystem (E1, V1) of (E, V ) such that
k1
n1
> k
n
, then (E, V )
is not α-semistable for α > d(n− 1).
As a consequence of Proposition 2.2, there are only finitely many critical points
at which the stability of a coherent system of type (n, d, k) can change. This means
that there are only finitely many distinct moduli spaces G(α;n, d, k). For any α′,
we define G(α′+;n, d, k) to be the moduli space G(α;n, d, k) for α in a suitable open
interval ]α′, α′′[ (and similarly G(α−;n, d, k) in an open interval ]α′′, α′[). When
k < n, G(α;n, d, k) = ∅ if α ≥ d
n−k
[4, Lemma 4.2]. If k ≥ n, there is no automatic
upper bound for α, but G(α;n, d, k) remains constant for sufficiently large α.
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2.3. General results for coherent systems on P1. The results in this subsection
are taken principally from [6] and [8], and include all the results on existence of α-
stable coherent systems from those papers. From now on, we will be working with
bundles on P1.
The main fact that distinguishes the theory of vector bundles on P1 from that on
curves of higher genus is that there exist no stable bundles of rank ≥ 2. In fact,
every vector bundle E on P1 can be written uniquely as
E ∼=
n⊕
i=1
O(ai) with a1 ≥ a2 ≥ · · · ≥ an.
In modern form, this is due to Grothendieck, but it is essentially a statement in linear
algebra and as such goes back at least to Kronecker. Note also that h0(O(a)) = a+1.
We say that E is of generic splitting type if a1 ≤ an + 1, in other words E can be
written as
E ∼= O(a)n−t ⊕O(a− 1)t
for some integers a, t with 0 ≤ t < n. A bundle E is of generic splitting type if and
only if h1(End(E)) = 0.
Lemma 2.3. [6, Lemma 3.1][8, Lemma 3.1 and Corollary 3.2] Suppose k > 0 and
(E, V ) is α-stable (α-semistable) for some α > 0. Then
E ∼=
n⊕
i=1
O(ai)
with all ai > 0 (ai ≥ 0). Moreover, if (E1, V1) and (E2, V2) are α-semistable (possibly
for different values of α), then
Ext2((E1, V1), (E2, V2)) = Ext
2((E2, V2), (E1, V1)) = 0.
Theorem 2.4. [6, Theorem 3.2, Corollaries 3.3 and 3.4] Suppose k > 0. If G(α;n, d, k) 6=
∅, then β(n, d, k) ≥ 0 and G(α;n, d, k) is smooth and irreducible and has dimension
β(n, d, k). Moreover
(i) for a general (E, V ) ∈ G(α;n, d, k), E is of generic splitting type and V is
generic in Gr(k,H0(E));
(ii) for any (n, d, k), the set {α|G(α;n, d, k) 6= ∅} is an open interval I(n, d, k)
in R (possibly empty or semi-infinite).
Remark 2.5. The genericity of V is not stated in [6]; it depends on the openness
of the α-stability condition, which is the basis for the proof of [6, Theorem 3.2].
Proposition 2.6. [6, Propositions 3.5, 3.6 and 3.7] Suppose that G(α;n, d, k) 6= ∅.
Then, for a general (E, V ) ∈ G(α;n, d, k),
• if 0 < k < n, we have an exact sequence
0 −→ Ok −→ E −→ G −→ 0,
where V = H0(Ok) ⊂ H0(E) and G is a vector bundle; moreover
E ∼= O(a)n−t ⊕O(a− 1)t and G ∼= O(a + l + 1)m ⊕O(a+ l)n−k−m,
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where the integers a, t, l and m are defined by
d = an− t with 0 ≤ t < n and ka− t = l(n− k) +m with 0 ≤ m < n− k;
• if k = n, we have an exact sequence
0 −→ On −→ E −→ T −→ 0,
where V = H0(On) ⊂ H0(E) and T is a torsion sheaf of length d;
• if k > n, we have an exact sequence
0 −→ H −→ V ⊗O −→ E −→ 0;
moreover E ∼= O(a)n−t ⊕O(a− 1)t, where d = an− t with 0 ≤ t < n.
Proposition 2.7. [6, Propositions 4.1 and 4.2] Suppose k > 0 and G(α;n, an −
t, k) 6= ∅, where 0 ≤ t < n. Then α > t
k
. If, in addition, k < n and l, m are defined
as in Proposition 2.6, then
t
k
< α <
d
n− k
−
mn
k(n− k)
.
Lemma 2.8. [8, Lemma 3.9] Suppose that (F,W ) is α-stable with µα(F,W ) = b
and that
(2.5) dimExt1((F,W ), (O(b), 0)) ≥ r
Then the general extension
0 −→ (O(b)r, 0) −→ (E, V ) −→ (F,W ) −→ 0
is α+-stable.
2.4. Special cases. There are some further results from [6, 8] which are of interest
in the context of existence of α-stable coherent systems on P1. The results of [9] do
not concern us, as they relate to the structure of the moduli spaces rather than to
the existence problem.
Theorem 2.9. [8, Theorem 4.5] Suppose 0 < k < n. Then G(0+;n, an, k) 6= ∅ if
and only if k((a+ 1)n− k) ≥ n2 − 1.
Proposition 2.10. [8, Corollaries 5.9 and 5.10] Let k be a fixed positive integer and
let l be defined as in Proposition 2.6. Then, for all but finitely many pairs (n, d)
with n > k, one of the following two possibilities holds:
• G(α;n, d, k) = ∅ for all α > 0;
• G(α;n, d, k) 6= ∅ for all α such that t
k
< α < ln+t
k
.
Moreover, for all but finitely many pairs (n, a) with n > k and k((a+1)n−k) ≥ n2−1,
the moduli space G(α;n, an, k) 6= ∅ if and only if 0 < α < ln
k
.
Proposition 2.11. [8, Proposition 5.12] Suppose k ≥ 2, (a + 1)k ≥ n + t and that
one of the following three conditions holds:
• t = 1 and a ≥ k;
• t = k − 1 and a ≥ 2;
• t = k and a ≥ 3.
Then G((t/k)+;n, an− t, k) 6= ∅.
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Results were also obtained in [6, 8] for certain specific values of k.
Theorem 2.12. [6, Theorems 5.1 and 5.4][8, Theorem 8.4] Let d = an − t with
0 ≤ t < n and let l and m be defined as in Proposition 2.6.
• If n ≥ 2, G(α;n, d, 1) 6= ∅ for some α > 0 if and only if l ≥ 1; moreover,
when l ≥ 1, G(α;n, d, 1) 6= ∅ if and only if t < α < d−mn
n−1
.
• If n ≥ 3, G(α;n, d, 2) 6= ∅ for some α > 0 if and only if l ≥ 1, d ≥ n(n−2)+3
2
and (n, d) 6= (4, 6); moreover, when these conditions hold, G(α;n, d, 2) 6= ∅
if and only if t
2
< α < 2d−mn
2(n−2)
.
• If n ≥ 4, G(α;n, d, 3) 6= ∅ for some α > 0 if and only if l ≥ 1, d ≥ n(n−3)+8
3
and (n, d) 6= (6, 9); moreover, when these conditions hold, G(α;n, d, 3) 6= ∅
if and only if t
3
< α < 3d−mn
3(n−3)
, except for the following pairs (n, d), where
I := I(n, d, 3) is as stated: for (4, 7): I =]3
5
, 7[; for (5, 9), I =]3
4
, 11
3
[; for
(6, 11): I =]1, 7
3
[; for (7, 13): I =]3
2
, 8
3
[.
The following theorem completes the results for k = 2 and k = 3.
Theorem 2.13. [6, Proposition 5.6][8, Theorem 9.2] Let d = an− t with 0 ≤ t < n.
• G(α; 2, d, 2) 6= ∅ if and only if d > 2 and α > t
2
.
• G(α; 2, d, 3) 6= ∅ for some α if and only if d ≥ 2. Moreover, if d ≥ 2, then
G(α; 2, d, 3) 6= ∅ for all α > t
3
except in the case d = 3, when G(α; 2, 3, 3) 6= ∅
if and only if α > 1.
• G(α; 3, d, 3) 6= ∅ for some α if and only if d ≥ 4. Moreover, if d ≥ 4, then
G(α; 3, d, 3) 6= ∅ for all α > t
3
except in the case d = 5, when G(α; 3, 5, 3) 6= ∅
if and only if α > 2
3
.
The paper [8] also contains an example for k = 4 with unexpected behaviour.
Proposition 2.14. [8, Proposition 10.1] G(α; 6, 7, 4) 6= ∅ if and only if 5
4
< α < 2.
Remark 2.15. The expected range of α here is 5
4
< α < 11
4
.
Finally, we have non-emptiness results for k = n− 1, k = n and k = n + 1.
Proposition 2.16. [6, Propositions 6.1, 6.3 and 6.4]
• G(α;n, d, n−1) 6= ∅ for some α if and only if d ≥ n. Moreover, in this case,
the upper bound for α is precisely d.
• G(α;n, d, n) 6= ∅ for some α if and only if d > n. Moreover, in this case,
there is no upper bound on α.
• G(α;n, d, n + 1) 6= ∅ for some α if and only if d ≥ n. Moreover, if d ≥ n
and we write d = an − t with 0 ≤ t < n, then G(α;n, d, n + 1) is always
non-empty if α > t.
3. Statement of results and conjectures
Our first theorem gives a complete answer to the existence problem for α-stable
coherent systems when d is a multiple of n and k > n.
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Theorem 3.1. Let n, a, k be positive integers with n ≥ 2, k > n and let d = an.
Then
• for all α > 0, the moduli space G(α;n, d, k) is non-empty if and only if
k((a+ 1)n− k) ≥ n2 − 1;
• G(α;n, d, k) is smooth and irreducible of dimension k((a+1)n− k)− n2 +1
whenever it is non-empty;
• if k((a+ 1)n− k) ≥ n2 − 1,
Us := {(E, V )|(E, V ) is of type (n, d, k) and is α-stable for all α > 0}
is a smooth and irreducible variety of dimension k(n(a + 1)− k)− n2 + 1.
When d is not a multiple of n, we have the following theorem.
Theorem 3.2. Let n, a, k be positive integers with n ≥ 2, k ≥ n and let d = an− t
with 1 ≤ t ≤ n− 1. Suppose that G(α;n, d, k) is non-empty for some α > 0. Then
• k((a+ 1)n− t− k) ≥ n2 − 1;
• G(α;n, d, k) is smooth and irreducible of dimension k((a+1)n−t−k)−n2+1
whenever it is non-empty;
• k < an;
• α > αc := max{
t
k
, n−t
an−k
}.
Moreover, if either k ≤ an − t or k ≤ an − 1 and a ≥ t, then G(α;n, d, k) is
non-empty for sufficiently large α.
This theorem answers the existence problem for large α if t = 1 or t = 2 but
not if t ≥ 3. The next theorem provides some non-existence results and shows that
the necessary conditions of Theorem 3.2 are not sufficient for non-emptiness. In
particular, if n ≥ 4, G(α;n, 2n− 3, 2n− 1) = ∅ for all α > 0. Note, however, that
the theorem is compatible with Theorem 3.2.
Theorem 3.3. Suppose that a ≥ 2, 1 ≤ t ≤ n− 1 and one of the following holds:
(a) k ≥ at and (a− 1)t > a(an− k) + (a− 2)n;
(b) k ≤ at and t > (a + 1)k − n.
Then G(α;n, an− t, k) = ∅ for all α > 0.
Our final major theorem provides cases in which the lower bound for α in Theorem
3.2 is sharp. Note that the hypotheses in Theorem 3.3(b) can never occur if k ≥ n.
In fact, Theorem 3.4(b) is a generalisation of Proposition 2.11.
Theorem 3.4. Suppose that a ≥ 2, 1 ≤ t ≤ n− 1 and one of the following holds:
(a) at ≤ k < an, (a−1)t ≤ a(an−k)+(a−2)n and G(αc;n−t, a(n−t), k−at) 6=
∅;
(b) k ≤ at, t ≤ (a+ 1)k − n and G(αc; t, (a− 1)t, k) 6= ∅.
Then G(α+
c
;n, an− t, k) 6= ∅.
Remark 3.5. When a = 2, k = t ≥ 2 and n = 2t, Theorem 3.4 gives no information
since G(α; t, t, t) = ∅ for all α by Proposition 2.16. In fact, G(α; 2t, 3t, t) = ∅ for all
α (see Example 7.15).
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In view of Theorems 3.2 and 3.3 and Remark 3.5, and noting that, if k ≥ n, the
inequality t ≤ (a + 1)k − n holds automatically, it seems reasonable to make the
following conjectures.
Conjecture 3.6. Suppose that a ≥ 2, 1 ≤ t ≤ n−1, k ≥ n and k((a+1)n−t−k) ≥
n2 − 1. Then G(α;n, an− t, k) is non-empty for some α > 0 if and only if one of
the following holds:
(a) at < k < an and (a− 1)t ≤ a(an− k) + (a− 2)n;
(b) k ≤ at.
Conjecture 3.7. Suppose that a ≥ 2, 1 ≤ t ≤ n−1 and k ≥ n. If G(α0;n, an−t, k)
is non-empty for some α0 > 0, then G(α;n, an− t, k) is non-empty for all α ≥ α0.
Possible counterexamples to Conjecture 3.7 are indicated in Example 7.9. When
G(α0;n, an− t, k) is non-empty for some α0 > 0, we make no conjecture about the
precise lowerbound αlb for the set of α for which G(α;n, an− t, k) 6= ∅. However, we
do have αc ≤ αlb ≤ d(n−1) by Theorem 3.2 and Proposition 2.2 and, if G(α;n, an−
t, k) 6= ∅ for large α, then αlb ≤
t(n−t)
h
, where h = gcd(n, k) (see Corollary 7.3). On
the other hand, we often have αlb = αc and G(α;n, an − t, k) 6= ∅ for all α > αc.
The following theorem includes many cases in which this is guaranteed.
Theorem 3.8. Suppose that a ≥ 2, 1 ≤ t ≤ n − 1 and k ≥ n. Then G(α;n, an −
t, k) 6= ∅ for all α > αc if one of the following holds:
(a) (a− 1)t+ n ≤ k ≤ an− t;
(b) (a− 1)t+ n ≤ k < an, a ≥ t, (a− 1)t ≤ a(an− k) + (a− 2)n;
(c) k = at+ 1, a ≥ max{n− t− 1, t}, (a− 1)t ≤ a(an− k) + (a− 2)n;
(d) k < at, k(at− k) ≥ t2 − 1.
There are other cases for which the same result holds, including
• a ≥ 2, t = 1, n ≤ k ≤ a or n+ a− 1 ≤ k < an (Proposition 7.11); note that
this covers the case n = 2 completely;
• n ≥ 3, a ≥ n− 1, t = n− 1, a(n− 1) < k < an (Corollary 7.8).
4. Necessary conditions
In this section, we prove the following proposition, where we do not assume that
k ≥ n. Note that β(n, d, k) = k(d+ n− k)− n2 + 1 (see (2.1)).
Proposition 4.1. Let n, a, k be positive integers with n ≥ 2 and let d = an − t
with 0 ≤ t ≤ n− 1. Suppose that G(α;n, d, k) 6= ∅ for some α > 0. Then
• k((a+ 1)n− t− k) ≥ n2 − 1;
• G(α;n, d, k) is smooth and irreducible of dimension k((a+1)n−t−k)−n2+1;
• either t = 0 or
(4.1) t > 0, k < an and α > max
{
t
k
,
n− t
an− k
}
.
Proof. In view of Theorem 2.4 and the definitions, we need only prove that, if
t > 0, then (4.1) holds. Suppose then that t > 0. By Theorem 2.4 again, the generic
element of G(α;n, d, k) is of the form (E, V ) with E ∼= O(a)n−t⊕O(a−1)t. Consider
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the subsystem (E ′, V ′), where E ′ = O(a)n−t and V ′ = ∅. The stability condition
then gives
a < a−
t
n
+ α
k
n
,
hence α > t
k
. Consider the subsystem (E ′, V ′), where E ′ = O(a)n−t and V ′ =
V ∩H0(E ′). Note that
dim V ′ ≥ k − (h0(E)− h0(E ′)) = k − at.
If k > at, the condition gives
a + α
k − at
n− t
< a−
t
n
+ α
k
n
,
which simplifies to
α(an− k) > n− t.
This implies that an − k > 0 and then α > n−t
an−k
, completing the proof. (For the
bound α > t
k
, see also Proposition 2.7.) 
5. Existence for large α
In this section we obtain existence results for large α. This enables us in particular
to complete the proofs of Theorems 3.1 and 3.2. Our first result is the following
proposition.
Proposition 5.1. Suppose that n ≥ 2, a ≥ 2, 0 ≤ t ≤ n − 1 and E = O(a)n−t ⊕
O(a− 1)t. Suppose further that n < k ≤ an− t. Then there exists a subspace V of
H0(E) such that (E, V ) admits no subsystem (E1, V1) of type (n1, d1, k1) with
(5.1)
k1
n1
≥
k
n
.
We shall prove this proposition by showing that the dimension of the family
of coherent systems (E1, V1) which satisfy (5.1) is less than dimGr(k, h
0(E)). Note
that, if E1 = O(b)⊕E
′
1 with b ≤ 0, then we can replace (E1, V1) by (E
′
1, V1∩H
0(E ′1))
of type (n1− 1, d
′
1, k
′
1) with k
′
1 ≥ k1− 1 and (5.1) together with the condition k ≥ n
imply that
k′
1
n1−1
≥ k
n
. Thus we can assume that every direct factor of E1 has degree
≥ 1; combining this with other obvious inequalities, we have
(5.2) n1 ≤ d1 ≤ min{an1, (a− 1)n1 + n− t}, k1 ≤ h
0(E1) = d1 + n1.
We can now count the number of parameters on which the choice of V depends.
In the first place, if we fix n1 and d1, the fact that the degree of any rank one
direct factor of E1 lies between 1 and a means there are finitely many choices for
E1. For each of these, the inclusion of E1 as a subbundle of E depends on at most
dimHom(E1, E)− dimAut(E1) ≤ n((a+ 1)n1 − d1)− tn1 − n
2
1
parameters by Riemann-Roch. Next, the choice of V1 ⊂ H
0(E1) depends on at most
dimGr(k1, d1 + n1) = k1(d1 + n1 − k1)
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parameters. Finally, the choice of V ⊂ H0(E) containing V1 corresponds to a point
in Gr(k − k1, H
0(E)/V1) and depends on
(k − k1)((a+ 1)n− t− k1 − (k − k1)) = (k − k1)((a+ 1)n− t− k)
parameters. We need to prove that the sum of these numbers is strictly less than
dimGr(k, (a+ 1)n− t) = k((a + 1)n− t− k);
in other words, we need to prove that the hypotheses of Proposition 5.1 imply
(5.3) n((a+ 1)n1 − d1)− tn1 − n
2
1 + k1(d1 + n1 − (a + 1)n+ t+ k − k1) < 0.
Lemma 5.2. Suppose that (5.1) and (5.2) hold and either t = 0, k < (a + 1)n or
t > 0, k < an. Then
(5.4) d1 + n1 − (a+ 1)n+ t + k − k1 < 0.
Proof. Suppose first that t = 0. Using (5.1) , (5.2) and the assumption that k <
(a+ 1)n, we have
k − k1 ≤ k −
n1k
n
=
(n− n1)k
n
< (a + 1)(n− n1) ≤ (a+ 1)n− d1 − n1,
which gives (5.4).
If t > 0, we obtain similarly
k − k1 ≤
(n− n1)k
n
< a(n− n1) ≤ an− d1 + n− n1 − t
by (5.1), (5.2) and the assumption that k < an. This gives (5.4). 
Given (5.4), it follows from (5.1) that (5.3) holds if
(5.5) n((a+1)n1− d1)− tn1− n
2
1 +
n1k
n
(
d1 + n1 − (a+ 1)n+ t+ k −
n1k
n
)
< 0.
Lemma 5.3. Suppose that a ≥ 2, 0 ≤ t ≤ n − 1, n < k ≤ an − t and (5.1) and
(5.2) hold. Then (5.5) holds.
Proof. For fixed n1 and d1, the left hand side of (5.5) is a quadratic in k with positive
leading coefficient. It is therefore sufficient to prove that non-strict inequality holds
in (5.5) for k = n and strict inequality for k = an− t.
For k = n, the left hand side of (5.5) becomes
n((a+ 1)n1 − d1)− tn1 − n
2
1 + n1(d1 − an + t) = (n− n1)(n1 − d1) ≤ 0
by (5.2).
Now suppose k = an− t. The formula (5.5) becomes
(5.6) n((a+1)n1−d1)− tn1−n
2
1+
(
an1 −
tn1
n
)(
d1 − (a− 1)n1 − n+
tn1
n
)
< 0.
By (5.2), it is sufficient to prove this for n1 ≤ d1 ≤ (a− 1)n1 + n− t. Since (5.6) is
linear in d1, it is in fact sufficient to prove it for d1 = n1 and for d1 = (a−1)n1+n−t.
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For d1 = n1, the left hand side of (5.6) becomes
−(a− 1)2n21 +
2(a− 1)tn21
n
−
t2n21
n2
= −n21
(
a− 1−
t
n
)2
< 0.
Now suppose that d1 = (a− 1)n1 + n− t. In this case, (5.6) becomes
n(2n1 − n+ t)− tn1 − n
2
1 +
(
an1 −
tn1
n
)(
−t +
tn1
n
)
< 0.
Simplifying, this becomes
(n− n1)
(
−n+ n1 + t−
atn1
n
+
t2n1
n2
)
< 0.
We therefore need to prove that
(5.7) − n+ n1 + t−
atn1
n
+
t2n1
n2
< 0.
If t = 0, this is clear. If t > 0, it is sufficient to prove (5.7) for a = 2 with n1 = 1
and n1 = n− 1. In fact, for a = 2, n1 = 1, we obtain
−n + 1 + t−
2t
n
+
t2
n2
≤
t
n
(
t
n
− 2
)
< 0.
For a = 2, n1 = n− 1, we have
−1 + t−
2t(n− 1)
n
+
t2(n− 1)
n2
= −
(
1−
t
n
)2
− t+
t2
n
< 0.

Proof of Proposition 5.1. The proposition follows from Lemmas 5.2 and 5.3 
In the case t = 0, we can extend Proposition 5.1 to cover the range an < k <
(a+ 1)n. We begin with the following lemma.
Lemma 5.4. Suppose that t = 0, k > n, k((a + 1)n − k) ≥ n2 − 1 and d1 = an1.
Then (5.1) and (5.2) imply (5.3).
Proof. Since the hypotheses of Lemma 5.2 hold, it is sufficient to prove (5.5), which
now takes the form
nn1 − n
2
1 +
n1k
n
(
(a + 1)(n1 − n) + k −
n1k
n
)
< 0.
Rearranging this, we obtain
(5.8) a+ 1 >
k
n
+
n
k
.
Recall now the hypothesis k((a + 1)n− k) ≥ n2 − 1, which is equivalent to
a + 1 ≥
k
n
+
n
k
−
1
nk
.
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It follows that the only circumstances under which (5.8) fails are
a+ 1 =
k
n
+
n
k
and a+ 1 =
k
n
+
n
k
−
1
nk
.
In the first case, it is easy to see, by considering the prime factors of n and k, that
k = n, which contradicts the assumption that k > n. In the second case, it is easy
to see that n and k are coprime. Since n1 < n, it follows from (5.1) that
k1 ≥
n1k + 1
n
.
Using this inequality in place of (5.1) and substituting again in (5.3), it is now
sufficient to prove that
nn1 − n
2
1 +
n1k + 1
n
(
(a + 1)(n1 − n) + k −
n1k + 1
n
)
< 0.
Equivalently
a + 1 >
k
n
−
1
n(n− n1)
+
nn1
n1k + 1
.
On substituting a+ 1 = k
n
+ n
k
− 1
nk
, this becomes
n
k
+
1
n(n− n1)
>
nn1
n1k + 1
+
1
nk
,
which is obviously true. 
Proposition 5.5. Suppose that n ≥ 2, a ≥ 2 and E = O(a)n. If k((a+ 1)n− k) ≥
n2−1 and k > an, then there exists a subspace V of H0(E) such that (E, V ) admits
no proper subsystem (E1, V1) of type (n1, d1, k1) with
k1
n1
≥ k
n
.
Proof. Suppose first that n1 = 1. Then, by (5.1), we have k1 ≥
k
n
> a. Hence, by
(5.2), we have k1 = a+ 1 and d1 = a. The result now follows from Lemma 5.4.
We now proceed by induction on n1, assuming that n1 ≥ 2 and the result is
proved for rank n1 − 1. If d1 = an1, the result follows from Lemma 5.4. Otherwise,
we can write E1 = O(b) ⊕ E
′
1 with b < a and put V
′
1 := V1 ∩ H
0(E ′1). Then
h0(E ′1) = h
0(E1)− (b+ 1) and so, using (5.1),
k′1 := dimV
′
1 ≥ k1 − (b+ 1) ≥ k1 − a ≥
kn1
n
− a =
k(n1 − 1)
n
+
k
n
− a >
k(n1 − 1)
n
.
Now apply the inductive hypothesis to (E ′1, V
′
1). 
Proof of Theorem 3.1. The only point that remains to be proved is that, if k((a +
1)n − k) ≥ n2 − 1, then Us is non-empty. This follows from Propositions 2.2, 4.1,
5.1 and 5.5 and the fact that E = O(a)n is semistable. 
Remark 5.6. When t = 0, the proof of Lemma 5.3 and hence also that of Proposi-
tion 5.1 fail when k = n. In fact G(α;n, an, n) is non-empty for all α > 0 if a ≥ 2,
but G(α;n, n, n) = ∅ for all α (see Proposition 2.16).
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In order to obtain further information when t ≥ 2, suppose first that k = an− 1.
Then (5.5) becomes
(5.9)
n((a + 1)n1 − d1)− tn1 − n
2
1 +
(
an1 −
n1
n
)(
d1 − (a− 1)n1 − n + t− 1 +
n1
n
)
< 0.
For d1 = n1, we have, after dividing by n1, expanding and collecting terms,(
a− 1−
1
n
)(
t− (a− 1)n1 − 1 +
n1
n
)
< 0.
Since a− 1− 1
n
> 0, this simplifies to t < (a− 1)n1 + 1−
n1
n
or, equivalently,
(5.10) t ≤ (a− 1)n1.
For d1 = (a− 1)n1 + n− t, we have t < n− n1 +
an1
n
− n1
n2
or, equivalently
(5.11) t ≤ n− n1 +
an1 − 1
n
.
Lemma 5.7. Suppose that 1 ≤ t ≤ n − 1, 1 ≤ n1 ≤ n − 1, n < k ≤ an − 1 and
(5.1) and (5.2) hold. Suppose further that (5.10) and (5.11) hold. Then (5.5) holds
for all allowable values of d1.
Proof. Following the proof of Lemma 5.3, it is sufficient to prove (5.5) for k = an−1
and n1 ≤ d1 ≤ (a− 1)n1 + n− t), in other words to prove (5.9) for all such d1. But
this is true if and only if (5.10) and (5.11) hold. 
Proposition 5.8. Suppose that n ≥ 2, a ≥ 2 and E = O(a)n−t ⊕ O(a − 1)t with
2 ≤ t ≤ n − 1 and a ≥ t. Suppose further that n < k ≤ an − 1. Then there
exists a subspace V of H0(E) such that (E, V ) admits no subsystem (E1, V1) of type
(n1, d1, k1) with
k1
n1
≥ k
n
.
Proof. In view of Lemma 5.7, it is sufficient to check (5.10) and (5.11) for 1 ≤ n1 ≤
n − 1. For a ≥ t, using that t ≤ n − 1, it is easy to see that (5.11) is always true.
On the other hand, (5.10) is true if a > t; it is also true if a = t ≥ 2 and n1 ≥ 2. It
remains to consider the case a = t ≥ 2, n1 = 1.
In this case, in view of Lemma 5.3 and (5.2), we can restrict to the range
an− t < k ≤ an− 1, a− 1 ≤ d1 ≤ a
and we need to verify (5.9), which now becomes
n(a + 1− d1)− a− 1 +
(
a−
1
n
)(
d1 − n+
1
n
)
< 0.
For d1 = a, this becomes
(a− 1)(a− n)−
1
n2
< 0,
which is true since 2 ≤ a ≤ n− 1. For d1 = a− 1, we require
(a− 2)(a− n) +
1
n
−
1
n2
< 0,
which holds for 3 ≤ a ≤ n− 1. We are left with the case a = t = 2, d1 = n1 = 1.
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From (5.1) and (5.2), we now have k1 = 2 and we can check directly that (5.3)
holds. This completes the proof. 
Proof of Theorem 3.2. The necessary conditions for non-emptiness of G(α;n, d, k)
stated in the theorem follow at once from Proposition 4.1. If k = n and k < an, we
have an − t > n, so G(α;n, d, k) 6= ∅ for large α by Proposition 2.16. If n < k ≤
an − t, then G(α;n, d, k) 6= ∅ for large α by Propositions 2.2 and 5.1. Finally, if
n < k ≤ an− 1, a ≥ t, the same holds by Propositions 2.2 and 5.8. 
6. A non-existence result
In this section, we prove Theorem 3.3. The first proposition shows in particular
that the necessary conditions of Theorem 3.2 are not sufficient for the existence of
α-stable coherent systems (see Corollary 6.2).
Proposition 6.1. Suppose that a ≥ 2, 1 ≤ t ≤ n− 1, k ≥ at and
(6.1) (a− 1)t > a(an− k) + (a− 2)n.
Then G(α;n, an− t, k) = ∅ for all α > 0.
Proof. Suppose that G(α;n, an − t, k) 6= ∅ and let (E, V ) be a general element of
G(α;n, an − t, k). Then E ∼= O(a)n−t ⊕ O(a− 1)
t. Moreover, by Theorem 2.4(i),
we can take V to be a general subspace of H0(E), so that the homomorphism
V → H0(O(a− 1)t) is surjective. It follows that there is an exact sequence
(6.2) 0 −→ (O(a)n−t,W ) −→ (E, V ) −→ (O(a− 1), H0(O(a− 1)))t −→ 0
with dimW = k − at. Sequences (6.2) are classified by a t-tuple of elements in
Ext1((O(a− 1), H0(O(a− 1)), (O(a)n−t,W )).
For (E, V ) to be α-stable, these elements must be linearly independent. On the
other hand, since (E, V ) is α-stable, we have
Hom((O(a− 1), H0(O(a− 1))), (O(a)n−t,W )) = 0.
Moreover, by (2.4),
Ext2((O(a− 1), H0(O(a− 1))), (O(a)n−t,W )) = 0.
Hence, by (2.2) and (2.3),
dim(Ext1((O(a− 1), H0(O(a− 1))), (O(a)n−t,W )))
= −(n− t) + (a− 1)(n− t)− a(n− t) + a(a(n− t) + n− t− k + at)
= (a− 2)(n− t) + a(an− k) < t.
This is a contradiction, which proves the proposition. 
Corollary 6.2. Suppose that n ≥ 4. Then G(α;n, 2n− 3, 2n− 1) = ∅.
Proof. Take a = 2, t = 3, k = 2n− 1 in the proposition. 
Proposition 6.3. Suppose that a ≥ 2, 1 ≤ t ≤ n− 1, k ≤ at and t > (a+ 1)k − n.
Then G(α;n, an− t, k) = ∅ for all α > 0.
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Proof. The proof is a modification of that of Proposition 6.1. Again we suppose
that (E, V ) is a general element of G(α;n, an − t, k). Then, by Theorem 2.4(i),
E ∼= O(a)n−t⊕O(a− 1)
t and V ∩H0(O(a)n−t) = 0. It follows that there is an exact
sequence
(6.3) 0 −→ (O(a)n−t, 0) −→ (E, V ) −→ (O(a− 1)t, V ′) −→ 0
with dimV ′ = k. Sequences (6.3) are classified by a (n− t)-tuple of elements in
Ext1((O(a− 1)t, V ′), (O(a), 0)).
For (E, V ) to be α-stable, these elements must be linearly independent. Since (E, V )
is α-stable, we have
Hom((O(a− 1)t, V ′), (O(a), 0)) = 0.
Moreover, by (2.4),
Ext2((O(a− 1)t, V ′), (O(a), 0)) = 0.
Hence, by (2.2) and (2.3),
dim(Ext1((O(a− 1)t, V ′), (O(a), 0))) = −t + (a− 1)t− at+ k(a + 1)
= −2t + k(a+ 1) < n− t.
This is a contradiction, which proves the proposition. 
Proof of Theorem 3.3. The theorem is a combination of Propositions 6.1 and 6.3.

7. Existence for small α
In this section, we look for lower bounds on α for the non-emptiness of G(α;n, d, k)
and prove Theorem 3.4.
By Proposition 2.2, the α-stability condition is independent of α for α > d(n−1).
However we can do much better than this.
Proposition 7.1. Suppose that a ≥ 2 and 1 ≤ t ≤ n − 1 and let h := gcd(n, k).
Suppose further that (E, V ) ∈ G(α;n, an − t, k) for large α with E ∼= O(a)n−t ⊕
O(a− 1)t. Then (E, V ) is α-stable for α > t(n−t)
h
.
Proof. Suppose that (E, V ) is not α-stable for some α > 0. By Proposition 2.2,
any proper subsystem (E1, V1) of type (n1, d1, k1) has either
k1
n1
< k
n
or k1
n1
= k
n
and
d1
n1
< d
n
. Since (E, V ) is not α-stable for some α, it follows that there exists (E1, V1)
with k1
n1
< k
n
. This subsystem contradicts α-stability if and only if
d1
n1
+ α
k1
n1
≥
d
n
+ α
k
n
.
Note that n1k − nk1 ≥ h and d1 ≤ min{an1, (a− 1)n1 + n− t}. So
α
(
k
n
−
k1
n1
)
≤
d1
n1
−
d
n
≤
1
n1
min{an1, (a− 1)n1 + n− t} −
an− t
n
,
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and
αh ≤ α(n1k − nk1) ≤ min{n1t, n1t+ n(n− t− n1)}.
For this to hold for some n1, we require α ≤
t(n−t)
h
. It follows that (E, V ) is α-stable
for α > t(n−t)
h
. 
Remark 7.2. In view of Propositions 2.2 and 7.1 and Theorem 3.2, if t > 0, the
open interval I(n, d, k) := {α|G(α;n, d, k) 6= ∅} is either empty or takes one of the
following forms:
• I(n, d, k) =]α1, α2[ with αc ≤ α1 < α2 ≤ d(n− 1);
• I(n, d, k) =]α1,∞[ with αc ≤ α1 ≤
t(n−t)
h
.
Corollary 7.3. If G(α;n, an − t, k) is non-empty for large α, it is non-empty for
all α > t(n−t)
h
.
Proof. This follows from Proposition 7.1 since the general element ofG(α;n, an−t, k)
has the form (E, V ) with E ∼= O(a)n−t ⊕O(a− 1)
t. 
This estimate is in general a long way removed from the necessary condition
α > max
{
t
k
,
n− t
an− k
}
of Theorem 3.2. However, there are cases in which it is best possible, for example
G(α; 2, 3, 3) (see Theorem 2.13). More generally, we have
Corollary 7.4. Suppose that a ≥ 2 and h divides n. Then G(α;n, an− 1, an− h)
is non-empty if and only if α > n−1
h
.
Proof. This follows at once from Theorems 2.4(ii) and 3.2 and Corollary 7.3. 
Proposition 7.5. Suppose that a ≥ 2, 1 ≤ t ≤ n− 1, at ≤ k < an and
(7.1) (a− 1)t ≤ a(an− k) + (a− 2)n.
Let αc :=
n−t
an−k
and suppose that G(αc;n− t, a(n− t), k − at) 6= ∅. Then
(i) G(α;n, an− t, k) = ∅ for α ≤ αc;
(ii) G(α+
c
;n, an− t, k) 6= ∅.
Proof. (i) This is an immediate consequence of Proposition 4.1.
(ii) The general element ofG(αc;n−t, a(n−t), k−at) 6= ∅ has the form (O(a)
n−t,W ),
where dimW = k−at. We now consider again sequences (6.2). The same calculation
as in the proof of Proposition 6.1 gives
dim(Ext1((O(a− 1), H0(O(a− 1))), (O(a)n−t,W ))) ≥ t.
We can therefore choose the elements of the t-tuple classifying (6.2) to be linearly
independent. Now note that
µαc(O(a)
n−t,W ) = µαc((O(a− 1), H
0(O(a− 1)))t),
so (E, V ) is αc-semistable. It follows that any subsystem (E1, V1) contradicting
α+
c
-stability will also contradict αc-stability and therefore has the same αc-slope
as (O(a − 1), H0(O(a − 1)))t and (O(a)n−t,W ). This can happen only if (E1, V1)
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either contains (O(a)n−t,W ) or intersects it in 0 and also maps onto a direct factor
of (O(a − 1), H0(O(a − 1)))t. If the intersection is 0, this contradicts the linear
independence condition. Otherwise, we have an exact sequence
0 −→ (O(a)n−t,W ) −→ (E1, V1) −→ (O(a− 1), H
0((a− 1)))s −→ 0
for some s < t. We have
µα(E1, V1) =
1
n− t+ s
(
a(n− t) + α(k − at) + (a− 1)s+ αas
)
= a+
1
n− t+ s
(
− s+ α(k − at + as)
)
.
So (E1, V1) contradicts the α-stability of (E, V ) if and only if
a +
1
n− t+ s
(
− s + α(k − at + as)
)
≥ µα(E, V ) = a+
1
n
(−t + αk),
i.e., if and only if
n(−s + α(k − at+ as)) ≥ (n− t+ s)(−t + αk).
Rearranging, this becomes
α(t− s)(an− k) ≤ (t− s)(n− t),
i.e.,
α ≤ αc.
So (E, V ) is α+
c
-stable. 
Corollary 7.6. Suppose that the hypotheses of Proposition 7.5 hold with k ≥ n and
either k ≤ an− t or a ≥ t. Then
(i) G(α;n, an− t, k) 6= ∅ if and only if α > αc;
(ii) G(α;n, 2n− 1, n+ 1) 6= ∅ if and only if α > 1.
Proof. (i) This follows at once from Theorems 2.4(ii) and 3.2 and Proposition 7.5.
(ii) This is a special case of (i), noting that now αc = 1. 
Remark 7.7. (i) The special case n = 2, k = 3 of Corollary 7.6 is included in
Theorem 2.13.
(ii) There is no assumption in Proposition 7.5 that k ≥ n.
(iii) The hypothesis G(αc;n− t, a(n− t), k − at) 6= ∅ certainly holds by Theorem
3.1 and Remark 5.6 if k − at ≥ n − t, i.e. k ≥ n + (a − 1)t. It may still hold for
smaller values of k but not for k = at unless t = n− 1.
Corollary 7.8. Suppose that n ≥ 2, a ≥ n− 1, t = n− 1 and a(n− 1) < k < an.
Then G(α;n, (a− 1)n+ 1, k) 6= ∅ if and only if α > αc =
1
an−k
.
Proof. Note that the hypotheses imply that a ≥ 2. In this case (7.1) holds and
G(α; 1, a, k − a(n− 1)) 6= ∅ for all α. The result follows from Theorems 2.4(ii) and
3.2 and Proposition 7.5. 
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Example 7.9. The assumption a ≥ n − 1 in Corollary 7.8 is needed in order to
apply Theorem 3.2 but not for Proposition 7.5. Suppose in particular that n ≥ 3,
a ≥ 2, t = n − 1 and k = a(n− 1). Then (7.1) holds if and only if n ≤ a2 + a − 1.
So, by Proposition 6.1, G(α;n, (a − 1)n + 1, a(n − 1)) = ∅ if n > a2 + a − 1. On
the other hand, we have certainly G(α; 1, a, 0) 6= ∅ for all α, so, if n ≤ a2 + a − 1,
then G(α+
c
;n, (a − 1)n + 1, a(n − 1)) 6= ∅ by Proposition 7.5. On the other hand,
we know from Theorem 3.2 that G(α;n, (a − 1)n + 1, a(n − 1)) 6= ∅ for large α if
n ≤ a+1, but we do not know whether this still holds when a+1 < n ≤ a2+ a− 1.
This therefore provides candidates for counterexamples to Conjecture 3.7.
Corollary 7.10. Suppose that (7.1) holds and k = at + 1 ≥ n with a ≥ 2, 1 ≤
t ≤ n − 1 and a ≥ max{n − t − 1, t}. Then G(α;n, d, k) 6= ∅ if and only if
α > αc =
n−t
a(n−t)−1
.
Proof. We need to show that G(αc;n − t, a(n − t), 1) 6= ∅. When t = n − 1,
G(α; 1, a, 1) 6= ∅ for all α. Suppose now that t ≤ n− 2. For coherent systems of this
type, the numbers l and m in Proposition 2.6 are defined by a = l(n − t − 1) +m
with 0 ≤ m < n− t− 1. Since a ≥ n− t− 1, we have l ≥ 1, so, by Theorem 2.12,
G(αc;n− t, a(n− t), 1) 6= ∅ provided that
αc =
n− t
a(n− t)− 1
<
a(n− t)−m(n− t)
n− t− 1
.
This is easily seen to be true. The result now follows from Theorems 2.4(ii) and 3.2
and Proposition 7.5. 
In the case t = 1, we can improve Proposition 7.5.
Proposition 7.11. Suppose that n ≥ 2, a ≥ 2 and k < an and let αc := max{
1
k
, n−1
an−k
}.
Then G(α+
c
;n, an− 1, k) 6= ∅ in the following three cases:
(a) k ≤ a and (a+ 1)k ≥ n+ 1;
(b) k ≥ n + a− 1;
(c) a < k < n + a− 1 and G(αc;n− 1, a(n− 1), k − a) 6= ∅.
If, in addition, k ≥ n, then G(α;n, an− 1, k) 6= ∅ if and only if α > αc.
Proof. (a) This is contained in Proposition 2.11.
(b) Here (7.1) holds, so this is a consequence of Proposition 7.5 and Remark 7.7.
(c) This is a special case of Proposition 7.5.
The final assertion now follows from Theorem 3.2. 
Corollary 7.12. Suppose that a ≥ 2 and 2 ≤ k < 2a. Then G(α; 2, 2a− 1, k) 6= ∅
if and only if α > max{ 1
k
, 1
2a−k
}.
Proof. In this case, either (a) or (b) holds. 
Remark 7.13. For k = 2 and k = 3, see also Theorem 2.13.
Proposition 7.14. Suppose that a ≥ 2, 1 ≤ t ≤ n− 1, k ≤ at and
(7.2) t ≤ (a+ 1)k − n.
Let αc =
t
k
and suppose that G(αc; t, (a− 1)t, k) 6= ∅. Then
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(i) G(α;n, an− t, k) = ∅ for α ≤ αc;
(ii) G(α+
c
;n, an− t, k) 6= ∅.
Proof. (i) This follows from Proposition 4.1.
(ii) We consider sequences (6.3). The same calculation as in the proof of Propo-
sition 6.3 shows that
dim(Ext1((O(a− 1)t, V ′), (O(a), 0)) ≥ n− t.
The result follows from Lemma 2.8. 
Example 7.15. In the case a = 2, k = t ≥ 2, Proposition 7.14 gives no information
since G(α; t, t, t) = ∅ for all α by Proposition 2.16. In fact, G(α;n, 2n− t, t) = ∅ for
all α if n ≥ 2t. If n > 2t, this a special case of Proposition 6.3. For n = 2t, we can
use the argument of [8, Remark 8.3]; the cases t = 2 and t = 3 are already covered
in Theorem 2.12. In general, if G(α; 2t, 3t, t) 6= ∅, its general element has the form
(E, V ) with E ∼= O(2)t ⊕O(1)t and there is an exact sequence
0 −→ (O(2)t, 0) −→ (E, V ) −→ (O(1)t,W ) −→ 0
with dimW = t. Since the evaluation mapW ⊗O −→ O(1)t is not an isomorphism,
there exists a section of O(1)t contained in W which has a zero. Hence (O(1)t,W )
has a subsystem (O(1),W1) with dimW1 = 1 and we have an exact sequence
(7.3) 0 −→ (O(2)t, 0) −→ (E1, V1) −→ (O(1),W1) −→ 0.
By (2.2), (2.3) and Lemma 2.3, we have
Ext1((O(1),W1), (O(2), 0) = 1,
so the sequence (7.3) is induced from a sequence
0 −→ (O(2), 0) −→ (E2, V2) −→ (O(1),W1) −→ 0.
Now (E2, V2) is a subsystem of (E, V ) which contradicts α-stability for all α.
Corollary 7.16. Suppose that the hypotheses of Proposition 7.14 hold and that
k ≥ n and k(at− k) ≥ t2 − 1. Then G(α;n, an− t, k) 6= ∅ if and only if α > αc.
Proof. This follows from Theorems 2.4(ii) and 3.2 and Proposition 7.14 
Proof of Theorem 3.4. The theorem is a combination of Propositions 7.5 and 7.14.

Proof of Theorem 3.8. (a) and (b) follow from Corollary 7.6 once we have verified
the hypotheses of Proposition 7.5. In fact, if k ≤ at, (7.1) holds automatically, so it
can be omitted from (a). It remains to show that G(αc;n− t, a(n− t), k − at) 6= ∅.
This holds by Theorem 3.1 and Remark 5.6 since k − at ≥ n− t by hypothesis.
(c) is Corollary 7.10.
(d) follows from Corollary 7.16 once we have verified the hypotheses of Proposition
7.14. The inequality (7.2) holds automatically since k ≥ n, while G(αc; t, (a −
1)t, k) 6= ∅ by Theorem 3.1 since k > t and k(at− k) ≥ t2 − 1 by hypothesis. 
The following remark gives conditions for non-emptiness for small α which are
not covered by any of the above results.
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Remark 7.17. Suppose a ≥ 2. By Proposition 2.16, G(α;n, an− t, n + 1) 6= ∅ for
all α > t. This is best possible for t = 0 but not always for t ≥ 1 (see, for example,
Corollary 7.12 with a = 3 and k = 3).
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