Abstract. Asymptotic normality of intermediate order statistics taken from univariate iid random variables is well-known. We generalize this result to random vectors in arbitrary dimension, where the order statistics are taken componentwise.
Introduction
Let X
(1) = X
1 , . . . , X
be independent copies of a random vector (rv) X = (X 1 , . . . , X d ) that realizes in R d . By X 1:n,i ≤ X 2:n,i ≤ · · · ≤ X n:n,i
we denote the ordered values of the i-th components of X (1) , . . . ,
Then (X j1:n,1 , . . . , X j d :n,d ) with 1 ≤ j 1 , . . . , j d ≤ n, is a rv of order statistics (os) in each component. We call it a multivariate os.
The univariate case d = 1 is, clearly, well investigated; standard references are the books by David (1981) , Reiss (1989) , Galambos (1987) , David and Nagaraja (2004) , Arnold et al. (2008) , among others. In the multivariate case d ≥ 2, the focus has been on the investigation of the rv of componentwise maxima (X n:n,1 , . . . , X n:n,d ) (Balkema and Resnick (1977) , de Haan and Resnick (1977) , Resnick (1987 ), Vatan (1985 , Beirlant et al. (2004), de Haan and Ferreira (2006) , Falk et al. (2011) , among others).
Much less is known in the extremal case (X n−k1:n,1 , . . . , X n−k d :n ) with k 1 , . . . , k d ∈ N fixed; one reference is Galambos (1975) . Asymptotic normality of the random vector (X j1:n,1 , . . . , X j d :n,d ) in the case of central os is established in Reiss (1989, Theorem 7.1.2) . In this case the indices j i = j i (n) depend on n and have to satisfy
In the case of intermediate os we (1989) . Balkema and de Haan (1978a) and Balkema and de Haan (1978b, Theorem 7 .1) proved that for particular underlying distribution function (df) F , X n−k+1:n may have any limiting distribution if it is suitably standardized and if the sequence k is chosen appropriately.
As pointed out by Smirnov (1967) , a (nondegenerate) limiting distribution of X n−k+1:n different from the normal one can only occur if k has an exact preassigned asymptotic behavior. Assuming only k → n→∞ ∞, k/n → n→∞ 0, Smirnov (1967) gave necessary and sufficient conditions for F such that X n−k+1:n is asymptotically normal, and he specified the appropriate norming constants, see condition (7) below.
Smirnov's result was extended to multivariate intermediate os by Cheng et al. (1997) . They identify the class of limiting distributions of (X n−k1:n,1 , . . . ,
after suitable normalizing and centering, and gave necessary and sufficient conditions of weak convergence.
Cooil ( According to (Sklar (1959 (Sklar ( , 1996 ), the df of X = (X 1 , . . . , X d ) can be decomposed into a copula and the df F i of each component X i , 1 ≤ i ≤ d. We will establish in this paper asymptotic normality of the vector of multivariate os (X n−k1:n,1 , . . . , X n−k d :n,d ) in the intermediate case. This is achieved under the condition that the copula corresponding to X is in the max-domain of attraction of a multivariate extreme value df together with the assumption that each univariate marginal df F i satisfies a von Mises condition and that the norming constants satisfy Smirnov's condition (7) below.
Main Results: Copula Case
We consider first the case that the df of the rv X is a copula, C say, on R d . We require that C is in the max-domain of attraction of a non-degenerate multivariate extreme-value df (evd) G, i.e.
(1)
where 1 = (1, . . . , 1) ∈ R d and all operations on vectors are meant componentwise.
In this case, there exists a D-norm
The rv Z is called a generator of the D-norm, and we add the index D to the norm symbol, meaning dependence.
Representation (2) is just a reformulation of the Pickands-de Haan-ResnickVatan characterization of a multivariate evd, using D-norms; see, e.g. Falk et al. (2011, Chapter 4) . Examples of D-norms are the sup-norm x ∞ = max 1≤i≤d |x i | as well as the complete logistic family
For a systematic treatment of D-norms we refer to the booklet by Falk (2016) .
1
A straightforward analysis shows that (1) & (2) are equivalent with the condition
We are now ready to state asymptotic normality of the vector of multivariate os in the intermediate case with underlying copula. By
with denote the j-th unit vector, j = 1, . . . , d.
Theorem 2.1 (The Copula Case). Suppose that the rv X = (X 1 , . . . , X d ) follows a copula C, which satisfies expansion (3) with some 
where the d × d-covariance matrix is given by
Then the components of X = (X 1 , . . . , X d ) are called tail independent. The reverse 1 http://www.statistik-mathematik.uni-wuerzburg.de/fileadmin/10040800/D-norms-tutorial_book.pdf implication is true as well, i.e., the preceding result entails that the componentwise intermediate os X n−k1:n,1 , . . . , X n−k d :n,d are asymptotically independent if, and only if, they are pairwise asymptotically independent. But this is equivalent with the condition that the · D = · 1 , see Section 1.3 in Falk (2016) .
Note that σ ij ≥ 0 for each pair i, j, i.e., the componentwise os are asymptotically positively correlated. This follows from the usual triangular inequality, satisfied by each norm, and the fact that a D-norm is in general standardized, i.e., e j D = 1, 
Let U 1:n ≤ U 2:n ≤ · · · ≤ U n:n denote the os of n independent and uniformly on (0, 1) distributed rv U 1 , . . . , U n . It is well-known that
, where η 1 , . . . , η n+1 are iid standard exponential rv; see, e.g., Reiss (1989, Corollary 1.6.9 ).
Let ξ 1 , ξ 2 , . . . , ξ 2(n+1) be iid standard normal distributed rv. From the fact that
2 /2 follows the standard exponential distribution on (0, ∞), we thus obtain (Reiss (1989, Problem 1.17) ) the representation
Corollary 2.3 now opens a way to tackle at least partially and asymptotically a multivariate extension of the above representation (4).
Corollary 2.4. Suppose that the d × d-matrix Λ with entries
is positive semidefinite and let ξ (1) , ξ (2) , . . . be independent copies of the random
we obtain under the conditions of Corollary 2.3
Note that the univariate marginal distributions in the above result coincide due to equation (4). If a matrix is positive semidefinite with nonnegative entries, the matrix of the square roots of its entries is not necessarily semidefinite again. Take, for example, the 3 × 3-matrix with rows 1, 0, a|0, 1, a|a, a, 1. This matrix is positive definite for a = 3 −1/2 , but not for a = 3 −1/4 . The matrix Λ is positive semidefinite, if the value of e i + e j D does not depend on the pair i = j, in which case Λ satisfies the compound symmetry condition.
Proof. From Corollary 2.3 we obtain that
The assertion follows, if we establish 
Proof of Theorem 2.1.
with values in {0, 1} d . The entries of its covariance matrix
if n is large, where
The asymptotic normality N (0, Σ)(−∞, x] of the final term in equation (5) now follows from Lemma 2.5.
Main Results: General Case
Let F be a df on R d with univariate margins F 1 , . . . , F d . From Sklar's theorem (Sklar (1959 (Sklar ( , 1996 ) we know that there exists a copula
. . be independent copies of the random vector X, which follows this df F . We can assume the representation
where U = (U 1 , . . . , U d ) follows the copula C and F 
Theorem 1 of Smirnov (1967) shows that the distribution of c −1 n (X n−ki+1:n − d n ) converges weakly to N (0, 1) for some choice of constants c n > 0, d n ∈ R, if and only if for any x ∈ R (7) lim 
= α i , ω < ∞ and there exists α > 0 such that
The standard normal df as well as the df of the standard exponential df satisfy condition (1); the standard Pareto df F α (x), x ≥ 1, α > 0, satisfies condition (2) and the triangular df on (−1, 1) with density f (x) = 1 − |x|, x ∈ (−1, 1), satisfies condition (3) with α = 2, for example. For a discussion of these well studied and general conditions, each of which ensures that F i is in the domain of attraction of a univariate EVD, see, e.g. Falk (1989) .
The following generalization of Theorem 2.1 can now easily be established. Proof. We have for x = (x 1 , . . . ,
The assertion is now immediate from Theorem 2.1 and Smirnov's condition (7).
