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Resumen
La alopecia es una enfermedad que afecta a gran parte de la poblacio´n, 50 %
de los hombres y el 15 % de las mujeres. De acuerdo a muchos estudios,
la ca´ıda del cabello causa un impacto emocional muy fuerte, perdiendo el
individuo la confianza y disminuyendo su autoestima.
Hay diferentes tipos de alopecia, cada una de ellas tiene un tratamiento
diferente, lo importante es que el especialista valore el estado del paciente,
determine la causa y establezca un tratamiento apropiado.
Los dermato´logos necesitan una herramienta de apoyo, que determine ,la
mejor´ıa o empeoramiento del tratamiento, y cambiarlo si es necesario para
no empeorar el estado del paciente.
El propo´sito del proyecto es proporcionar una herramienta sencilla para
el diagno´stico y tratamiento de la alopecia, donde el doctor tenga en todo
momento ima´genes precisas de la evolucio´n del cabello.
Para cumplir estos objetivos, se hara´ uso de ima´genes dermatosco´picas,
son ima´genes obtenidas mediante la te´cnica tricoscopia. La idea de esta
te´cnica es ampliar la zona afectada que se quiere analizar, obteniendo en la
foto un aumento de 20 a 400 el cuerpo del pelo.
Para llevan a cabo los siguientes pasos:
• Segmentacio´n de pelos en una imagen.
• Extraccio´n de caracter´ısticas del pelo: Color, anchura y orientacio´n.
En la actualidad hay diversos softwares que cubren total o parcialmente
los objetivos del proyecto, se puede distinguir:
• DullRazor: Es un software de borrado de pelos programado en C. La
parte de intere´s para el proyecto es el me´todo de segmentacio´n de pelos
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vque utiliza. Se basa en operaciones morfolo´gicas en escala de grises, pa-
ra localizar los p´ıxeles de pelos oscuros. Para mejorar la segmentacio´n
se usa un filtro de mediana adaptativo.
• TrichoScan: Es un software de estudio del cabello que mide para´metros
biolo´gicos, como son la anchura, la densidad y fases de crecimiento del
pelo. Para ello se selecciona una zona del cabello de 2mm y se rapa; a
los pocos d´ıas se procesa la zona y se obtienen los resultados.
• FotoFinder: Software que estudia tambie´n para´metros del cabello como
anchura, densidad y medicio´n de fol´ıculos capilares. Se usa una zona
de 5 mm para el estudio del cabello.
Durante el proyecto se ha hecho uso de herramientas ba´sicas de segmen-
tacio´n, como:
• Me´todo de Otsu: Se basa en la segmentacio´n por nivel de gris de la
imagen. El propo´sito de este procedimiento es elegir un umbral de nivel
de gris, por el cua´l todos los p´ıxeles queden etiquetados como unos o
ceros, o visto de otra forma, establecer 2 clases de p´ıxeles.
El potencial del me´todo de Otsu reside en la eleccio´n del umbral, es
aquel que maximiza la varianza interclase.
• Segmentacio´n basada en derivadas: La derivada de una funcio´n indica
cambios notables para el estudio, como son ma´ximos, mı´nimos y puntos
de inflexio´n. La idea de estos me´todos es hacer uso de la derivacio´n
para localizar cambios en la imagen.
– Primera derivada: Aqu´ı se obtiene el gradiente de la imagen con
ma´scaras discretas(Prewitt) o convolucionando la imagen con fil-
tros derivativos gaussianos, que estiman el gradiente. Ya calcula-
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do el gradiente se obtiene el mo´dulo y se localizan los ma´ximos o
mı´nimos locales, que indican una frontera.
Otro me´todo es el Detector de Borde de Canny, se escogen los
ma´ximos locales del mo´dulo del gradiente, y un seguimiento para
conseguir bordes de la imagen de un solo p´ıxel. Para descartar
ruido que au´n puede haber, se usan 2 umbrales, fuerte y de´bil.
Solo se unira´n los p´ıxeles que hayan superado el umbral de´bil a
los p´ıxeles que hayan superado el umbral fuerte.
– Segunda derivada: Aqu´ı se maneja el operador laplaciano de la
imagen, mediante el filtrado de la imagen con una ma´scara discre-
ta, que estime este operador o convolucionando la imagen con el
filtro laplaciano gaussiano. La idea es buscar los cruces por cero,
ya que indicar´ıan la presencia de una frontera en ese p´ıxel.
• Morfolog´ıa matema´tica: Es una te´cnica de ana´lisis y tratamientos de
estructuras geome´tricas, para el estudio de la forma, conectividad y
taman˜o. La informacio´n obtenida como resultado de estas te´cnicas,
depende del elemento estructurante que se use. Aqu´ı solo nos centra-
mos en morfologia binaria:
Las operaciones morfolo´gicas binarias vistas desde una perspectiva
geome´trica, dan informacio´n estructural de los objetos en la imagen,
identificando la zona donde el elemento estructurante quepa parcial o
totalmente.
Hay 2 tipos de operadores ba´sicos: erosio´n y dilatacio´n. La operacio´n
de erosio´n marca la zona de la imagen donde el elemento estructurante
quepa totalmente y la operacio´n de dilatacio´n marca la zona donde
el elemento quepa parcial o totalmente. Tambie´n hay 2 operaciones
secundarias: apertura y cierre, estas operaciones son combinacio´n de
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los operadores ba´sicos.
• Apertura de a´rea: Este operador borra pequen˜os objetos de una imagen
binaria, si el a´rea es menor a un para´metro λ de entrada. Muy u´til para
eliminar ruido.
El disen˜o te´cnico del sistema se basa en 3 partes principales: preproce-
sado, segmentacio´n y extraccio´n de caracter´ısticas:
• Preprocesado: La imagen de entrada en el espacio de color RGB, se
procesa para obtener una imagen en escala de grises y despue´s se
realiza un filtrado de mediana para eliminar ruido y realzar los bordes.
• Segmentacio´n: Se han usado 3 me´todos de segmentacio´n para despue´s
realizar una evaluacio´n y escoger la mejor solucio´n. Los me´todos usados
son:
– Me´todo de Otsu: Para mejorar la calidad de segmentacio´n del
me´todo de Otsu se calcula el umbral, a nivel local y no a nivel
general de la imagen. Se particiona la imagen en bloques ma´s
pequen˜os y se calcula el umbral de Otsu en estos bloques. As´ı se
consigue un umbral ma´s preciso.
– Detector de bordes de Canny: Es importante seleccionar bien los
umbrales que usa Canny para detectar los bordes. En cada ima-
gen, se estiman los umbrales en funcio´n del mo´dulo del gradiente.
Para rellenar los bordes de los pelos se realiza la operacio´n mor-
folo´gica de cierre, con elemento esctructurante de tipo l´ınea en
diferentes direcciones, para realizar un rellenado completo.
– Filtros derivativos Gaussianos: La salida del filtrado derivativo
gaussiano esta´ definida por un ma´ximo, al principio de la frontera
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del pelo y por un mı´nimo al final. Gracias a este hecho se consigue
obtener una respuesta entre ma´ximo y mı´nimo.
• Extraccio´n de caracter´ısticas: En este punto se estima la orientacio´n y
el ancho, y a´demas una descripcio´n del color de los pelos segmentados.
La orientacio´n y el ancho se estima mediante el uso de filtros deriva-
tivos gaussianos normalizados, determinando que´ filtro, en funcio´n de
su desviacio´n t´ıpica, corresponde con la ma´xima salida del filtrado.
La descripcio´n del color se representa mediante un histograma, que
permite reconocer visualmente el color predominante y el nu´mero de
p´ıxeles asociados a cada color.
La finalidad del proyecto es determinar la mejor solucio´n al problema.
Para ello se realizan pruebas para evaluar la calidad de los diferentes me´to-
dos. Al final de la memoria se exponen los resultados y establece la mejor
solucio´n.
Viendo los resultados, se escogio´ el me´todo de Otsu como solucio´n final
por sus buenos resultados en la evaluacio´n. La falta de ima´genes en el pro-
yecto han hecho no disponer de ima´genes de test y solo de entranamiento,
pero los resultados son muy fiables y no habra´ ningu´n problema en usar el
sistema en diferentes ima´genes.
El fin ideal de este estudio de viabilidad, es llevar a cabo la implantacio´n
de un producto comercial. Con todo lo que supone, autorizaciones de pa-
cientes, aumentar las ima´genes de base de datos, dando robustez al sistema
propuesto en este estudios, bu´squeda de financiacio´n y clientes.
Palabras clave: segmentacio´n, Otsu, Canny, morfolog´ıa, pelo, cabello,
orientacio´n, filtro, derivada, gaussiano.

Summary
Alopecia is a phathology that affects in a high part of the population,
50 % of men and 15 % of women. According to many social studies, hair
lost causes a psychological impact in the patient, losing his confidence and
decreasing his self-esteem.
There are many types of alopecia, each one has a different treatment. The
most important thing is to assure the the patient’s condition, determining
the cause and establishing the appropriate treatment.
Dermatologist need a support tool to determine the improvement or
deterioration of the treatment, and if it is necessary to change the treatment
in order to not worsen the patient’s condition
The project’s purpose is to supply an easy tool for the diagnosis and
study of alopecia, so that the dermatologist has at all time images of the
hair’s evolution.
To carry out this objectives, dermathoscopy images are used along the
project. This images are taken by trichoscopy method. The idea of this
method is to get an enlarge picture of the affected area increased from 20x
to 400x.
To do so, we implement the following steps:
• Hair segmentation in an image.
• Property extraction of hair: Color, width and orientation.
Nowadays there are several software utilities which cover fully or partially
the project’s objetives. We could distinguish:
• DullRazor: Is a hair-erasing software. The interesting part for the pro-
ject is the method of hair segmentation, which is based on grayscale
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closing morphological operation to locate the pixels of dark hair. To
improve the segmentation mask, the software uses an adaptive median
filter.
• TrichoScan: Is a study hair software which measure the biology’s pa-
rameters such as width, density and growth phases. To carry out the
study, the hair must be shaved at most 2 mm and then dyed. In a few
days, the software process the area and get the results.
• FotoFinder: Is a hair study software similar to TrichoScan.
Basic segmentation tools are used during this project, such as:
• Otsu’s method: This method is based on the segmentation by gray
level. The idea is to choose a gray level threshold and label all pixels
with 0 and 1 and set two class of pixels.
The potential of Otsu’s method reside in the threshold choice, which
maximizes the interclass variance.
• Segmentations based on derives: Derivative of a function show the
location of notables changes like maximum, minimum or inflection
point. The purpose of these methods is to use derivation to locate
alteration in the images.
– First derivative: The gradient is filtered using a discrete mask,
or convolving the image with derivative gaussian filter. With the
calculated gradient, just need to get the modulus and locate the
local maximums or minimums which suggest a edge.
Another method is the Canny border detector which calculates
the gradient modulus to select local maximums and a get bor-
ders of one pixel width. Canny uses 2 threshold, high and low to
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remove noise. Only pixels which surpasses the low threshold will
join to the pixels which surpasses the high threshold.
– Second derivative: In this case, the laplacian operator of the ima-
ge is calculated by discrete mask or convolving with a laplacian
gaussian filter. The idea is to find out zero crossings to locate a
border in this pixel.
• Mathematic morphology: It is an analysis and geometric structure pro-
cessing technique, whose objective is the study of its shape, size and
connectivity. The results of this technique may vary depending on the
used structuring element. In this lecture, we are going to focus on
binary morphology:
From a geometric perspective, binary morphologic operations provide
structural information of the objects in a given picture, identifying the
area where the structuring element fits fully or partially.
There are two types of basic operators: erosion and dilatation. The
erosion operation marks the area where the structuring element will
fit completely within an image. On the other hand, dilatation operation
marks the area where the element fits fully or partially. Two secondary
operators can also be found: open and close. These are combinations
of the basic operators.
• Area opening: This operator removes small objects in a binary object,
only if the area is smaller than a given λ parameter. It is very useful
for noise reduction
System’s technical design is based on three key components: properties
preprocessing, segmentation and extraction:
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• Preprocessing: Within the RGB color interval, the input picture is
being processed to get a greyscale image and then apply a median
filter in order remove noise and border enhance.
• Segmentation: We have been used three segmentation methods so then
can perform a test and choose the best solution. Those methods were:
– Otsu’s method: In order to improve Otsu’s method segmentation
quality, threshold is calculated locally instead of picture’s level.
The picture is divided in small blocks and then the Otsu’s th-
reshold is calculated for each block. That is the way to get more
precise thresholds.
– Canny’s border detection: Threshold selection is very important
for Canny’s border detection. Threshold estimation of every pic-
ture is based on gradient modulus. To perform an full filling,
the close morphologic operator is used, having lines in different
directions as a structuring element.
– Gaussian derivative filters: The output of the gaussian derivative
filter y defined by a maximum, the beginning of the hair border,
and a minimum, the end of the border. Due to this fact, it is
possible to get a solution between maximum and minimum.
• Properties extraction: At this point, width and orientation of the seg-
mented hair is estimated, plus a color description.
Width and orientation is estimated using normalized Gaussian de-
rivative filters, determining which filter matches with the maximum
filtering output, based on its standard deviation.
Color description is represented by an histogram, which allows to vi-
sually recognize the dominant color and pixels number of every color.
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The aim of this project is to establish the best solution to the problem.
To achieve it, method’s quality testing have been performed. At the end of
this report, all results are shown and the bes solution is chosen.
Having the results, the best solution was Otsu’s method, because of its
excellent output values during the test. The lack of pictures along this pro-
ject have made to have only training pictures and none for testing. However,
the results are reliable anyway, and there won’t be any problem in using some
other pictures in the system.
The final aim of the viability study is to successfully develop a product
for commercial use. It includes, patient’s authorizations, more pictures in
database to make the system stronger, fundraising and customers search.
Palabras clave: segmentation, Otsu, Canny, morfology, hair, orientation,
filter, derivative, gaussian.
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Chapter 1
Introduction
1.1 Motivation
Alopecia is a pathology that affect in a great part of population, 50 %
of men and 15 % of women [1]. According to many social studies the hair
lost causes a high emotional impact, the pacient lost him confident, decrease
him seem-steem and create preocupation, anxiety and angry. As you can see
it is a social problem that can generate serious psicological problems with a
strong feedback.
It should be added the causes of alopecia are very different [2] and those
depend on the person, we can distinguihs between others:
• Androgenic alopecia, also known as ”male pattern baldness,c¸an strike
younger as well as older people. In spite of its masculine name, women
can get this condition, too. It’s genetic, so having a family history can
predict if you might inherit it. In both men and women, it’s linked
to having an excess of male hormones (androgens) around the hair
follicles, which can block hair growth. Women are more likely to deve-
lop androgenic alopecia after menopause, when they have fewer female
hormones.
• Alopecia areata typically causes a few temporary bald patches on the
scalp. It tends to run in families and often strikes in childhood. The
hair loss seems to be part of an immune system problem, in which
the body’s natural defences mistakenly attack its own tissue. Once the
hair has fallen out in certain spots, new growth is suppressed for weeks
1
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or months. This type of alopecia sometimes affects people who have
other autoimmune diseases like thyroid disease, lupus, or pernicious
anemia. Sometimes, it may produce complete scalp baldness (alopecia
totalis) or total loss of body hair (alopecia universalis).
The important thing is to assess the condition of the patient, see what is
the causes and apply the best treatment. Dermatologist have an important
rol because the are responsable of applying all of this things. More an more
desmatologists demand an analytics tool to estimate the improvement or
deterioration of the patient and minimize the psychological impact of the
patient
This proyect proposes a solution of this problem through hair segmen-
tation tool and estimating characteristics of the hair as colour, width, and
quantity. The most important is to oversee the treatment, compare results
and estimate the condition of the patient.
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1.2 Objetives
The project objetive is to create a analytic tool easy to use for alopecia
diagnostic.
Dermatoscopic images have been ceded by medical clinic in Madrid to
improvement the project. This images are taken by trichoscopy method [28].
The idea of this method is to get an enlarge picture of the affected area
increased from 20x to 400x.
Figura 1.1: Dermatoscopy image
The problem is getting parameter of hair and compare those in a diferen-
tes condition of the treatment. Knowing the improvement or deterioration
of the treatment:
To do so, we implement the following steps:
• Hair segmentation: Many segmentation process will explain during the
project, seeing the features of each one and choosing the best segmen-
tation process.
• Property extraction of hair:
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– Color
– Width
– Orientation
1.3 Strucutre of the report
The project’s report is divided by:
• Chapter 1: Introduction, motivation, project’s objetive, structure of
the report and regularity framework.
• Chapter 2: Basic segmentation tools have been introduced to unders-
tand the state of the art.
• Chapter 3: State of the art.
• Chapter 4: The technical solutions.
• Chapter 5: The results of the technical solution have being exposed in
this chapter.
• Chapter 6: Planification y budget have being exposed in this chapter.
• Chapter 7:Conclusion and futures lines.
1.4 Regularity framework
Dermatoscopic images have been ceded by medical clinic in Madrid fo-
llowing the Law Organic of date protection [30] of personal position, known
as LOPD,law no 15/1999, de 13 december, article number 18.4 of Spanish
Constitution, “... limit the use of information technology to ensure the ho-
nor, personal and family privacy of citizens and the legitimate exercise of
their rights”.
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This project is only a viability study, if the project will take place, we
would need:
• Patient’s authorizations.
• Approval of the Ethics Committee of Hospital partner to carry out the
investigation.
Cap´ıtulo 2
Herramientas ba´sicas de segmentacio´n
En este cap´ıtulo se expone las herramientas ba´sicas de segmentacio´n:
2.1 Me´todo de Otsu
Otsu [7] se basa en la umbralizacio´n por nivel de gris creando 2 clases,
una clase donde se encontrar´ıan todos los p´ıxeles por debajo del umbral de
Otsu y la segunda clase por encima.
Al aplicar un umbral, T, la imagen quedara´ binarizada atendiendo a:
gpx, yq “
$&% 1 Ø fpx, yq ă T0 Ø fpx, yq ě T
siendo f(x,y) la representacio´n de la imagen en escala de grises y g(x,y) el
resultado de aplicar el umbral. El me´todo de Otsu da el umbral que maximiza
la varianza interclase.
2.1.1 Eleccio´n de umbral
Una imagen en escala de grises contiene MxN p´ıxeles cuyos niveles de gris
se encuentran entre 0 y L - 1, donde L suele ser un valor de 256 utilizando
un byte para representar la escala de grises. El nu´mero de p´ıxeles con nivel
de gris i se denota como fi y la probabilidad de ocurrencia del nivel de gris
i en la imagen viene dada por:
pi “ fipMxNq
6
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La probabilidad de cada clase sera´:
w1pT q “
Tÿ
i“0
pi w2pT q “
L´1ÿ
i“T`1
pi
Definimos las medias para ambas clases:
µ1pT q “
Tÿ
i“0
ipi
w1pT q µ2pT q “
L´1ÿ
i“T`1
ipi
w2pT q
Y la media global
µG “
L´1ÿ
i“0
ipi
Se puede verificar:
w1pT q ` w2pT q “ 1 w1pT qµ1pT q ` w2pT qµ2pT q “ µG
Lo siguiente es definir la varianza de cada clase:
σ21pT q “
Tÿ
i“0
pi´ µ1pT qq2 ipi
w1pT q σ
2
2pT q “
L´1ÿ
i“T`1
pi´ µ2pT qq2 ipi
w2pT q
Y la varianza global:
σ2G “
L´1ÿ
i“0
pi´ µGq2pi
Otsu define la varianza entre clases como:
σ2OpT q “ w1pT qpµ1pT q ´ µGq2 ` w2pT qpµ2pT q ´ µGq2
Para una umbralizacio´n de 2 niveles Otsu propone que el umbral o´ptimo
T* es:
T ˚ “ ma´x
T
σOpT q2
Otsu tambie´n provee de un factor de calidad que indica como esta´n de
separadas las dos clases:
SpT ˚q “ σOpT
˚q2
σ2G
0 ă SpT ˚q ă 1
Un valor pro´ximo a uno nos indica que la imagen tiene dos clases bien
definidas y separadas y por el contrario un valor pro´ximo a cero indica dos
clases juntas y muy semejantes.
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2.2 Segmentacio´n basada en derivadas
La operacio´n de derivacio´n es una herramienta u´til a la hora de estudiar
cambios notables en la funcio´n, ma´ximos, mı´nimos y puntos de inflexio´n.
Si se extrapola este procedimiento en ima´genes se puede localizar cambios
en la imagen, fronteras entre diferentes objetos para luego poder procesar
estos objetos en funcio´n de la necesidad. Se distingue segmentacio´n basada
en primera y segunda derivada:
2.2.1 Primera derivada
La idea de este procedimiente es hacer uso del gradiente de la imagen
ya que indica la direccio´n de la ma´xima variacio´n, en mo´dulo y fase. Donde
haya un ma´ximo del mo´dulo del gradiente habra´ un cambio notable en la
imagen.
Para estimar el gradiente en ima´genes se usan un tipo de ma´scaras con
las que se filtra la imagen. Los ma´scaras t´ıpicas son:
• Prewitt: Estas ma´scaras se usan para estimar el gradiente, bien en
vertical o bien en horizontal:
Hx “
»————–
´1 0 1
´1 0 1
´1 0 1
fiffiffiffiffifl Hy “
»————–
´1 ´1 ´1
0 0 0
1 1 1
fiffiffiffiffifl
• Sobel: Un poco ma´s complejo que Prewitt, dando mas protagonismo
al p´ıxel central:
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Hx “
»————–
´1 0 1
´2 0 2
´1 0 1
fiffiffiffiffifl Hy “
»————–
´1 ´2 ´1
0 0 0
1 2 1
fiffiffiffiffifl
Se calcula el mo´dulo del gradiente en horizontal y vertical filtrando por
mediante estas ma´scaras, obteniendo:
(a) (b) (c)
Figura 2.1: (a) Imagen original de ejemplo, (b) Gradiente en horizontal y
(c) Gradiente en vertical
Despue´s se realiza la raiz de la suma de los cuadrados de las salidas del
filtro en horizontal y vertical para obtener el mo´dulo del gradiente en ambas
direcciones. Despue´s se debe aplicar un umbral del cual un 5 % o 10 % de
los pixeles superan este umbral, los de ma´s valor. Lo normal es hacer uso
del histograma acumulado normalizado y escoger un umbral de modo que el
90 % o 95 % de los p´ıxeles quedan por debajo.
Todo este proceso se llama segmetacio´n por umbral.
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(a) (b)
Figura 2.2: (a) Mo´dulo del gradiente, (b) Aplicando umbral
2.2.1.1 Derivative of Gaussian(DoG)
Este tipo de segmentacio´n esta´ basado en el uso de los filtros derivativos
Gaussianos en 2D, derivative of Gaussian(DoG). Lo primero es definir la
Gaussiana en 2 dimensiones:
Gpx, y, σq “ 1
2piσ2
e
´px2`y2q
2σ2
Figura 2.3: Filtro gaussiano de taman˜o 10x10 con desviacio´n tipica igual a
2, normalizado y generado por matlab
Calculando el gradiente [16] en (x,y) de la Gaussiana:
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Gxpx, yq “ BBxGpx, y, σq “
´x?
2piσ3
e
´px2`y2q
2σ2
Gypx, yq “ BByGpx, y, σq “
´y?
2piσ3
e
´px2`y2q
2σ2
Estos filtros permiten detectar l´ıneas en cualquier direccio´n por ser orien-
tables, se pueden rotar para conseguir una versio´n del filtro original pero
rotada en funcio´n de un a´ngulo; para ello se usa una combinacio´n lineal de
los filtros ba´sicos:
Gθpx, yq “ Gx cospθq `Gy sinpθq
(a) (b)
(c) (d)
Figura 2.4: (a) DoG orientacion x, (b) DoG orientacion y, (c) DoG orienta-
cion 45 y (d) DoG orientacion 135 grados
Despue´s se debe calcular la respuesta [15] del filtro usando la convolucio´n:
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Ripx, yq “ Gipx, yq ˚ Ipx, yq
Para entender mejor la respuesta se puede relacionar los picos de la
imagen como un tren de delta que se convoluciona con el filtro, obteniendo
una versio´n desplazada de este en la posicio´n del tren de deltas. Se muestra
a continuacio´n un ejemplo en una dimensio´n (en continuo):
(a) (b) (c)
Figura 2.5: (a) Ejemplo(pequen˜os pulsos), (b) Filtro DoG,(c) Resultado apli-
cando convolucion con DoG
Se debe an˜adir que los pulsos en el ejemplo se pueden extrapolar en
ima´genes a fronteras donde los positivos se asemejan a fronteras de paso a
color mas claro y las negativas hacia oscuro.
Aparte se ve que el cruce por cero de la respuesta indica el centro del
pulso y deja a los lados un ma´ximo y un mı´nimo a la misma distancia
del centro, d. Adema´s el primer ma´ximo o mı´nimo indicar´ıa el inicio de
la frontera y el segundo el final, aprovechando esta respuesta se obtener el
centro gracias a este procedimiento:
Cpx, yq “
$&% Rpx´ d, yq ` |Rpx` d, yq| si Rpx´ d, yq ą 0 & Rpx` d, yq ă 00 otros casos
(2.1)
Siendo R la salida del filtrado DoG.
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2.2.1.2 Detector de bordes de Canny
Canny es un algoritmo [11] de multiples etapas para detectar bordes en
ima´genes. Fue´ desarrollado por John F. Canny en 1986. Sigue 3 criterios:
• Un criterio de deteccio´n: Debe haber una baja probabilidad de fallar el
marcado de p´ıxeles reales del borde al igual que una baja probabilidad
de marcar p´ıxeles de falsos bordes.
• El criterio de localizacio´n: Establece que la distancia de los p´ıxeles
marcados como bordes debe ser mı´nima al centro del borde real.
• Solo debe haber una respuesta para un u´nico borde.
El algoritmo de Canny sigue 4 fases:
• Filtrado Gaussiano: Este paso realiza la funcio´n de suavizar la imagen
original para suprimir ruidos, teniendo en cuenta que un suavizado
excesivo puede eliminar los bordes que se quieren detectar y un savi-
zado escaso puede no eliminar el ruido. Un ejemplo de una mascara
gaussiana es:
G “ 1
115
»——————————–
2 4 5 4 2
4 9 12 9 4
5 12 15 12 5
4 9 12 9 4
2 4 5 4 2
fiffiffiffiffiffiffiffiffiffiffifl
• Obtencio´n del gradiente: Se debe realizar para cada p´ıxel el ca´lculo del
mo´dulo y orientacio´n del gradiente mediante estas ecuaciones:
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|G| “aGx2 `Gy2
θ “ atanpGy
Gx
q
Siendo Gx y Gy matrices que indican la primera derivada en horizon-
tal, Gx, y en vertical, Gy que se pueden obtener por ejemplo usando
ma´scaras de Sobel o Prewitt.
El a´ngulo se redondea a la vertical, horizontal y a sus diagonales for-
mando a´ngulos de 0o, 45o, 90o y 135o usando solo estas 4 direciones.
• Seleccio´n de ma´ximos: Con este paso se quiere conseguir un ancho de
borde de un p´ıxel suprimiendo todos los valores de gradiente excepto
los ma´ximo locales. Lo primero es comparar el p´ıxel actual con los
p´ıxeles conectados en diferentes orientaciones; si el p´ıxel tiene un ma-
yor valor del mo´dulo de gradiente con la misma direccio´n este valor
sera´ preservado y en caso contrario sera´ descartado.
• Dos umbrales: Au´n en el proceso puede haber bordes en la imagen
causados por la variacio´n de la iluminacio´n, para suprimir estas res-
puestas se establecen 2 umbrales, alto y bajo, clasificando los p´ıxeles
de cada borde en fuertes y de´biles. Si el mo´dulo del gradiente del p´ıxel
es mayor que el umbral alto es etiquetado como p´ıxel fuerte y si el
mo´dulo esta entre el umbral alto y bajo se etiqueta como p´ıxel de´bil si
por el contrario su mo´dulo es menor que el umbral bajo este p´ıxel es
suprimido. El objetivo de todo este etiquetado es rescatar los bordes
de´biles unidos a los fuertes.
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2.2.2 Segunda derivada
En derivadas segundas se hace uso del operador laplaciano, primero de-
finimos una aproximacio´n discreta del operador derivada:
Bfpxq
Bx « fpx´ 1q ` fpxq
En segunda derivada:
B2fpxq
Bx2 « fpx` 1q ` fpx´ 1q ´ 2fpxq
Si aplicamos sobre 2 variables (x,y) obtenemos el operador laplaciano
que es la suma de las derivadas parciales, aplicando el mismo proceso sobre
la variable y y sumando:
52fpx, yq “ B
2fpx, yq
Bx2 `
B2fpx, yq
By2 “ fpx`1, yq`fpx´1, yq`fpx, y`1q`fpx, y´1q´4fpx, yq
Gracias a esto se puede construir una ma´scara que aproxime el operador
laplaciano:
W “
»————–
0 1 0
1 4 1
0 1 0
fiffiffiffiffifl
Ahora solo hace falta filtrar la imagen con la ma´scara y localizar los
cruces por cero para obtener la frontera.
2.2.2.1 Laplacian of Gaussian (LoG)
Laplacian of Gaussian(LoG) [17] se define como:
4Gpx, y, σq “ 52Gpx, y, σq “ 1
piσ4
px
2 ` y2
2σ2
´ 1qep´x
2`y2
2σ2
q
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Figura 2.6: Filtro LoG con sigma 2 y taman˜o 10x10 generado con matlab
Este filtro es sime´trico y circular y gracias a estas caracter´ısticas puede
detectar fronteras en todas las direcciones.
Al igual que en el procedimiento anterior, se debe filtrar la imagen y
localizar cruces por cero para detectar las fronteras. Se expone a continuacio´n
un ejemplo con ima´genes del proceso:
Primero filtrar la imagen de entrada en escala de grises:
(a) (b)
Figura 2.7: (a) Imagen en escala grises, (b) Resultado de aplicar filtrado
Despue´s identificamos los cruces por cero y etiquetamos como unos:
Figura 2.8: Deteccio´n de bordes usando LoG
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Se debe de an˜adir que estos filtros se usan adema´s a la hora de identificar
objetos en diferentes escalas, a partir de la normalizacio´n del filtro o lo que
es lo mismo hacer un filtro invariante. Para ello hay que an˜adir:
Filtro invariante: σ2 4Gpx, y, σq
2.3 Morfolog´ıa matema´tica
La morfolog´ıa matema´tica es un te´cnica de ana´lisis y tratamiento de
estructuras geome´tricas para el estudio de la forma, la conectividad y el ta-
man˜o. Originalmente la morfolog´ıa matema´tica fue desarrolada para ima´ge-
nes binarias y despue´s se extendio´ a ima´genes en escala de grises.
La informacio´n obtenida como resultado de los estas te´cnicas, depende
del elemento estructurante que se use, ya que este puede tener diferente
taman˜o, forma y conectividad. Hay que caracterizarlos en funcio´n de la
necesidad. Lo importante en los elementos estructurantes es definir su centro,
p´ıxel central, ya que este sera´ la posicio´n donde se establezca la operacio´n.
Siguen algunos ejemplos:
• L´ınea: No es ma´s que un vector de unos que se puede cambiar el taman˜o
y orientacio´n en funcio´n de la necesidad; el siguente ejemplo es para
una l´ınea de taman˜o 5 con orientacio´n horizontal:”
1 1 1 1 1
ı
• Disco: Es una matriz de ceros y unos que simula un rombo y con
parametro R de radio, marca la distancia en p´ıxeles del centro a los
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lados: »——————————–
0 0 1 0 0
0 1 1 1 0
1 1 1 1 1
0 1 1 1 0
0 0 1 0 0
fiffiffiffiffiffiffiffiffiffiffifl
2.3.1 Operaciones morfolo´gicas binarias
Desde una perspectiva geome´trica [12], la idea ma´s importante es evaluar
el elemento estructurante sobre la imagen y marcar la localizacio´n donde este
elemento entra parcial o totalmente en la imagen, gracias a esto se puede
obtener informacio´n estructural de los objetos de la imagen.
Se consideramos 2 tipos de imagenes binarias, euclidiana y discreta. Una
imagen binaria euclidiana es un subconjunto del espacio Eucl´ıdio de n dimen-
siones. Para el procesamiento de sen˜ales se considera n = 1(una dimensio´n)
y para ima´genes n = 2(dos dimensiones), una imagen euclidiana binaria se
puede definir como un subconjunto del plano Eucl´ıdio. Para una implemen-
tacio´n digital una imagen binaria discreta se considera un subconjunto del
plano cartesiano (x,y).
2.3.1.1 Erosio´n
Lo primero es definir la traslacio´n de un elemento A sobre el punto x en
el plano Eucl´ıdeo:
A` x “ ta` x : a P Au (2.2)
Geometricamente, es trasladar el conjunto A de acuerdo con x.
La operacio´n morfolo´gica erosio´n [12] de A mediante el elemento estru-
cutrante B se define como:
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AaB “ tx : B ` x Ă Au
El siguiente ejemplo muestra teniendo 2 puntos x y z como uno cumple
la operacio´n, x, y el otro no, z.
B ` x Ă A, x P AaB y B ` z Ć A, z R AaB (2.3)
Figura 2.9: Ejemplo de operacio´n de erosio´n
Geome´tricamente, el disco B se debe ir moviendo alrededor y dentro de
A y marcando los puntos donde B quepa.
A continuacio´n se muestra un ejemplo para una imagen binaria desde
un punto de vista digital, para ello se va a utilizar una imagen donde se
puede ver las letras del alfabeto, la idea es aplicar erosio´n con un elemento
estructurante de tipo disco para encoger las letras.
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El elemento estructurante sera´:
SEdisk “
»——————————–
0 0 1 1 0 0
0 1 1 1 1 0
1 1 1 1 1 1
0 0 1 1 1 0
0 0 1 1 0 0
fiffiffiffiffiffiffiffiffiffiffifl
Y se aplica la operacio´n de erosio´n:
(a) (b)
Figura 2.10: Operacio´n de erosio´n binaria (a) Imagen original, (b) Resultado
de aplicar erosio´n
Se aprecia en la figura 2.10 que las letras han encogido, si se eligiera un
elemento estrucurante de mayor taman˜o tender´ıan a desaparecer las letras
en la imagen.
2.3.1.2 Dilatacio´n
La dilatacio´n de A con un elemento esctucturante B esta´ definido como:
A‘B “
ď
A` b : b P B (2.4)
El proceso calcula la unio´n del elemento estructurante B para todos los
puntos de la imagen A.
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Figura 2.11: Ejemplo de operacio´n de dilatacio´n
A continuacio´n se muestra un ejemplo parecido al de erosio´n, ya que se
aplicara´ sobre la misma imagen con igual elemento estructurante, pero se
observara´ que las letras se ensanchan:
El elemento estructurante sera´:
SEdisco “
»——————————–
0 0 1 1 0 0
0 1 1 1 1 0
1 1 1 1 1 1
0 0 1 1 1 0
0 0 1 1 0 0
fiffiffiffiffiffiffiffiffiffiffifl
Y se aplica la operacio´n de dilatacio´n:
(a) (b)
Figura 2.12: Operacio´n de dilatacio´n binaria (a) Imagen original, (b) Resul-
tado de aplicar dilatacio´n
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La finalidad de este proceso es difuminar objetos, extender los bordes,
unir e incluso rellenar huecos.
2.3.1.3 Apertura y cierre
El operador de apertura se define como :
A ˝B “ pAaBq ‘B (2.5)
Es una combinacio´n de erosio´n y dilatacio´n ya que estos operadores son
los primarios y los de apertura y cierre son secundarios, son una combinacio´n
de estos:
Figura 2.13: Apertura
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El operador de cierre se define:
A ‚B “ pA‘Bq aB
Figura 2.14: Cierre
Tienen diferentes aplicaciones, apertura para poder moldear el objeto en
funcio´n del elemento estructurante y cierre para rellenar huecos sin extender
excesivamente los bordes.
2.3.2 Operaciones morfolo´gicas en escala de grises
Las operaciones morfolo´gicas tambie´n se puede extrapolar en ima´genes
en escala de grises. Aqu´ı el resultado depende de los valores de la imagen
pero de diferente forma de en binaria. En binaria se buscaba que el elemento
estructurante cupiera en la imagen, mientras que en escala de grises se realiza
un ca´lculo para cada p´ıxel, en funcio´n de la imagen de entrada y del elemento
estructurante.
Se debe an˜adir que en escala de grises hay 2 [31] tipos de elementos
estructurante, plano o no plano. Los elementos estructurante planos son los
usados en morfolog´ıa binaria, el nombre de plano viene dado por el perfil
de intensidad que tienen. En binario el u´nico cambio de intensidad es pasar
de blanco a negro o viceversa, mientras que en escala de grises hay cambios
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en el nivel de gris, por este hecho a los elementos estructurales binarios se
llaman planos.
Los elementos estructurales usados para ejemplificar los operadores mor-
folo´gicos en escala de grises sera´n planos.
2.3.2.1 Erosio´n
La erosio´n de A mediante el elemento estructurante plano B en cual-
quier p´ıxel (x,y) es definido como el valor mı´nimo de la imagen en la regio´n
coincidente de B con A. Viene dado por:
AaBppx, yq “ mı´nps,tqPBptApx` s, y ` tqu
Si escogemos un elemento estructurante no plano la erosio´n en cualquier
p´ıxel (x,y) es definido como:
AaBnppx, yq “ mı´nps,tqPBnptApx` s, y ` tq ´Bnpps, tqu
A diferencia de la operacio´n con un elemento plano, en no plano se debe
restar el valor del elemento estructurante, ya que tiene nivel de gris.
2.3.2.2 Dilatacio´n
La dilatacio´n de A mediante el elemento estructurante plano B, en cual-
quier p´ıxel (x,y) es definido como el valor ma´ximo de la imagen en la regio´n
coincidente de B con A. Viene dado por:
A‘Bppx, yq “ ma´xps,tqPBptApx´ s, y ´ tqu
Para entender mejor la ecuacio´n de arriba se debe definir la reflexio´n de
un elemento B denotado como Bˆ y definido:
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Bˆpx, yq “ Bp´x,´yq
Figura 2.15: Ejemplo de reflexio´n
La dilatacio´n se puede ver igual que la erosio´n, pero elegiendo el valor
ma´ximo y sabiendo que el elemento estructurante esta´ reflejado.
Si aplicamos con elemento estructurante no plano, la dilatacio´n se define
como:
A‘Bnppx, yq “ ma´xps,tqPBnptApx´ s, y ´ tq `Bnpps, tqu
2.3.2.3 Apertura y cierre
La operacio´n de apertura de la imagen A mediante el elemento B se
define como:
A ˝B “ pAaBq ‘B (2.6)
Y la operacio´n de cierre:
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A ‚B “ pA‘Bq aB
Teniendo la imagen de ejemplo:
Figura 2.16: Ejemplo para los operadores de apertura y cierre en escala de
grises, Lenna
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Aplicamos apertura y cierre para la imagen:
(a) (b)
Figura 2.17: (a) Aplicando apertura mediante elemento estructurante tipo
disco de radio 2, (b) Aplicando cierre mediante elemento estructurante tipo
disco de radio 2
Estos operadores, si se usa un elemento estructurante plano, tienden a
suavizar el nivel de gris de la imagen. Se ve que en apertura baja el valor
de los niveles de gris ma´ximos y en cierre aumenta el valor de lo niveles de
gris mı´nimos. Todo esto depende del elemento estructurante.
2.3.2.4 Transformacio´n “top-hat” y “bottom-hat”
Estas transformaciones usan la resta de la imagen con el resultado de la
operacio´n de apertura o cierre aplicadas a la imagen.
La transformacio´n “top-hat” de la imagen A en escala de grises, mediante
el elemento estructurante B se define como:
ThatpAq “ A´ pA ˝Bq
La transformacio´n ‘bottom-hat” de la imagen A en escala de grises me-
diante el elemento estructurante B se define como:
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BhatpAq “ pA ‚Bq ´A
Es la resta del resultado de aplicar cierre en la imagen A con A.
La principal aplicacio´n de estas transformaciones es devolver objetos de
la imagen mediante el uso de elementos estructurales que han sido borrado
al aplicar la operacio´n de apertura o cierre.
Si tenemos las imagen:
Figura 2.18: Imagen con granos de arroz
Los granos de arroz en la imagen tienen un ancho medio de 8 p´ıxeles, si
se establece como elemento estructurante B de tipo cuadrado y lado 8, los
granos de arroz de mas de 8 p´ıxeles de ancho permanecera´n en la imagen
y los de menos sera´n suavizados. En la transformacio´n “top-hat” pasara´ lo
contrario:
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(a) (b)
Figura 2.19: (a) Aplicando apertura mediante elemento estructurante tipo
cuadrado de lado 8, (b) Aplicando “top-hat” mediante elemento estructu-
rante cuadrado de lado 8
Los objetos que mas resaltan en apertura resaltan menos en la transfor-
macio´n, se demuestra lo explicado anteriormente.
Si se quiere aplicar la transformacio´n de “bottom-hat” la imagen debe
ser la contraria a la que se usado como ejemplo, los objetos sean oscuro y el
fondo claro. Para al aplicar la operacio´n de cierre se difuminen los objetos
oscuros de menor ancho a 8 p´ıxeles.
Y comparamos:
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Figura 2.20: Imagen con granos de arroz
(a) (b)
Figura 2.21: (a) Aplicando cierre mediante elemento estructurante tipo cua-
drado de lado 8, (b) Aplicando “bottom-hat” mediante elemento estructu-
rante uadrado de lado 8
2.4 Apertura de a´rea
Este operador elimina de una imagen binaria objetos conectados con un
a´rea menor de un parametro λ [13]
γaλ “ tx P X|AreapCxpXq ď λu
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A continuacio´n se muestra un pequen˜o ejemplo, la siguiente figura es
de una montan˜a de sal con pequen˜os granos alrededor, este me´todo borra
elementos pequen˜os de la imagen, lo pequen˜os granos de fuera.
(a) (b)
Figura 2.22: (a) Imagen original, (b) Apertura de a´rea binaria
Este algoritmo [14] si se aplica a una imagen binaria, sigue estos pasos:
• Ddeterminar los componentes conectados en funcio´n de la conectividad
deseada.
• Computar el a´rea de cada componente.
• Borrar los componentes con menor a´rea elegida
Cap´ıtulo 3
Estado del arte
En este apartado se van a mencionar diferentes propuestass que abarcan
la solucio´n al problema o por lo menos tienen relacio´n con parte de los
objetivos del proyecto. Los expuestos en este cap´ıtulo son los que se han
considerado ma´s relevantes, pero se puede encontar ma´s informacio´n en los
siguientes documentos: [18], [25], [26] y [27]
3.1 Dull Razor
Es un software [3] de segmetacio´n de pelo y borrado del mismo. La
idea principal de este software, es hacer un borrado de los pelos que puede
contener la imagen sin llegar a modificar cualquier otro objeto, como un
lunar. Este software se puede usar en estudios de diagno´stico de melanoma
para un preprocesado que elimina los pelos y quedarse con lo esencial.
El software DullRazor sigue estos pasos:
1. Identificar la localizacio´n de los pelos oscuros: El software usa el espacio
de colores RGB para leer las ima´genes, despues se aplica la operacio´n
morfolo´gica de cierre en los 3 canales por separado(R,G,B). Esta ope-
racio´n suaviza los valores bajos de intensidad, es decir, los p´ıxeles de
pelos oscuro a lo largo de la direccio´n del elemento estructurante.
Los resultados experiementales sugieren que con 3 elementos estructu-
rales en diferentes direcciones, 0˝, 45˝ y 90˝ es suficiente para suavizar
todos los pelos oscuros. Los elementos estructurantes estan expuestos
en la siguiente figura:
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Figura 3.1: Elementos estructurantes para la operacio´n de cierre en escala de
grises (a) Elemento estructurante horizontal centrado en (6,0), (b) Elemen-
to estructurante en diagonal centrado en (4,4), (c) Elemento estructurante
vertical centrado en (0,6)
La imagen general de cierre se obtiene, cogiendo los valores ma´ximos
para los 3 resultados de aplicar la operacio´n en las diferentes direccio-
nes. Finalmente la ma´scara de pelo se obtiene estableciendo un umbral
sobre la diferencia entre la imagen de la componente de color con la
imagen general de cierre en valor absoluto.
La imagen general de cierre para una componente se define como,
ejemplo para la componente R:
Gr “ |Or ´maxtOr ‚ S0, Or ‚ S45, Or ‚ S90u| (3.1)
Siendo Or la imagen original en componente R, S0 el elemento es-
tructurante horizontal, S45 el elemento estructurante diagonal, S90 en
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vertical y ‚ significa la operacio´n de cierre.
La ma´scara binaria de pelo se identifica como:
Mrpx, yq “
$&% 1 si Grpx, yq ă T0 resto casos (3.2)
Donde T es un valor de umbral predeterminado.
Comor resultado final la ma´scara binaria general en funcio´n de las 3
componentes se expresa como la unio´n de las 3.
M “Mr
ď
Mg
ď
Mb (3.3)
Donde Mr, Mg y Mb son las ma´scaras binarias correspondientes a las
componentes R, G y B.
2. Interpolacio´n: La ma´scara binaria obtenida en el paso anterior. es usa-
da como gu´ıa para reemplazar los p´ıxeles de la imagen original, donde
se ha detectado un pelo por valores de p´ıxeles cercanos detectados
como no pelo.
Para cada p´ıxel dentro de la regio´n de pelo de la ma´scara M, se pintan
l´ıneas en ocho direcciones, arriba, abajo, derecha, izquierda y las cua-
tro diagonales extendie´ndose desde el p´ıxel hasta que la l´ınea alcanza
regio´n de no pelo.
Se calcula la logitud de estas l´ıneas y la mas larga es anotada. La l´ınea
mas larga debe ser mayor que 50 p´ıxeles y las otras l´ıneas mas cortas
de 10 p´ıxeles, si no es as´ı este p´ıxel es rechazado.
Cuando este p´ıxel es verificado de estar en una estructura de pelo,
se reemplaza usando interpolacio´n binaria, por el valor de 2 p´ıxeles
cercanos a lo largo de la l´ınea corta, l´ınea perpendicular a la larga.
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Si denominamos el valor de la intensidad de un p´ıxel a reemplzar
como I(x,y) y los p´ıxeles usados para la interpolacio´n como I1(x1,y1)
y I2(x2,y2). El nuevo valor de intensidad se obtendra como In(x,y) :
Inpx, yq “ I2px2, y2q DpIpx, yq, I1px1, y1qq
DpI1px1, y1q, I2px2, y2q`I1px1, y1q
DpIpx, yq, I2px2, y2q
DpI1px1, y1q, I2px2, y2qq
Donde
DpApa, bq, Bpc, dqq “ 2apc´ aq2 ` pd´ aq2
3. Normalmente la localizacio´n de los bordes no suele estar bien traza-
da, por el efecto del ruido y el efecto de penumbra de los pelos y se
forman l´ıneas cerca de los bordes de las regiones de los pelos. Para
descartar este efecto se aplica el operador de dilatacio´n con un ele-
mento estructurante tipo cuadrado con todos los elementos a uno y a
un filtro adaptativo de mediana de 5x5 para suavizar, obtiendo una
nueva ma´scara binaria.
A continuacio´n se muestra un pequen˜o ejemplo usando DullRazor en
ima´genes del proyecto.
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(a) (b) (c)
Figura 3.2: (a) Imagen original de ejemplo, (b) Mascara aplicando DullRazor
(c) Aplicando interpolacio´n
Se debe de an˜adir que la parte de segmentacio´n del cabello, es una buena
aproximacio´n como segmentacio´n y por esto se usara´ como referencia a la
hora de evaluar los diferentes me´todos de segmentacio´n mencionados durante
la memoria.
3.2 TrichoScan
Es un software [4] que estudia el cabello haciendo uso para´metros biolo´gi-
cos como la densidad, el dia´metro y la tasa de crecimiento. Para ello se llevan
a cabo estos precedimientos [5]:
Durante la primera sesio´n, se elige la zona que se va a explorar —una
superficie de 2 cent´ımetros de dia´metro, que presente el problema, pero que
no sea visible con el peinado habitual del paciente. Se rasura y se tin˜e el
pelo, para asegurarse de captar y contar tambie´n el pelo ma´s fino o ma´s
claro.
En la segunda sesio´n se toma una fotograf´ıa a 20 aumentos de la zona
y se analizan los resultados. Esta sesio´n se realiza tres d´ıas despue´s de la
primera para distinguir el cabello que ha crecido —en fase de ana´geno— del
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cabello que no — telo´geno.
Figura 3.3: Ejemplo de imagen de TrichoScan
3.3 FotoFinder Trichoscale
FotoFinder Trichoscale [29] es un nuevo estandar para cuantificar la cre-
cida y la pe´rdida de cabello.
La evaluacio´n se realiza en un aera pequen˜a de 5mm tin˜iendo la zona,
despue´s la foto es capturada por una ca ca´mara me´dica y evaluada por el
software.
El software realiza la medicio´n de estos para´metros:
• Cantidad y densidad de pelo.
• Esquema de la proporcio´n de cabellos ana´genos y telo´genos.
• Medicio´n de la unidades foliculares.
3.4 Segmentacio´n de los vasos sangu´ıneos de la re-
tina
La segmentacio´n de los vasos sangu´ıneos se usa para el diagno´stico de
la retiopat´ıa diabe´tica, provoca alteraciones en los vasos sangu´ıneos de la
retina y puede derivar en ceguera si no se diagnostica a tiempo.
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El estudio de la segmentacio´n de los vasos sangu´ıneos de la retina esta´ re-
lacionada con la segmentacio´n de pelo por la forma que tienen; estructuras
alargadas y estrechas con intersecciones entre ellas.
Figura 3.4: Ejemplo de vasos sanguineos de la retina [23]
En el siguiente documento [24] se citan varios me´todos usados para seg-
mentar vasos sangu´ıneos haciendo una comparativa final de todos. Podemos
destacar:
• “Match Filtering”: Se basan en unas observaciones previas, los vasos
sangu´ıneos tienen curvatura limitada, el dia´metro de e´stos decrece en
la medida en que te alejas del disco o´ptico y la intensidad de los p´ıxe-
les en la seccio´n transversal de los vasos sangu´ıneos siguen un perfil
gaussiano.
Para la implementacio´n del algoritmo de match 2D se han usado 12
filtros para cubir todas las direcciones con una σ sobre la componente
G de RGB:
N “ tpu, vq||u| ď 3σ, |v| ď L
2
u donde L “ 9
Estos filtros gaussianos son utilizados como ma´scaras de convolucio´n
y el filtro que de´ la ma´xima respuesta sera´ considerado la orientacio´n
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del vaso.
• Reconocimiento de patrones: Usan la componente G de RGB y para
el preprocesado de la ima´genes usan la operacio´n de apertura con
elemento estructurante de tipo disco con diametro igual a tres para
las zonas ma´s claras de la parte central de los vasos, un filtro de media
de 69x69 para crear un fondo homogeneo de nivel de gris y por u´ltimo
la transformacio´n “top-hat” usando 8 p´ıxeles de radio con elemento
estructurante tipo disco para mejorar las zonas oscuras, incluyendo
los vasos sangu´ıneos.
Como paso principal, despue´s del preprocesado, usan una red neuronal
para clasificar los p´ıxeles como vaso o no. Para ello usan un vector de
caracter´ısticas basado en la informacio´n a nivel local del nivel de gris.
• Detector de l´ıneas multiescala: Para el preprocesado sigue el mismo
me´todo expuesto en el anterior procedimiento. Para detectar las vasos
como l´ıneas usan diferentes longitudes, 3,5,...,15. Para cada longitud
y cada p´ıxel se calcula la media del nivel de gris con ventana 15x15
que se llamara´ Iavg(x,y). Despue´s para cada longitud se computa una
media ponderada de los valores de gris a largo de la l´ınea para 18
direcciones, 0, 10..., 170 grados, la mayor respuesta, Is, de todas las
direcciones se calcula para cada p´ıxel. La respuesta para cada escala
es calculada como Rs = Is - Iavg y se reescalada para tener media cero
y varianza unidad, Rˆs.
Para obtener la respuesta multiescala se computa una combinacio´n
lineal de las respuestas:
R “ 1
64
p
ÿ
ssRˆs ` Iq
Como paso final se usa el me´todo de Otsu para binarizar la imagen.
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• “Scale-space analysis”: Lo que se pretende es evaluar el gradiente y
el hessiano para cada p´ıxel y escala, para obtener una clasificacio´n
que combine todas las escalas. El gradiente y el hesseano se obtiene
convolucionando la imagen de entrada I(x,y) con las ma´scaras corres-
pondientes:
Ix “ Ipx, yq ˚ sGx
Iy “ Ipx, yq ˚ sGy
Ixx “ Ipx, yq ˚ s2Gxx
Ixy “ Ipx, yq ˚ s2Gxy
Iyy “ Ipx, yq ˚ s2Gyy
G es el kernel guassiano con desviacio´n tipica s y el subindice indica
derivada parcial.
Los bordes de los vasos vendra´n caracterizados por la respuesta del
gradiente y el centro vendra´ por el hessiano. Las escalas de s van
desde smin = 1,5 hasta smax = 10 incrementando de 0,5 en 0,5.
• Procesado morfolo´gico: Para el elemento estructurante se elige un ele-
mento circular por el hecho de que los vasos no tienen direccio´n prefe-
rente.
Como la operacio´n de top-hat es muy sensible al ruido se usa un ope-
rador modificado:
tophatpimgq “ img ´minpopenpclosepimg,Wcq,W q, imgq
El elemento Wc es el asociado a la operacio´n de cierre, el cual debe ser
ma´s estrecho y ma´s largo que el t´ıpico ruido que se desea eliminar. W
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es elegido como un disco variando su radio de 1 p´ıxel hasta 8 p´ıxeles;
esto da ocho resultados.
Para el resultado final, se obtiene la respuesta mayor de los ocho resul-
tados para cada p´ıxel, al final se normaliza la salida obteniendo valores
entre 0 y 1.
Cap´ıtulo 4
Disen˜o te´cnico
En este cap´ıtulo se exponen los diferentes procedimientos para obtener
la mejor solucio´n al problema. En la siguiente figura se expone un diagrama
de flujo del funcionamiento del sistema:
Figura 4.1: Flujograma del sistema
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4.1 Preprocesado
Para mejorar la imagen de entrada y poder trabajar con ella, es im-
portante realizar unos pasos previos que mejoren la calidad de la imagen y
facilitar la segmentacio´n posterior.
El preprocesado se divide en 2 partes, una transformacio´n de la imagen
es escala de gr´ıses para ser usada durante todo el proyecto y de un filtrado
para eliminar ruido. Este paso es muy importante ya que los resultados de
la segmentacio´n dependen un buen preprocesado.
4.1.1 Componentes de colores
Es importante elegir bien una componente de color para trabajar ya que
cada espacio de color tiene diferentes dependencias y au´n mas sus compo-
nentes o dimensiones.
En este proyecto se va a trabajar con 2 componentes:
• Componente L de CIELAB: Su uso [18] adapta el algoritmo a la per-
cipcio´n humana, porque la luminancia coincide con la respuesta per-
ceptual de la luz del sistema visual humano.
Figura 4.2: Imagen del proyecto en componente CL
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• Componente principal: Maximiza la varianza en funcio´n de las 3 com-
ponentes de RGB:
C “ wbR` wGG` wBB
Donde los factores w forman parte de un vector unitario Wˆ es obtenido
del autovector dominante(asociado al mayor autovalor) de la matr´ız
de covarianzas de las 3 componentes.
Los autovalores y autovectores se obtienen diagonalizando la matriz
de covarianzas de este modo:
Md “
»————–
d1 0 0
0 d2 0
0 0 d3
fiffiffiffiffifl “ P´1McovP
Donde los autovecores sera´n las columnas de P, y los autovalores sera´n
los valores de la diagonal principal de Md. Wˆ sera´ igual al autovector
asociado al ma´ximo autovalor.
Figura 4.3: Imagen del proyecto en componente CP
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Para las 2 ima´genes de las diferentes componentes se va a exponer su
varianza y comprobar que CP maximiza la varianza:
V arpCLq “ 738,9048
V arpCP q “ 2236,5
4.1.2 Filtros estad´ısticos de ordenamiento
Este tipo de filtros usan para´metros estad´ısticos como la mediana para
obtener la salida del filtro. El propo´sito de estos filtros es ir pasando una ven-
tana por las diferentes posiciones de la componente de la imagen de entrada;
para cada posicio´n se obtendra´ un subconjunto de valores pertenecientes a
la componente del mismo taman˜o que la ventana.
Antes de implementar este filtro hay que preguntarse como tratar los
bordes de la imagen:
• ”Zero Padding”: Se rellena con ceros los bordes de la imagen hasta que
la ventana puede centrarse en la primera posicio´n de la imagen(1,1). Si
los bordes son importantes este metodo no es conveniente, ya que en
los bordes estas an˜adiendo informacio´n independiente de la imagen.
• Envolver la imagen: Considerar los p´ıxeles contiguos como padding y
realizar la operacio´n. La siguiente figura muestra un pequen˜o ejemplo
si se tiene un ventana de 3x3:
Figura 4.4: Padding con informacio´n de los pixeles contiguos
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Antes de explicar los tipos de filtros de ordenamiento estad´ıticos se va a
ejemplificar el procedimiento para el p´ıxel central de una matriz. Teniendo
de entrada la siguiente matriz:
Y escogiendo una ventana de 3x3 y centrandola en el p´ıxel central obte-
nemos:
Se ordenan los valores:
»————–
2 7 10
11 12 25
32 46 50
fiffiffiffiffifl
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Tipos de filtros estad´ısticos de ordenamiento:
• Filtro de mediana: Este filtro establecer´ıa a la salida, el p´ıxel central
del subconjunto ordenado de valores al establecer la ventana sobre la
componente de entrada. Ejemplo
Se ordenan los valores: »————–
2 7 10
11 12 25
32 46 50
fiffiffiffiffifl
El el valor del nuevo p´ıxel sera´ el 12 ya que coincide con la mediana
de este conjunto de valores, valor que esta´ en el centro.
Este tipo de filtro se usa para eliminar ruido de tipo sal y pimienta,
preserva y define mejor los bordes. En las siguientes figuras se demues-
tra como se puede eliminar el ruido de sal y pimienta con este tipo de
filtros:
(a) (b)
Figura 4.5: (a) Imagen con ruido, (b) Resultado de aplicar filtro de mediana
• Filtro de mı´nimo: Escoger el valor mı´nimo para el conjunto de datos
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al pasar la ventana sobre la imagen. Tiende a oscurecer la imagen:»————–
2 7 10
11 12 25
32 46 50
fiffiffiffiffifl
• Filtro de ma´ximo: Escoger el valor ma´ximo para el conjunto de datos
al pasar la ventana sobre la imagen. Tiende a aclarar la imagen:»————–
2 7 10
11 12 25
32 46 50
fiffiffiffiffifl
En este proyecto se usara´ un filtro de mediana y como tratamiento de
los bordes se usa la opcio´n de envolver la imagen; para realzar los bordes
de los pelos y eliminar la inlfuencia impuesta por la iluminacio´n que puede
interferir en la respuesta de la segmentacio´n
Figura 4.6: Influencia de la iluminacio´n
Lo fundamental aqu´ı es escoger bien el taman˜o de la ventana, una ven-
tana pequen˜a puede que no suavice lo suficiente y grande suaviza tanto que
puede unir intersecciones de pelos.
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En el siguiente ejemplo se muestra el filtro con diferentes ventanas, con
una ventana de 3x3 au´n se puede apreciar la influencia de la iluminacio´n
luz, pero si se aumenta es casi inapreciable.
Subir el taman˜o de la ventana tambie´n tiene sus efectos negativos; se
pueden juntar las esquinas en la medida en que se va agrandando la ventana.
En el siguiente ejemplo se ilustra bien lo comentado:
(a) (b) (c)
Figura 4.7: (a) Ventana 3x3, (b) Ventana 4x4 y (c) Ventana 5x5
Viendo estos resultados lo ideal es escoger una ventana de 4x4 para
reducir el efecto de la iluminacio´n y no juntar demasiado los cruces, es la
opcio´n mas equilibrada.
Otra opcio´n pod´ıa ser usar un filtro gaussiano para difuminar el efecto
de la luz, pero eso difumina tanto los bordes que es muy dificil de recuperar
o no se recupera ni con un filtro de mediana, esta opcio´n queda descartada.
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(a) (b)
Figura 4.8: (a) Ruido por luz, (b) Filtrado gaussiano sigma 3
4.2 Segmentacio´n
En esta seccio´n se van a exponer los diferentes me´todos de segmentacio´n
usados en el proyecto.
4.2.1 Me´todo de Otsu
Habiendo explicado previamente el funcionamiento de Otsu, se va a apli-
car este me´todo en las ima´genes dermatosco´picas del proyecto:
Como se puede apreciar en la figura 4.9, en la parte de abajo de la imagen
el nivel de gris es mayor, mas claro, y en la parte superior es menor, mas
oscuro. El me´todo de Otsu no puede aplicar un umbral para hacer una buena
segmentacio´n. Una posible solucio´n es no aplicar este me´todo a nivel global
de la imagen y aplicar a un nivel local, fragmentar la imagen en bloques
cuadrados ma´s pequen˜os y con estos aplicar este me´todo.
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(a) (b)
Figura 4.9: (a) Imagen en escala grises, (b) Resultado de aplicar el me´todo
de Otsu
Lo importante es elegir un paso, nu´mero de p´ıxeles, para fragmentar la
imagen teniendo el cuenta el siguiente criterio: se debe escoger un paso lo
suficientemente pequen˜o como para el nivel de gris del vello Otsu lo pueda
asociar a una clase y lo suficientemente grande para que puedan caber 2
clases, pelo y no pelo. Para la aplicacio´n se escogio´ un paso de 100, frag-
mentando la imagen en pequen˜os bloques de 100x100 p´ıxeles.
Aplicando lo anterior estos son los resultados:
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(a) (b)
Figura 4.10: (a) Imagen en escala grises, (b) Otsu a nivel local
La fragmentacio´n no es perfecta y genera zonas sin influencia de vello y
se aprecia solo una clase ya que no hay influencia de un nivel de gris bajo,
obteniendo una respuesta no deseada la cual hay que saber descartar, para
mejorar la segmentacio´n. Como solucio´n se plantea usar el factor de calidad
o usar un umbral lo suficiemente alto para asegurar que en ese trozo no hay
influencia de pelo.
Se tratara´ el umbral de Otsu y su factor de calidad como matrices, ya
que al segmentar la imagen cada segmento sera´ un elemento de la matriz.
4.2.1.1 Factor de calidad
Como bien se definio´ anteriormente, el factor de calidad indica lo acer-
tado que puede ser la segmentacio´n y para ver su funcionalidad se aplico´ en
las ima´genes considerando sus teniendo en cuenta sus componentes(CL,CP).
La siguiente figura se muestra las matrices del factor de calidad:
Las celdas con un circulo son las celdas que representan en la imagen
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Figura 4.11: Factor de calidad CL
Figura 4.12: Factor de calidad CP
original, un bloque donde no hay influencia de pelo, las cuales se quiere
descartar del proceso.
Una forma, es coger el valor ma´ximo de los factores de calidad ,que se
sabe que no tienen influencia de pelo y eliminar los valores de las celdas que
este´n por debajo de este valor de umbral. Para ejemplificar este proceso se
va a marcar con un rectangulo las celdas que se ver´ıan afectadas, y por lo
tanto se descartar´ıan.
Se puede ver facilmente en las figuras 4.13 y 4.14, hay varias celdas con
recta´ngulo que se descartar´ıan si se aplica este proceso, como consecuencia
dar´ıa la perdida de informacio´n relevante para la segmentacio´n. Por todo
esto el factor de calidad se descarta como solucio´n al problema.
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Figura 4.13: Factor de calidad CL aplicando umbral
Figura 4.14: Factor de calidad CP aplicando umbral
4.2.1.2 Acotar los umbrales de gris
Primero se analizan los umbrales de gris obtenidos al aplicar el me´todo
de Otsu que se pueden ver en la siguiente figura:
Figura 4.15: Umbrales Otsu CL
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Figura 4.16: Umbrales Otsu CP
Se sigue la misma lo´gica que en el punto 4.2.1.1 Factor de calidad, las
celdas con un c´ırculo indican que en el segmento original no hay influencia
de pelo.
Se puede comprobar que los valores de los umbrales de gris en compo-
nente CP son mayores que CL, esto es por la caracter´ıstica ya comentada
de CP por maximizar la varianza.
Otra forma, es aplicar una cota superior sobre los umbrales de gris, por el
cual los umbrales de gris obtenidos mayores a esta cota quedan descartados.
La cota tiene que ser lo suficientemente alta como para no descartar zonas
con vello y lo suficientemente bajo para descartar zonas sin vello.
Analizando los niveles y comparando, se decidio´ usar para este me´todo
la componente CP al ser mas facil elegir una cota de descarte, esta cota
tiene un valor de 0,9 que si lo llevamos a nivel de gris es un nivel de 229.5
(practicamente blanco), obteniendo este resultado:
Como se ve en la figura 4.16, aun no esta´ completo el proceso ya que
quedan umbrales con un circulo que no se han descartado, pero este se puede
solucionar pasando un filtro de mediana para suavizar los umbrales.
4.2.1.3 Suavizado de umbral
La finalidad de este paso es reducir el valor de los umbrales que no se
han podido descartar en el proceso anterior. Lo mas pra´ctico es realizar un
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Figura 4.17: Umbrales Otsu en CP acotados
filtro estad´ıstico de ordenamiento de mediana.
En este proceso no interactuan los umbrales descartado anteriormente,
ya que pueden provocar desplazamientos del valor deseado an˜adiendo ceros
al principio, el proceso final se puede apreciar en la siguiente figura:
Figura 4.18: Resultado final de aplicar el me´todo de Otsu
4.2.2 Detector de borde de Canny
Respecto a lo umbrales que usa este me´todo, lo importante es escoger
un umbral alto para obtener los bordes principales, pero no muy alto ya que
se pierde informacio´n importante.
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Este umbral es diferente para cada imagen por ser relativo al gradiente,
cada imagen tiene sus cambios de color y hace que difiera el mo´dulo del
gradiente. La fundamental es buscar un porcentaje del mo´dulo del gradiente
muy similar al proceso usado en segmentacio´n por umbral mencionado en
3.2.1. Primera derivada.
Los valores o´ptimos de umbral alto suelen ser de un 5/10 % y para el bajo
entre un 15/25 %. En la siguiente figura se muestra un ejemplo de aplicar
Canny a una imagen del proyecto:
(a) (b)
Figura 4.19: (a) Imagen original en CL, (b) Resultado de aplicar Canny
En este momento la segmentacio´n no esta´ completa. Queda rellenar el
espacio entre los bordes de los pelos mediante operaciones morfolo´gicas. La
dilatacio´n no es una buena opcio´n para rellenar ya que, va a ensanchar los
pelos e incluso juntar varios que este´n muy pro´ximos y no se va a poder
tomar medidas reales. Con lo que primero se debe dilatar y luego erosionar
para eliminar el efecto del dilatado indeseado, operacio´n de cierre.
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Ahora el problema radica en el tipo de elemento estructurante a usar, el
pelo al final se puede ver como l´ıneas en diferentes direcciones; lo ma´s fa´cil y
adecuado es usar un elemento estructurante de tipo l´ınea, e ir rotando este
para conseguir el rellenado en todas las direcciones.
Como solucio´n se propone usar un elemento l´ınea de taman˜o 12 p´ıxeles,
un ancho medio de los pelos, e ir rotando de 15 en 15 grados hasta 180˝.
(a) (b)
Figura 4.20: (a) Aplicando Canny, (b) Aplicando operacio´n de cierre a la
salida de Canny
Lo malo de este proceso que si los pelos estan muy juntos se segmentan
como si fuera uno solo.
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4.2.3 Derivative of Gaussian (DoG)
En este apartado se hace uso de la explicacio´n del punto 2.2.1.1, para
segmentar el cabello usando filtros DoG.
La idea es extender la respuesta del centro del pelo para segmentar todo
el pelo, haciendo uso de la formula 2.1 de esta memoria:
Cipx, yq “
$&% Ripx´ d, yq ` |Ripx` d, yq| si Ripx´ d, yq ą 0 & Ripx` d, yq ă 00 otros casos
Si analizamos la formula vemos un factor d, que resta o suma en la
componente x. Este factor maximiza la funcio´n en el centro del pelo ya que
si se selecciona d como el ancho medio del pelo se obtendra´ en el respuesta
el ma´ximo valor posible.
Figura 4.21: Ejemplo de la utilidad del factor d
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Lo que se pretende es conseguir una respuesta que a partir del ma´ximo
no decrezca, como se muestra en la figura 4.21, si no que siga creciendo
hasta llegar al centro, para despue´s decrecer hasta el mı´nimo y as´ı poder
segmentar el cabello. La siguiente figura ilustra la respuesta de ecuacio´n 2.2:
Figura 4.22: Ejemplo de obtencio´n del centro del pelo (a) Ejemplo de filtrado
DoG, (b)Resultado de aplicar la obtencio´n del centro a la salida del filtrado
DoG
Este ejemplo esta´ hecho en solo una dimensio´n pero sirve para hacerse
una idea del funcionamiento. En ima´genes se tienen 2 dimensiones (x,y) y
por este hecho se debe buscar la direccio´n del pelo, filtrando con diferentes
direcciones de DoG.
En este proyecto la solucio´n escogida es usar 4 direcciones, vertical, ho-
rizontal y las diagonales y cada filtro DoG tiene una de estas direcciones.
Un ejemplo de filtros en estas cuatro direcciones esta´ ilustrado en figura 2.4
en el partado 2.2.1.1 Derivative of Gaussian(DoG).
La ma´xima respuesta del filtrado sera´ la adecuada a la orientacio´n, el
proceso es filtrar por las 4 direcciones, aplicar la formula 2.1 en funcio´n de
la orientaio´n y ver para cada p´ıxel la ma´xima respuesta.
Si nos basamos en las ima´genes del proyecto ,la respuesta no es tan pura
como en la figura 4.21, puede aparecer respuesta fuera del cabello provocada
por ruido en la imagen o por respuestas de otras orientaciones que generan
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ruido. Lo imporante es escoger un valor de σ y en funcio´n de este, estimar
un umbral por el cual se etiqueta cada p´ıxel como pelo o no. Se elegio´ un
valor de σ igual a 3.5 porque en un principio se vio´ que la respuesta era mas
o menos clara, con bajos cambios de valor, y luego despue´s se vio´ que es un
valor que en relacio´n al ancho,ver Anexo A, es un valor mas o menos medio
del ancho del cabello en las imagenes del proyecto.
Por u´ltimo, es necesario estimar un umbral por el cual se considera pelo
o no para binarizar la imagen. Este valor es importante en la calidad de
la segmentacio´n, debe ser un valor que deje pasar un nu´mero pequen˜o de
valores de p´ıxeles de no pelo, pero cercionando de que no se descartan valores
de p´ıxeles asociados a pelo.
Pero antes, se debe aplicar una cota al nivel de gr´ıs de cada p´ıxel, por
el cual descartamos ese p´ıxel si su nivel es mayor de 220. En la siguiente
figura se expone el resultado de aplicar este umbral en una de las ima´genes
del proyecto:
Figura 4.23: Ejemplo de una cota de nivel de gris para cada p´ıxel(a) Antes,
(b) Despue´s
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Como se puede ver en la figura 4.23, quedan menos p´ıxeles que se deben
descartar. Para escoger el valor de la cota de binarizacio´n se ha usado el
histograma de la respuesta actual:
Figura 4.24: Histograma del resultado de aplicar una cota al nivel de gris(a)
Resultado al que pertenece el histograma, (b) Histograma
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Se puede apreciar en el histograma un pequen˜o ma´ximo a la izquierda,
que resalta bastante, esos son los p´ıxeles que se quiere descartar. Este ma´xi-
mo se localiza sobre un valor aproximado de 3, se elegio´ un valor de 3.5
viendo los histogramas de las ima´genes de entranamiento del proyecto, ver
Anexo B.
Figura 4.25: Ejemplo de aplicar una cota en la respuesta del centro en seg-
mentacio´n DoG(a) Antes, (b)Despues
Se debe an˜adir, que en un principio se usaba un valor de d estimado
visualmente, no computacionalemente, para ralizar las pruebas evaluacio´n.
Ese valor se usaba para todos los p´ıxeles de la imagen. Con la estimaco´n del
ancho, apartado 4.4.2, se puede usar un valor de d para p´ıxel en funcio´n del
ancho del pelo a segmentar, mejorando la segmentacio´n.
4.2.4 Borrado de pequen˜os objetos
En la segmentacio´n es muy probable la aparicio´n de pequen˜os objetos
segmentados, que no son realmente pelo.
Una buena solucio´n es aplicar un criterio por el cual, los objetos seg-
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mentados con a´rea menor a un nu´mero de p´ıxeles no se consideran objetos
reales y han de ser borrados; un procedimiento a usar ser el explicado en el
punto 3.5 Apertura de a´rea.
Los valores siguentes son los para´metros introducidos en cada segmen-
tacio´n que se han visto que se adecuan bien a cada me´todo:
Me´todo λ
Otsu 200
Canny 500
DoG 150
Cuadro 4.1: Valores de λ en apartura de a´rea
Ejemplo:
Figura 4.26: Aplicando apertura de a´rea en DoG(a) Antes, (b)Despue´s
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4.3 Etiquetado
Es importante despue´s de la segmentacio´n hacer un etiquetado de los
objetos, para poder trabajar con ellos en vez de trabajar con todo la seg-
mentacio´n.
Lo que se quiere conseguir con el etiquetado es que cada objeto indepen-
diente, no este conectado a otro objeto, tenga una etiqueta identificativa.
El algortimo usado es el propuesto en [22] que etiqueta objetos en una
imagen binaria. El algortimo en un principio hace distinciones de objetos por
filas indistintamente de si este objeto continu´a en la fila anterior o superior.
Sigue estos pasos:
• Codificar los “run” de la imagen de entrada: Lo primero es definir los
llamados “run”, cada grupo de p´ıxeles en una misma fila es un “‘run”,
puede haber varios “run” en una misma fila al igual que ningu´n run
en la fila. Un “run” esta´ definido por la columna por la que empieza,
por la columna que acaba y por su etiqueta preliminar. Al empezar el
algoritmo la etiqueta preliminar de los “run” se establece como cero.
Por cada fila se establece el “run” por el que empieza la fila y el “run”
por el que acaba.
Teniendo esta imagen se va a establecer los valores de los “run” y la
distribucio´n en cada fila:
I “
»——————————–
1 1 0 1 1
1 1 0 0 1
1 1 1 0 1
0 0 0 0 0
0 1 1 1 1
fiffiffiffiffiffiffiffiffiffiffifl
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START COL END COL PR LABEL
1 1 2 0
2 4 5 0
3 1 2 0
4 5 5 0
5 1 3 0
6 5 5 0
7 2 5 0
Cuadro 4.2: Codificacio´n de los “run”
ROW START ROW END
1 1 2
2 3 4
3 5 6
4 0 0
5 7 7
Cuadro 4.3: Codificacio´n de las filas en funcion de los “run”
• Asignacio´n de las etiquetas preliminares y construcion de la clase equi-
valente; Antes se debe definir una estructura de etiquetas, puede que
un grupo de etiquetas preliminares englobe un conjunto de “run” colin-
dantes tenga una etiqueta, es como agrupar etiquetas en una etiqueta
diferente. Esta estructura se aplica porque los “run” pueden estar co-
nectados unos con otros, hay equivalencia. Dando lugar a un nuevo
concepto la clase equivalente.
La idea es ir recorriendo las filas en funcio´n de los “run”, e ir dando
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valor a la etiqueta preliminar en funcio´n de si tiene un “run” colindante
en la fila anterior, si es as´ı se le an˜adir´ıa su etiqueta preliminar o por
el contrario una nuevo valor de etiqueta preliminar.
• Reetiquetado en funcio´n de la clase equivalente: Se vuelve a recorrer las
filas de la ultima a la primera, para terminar de etiquetar los objetos
en funcio´n de la clase equivalente.
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4.4 Extraccio´n de caracter´ısticas
Ya habiendo obtenido la segmentacio´n ahora queda obtener las carac-
ter´ısticas de los pelos. En esta seccio´n se expone el disen˜o para el ca´lculo de
la orientacio´n, ancho y color.
4.4.1 Estimacio´n de la orientacio´n
Para el ca´lculo de la orientacio´n se basa en la segmentacio´n de Otsu y
DoG obteniendo la orientacio´n del centro del pelo por un lado y por otro
lado la orientacio´n de los bordes del pelo.
• Centro del pelo: Para la orientacio´n del centro del pelo se hace uso de
la segmentacio´n DoG, pero en vez de estar basada en el factor d como
ancho medio del pelo es un valor de 2 para obtener solo los cruces por
ceros y acotar al centro del pelo.
• Borde de los pelos: Se hace uso del DoG pero obteniendo los valores
de la respuesta al cuadrado para obtener el mismo valor en la posicio´n
del mı´nimo, valores altos en la localizacio´n en los bordes y los bajos en
el centro. Para no obtener ruido en la respuesta se filtra el resultado
con la segmentacio´n obtenida en los pasas anteriores.
Ahora solo queda superponer los 2 resultados para obtener la orientacio´n
total de los pelos; aparte en cada proceso al final se filtra con un filtro de
mediana para suavizar.
Este algoritmo sigue estos pasos para eliminar el ma´ximo ruido posible
ya que si se obtienen los bordes extendiendo el centro del pelo se an˜ade ruido
al igual que si se quiere obtener el centro mediante el ca´lculo de los bordes.
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Figura 4.27: Orientacio´n representado por colores. Rojo simboliza 0˝, verde
45˝, azul 90˝ y amarillo 135˝
4.4.2 Estimacio´n del ancho
Para la estimacio´n del ancho se han usado 2 procedimientos pero ambos
esta´n basados en filtros derivativos gaussianos:
4.4.2.1 Basado en filtros DoG normalizados
Este proceso se basa en la utilizacio´n de filtros DoG normalizados, para
detectar pelos con diferentes anchos; para ello se debe realizar una norma-
lizacio´n del filtro, hacerlo invariante, an˜adiendo un factor σ
DoGN “ σDoG
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El procedimiento se basa en obtener previamente una relacio´n de la σ del
filtro con el ancho del pelo. Lo importante es entender que con la σ adecuada
al ancho del pelo, el filtrado dara´ una respuesta ma´xima en comparacio´n con
las diferentes respuestas con diferentes σ.
Lo fundamental es buscar una relacio´n del ancho del pelo con σ, y para
ello se usaron imagenes sinte´ticas en las cuales se muestra un l´ınea vertical
con un ancho diferente. Se usaron un total de 27 ima´genes, donde la primera
imagen tiene un ancho de 3 p´ıxeles y la u´ltima un ancho de 30 p´ıxeles, ver
Anexo B.
Cada imagen se filtra con un rango de valores de σ, obteniendo tantas
ima´genes filtradas como valores y obtener la imagen de ma´ximos, cada valor
del p´ıxel corresponde al valor ma´ximo de todas las imagenes filtradas. Des-
pue´s, se obtiene cual es la imagen filtrada que cumple la existencia de ma´s
nu´mero de ma´ximos en la imagen de ma´ximos y dara´ la σ adecuada a este
ancho.
En el anexo A se expone la relacio´n de la σ con el ancho medido en
p´ıxeles. Para la estimacio´n del ancho, se usara´n todos los valores expuestos
y con cada valor se filtrara´ con cuatro orientaciones diferentes 0˝, 45˝, 90˝
y 135˝.
La idea es ir recorriendo todos los valores de σ, en cada valor se realiza
tantos filtrados como orientaciones diferentes con lo que se obtiene la imagen
de ma´ximos, para esa sigma en funcio´n de la orientacio´n y asi para todas
las σ, guardando todas las ima´genes de maximos en una variable. Ahora
se tienen tantas ima´genes de ma´ximos como σ. La finalidad es conseguir
la imagen de ma´ximos que obtenga en cada p´ıxel el ma´ximo de todas las
ima´genes de ma´ximos calculado previamente, es saber en cada p´ıxel cual es
el ma´ximo de todas las σ.
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Por ultimo se ve cuentos ma´ximos corresponden a cada σ, obteniendo
la relacio´n inmediata en p´ıxeles de anchura. Para mostrar el resultado final
se almacena en variables el numero de ma´ximos, para poder mostrar un
histograma en funcio´n del ancho en p´ıxeles, dando un histograma global.
La siguiente figura es un ejemplo del ca´lculo de anchos para este me´todo:
Figura 4.28: (a) Imagen original, (b) Estimacio´n del ancho basado en DoG
normalizados
4.4.2.2 Basado en la respuesta del filtro DoG
La idea fundamental aqu´ı, es disen˜ar una ma´quina de estados que haga
seguimiento de la respuesta del filtro DoG, mencionado previamente en el
punto 3.2.1.1 DoG. Esta respuesta esta´ definida con un ma´ximo al principio
del pelo y un mı´nimo al final o viceversa, en funcio´n de la orientacio´n,
teniendo una distancia d de los ma´ximos/mı´nimos al centro del pelo.
Los estados definidos son:
• Estado 0: Se entra en la respuesta derivativa guassiana.
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• Estado 1: Se crece hasta llegar al ma´ximo
• Estado 2: Se decrece en valores positivos, se guarda el punto al entrar
en el estado, ya que es donde empieza el pelo.
• Estado 3: Se decrece en valores negativos hasta llegar al mı´nimo.
• Estado 4: Se crece hasta un valor proximo a cero.
• Estado 5: Se deja de crecer, se guardan los valores de ma´ximo y mı´ni-
mo.
Figura 4.29: Representacio´n de la ma´quina de estados
Si se cumplen todos los estados, indica la presencia de un pelo y para
calcular su ancho no es ma´s que hacer una resta entre punto mı´nimo y
ma´ximo. Lo importante es disen˜ar la ma´quina para poder trabajar con 4
direcciones, 0˝, 45˝, 90˝ y 135˝. y poder estimar un valor real del ancho del
pelo en funcio´n de la orientacio´n.
Lo importante es seleccionar una σ del filtro, que permita tener una
respuesta continua para poder seguir bien los estados, se elegio´ una σ igual
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a 3 que si se ve su relacio´n con el ancho, Anexo A, suele ser un valor cercano
al ancho medio de los pelos en las ima´genes.
(a)
(b)
Figura 4.30: (a) Imagen original, (b) Estimacio´n del ancho basado en la
respuesta del filtro DoG y ma´quina de estados
4.4.3 Estimacio´n del color
En este apartado el propo´sito principal, es conseguir los colores predo-
minates en los pelos obtenidos mediante la segmentacio´n, y tener una idea
de la evolucio´n del color del cabello durante el tratamiento.
Primero se exponen los espacios de colores y sus caracter´ısticas:
4.4.3.1 Espacios de color
Los espacios de color[8] son modelos para representar el color, muchos
de ellos esta´n formulados en funcio´n de la respuesta del ojo humano, XYZ, y
otros para un ra´pido proceso maquina, RGB. Hay que minimizar el nu´mero
de dimensiones y maximizar el nu´mero de colores, la mayor´ıa de los espacios
CAPI´TULO 4. DISEN˜O TE´CNICO 74
de colores tienen 3, dimensiones, son suficientes para describir un conjuto
amplio de colores(gamut).
• RGB: El espacio de color de RGB esta´ definido por tres colores, ro-
jo(R), verde(G) y azul(B). Los colores se representan por la mezcla
aditiva de e´stos y forma un cubo donde cada eje pertenece a un color:
Figura 4.31: Cubo RGB
Lo ma´s habitual es utilizar un byte,uint8, para representar cada di-
mensio´n, permitiendo un total de 16777216 colores. Este espacio de
color es usado por defecto por matlab para representar el color.
• HSV: En este espacio de color tenemos 3 dimensiones [9]
– Hue: Es lo indentifica a cada calor, el matiz, se representa como
un c´ırculo los colores primarios estan cada 120˝, al recorrer este
c´ırculo se iran recorriendo todos los colores.
– Saturation: Representa la saturacio´n del color, es una medida de
la viveza del color se mide en un rango de 0 % a 100 %. En medida
en que nos vamos acercando a 0 el color se va perdiendo hasta
llegar al blanco o gris.
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– Brillo: Comprende un rango entre 0 % y 100 %, donde el 0 % es
el negro y el 100 % es el blanco.
Si nos fijamos en la siguiente imagen, podemos ver co´mo el color va
cambiando en medida que va aumentando el a´ngulo, la saturacio´n es
el radio y el brillo es la altura.
Figura 4.32: HSV
• CIELAB: Es un espacio derivado de CIE XYZ[10], que fue creado
por el Comisio´n internacional de la uliminacio´n (CIE) y se basa en la
respuesta del sistema visual humano. Componentes:
– La componente L determina la luminosidad del color, si L es 0
significa un color negro y 100 color blanco.
– Para valores positivos de la componente a indican un color rojo
y para negativos un color verde.
– De la componente b se obtienen para valores positivos el color
amarillo y en valores negativos el azul.
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Figura 4.33: Representacio´n CIELAB
4.4.4 Descripcio´n del color
Ya habiendo visto los diferentes espacio de colores, en este proyecto se
va a hacer uso del espacio de colores HSV ya que es ma´s fa´cil manejar los
colores gracias a la componente de HUE. Para ello se hace un histograma
en funcio´n del HUE para ordenar los colores, y dar informacio´n visual de los
colores predominantes en la imagen.
Cada barra del histograma representa un rango de valores de HUE, y el
color que representa cada barra sera´ el color medio del rango. Es preferible
un nu´mero considerable de barras, para que al representar el color medio sea
lo mas preciso posible. Cada barra esta´ definida por el color medio(HUE,
saturacio´n y brillo) y nu´mero de p´ıxeles que tienen ese color.
Aparte tambie´n se dan valores medios de saturacio´n y su desviacio´n
t´ıpica.
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Figura 4.34: Histograma en funcio´n de HUE
Cap´ıtulo 5
Evaluacio´n
En este cap´ıtulo se van a evaluar las diferentes alternativas de disen˜o que
han sido propuestas en el cap´ıtulo anterior.
Se presentara´n las ventajas y desventajas de cada algoritmo y se deter-
minara´ cual es el mejor algor´ıtmo en base a las medidas de evaluacio´n.
5.1 Ma´scaras de referencia
Para evaluar la calidad de la segmentacio´n de los diferentes me´todos, se
hace uso de ma´scara de referencia o en ingles “Ground truth”, la cual este
hecha en funcio´n de la imagenes del proyecto con un programa de segmen-
tacio´n manual, “segmentation tool”.
El propo´sito es conseguir ma´scaras binarias que indiquen la presencia
de pelo, etiquetando con un uno y los dema´s con un cero. No debe haber
p´ıxeles que en imagen real son pelos y estos p´ıxeles estan etiquetados como
ceros en la mascara de referencia.
5.2 Medidas de evaluacio´n
Hay que evaluar los metodos de segmentacio´n y los metodos de estima-
cio´n del ancho, para ello se utilizan 2 medidas:
• “Hammoude Distance (HD)”: Es una medida [18] de estimacio´n de
la calidad de la segmentacio´n que usa la ma´scara de referencia y la
ma´scara de la segmentacio´n para obtener un resultado. Se define como:
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HD “ numpGT
Ť
SMq ´ numpGT X SMq
numpGT ŤSMq
Siendo GT las ma´scara de referencia, SM la ma´scara de segmentacio´n,Ť
union,
Ş
interseccio´n y num es el nu´mero de p´ıxeles.
El resultante de la unio´n de dos matrices, da un valor de uno en la
posicio´n donde haya un uno en cualquiera de las dos matrices, por otro
lado la interseccio´n da como resultado un un si en las dos matrices
coinciden con el valor de uno, en caso contrario es cero.
Si se analiza la formula y la segmentacio´n es perfecta este valor de
evaluacio´n dar´ıa un cero, ya que la unio´n es igual que la interseccio´n.
La segmentacio´n es mejor en medida en que HD se acerque a cero.
Figura 5.1: Representacio´n HD
• Precisio´n del ancho: Esta para´metro medido en porcentaje( %) evalua
la presicio´n de la estimacio´n del ancho. La precisio´n se evalua de esta
forma, si se sabe que un objeto tiene ancho 8 y se ha estimado un
ancho 7.9 su precisio´n es 7.9/8 = 98,75 %.
5.3 Resultados
Aqui se muestran los resultados de evaluar los me´todos de segmentacio´n,
con las 2 componentes usadas durante el proyecto. El me´todo de Otsu no
aplica en CL porque se descarto´ en la segmentacio´n. DullRazor funciona a
parte del proyecto y se ha evaluado para tener una referencia.
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Lo que se muestra en el siguiente cuadro, son los valores medios de
aplicar la medida de evaluacio´n “Hammoude Distance” en las ima´genes del
proyecto, marcando el valor en verde para la mejor evaluacio´n y en rojo para
la peor evaluacio´n:
Me´todo HD(CP) HD(CL)
Otsu 0.348 NA
Canny 0.482 0.515
DoG 0.43 0.445
DullRazor 0.502 0.502
Cuadro 5.1: Evaluacio´n de la segmentacio´n
Como se muestra en verde, Otsu con la componente principal da mejores
resultados que las dema´s y es la que se eligio´ para usar durante parte del
proyecto
Para la evaluacio´n de la estimacio´n del ancho se ha usado una imagen
sinte´tica, ver Anexo D, con diferentes l´ıneas y diferentes anchos. Para evaluar
la estimacio´n se tiene en cuenta la precisio´n del ancho y la HD.
Se debe incluir que los me´todos de estimacio´n del ancho estiman el ancho
del vello en cada p´ıxel, dando como resultado una matriz de anchos. Otra
buena forma de medir la calidad es evaluando la matriz binaria obtenida de
la matriz de anchos; un valor diferente a 0 en la matriz de anchos da como
resultado un valor de 1 en la matriz binaria en ese p´ıxel, en caso contrario
un 0. La calidad de la estimacio´n se mide en funcio´n de los p´ıxeles reales de
pelo que ha estimado, HD, y de la precisio´n del valor del ancho.
El siguiente cuadro, muestra la evaluacio´n de los estimadores de ancho
aplicando la imagen sinte´tica:
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Me´todo HD Precision
DoG normalizados 0.079 94,95 %
Respuesta DoG 0.085 90,94 %
Cuadro 5.2: Evaluacio´n de la estimacio´n del ancho
Si se compara la medida HD de los estimadores de anchos, con los me´to-
dos de segmentacio´n el valor es bastante menor en los estimadores de anchos.
Esto se debe a que la imagen usada es en terminos de segmentacio´n mas fa-
cil de segmentar, son l´ıneas negras sin ruido. Si se aplicara´ los metodos de
segmentacio´n sobre esta imagen sinte´tica se obtendr´ıa un valor au´n ma´s
bajo.
Se puede ver que el uso de filtros DoG normalizados da mejores resultados
y es la solucio´n elegida para la implementacio´n del co´digo final.
Cap´ıtulo 6
Planificacio´n y presupuesto del proyecto
En este cap´ıtulo se describe el coste y tiempo del proyecto as´ı como su
planificacio´n.
6.1 Planificacio´n
El proyecto se ha dividido en estas fases:
• Fase 1: Planteamiento del problema: Inicio del proyecto,toma de con-
tacto, estudio de problema, alternativas y asimilacio´n de conceptos.
• Fase 2: Disen˜o del sistema: Habiendo estudiado las alternativas y las
caracter´ısticas de cada una, se procede a codificar el disen˜o te´cnico de
segmentacio´n y extraccio´n de caracter´ısticas del pelo.
• Fase 3:Pruebas: Evaluar la calidad del disen˜o te´cnico para escoger la
mejor alternativa.
• Fase 4: Documentacio´n: Fase para la elaboracio´n de la memoria.
La siguiente figura representa un diagrama Gantt [21] en el que esta´n
definidas las fases del proyecto y el tiempo para cada fase. Da una idea de la
dificultad de las fases del proyecto, e incluso puede verse co´mo hay fases que
se solapan para poder optimizar el tiempo hasta la finalizacio´n del proyecto.
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Figura 6.1
Figura 6.2
Figura 6.3: (a) Parte 1 del Gantt, (b) Parte 2 del Gantt
6.2 Presupuesto
Eel presupuesto se puede divir en costes. Materiales y personales.
• Materiales:
– Espacio de trabajo: El espacio de trabajo ha sido un pequen˜o
local con precio mensual de este estimado en 400e al mes inclui-
dos gastos de luz, calefaccio´n e internet; si el proyecto tuvo una
duracio´n de 10 meses hace un coste total de 4.000e.
– Ordenador personal: El ordenador personal usado es un Asus con
sistema operativo linux, con un precio de 600e y suponiendo una
vida u´til de un portatil de seis an˜os, obtenemos un coste de 100e
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al proyecto.
– Software: Para la realizacio´n del proyecto se uso el software Matlab
R2012 A para ubuntu, versio´n de estudiante con un coste de 315e.
Tipo Coste
Espacio de trabajo 4.000e
Ordenador personal 100e
Software 315e
Total 4415e
Cuadro 6.1: Costes materiales
• Personales: Se ha estimado las horas de dedicacio´n del alumno y del tu-
tor. Asumiendo veintido´s d´ıas ha´biles por mes y 4 horas de dedicacio´n
al d´ıa obtenemos:
Persona Horas Honorarios Total
Ingeniero 880 30e/hora 26.400e
Director de proyectos 100 60e/hora 6.000e
Total 32.400e
Cuadro 6.2: Costes personales
• Total: Teniendo en cuenta todos los costes:
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Descripcio´n Coste
Costes materiales 4415e
Costes personal 32.400e
Subtotal 36.865 e
IVA(21 %) 7751,65 e
Total 44.556,65e
Cuadro 6.3: Coste total
Chapter 7
Conclusion and futures lines
7.1 Conclusions
Many diferents alternatives have been described during the reports, ex-
plaining all proterties of each one and choosing the best.
The problem have been studied with a detailed analysis, but the images
shortage in the project has not been done test images, only train images.
But still the results are realiable and no future problems are expected in
different images.
In regards to implement this viability study to a comercial product, we
should increase the images in database. The most important is to analizes
images in a different moment of the treatment and verifies system functio-
nality, knowing a priori the patient’s condition has improved or deteriorated
and analyzes the images to test the system’s results are equal.
7.2 Futures lines
We can consider:
1. Perfection system: Increasing the number of train images and getting
test images.
2. Label enhancement: Labelled does not distinguish the orientation of
hair. It is important distinguish the intersection hair and does not
label the diferent hair like one, label as a function of orientation to
distinguish the different hair.
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3. Segmentation of light hair: The project has based on segmentation of
dark hair and we can not test the system with light hair.
4. Interpolation: An other line is to carry out an interpolation of segmen-
ted hair.
5. Creating a graphical interface in order to control the parameter of the
system.
6. Develop a comercial software for the diagnotic of alopecia: patient’s
authorizations, more pictures in database to make the system stronger,
fundraising and customers search.
Anexos
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Anexo A
Relacio´n σ con ancho
σ Anchos(px)
1 3
1.25 4
1.5 5
2 6
2.25 7
2.5 8
3 9
3.25 11
3.5 12
3.75 13
4.25 14
4.5 15
4.75 16
5 17
5.25 18
5.75 19
6 20
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6.25 21
6.5 22
7 22
7.25 23
7.5 24
8 25
8.25 26
8.5 27
8.75 28
9 29
9.25 30
Anexo B
Ima´genes usadas en el proyecto
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Anexo C
Ima´genes usadas para la relacio´n de σ con el ancho
en px
Las ima´genes siguientes aunque no se aprecia por haber un fondo blanco
son ima´genes de taman˜o 300x300 con una l´ınea en vertical en negro, simu-
lando un pelo. La primera imagen tiene una l´ınea vertical de ancho 3 p´ıxeles
y en medida en que se van avanzando las ima´genes se va aumentado un p´ıxel
el ancho de cada l´ınea hasta llegar a la u´ltima imagen con un ancho de 30
p´ıxeles.
Figura C.1: L´ınea con ancho 3 px
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Figura C.2: L´ınea con ancho 4 px
Figura C.3: L´ınea con ancho 5 px
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Figura C.4: L´ınea con ancho 6 px
Figura C.5: L´ınea con ancho 7 px
ANEXO C. IMA´GENES USADAS PARA LA RELACIO´N DE σ CON EL ANCHO EN PX99
Figura C.6: L´ınea con ancho 8 px
Figura C.7: L´ınea con ancho 9 px
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Figura C.8: L´ınea con ancho 10 px
Figura C.9: L´ınea con ancho 11 px
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Figura C.10: L´ınea con ancho 12 px
Figura C.11: L´ınea con ancho 13 px
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Figura C.12: L´ınea con ancho 14 px
Figura C.13: L´ınea con ancho 15 px
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Figura C.14: L´ınea con ancho 16 px
Figura C.15: L´ınea con ancho 17 px
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Figura C.16: L´ınea con ancho 18 px
Figura C.17: L´ınea con ancho 19 px
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Figura C.18: L´ınea con ancho 20 px
Figura C.19: L´ınea con ancho 21 px
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Figura C.20: L´ınea con ancho 22 px
Figura C.21: L´ınea con ancho 23 px
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Figura C.22: L´ınea con ancho 24 px
Figura C.23: L´ınea con ancho 25 px
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Figura C.24: L´ınea con ancho 26 px
Figura C.25: L´ınea con ancho 27 px
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Figura C.26: L´ınea con ancho 28 px
Figura C.27: L´ınea con ancho 29 px
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Figura C.28: L´ınea con ancho 30 px
Anexo D
Imagen sinte´tica para la evaluacio´n de la
estimacio´n del ancho
La figura de abajo muestra la imagen sinte´tica construida para la evalua-
cio´n de la estimacio´n del ancho. En ella se se muestra l´ıneas con diferentes
anchos y direcciones:
Figura D.1: L´ıneas con diferentes anchos y direcciones
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