The satellite-derived HOAPS (Hamburg Ocean Atmosphere Parameters and Fluxes from Satellite Data) precipitation estimates have been validated against in-situ precipitation measurements from optical disdrometers, available from OceanRAIN (Ocean Rainfall And Ice-phase precipitation measurement Network) over the open-ocean by applying a statistical analysis for binary estimates. In addition to using directly collocated pairs of data, collocated data were merged within a certain temporal and spatial threshold into single events, according to the observation times. Although binary statistics do not show perfect agreement, simulations of areal estimates from the observations themselves indicate a reasonable performance of HOAPS to detect rain. However, there are deficits at low and mid-latitudes. Weaknesses also occur when analyzing the mean precipitation rates; HOAPS underperforms in the area of the intertropical convergence zone, where OceanRAIN observations show the highest mean precipitation rates. Histograms indicate that this is due to an underestimation of the frequency of moderate to high precipitation rates by HOAPS, which cannot be explained by areal averaging.
Introduction
Detailed knowledge of precipitation over the ocean is essential for understanding the global water cycle since it contributes to more than 75% of the global annual precipitation [1] . The sparsity of in-situ measurements of precipitation over the sea [2] results in remote sensing based data, such as the Hamburg Ocean Atmosphere Parameters and Fluxes from Satellite Data HOAPS [3] , GPM (Global Precipitation Measurement [4] ), and TRMM (Tropical Rainfall Measuring Mission [5] ), or reanalysis data (e.g., ERA-Interim [6] ), gaining growing attention,. While the HOAPS precipitation algorithm is based exclusively on SSM/I (Special Sensor Microwave Imager) and SSMIS (Special Sensor Microwave Imager/Sounder) passive microwave radiometers measurements, TRMM precipitation algorithms rely on measurements with an improved microwave radiometer, the TRMM Microwave Imager (TMI), and on measurements with a precipitation radar (PR) at 13.8 GHz. GPM precipitation is also derived from microwave radiometer measurements (the multichannel GPM microwave imager) and from measurements with a dual-frequency precipitation radar (DPR) at 35.5 GHz and 13.6 GHz. The resolution of both TRMM and GPM is 5 × 5 km 2 , which is considerably improved compared to HOAPS' mean native pixel resolution of about 50 km. Precipitation products are publicly available [7] [8] [9] , enabling validation studies on a global scale (e.g., Reference [10] ). However, as References [6] , [11] , or [12] pointed out HOAPS, GPCP (Global Precipitation Climatology Project, e.g., Reference [13] ) satellite retrievals and ERA-Interim reanalysis fields tend to show systematic deviations among themselves. Due to a lack of available precipitation in-situ data over sea [14] , only a few validation studies of satellite-derived precipitation data against measurements over the ocean exist. For example, Reference [15] validated the TRMM Multisatellite Precipitation Analysis (TMPA, [5, 16] ) against buoys, showing an overestimation of TMPA over most of the buoy locations combined with an underestimation of high and light precipitation events. This underlines the need to perform more in-situ precipitation measurements over sea. Besides the efforts putting radars on research vessels (e.g., reference [17] ), within the project OceanRAIN (Ocean Rainfall and Ice-phase precipitation measurement Network, [18, 19] ) a number of research vessels has successively been equipped with optical disdrometers [20] , starting in 2010. Meanwhile, the amount of available data in OceanRAIN release 1.0 [21] allow for validating satellite-derived precipitation products, such as the HOAPS precipitation data. In this study, we will validate the HOAPS precipitation data [3] at their native pixel-level resolution of approximately 50 km in diameter against disdrometer measurements at 1 min resolution. The main problem is the comparison of areal averages with point or along track measurements (e.g., Reference [22] ). To overcome this problem, we use binary statistics similar to the procedure of the German Weather Service validating their local model output against rain gauge measurements [23] .
Data

HOAPS
The satellite-derived HOAPS climatology is, among other parameters, a compilation of precipitation and evaporation data to retrieve the net freshwater flux from one consistently derived global satellite data set over the ice-free oceans [24, 25] . All variables are derived from SSM/I (Special Sensor Microwave Imager) and SSMIS (Special Sensor Microwave Imager/Sounder) passive microwave radiometers measurements, except for the SST (sea surface temperature), which is taken from AVHRR (Advanced very-high-resolution radiometer) measurements. Since the SSM/I records end in 2008, data used in this study are exclusively based on SSMIS. The HOAPS-precipitation retrieval is based on a neural network utilizing a training data set based on a one-dimensional variational retrieval that has been operated at ECMWF (European Centre for Medium-Range Weather Forecasts) between 2005 and 2009 [26, 27] . Here we used the recently released HOAPS-4.0 precipitation product [3] at its native pixel-level resolution of approximately 50 km in diameter. It should be noted that the precipitation retrieval algorithm remains unchanged compared to the HOAPS-3.2 release. Since the sensitivity of the microwave imager hampers the detection of light rain below 0.3 mm·h −1 , a lower threshold of 0.3 mm·h −1 was introduced, below which precipitation signals are set to zero [24] . Due to the strong influence of increasing emissivity of near land or ice-covered areas, HOAPS is also devoid of data within 50 km off any coastline or sea ice. HOAPS-4.0 comprises the period from 1987 until 2014. All HOAPS products have global coverage, i.e., within ±180 • longitude and ±80 • latitude. The products are also available as monthly averages and 6-hourly composites on a regular latitude/longitude grid with a spatial resolution of 0.5 • × 0.5 • degrees [7] (not used in our study).
OceanRAIN
OceanRAIN is a data set comprising in-situ shipboard precipitation, evaporation, freshwater flux, and meteorological data over the global oceans [18, 19] . Precipitation data were gained by optical disdrometers of type ODM-470 [20] mounted on research vessels. Data are available for the period 2010 until 2017 as 1-min resolution along-track time series data. In the present study we use the OceanRAIN-W data set [19] of R/V Polarstern (2010-2014), R/V Meteor (2013-2014), and R/V Maria S. Merian (2012-2013) over the Atlantic Ocean; measurement periods are given in the brackets. Only measurements flagged as rain in the OceanRAIN-W data [21] at air temperatures above 4 • C [28] were used for validation.
The disdrometer data were cross-checked against ship rain gauge [29] measurements, which are part of the OceanRAIN-W data set (R/V Polarstern, R/V Meteor) or available from the Bundesamt für Seeschifffahrt und Hydrographie ( [30] , data from R/V Maria S. Merian is only available until 2013). Some discrepancies occur for measurements onboard the R/V Maria S. Merian from the 5 May 2013 onwards. Data from this period were excluded for the present study.
Methods
Collocation
According to an earlier study [31] , the nearest neighbor approach was chosen for collocation with an allowed time difference of 45 min and a maximum distance of 55 km between the ship and the satellite's footprint. The maximum distance is derived from a study of Clemens and Bumke [32] , who estimated the temporal scales of the precipitation measurements. Given that the ships move at about 15 km·h −1 average speed and based on 8-min measurements they calculated decorrelation lengths, defined as the distance at which the correlation decreases to the value of 1/e. They found decorrelation lengths of 46 to 68 km for stratiform and frontal precipitation and about 18 to 46 km for convective precipitation. Here we use a maximum distance of 30 km, which is approximately the mean value for convective precipitation. Adding the mean HOAPS pixel radius of 25 km we end up with a maximum distance of 55 km between the ships position and the satellite's footprint. Allowed time differences were taken from a study of Klepp et al. [33] , who investigated the influence of varying time windows in terms of dichotomous verification and for quantitative comparisons. For test purposes, allowed time differences and distances for collocation were reduced to 15 min and 25 km. This results in single collocated data pairs, consisting of one HOAPS pixel and one collocated OceanRAIN measurement. Further, all ship measurements within half an hour and the affiliated collocated HOAPS data were merged to single events lasting up to 2 h due to the allowed time differences used for collocation. Their spatial extension varies accordingly to the satellite's footprints and the ships' positions and speeds. Figure 1 depicts the positions of these events.
Statistical Analysis
The statistical analysis follows the recommendations given by the WMO (World Meteorological Organization) for binary or dichotomous estimates [34] . The method was applied to single collocated data pairs as well as on the events derived from the single collocated data pairs.
In total 12,791 events were available, comprising 2620 rain events, either measured by an optical disdrometer or retrieved from satellite estimates. These events were merged from 6,828,198 single pairs of collocated data. An average event includes about 30 measurements. Thus, each measurement is collocated approximately with 30 satellite pixels on average.
Each event was checked as a function of a lower threshold, applied to measured precipitation rates, to find whether the in-situ measurements and/or satellite data indicate precipitation. Measured precipitation rates below that threshold were set to zero. If one or more measured precipitation rates of an event exceeded that threshold, the event was flagged as "observed precipitation: yes"; if one of the satellite footprints of an event indicates precipitation, independent of its precipitation rate, the event was flagged as "HOAPS: yes". Note that the minimum rain rate of HOAPS is 0.3 mm·h −1 . Following the recommendations stipulated by the WMO for binary or dichotomous estimates [35] , 2 × 2 contingency tables are computed. They contain the hits (both HOAPS and measurements indicate precipitation), the correct negatives (both HOAPS and measurements indicate no precipitation), the misses (observation indicates precipitation in contrast to HOAPS), and the false alarms (HOAPS gives precipitation in contrast to measurements).
This allows us to derive the bias frequency, the probability of detection (POD), the false alarm ratio (FAR) and the EQuitable Threat score (EQT). The bias frequency answers the following question: how does the HOAPS frequency of "yes" events compare to the observed frequency of "yes" events? A bias frequency of 1 means that both data sets include the same number of precipitation events; a larger bias frequency indicates that there are more precipitation events in the HOAPS data. The POD gives the proportion of measured precipitation events, which can also be found in the HOAPS data, with 1 indicating perfect agreement and 0 no agreement, while the FAR gives the fraction of the observed no-events which were incorrectly forecasted as "yes", with 0 indicating perfect agreement and 1 no agreement. The EQT measures the fraction of observed and/or forecasted events that were correctly predicted, adjusted for hits associated with random chance, no skill is indicated by −1/3; a perfect score equals 1.
Simulated Precipitation Fields
Comparing point/along-track observations with areal HOAPS estimates and the lower threshold of the HOAPS data are expected to hamper the statistics. Thus, to gain an idea of reasonable numbers for the statistical analysis of collocated along-track measurements with areal/temporal averaged estimates, simulations of in-situ observation data sets and corresponding areal averages were estimated from 1 min time series of precipitation measurements performed on the ships. To derive simulated areal averages from a time series, the scheme given in Table 1 was used based on the Following the recommendations stipulated by the WMO for binary or dichotomous estimates [34] , 2 × 2 contingency tables are computed. They contain the hits (both HOAPS and measurements indicate precipitation), the correct negatives (both HOAPS and measurements indicate no precipitation), the misses (observation indicates precipitation in contrast to HOAPS), and the false alarms (HOAPS gives precipitation in contrast to measurements).
Comparing point/along-track observations with areal HOAPS estimates and the lower threshold of the HOAPS data are expected to hamper the statistics. Thus, to gain an idea of reasonable numbers for the statistical analysis of collocated along-track measurements with areal/temporal averaged estimates, simulations of in-situ observation data sets and corresponding areal averages were estimated from 1 min time series of precipitation measurements performed on the ships. To derive simulated areal averages from a time series, the scheme given in Table 1 was used based on the assumption that Taylor's principle of frozen turbulence can be applied to precipitation fields in a similar manner. Assuming an average relative wind speed of 10 m·s −1 , an ageostrophic ratio of geostrophic to surface wind speed of 0.7 [35] , a 1 min interval is equivalent to a displacement of precipitating clouds by approximately 800 m. Areal averages R field of rain R were computed according to
where n indicates the nth element of the time series, w(n) is a weighting function according to the number of same elements of the time series R timeseries (n) at a certain time n used for averaging, normalized by the total number of values used for averaging. With respect to the resolution of a HOAPS pixel we used a 63 × 63 field for averaging. Simulated point measurements were taken from those elements of the time series, which are within the temporal threshold used for collocation. Figure 1 shows the locations of estimated hits, false alarms, misses, and correct negatives of the 2 × 2 contingency tables for each collocated event. As expected, because precipitation is a rare event, the correct negatives dominate. However, the pattern shows a concentration of false alarms especially in the vicinity of the intertropical convergence zone. This suggests that the performance of HOAPS to estimate precipitation depends on the latitude. Table 2 shows the results for six latitude belts. The coarse resolution of latitude belts is due to the limited number of collocated events. Table 2 gives the results for each ship and summarized for all ships, the latter is also seen for clarity in Figure 2 Figure 3 (top) shows how a minimum threshold applied to observations, which defines a rain/zero rain observation, influences the binary statistics. The bias frequency increases strongly with increasing threshold, which is in accordance with a moderate increase in POD, a strong increase in the FAR, and a decrease in EQT. As seen in Table 2 , differences between the ships are obvious, but these were mainly caused by the fact that R/V Meteor as well as R/V Maria S. Merian measured precipitation more often in the tropics than R/V Polarstern. Table 3 provides the results for collocated events and single pairs of collocated data, the latter for two different windows in time and space used for collocation. In general, the agreement between both approaches is good. As expected, the POD increased for the events and for stricter limits of allowed temporal/spatial differences used for collocation. Unfortunately, the FARs also increased, but the increase was smaller than for the POD. The EQTs showed the highest values for stricter differences in space and time for collocation, but differences remain small. Therefore, taking into account that a reduction of allowed distances by a factor of approximately 0.5 reduces the number of collocated pairs by about 92%, the maximal differences for collocation are kept at 45 min and 55 km in the following. Table 3 . POD, bias score, FAR, and EQT based on data of all ships. Statistics are given for collocated data merged to events as well as all collocated pairs of data, the latter for two different maximum distances between observation and satellite's footprint and maximum differences in time between observation and satellite used for collocation. Figure 3 (top) shows how a minimum threshold applied to observations, which defines a rain/zero rain observation, influences the binary statistics. The bias frequency increases strongly with increasing threshold, which is in accordance with a moderate increase in POD, a strong increase in the FAR, and a decrease in EQT. As seen in Table 2 , differences between the ships are obvious, but these were mainly caused by the fact that R/V Meteor as well as R/V Maria S. Merian measured precipitation more often in the tropics than R/V Polarstern. Summarized estimated numbers of binary statistics indicate a reasonable agreement between HOAPS and OceanRAIN, but there are some regional differences pointing to weaknesses in HOAPS's performance to estimate precipitation correctly. To have a closer look at the data, the frequencies of precipitation (Figure 4 center), as well as the mean rain rates and their standard deviations for precipitating cases, were estimated for all latitude belts (Figure 4 top) . Standard deviations are derived by applying the Bootstrap method [37] . The resulting average rain rates, calculated from the mean rain rate and the frequency of rain taking zero rain into account, are depicted in Figure 4 (bottom), too. Compared to theory, all values of the binary statistic except for the bias frequency are not optimal. Thus, the question arises: what can we expect, when collocating point or along track measurements with areal estimates, which are additionally hampered by the lower satellite-based threshold? Therefore, the same statistics were performed for simulated data sets (Figure 3 bottom) , here restricted to latitudes south of 55 • S based on R/V Polarstern data. For this calculation, simulated observations were taken randomly from the preceding 29 min of the dataset's time window, which is used to estimate simulated areal averages comparable to HOAPS data (see Table 1 ). Resulting binary statistics of the simulations, except for the FAR, again showed values that are not optimal, close to those of Table 2 . The results were similar for all other latitude belts (not shown). However, there were some differences between simulations and real collocated data; the bias frequency of real data was generally higher as well as higher FARs, which often exceeded the values of the PODs. Similar to real data, with an increasing threshold applied on simulated observations, bias frequency increased rapidly as well as the FAR, while POD increased only slightly and the EQT dropped to values of less than 0.2 after a small increase to 0.38 for a threshold up to 0.3 mm·h −1 .
Results
Summarized estimated numbers of binary statistics indicate a reasonable agreement between HOAPS and OceanRAIN, but there are some regional differences pointing to weaknesses in HOAPS's performance to estimate precipitation correctly. To have a closer look at the data, the frequencies of precipitation (Figure 4 center), as well as the mean rain rates and their standard deviations for precipitating cases, were estimated for all latitude belts (Figure 4 top) . Standard deviations are derived by applying the Bootstrap method [36] . The resulting average rain rates, calculated from the mean rain rate and the frequency of rain taking zero rain into account, are depicted in Figure 4 (bottom), too. Figure 4 (center) shows that HOAPS underestimated the rain frequency in the most southern latitudes by about one third, while it overestimated the frequency considerably in the tropics compared to observations. Mean rain rates, estimated only from data with rain, were generally too small, as well as their variability. However, for latitude belts south of 20° S and north of 5° N, except for latitudes between 30° N and 55° N, estimated mean rain rates from observations and from HOAPS ) shows that HOAPS underestimated the rain frequency in the most southern latitudes by about one third, while it overestimated the frequency considerably in the tropics compared to observations. Mean rain rates, estimated only from data with rain, were generally too small, as well as their variability. However, for latitude belts south of 20 • S and north of 5 • N, except for latitudes between 30 • N and 55 • N, estimated mean rain rates from observations and from HOAPS agree within the range of uncertainties. Taking the rain frequency into account also, HOAPS generally underestimated the observed average precipitation (Figure 4, bottom) , except for the northern sub-tropics, where precipitation generally is close to zero. Figure 5 depicts the same as Figure 4 but now derived from merged events. As expected, due to averaging, mean rain rates and their standard deviation for precipitating situations decreased for HOAPS and OceanRAIN ( Figure 5 top) , frequencies of rain increased ( Figure 5 center) , and the resulting average rain rates showed only very small changes ( Figure 5 bottom) , caused by differences in the data selection.
Atmosphere 2018, 9, x FOR PEER REVIEW 10 of 15 Figure 5 depicts the same as Figure 4 but now derived from merged events. As expected, due to averaging, mean rain rates and their standard deviation for precipitating situations decreased for HOAPS and OceanRAIN ( Figure 5 top) , frequencies of rain increased ( Figure 5 center) , and the resulting average rain rates showed only very small changes ( Figure 5 bottom) , caused by differences in the data selection. To determine possible explanations, histograms of rain rates were estimated ( Figure 6 ) for observations and HOAPS estimates, both taken from collocated data pairs, for observed rain rates To determine possible explanations, histograms of rain rates were estimated ( Figure 6 ) for observations and HOAPS estimates, both taken from collocated data pairs, for observed rain rates averaged over 20 min, and for simulated areal estimates derived from measured time series. Histograms show that HOAPS did not include the highest observed rain rates. However, this is expected due to spatial averaging according to the pixel size. Further, HOAPS gave less frequent moderate rain rates and more frequent low rain rates than observations. The latter can also be explained by spatial averaging due to the pixel size, but there is no reason for an underestimation of moderate rain rates. This is supported by the results based on simulations, which are, on the other hand, in good agreement with the HOAPS histogram with respect to the lowest and highest rain rates ( Figure 6 ). The underestimation of the frequency of moderate rain rates for HOAPS estimates can explain, together with missing high and low rain rates as a consequence of averaging according to the pixel size, the smaller variability of the HOAPS estimates compared to observations. This leads to the large discrepancies found in the tropics especially, where rain rates usually are high as indicated by the observations. The 20 min averages of observations differed only a little from 1-min observations, but they also typically showed a reduction of the frequency of high rain rates and an increase of the probability of small rain rates due to temporal averaging.
Atmosphere 2018, 9, x FOR PEER REVIEW 11 of 15 averaged over 20 min, and for simulated areal estimates derived from measured time series. Histograms show that HOAPS did not include the highest observed rain rates. However, this is expected due to spatial averaging according to the pixel size. Further, HOAPS gave less frequent moderate rain rates and more frequent low rain rates than observations. The latter can also be explained by spatial averaging due to the pixel size, but there is no reason for an underestimation of moderate rain rates. This is supported by the results based on simulations, which are, on the other hand, in good agreement with the HOAPS histogram with respect to the lowest and highest rain rates ( Figure 6 ). The underestimation of the frequency of moderate rain rates for HOAPS estimates can explain, together with missing high and low rain rates as a consequence of averaging according to the pixel size, the smaller variability of the HOAPS estimates compared to observations. This leads to the large discrepancies found in the tropics especially, where rain rates usually are high as indicated by the observations. The 20 min averages of observations differed only a little from 1-min observations, but they also typically showed a reduction of the frequency of high rain rates and an increase of the probability of small rain rates due to temporal averaging. 
Discussion and Conclusions
The difficulties encountered by comparing in-situ point or along-track measurements with areal averages, the latter additionally impacted by a lower satellite retrieval-based threshold, are crucial in the statistical analysis. In general, one might expect that HOAPS should detect precipitation more often than ship measurements due to its pixel size, tending to a bias score exceeding 1 and an increasing number of false alarms. However, HOAPS applies a lower threshold of 0.3 mm h -1 , a rain rate which is observed frequently in OceanRAIN (Figure 6 ). On the other hand, the probability of point or along-track measurements is small to meet precipitation events in an area of about 2000 km 2 , which is the HOAPS pixel size. All this is expressed in binary statistics, which diverge greatly from the optimum (Figures 2 and 3) . However, using simulated areal estimates and simulated collocated observations, derived from OceanRAIN measurements according to Section 3.3, generates numbers of binary statistics which agree nicely with results based on OceanRAIN measurements collocated with HOAPS estimates (Figure 3 ).
An approach to overcome problems in comparing point/along track measurements with areal averages was published by Reference [23] , who developed a statistical method derived from simulations based on radar measurements over the sea to improve the validation of areal averages against point/along-track measurements. As a function of the duration of measured precipitation, they applied a procedure to transfer in a first step point measurements to areal estimates, followed 
The difficulties encountered by comparing in-situ point or along-track measurements with areal averages, the latter additionally impacted by a lower satellite retrieval-based threshold, are crucial in the statistical analysis. In general, one might expect that HOAPS should detect precipitation more often than ship measurements due to its pixel size, tending to a bias score exceeding 1 and an increasing number of false alarms. However, HOAPS applies a lower threshold of 0.3 mm·h −1 , a rain rate which is observed frequently in OceanRAIN (Figure 6 ). On the other hand, the probability of point or along-track measurements is small to meet precipitation events in an area of about 2000 km 2 , which is the HOAPS pixel size. All this is expressed in binary statistics, which diverge greatly from the optimum (Figures 2 and 3) . However, using simulated areal estimates and simulated collocated observations, derived from OceanRAIN measurements according to Section 3.3, generates numbers of binary statistics which agree nicely with results based on OceanRAIN measurements collocated with HOAPS estimates (Figure 3 ).
An approach to overcome problems in comparing point/along track measurements with areal averages was published by Reference [22] , who developed a statistical method derived from simulations based on radar measurements over the sea to improve the validation of areal averages against point/along-track measurements. As a function of the duration of measured precipitation, they applied a procedure to transfer in a first step point measurements to areal estimates, followed by a statistical adjustment. Applying this method on the collocated OceanRAIN measurements leads to a strong decrease in mean observed precipitation rates shown in Figures 4 and 5 (bottom panels) , the reduction ranging from 50 to about 75% for different latitude belts, while mean HOAPS rain rates remain unchanged.
However, in principle, averaging should keep the mean value when taking all observations, with and without observed rain, into account. Taking only measurements showing rain into account, averaging should lead to an increase in lowest rain rates and a decrease in the highest measured rain rates. All this leads to a reduction in the mean rain rate of cases with rain combined with an increase in the number of rainy events. For example, the highest mean rain rate observed for latitudes between 20 • S and 5 • N is about 3.4 mm·h −1 based on 1-min measurements. This value is reduced to about 1.5 mm·h −1 for collocated events, which represent 30-min averages. The total rain rate of the observations, also taking all times without rain into account, is constantly 0.13 mm·h −1 in both cases (Figures 4 and 5 ). This shows clearly that the chosen method to define events keeps the mean value, while the method of Reference [22] does not.
However, deviations may occur when the number of observations is too small. To check, whether the number of observations in our study is sufficient, the number of used collocated data pairs, which are merged to events, has been reduced by 33% and 50%. The estimated mean OceanRAIN precipitation rates remain nearly constant, changes are less than 5% compared to rain rates given in Figures 4 and 5 . Therefore, we conclude that, despite data sparsity from OceanRAIN, it is enough to obtain robust statistics.
Furthermore, the temporal and spatial distribution of collocated OceanRAIN observations with respect to the affiliated HOAPS pixels have been investigated. It was found that observations are equally distributed with respect to time differences to HOAPS overflight times. A regression of the number of spatial distances between the center of the HOAPS pixels and the ships' positions gives an increase in the number of collocated measurements proportional to about 4.5 times the distance. This indicates a close to perfect spatial and temporal distribution of collocated measurements with respect to HOAPS pixels. It can be concluded that apart from the number of data, their spatial distribution is also sufficient for validation purposes.
A comparison of the ratio of the mean HOAPS rain rates to the mean OceanRAIN rain rates for the events as a function of the duration of the observed rain events gives similar results as in Reference [22] , (see their Figure 4a ) before they applied their suggested statistical correction procedure. There is an overestimation of rain rates by HOAPS for short rain events and an underestimation of rain rates for rain events lasting longer than about 12 min, going along with a bias (HOAPS minus OceanRAIN) of −0.64 mm·h −1 (hits only) [22] . Our analysis results in a bias of −0.57 mm·h −1 , a number which is close to the reduction in observed rain rates by applying the suggested method of Reference [22] .
Thus, the method to improve collocations between point measurements and areal estimates by Reference [22] seems to be some kind of adjustment of the ship measurements, which are believed to be the truth, by the radar precipitation rate estimates. Another disadvantage of the method by Reference [22] is that observations of no precipitation, which may have failed to meet existing precipitation events within the HOAPS pixel due to the small probability of rain (Figure 6 ), cannot be adjusted by this method at all and are kept at zero precipitation.
Therefore, we are confident that our method gives reliable results in validating HOAPS, showing that HOAPS tends to underestimate precipitation. This is supported by the histograms (Figure 6 ) of observations, 20 min averages of observations, HOAPS, and simulated areal averages derived from observations according to Table 1 . Compared to 1 min observations 20 min averaged observations as well as simulated areal averages give the expected behavior, reducing the number of high precipitation rates and increasing the number of low precipitation rates. Comparing the HOAPS histogram with the others, it is obvious that HOAPS underestimates the probability of precipitation rates exceeding 2 mm·h −1 . Results for other latitude belts are similar (not shown), with uncertainties increasing due to the lower number of collocated data.
Thus, one can conclude that HOAPS tends to underestimate rain rates due to problems in analyzing moderate to high precipitation rates. This becomes mostly obvious in areas with highest observed rain rates exceeding 40 mm·h −1 , such as the intertropical convergence zone or the latitude belt from 30 • N to 55 • N where most data are collected in the Gulf Stream area (Figure 1 ), as shown in Figures 4 and 5 . In all other latitudes observed highest rain rates do not exceed 25 mm·h −1 . The histogram (Figure 6 ) also explains that the lower variability of HOAPS compared to observations is not only a consequence of spatial averaging but also a consequence of missing higher precipitation rates in the HOAPS estimates. In the tropics, the low HOAPS rain rates were in parts compensated by a very high frequency of precipitating situations in the HOAPS retrievals. It might be speculated that this is probably caused by the size of cloud clusters and the high precipitation rates, which in combination with the HOAPS pixel size force an exceedance of the lower threshold.
The results are comparable to an earlier study [31] , comparing ship rain gauge measurements of the period from 2005-2008 with an earlier version of HOAPS precipitation estimates. The main results of the former study were a strong underestimation of the mean rain rates south of 30 • S and north of 40 • N and a high rate of false alarms in the tropics. The present study, using OceanRAIN, comprises about five times more collocated data, which enables a closer look at the details. Thus, it was found that the strong underestimation at higher latitudes is mainly caused by an underestimation of rain rates by HOAPS, while the frequency of rain is well represented. In the present study, we find that such an underestimation of rain rates also occurs in tropical areas, where even the strong overestimation in the frequency of rain by HOAPS, also seen in the former study [31] , does not balance this deficit.
In addition, other HOAPS satellite products are available. For the future, we plan to validate the GPM (from 2014 onwards) and TRMM data sets (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) (2008) (2009) (2010) (2011) (2012) (2013) (2014) (2015) . The newly developed collocation software, used within the present study, also allows the collocation of these data sets. However, the available periods of these data differ from the period where HOAPS data are available.
Ongoing measurements within OceanRAIN will broaden the database in the future. However, even long time series will not solve a general problem; ship measurements do not cover all areas all over the year. For example, measurements at high latitudes are usually only available during the summer months, although OceanRAIN also provides some Antarctic winter snowfall data. Thus, in-situ data cannot reach the spatio-temporal coverage of satellite-based data sets. However, a project, such as OceanRAIN, provides comprehensive data sets, which can serve as reference data for satellite-derived precipitation data, enabling validation studies, such as the one in the present paper. 
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