In low-dimensional topology, many important decision algorithms are based on normal surface enumeration, which is a form of vertex enumeration over a high-dimensional and highly degenerate polytope. Because this enumeration is subject to extra combinatorial constraints, the only practical algorithms to date have been variants of the classical double description method. In this paper we present the first practical normal surface enumeration algorithm that breaks out of the double description paradigm. This new algorithm is based on a tree traversal with feasibility and domination tests, and it enjoys a number of advantages over the double description method: incremental output, significantly lower time and space complexity, and a natural suitability for parallelisation.
INTRODUCTION
Much research in low-dimensional topology is driven by decision problems. Examples from knot theory include the unknot recognition and knot equivalence problems, and analogous examples from 3-manifold topology include 3-sphere recognition and the homeomorphism problem.
Significant progress has been made on these problems over the past 50 years. For instance, Haken introduced an algorithm for recognising the unknot in the 1960s [17] , and Rubinstein presented the first 3-sphere recognition algorithm in the 1990s [26] . Since Perelman's proof of the geometrisation conjecture [22] , we now have a complete (but extremely complex) algorithm for the homeomorphism problem, pieced together though a diverse array of techniques [20, 24] .
A key problem remains with many 3-dimensional decision algorithms (including all of those mentioned above): the best known algorithms run in exponential time (and for some problems, worse), where the input size is measured by the number of crossings in a knot diagram, or the number of tetrahedra in a 3-manifold triangulation. This severely limits the practicality of such algorithms. For example, it took 30 years to resolve Thurston's well-known conjecture regarding the Weber-Seifert space [5] -an algorithmic solution was found in 1984, but it took 25 more years of development before the algorithm became usable [12, 21] . The input size was n = 23.
The most successful machinery for 3-dimensional decision problems has been normal surface theory. Normal surfaces were introduced by Kneser [23] and later developed by Haken for algorithmic use [17, 18] , and they play a key role in all of the decision algorithms mentioned above. In essence, they allow us to convert difficult "topological searches" into a "combinatorial search" in which we enumerate vertices of a high-dimensional polytope called the projective solution space. 1 In Section 2 we outline the essential properties of the projective solution space; see [19] for a broader introduction to normal surface theory in a topological setting.
For many topological decision problems, the computational bottleneck is precisely this vertex enumeration. Vertex enumeration over a polytope is a well-studied problem, and several families of algorithms appear in the literature. These include backtracking algorithms [4, 16] , pivot-based reverse search algorithms [1, 3, 15] , and the inductive double description method [25] . All have worst-case running times that are super-polynomial in both the input and the output size, and it is not yet known whether a polynomial time algorithm (with respect to the combined input and output size) exists.
2 For topological problems, the corresponding running times are exponential in the "topological input size"; that is, the number of crossings or tetrahedra.
Normal surface theory poses particular challenges for vertex enumeration. The projective solution space is a highly degenerate (or non-simple) polytope, and exact rational arithmetic is required for topological reasons. Moreover, we are not interested in all of the vertices of the projective solution space, but just those that satisfy a powerful set of conditions called the quadrilateral constraints. These are extra combinatorial constraints that eliminate all but a small fraction of the polytope, and an effective enumeration algorithm should be able to enforce them as it goes, not simply use them as a post-processing output filter.
All well-known implementations of normal surface enumeration [6, 14] are based on the double description method: degeneracy and exact arithmetic do not pose any difficulties, and it is simple to embed the quadrilateral constraints directly into the algorithm [10] . Section 2 includes a discussion of why backtracking and reverse search algorithms have not been used to date. Nevertheless, the double description method does suffer from significant drawbacks:
• It can suffer from a combinatorial explosion: even if both the input and output sizes are small, it can build extremely complex intermediate polytopes where the number of vertices is super-polynomial in both the input and output sizes. This leads to an unwelcome explosion in both time and memory usage, which is frustrating for normal surface enumeration where the output size is often small (though still exponential in general) [8] .
• The double description method is difficult to parallelise, due to its inductive nature. There have been recent efforts [27] , though they rely on a shared memory model, and for some polytopes the speed-up factor plateaus when the number of processors grows large.
• Because of its inductive nature, the double description method typically does not output any vertices until the entire algorithm is complete. This effectively removes the possibility of early termination, which is desirable for many topological algorithms.
In this paper we present a new algorithm for normal surface enumeration. This algorithm belongs to the backtracking family, and is described in detail in Section 3. Globally, the algorithm is structured as a tree traversal, where the underlying tree is a decision tree indicating which coordinates are zero and which are non-zero. Locally, we move through the tree by performing incremental feasibility tests using the dual simplex method (though interior point methods could equally well be used).
Fukuda et al. [16] discuss an impediment to backtracking algorithms, which is the need to solve the NP-complete restricted vertex problem. We circumvent this by ordering the tree traversal in a careful way and introducing domination tests over the set of previously-found vertices. This introduces super-polynomial time and space costs, but for normal surface enumeration this trade-off is typically not severe (we quantify this within Sections 4 and 5).
Our algorithm is well-suited to normal surface enumeration, since it integrates the quadrilateral constraints seamlessly into the tree structure. More significantly, it is the first normal surface enumeration algorithm to break out of the double description paradigm. Furthermore, it enjoys a number of advantages over previous algorithms:
• The theoretical worst-case bounds on both time and space complexity are significantly better for the new algorithm. In particular, the space complexity is a small polynomial in the combined input and output size. See Section 4 for details.
• The new algorithm lends itself well to parallelisation, including both shared memory models and distributed processing, with minimal inter-communication and synchronisation.
• The new algorithm produces incremental output, which makes it well-suited for early termination and further parallelisation.
• The tree traversal supports a natural sense of "progress tracking", so that users can gain a rough sense for how far they are through the enumeration procedure.
In Section 5 we measure the performance of the new algorithm against the prior state of the art, using a rich test suite with hundreds of problems that span a wide range of difficulties. For simple problems we find the new algorithm slower, but as the problems become more difficult the new algorithm quickly outperforms the old, often running orders of magnitude faster. We conclude that for difficult problems this new tree traversal algorithm is superior, owing to both its stronger practical performance and its desirable theoretical attributes as outlined above.
PRELIMINARIES
For decision problems based on normal surface theory, the input is a 3-manifold triangulation.
3 This is a collection of n tetrahedra where some or all of the 4n faces are affinely identified (or "glued together") in pairs, so that the resulting topological space is a 3-manifold. The input size is measured by the number of tetrahedra, which we denote by n throughout this paper.
We allow two faces of the same tetrahedron to be identified together; likewise, we allow different edges or vertices of the same tetrahedron to be identified. Some authors refer to such triangulations as semi-simplicial triangulations or pseudo-triangulations. In essence, we allow the tetrahedra to be "bent" or "twisted", instead of insisting that they be rigidly embedded in some larger space. This more flexible definition allows us to keep the input size n small, which is important when dealing with exponential algorithms. Figure 1 shows a triangulation with n = 2 tetrahedra: the back two faces of each tetrahedron are identified with a twist, and the front two faces of the first tetrahedron are identified with the front two faces of the second tetrahedron. The underlying 3-manifold is S 2 × S 1 . A closed triangulation is one in which all 4n tetrahedron faces are identified in 2n pairs (as in Figure 1) . A bounded triangulation is one in which some of the 4n tetrahedron faces are left unidentified (these faces form the boundary of the triangulation). The underlying topological spaces for closed and bounded triangulations are closed and bounded 3-manifolds respectively.
In normal surface theory, interesting surfaces within a 3-manifold triangulation T can be encoded as integer points in R 3n (here we work in quadrilateral coordinates as described by Tollefson [28] ). 4 Each such point x ∈ R 3n satisfies the following conditions:
• x ≥ 0 and M x = 0, where M is a matrix of matching equations that depends on T ;
• x satisfies the quadrilateral constraints: for each triple of coordinates (x1, x2, x3), (x4, x5, x6), . . . , (x3n−2, x3n−1, x3n), at most one of the three entries in the triple can be non-zero. There are n such triples, giving n such restrictions in total.
Any point x ∈ R 3n that satisfies all of these conditions (that is, x ≥ 0, M x = 0 and the quadrilateral constraints) is called admissible.
We define the solution cone Q ∨ to be the set Q ∨ = x ∈ R 3n x ≥ 0 and M x = 0 . This is a polyhedral cone with apex at the origin. From above, it follows that every interesting surface within our 3-manifold is encoded as an integer point within the solution cone. The projective solution space Q is defined to be the cross-section Q = {x ∈ Q ∨ | xi = 1 }. It follows that the projective solution space is a (bounded) polytope with rational vertices. In general, both the solution cone and the projective solution space are highly degenerate (that is, extreme rays of Q ∨ and vertices of Q often belong to many more facets than required by the dimension). Nonzero points in the solution cone can be projected onto the cross-section Q using the map x → x/ xi.
For polytopes and polyhedra, we follow the terminology of Ziegler [29] : polytopes are always bounded, polyhedra may be either bounded or unbounded, and both are always convex.
It is important to note that the quadrilateral constraints do not feature in the definitions of Q ∨ or Q. These constraints are combinatorial in nature, and they cause significant theoretical problems: they are neither linear nor convex, and the region of Q that obeys them can be disconnected or can have non-trivial topology (such as "holes").
Nevertheless, they are extremely powerful: although the vertices of Q can be numerous, typically just a tiny fraction of these vertices satisfy the quadrilateral constraints [8, 11] .
For topological problems that use normal surface theory, a typical algorithm runs as follows:
1. Enumerate all admissible vertices of the projective solution space Q (that is, all vertices of Q that satisfy the quadrilateral constraints);
2. Scale each vertex to its smallest integer multiple, "decode" it to obtain a surface within the underlying 3-manifold triangulation, and test whether this surface is "interesting";
3. Terminate the algorithm once an interesting surface is found or all vertices are exhausted.
The meaning of "interesting" varies for different decision problems. For more of the topological context see [19] ; for more on quadrilateral coordinates and the projective solution space see [7] . As indicated in the introduction, step 1 (the enumeration of vertices) is typically the computational bottleneck. Because so few vertices are admissible, it is crucial for normal surface enumeration algorithms to enforce the quadrilateral constraints as they go-one cannot afford to enumerate the entire vertex set of Q (which is generally orders of magnitude larger) and then enforce the quadrilateral constraints afterwards.
Traditionally, normal surface enumeration algorithms are based on the double description method of Motzkin et al. [25] , with additional algorithmic improvements specific to normal surface theory [10] . In brief, we construct a sequence of polytopes P0, P1, . . . , Pe, where P0 is the unit simplex in R 3n , Pe is the final solution space Q, and each intermediate polytope Pi is the intersection of the unit simplex with the first i matching equations. The algorithm works inductively, constructing Pi+1 from Pi at each stage. For each intermediate polytope Pi we throw away any vertices that do not satisfy the quadrilateral constraints, and it can be shown inductively that this yields the correct final solution set.
Other methods of vertex enumeration include backtracking and reverse search algorithms. It is worth noting why these have not been used for normal surface enumeration to date:
• Reverse search algorithms map out vertices by pivoting along edges of the polytope. This makes it difficult to incorporate the quadrilateral constraints: since the region that satisfies these constraints can be disconnected, we may need to pivot through vertices that break these constraints in order to map out all solutions. Degeneracy can also cause significant performance problems for reverse search algorithms [1, 2] .
• Backtracking algorithms receive comparatively little attention in the literature. Fukuda et al. [16] show that backtracking can solve the face enumeration problem in polynomial time. However, for vertex enumeration their framework requires a solution to the NPcomplete restricted vertex problem, and they conclude that straightforward backtracking is unlikely to work efficiently for vertex enumeration in general.
Our new algorithm belongs to the backtracking family. Despite the concerns of Fukuda et al., we find that for large problems our algorithm is a significant improvement over the prior state of the art, often running orders of magnitude faster. We achieve this by introducing domination tests, a trade-off that increases time and space costs but allows us to avoid solving the restricted vertex problem directly. The full algorithm is given in Section 3 below.
THE TREE TRAVERSAL ALGORITHM
The basic idea behind the algorithm is to construct admissible vertices x ∈ Q by iterating through all possible combinations of which coordinates xi are zero and which coordinates xi are non-zero. We arrange these combinations into a search tree of height n, which we traverse in a depthfirst manner. Using a combination of feasibility tests and domination tests, we are able to prune this search tree so that the traversal is more efficient, and so that the leaves at depth n correspond precisely to the admissible vertices of Q.
Because the quadrilateral constraints are expressed purely in terms of zero versus non-zero coordinates, we can easily build the quadrilateral constraints directly into the structure of the search tree. We do this with the help of type vectors, which we introduce in Section 3.1. In Section 3.2 we describe the search tree and present the overall structure of the algorithm. Proofs of all results in this section can be found in the full version of this paper.
Type vectors
Recall the quadrilateral constraints, which state that for each i = 1, . . . , n, at most one of the three coordinates x3i−2, x3i−1, x3i can be non-zero. A type vector is a sequence of n symbols that indicates how these constraints are resolved for each i. In detail:
Definition (Type vector). Let x = (x1, . . . , x3n) ∈ R 3n be any vector that satisfies the quadrilateral constraints. We define the type vector of x as τ (x) = (τ1, . . . , τn) ∈ {0, 1, 2, 3} n , where 
For example, if n = 4 and x = (0, 1, 0, 0, 0, 4, 0, 0, 0, 0, 0, 2) ∈ R 12 , then τ (x) = (2, 3, 0, 3). An important feature of type vectors is that they carry enough information to completely reconstruct any vertex of the projective solution space, as shown by the following result. Lemma 1. Let x be any admissible vertex of Q. Then the precise coordinates x1, . . . , x3n can be recovered from the type vector τ (x) by simultaneously solving (i) the matching equations M x = 0; (ii) the projective equation xi = 1; and (iii) the equations of the form xj = 0 as dictated by (1) above, according to the particular value (0, 1, 2 or 3) of each entry in the type vector τ (x).
Note that this full recovery of x from τ (x) is only possible for vertices of Q, not arbitrary points of Q. In general, the type vector τ (x) carries only enough information for us to determine the smallest face of Q to which x belongs.
However, type vectors do carry enough information for us to identify which admissible points x ∈ Q are vertices of Q. For this we introduce the concept of domination 5 .
Definition (Domination). Let τ, σ ∈ {0, 1, 2, 3} n be type vectors. We say that τ dominates σ if, for each i = 1, . . . , n, either σi = τi or σi = 0. We write this as τ ≥ σ.
For example, if n = 4 then (1, 0, 2, 3) ≥ (1, 0, 2, 0) ≥  (1, 0, 2, 0) ≥ (1, 0, 0, 0) . On the other hand, neither of the vectors (1, 0, 2, 0) or (1, 0, 3, 0) dominates the other. It is clear that in general, domination imposes a partial order (but not a total order) on type vectors.
We can characterise admissible vertices of the projective solution space entirely in terms of type vectors and domination, as seen in the following result.
Lemma 2. Let x ∈ Q be admissible. Then the following statements are equivalent:
• x is a vertex of Q;
• there is no admissible point y ∈ Q for which τ (x) ≥ τ (y) and x = y;
• there is no admissible vertex y of Q for which τ (x) ≥ τ (y) and x = y.
Because our algorithm involves backtracking, it spends much of its time working with partially-constructed type vectors. It is therefore useful to formalise this notion.
Definition (Partial type vector).
A partial type vector is any vector τ = (τ1, . . . , τn), where each τi ∈ {0, 1, 2, 3, −}. We call the special symbol "−" the unknown symbol. A partial type vector that does not contain any unknown symbols is also referred to as a complete type vector.
We say that two partial type vectors τ and σ match if, for each i = 1, . . . , n, either τi = σi or at least one of τi, σi is the unknown symbol.
For example, (1, −, 2) and (1, 3, 2) match, and (1, −, 2) and (1, 3, −) also match. However, (1, −, 2) and (0, −, 2) do not match because their leading entries conflict. If τ and σ are both complete type vectors, then τ matches σ if and only if τ = σ.
Definition (Type constraints). Let τ = (τ1, . . . , τn) ∈ {0, 1, 2, 3, −} n be a partial type vector. The type constraints for τ are a collection of equality and non-strict inequality constraints on an arbitrary point x = (x1, . . . , x3n) ∈ R 3n . For each i = 1, . . . , n, the type symbol τi contributes the following constraints to this collection: Note that, unlike all of the other constraints seen so far, the type constraints are not invariant under scaling. The type constraints are most useful in the solution cone Q ∨ , where any admissible point x ∈ Q ∨ with xj > 0 can be rescaled to some admissible point λx ∈ Q ∨ with λxj ≥ 1. We see this scaling behaviour in Lemma 3 below.
The type constraints are similar but not identical to the conditions described by equation (1) for the type vector τ (x), and their precise relationship is described by the following lemma. The key difference is that (1) uses strict inequalities of the form xj > 0, whereas the type constraints use non-strict inequalities of the form xj ≥ 1. This is because we use the type constraints with techniques from linear programming, where non-strict inequalities are simpler to deal with.
Lemma 3. Let σ ∈ {0, 1, 2, 3, −} n be any partial type vector. If x ∈ R 3n satisfies the type constraints for σ, then τ (x) matches σ. Conversely, if x ∈ R 3n is an admissible vector for which τ (x) matches σ, then λx satisfies the type constraints for σ for some scalar λ > 0.
We finish this section on type vectors with a simple but important note.
Lemma 4. There is no x ∈ Q for which τ (x) is the zero vector.
The structure of the algorithm
Recall that our plan is to iterate through all possible combinations of zero and non-zero coordinates. We do this by iterating through all possible type vectors, which implicitly enforces the quadrilateral constraints as we go. The framework for this iteration is the type tree.
Definition (Type tree). The type tree is a rooted tree of height n, where all leaf nodes are at depth n, and where each non-leaf node has precisely four children. The four edges descending from each non-leaf node are labelled 0, 1, 2 and 3 respectively.
Each node is labelled with a partial type vector. The root node is labelled (−, . . . , −). Each non-leaf node at depth i has a label of the form (τ1, . . . , τi, −, −, . . . , −), and its children along edges 0, 1, 2 and 3 have labels (τ1, . . . , τi, 0, −, . . . , −), (τ1, . . . , τi, 1, −, . . . , −), (τ1, . . . , τi, 2, −, . . . , −) and (τ1, . . . , τi, 3, −, . . . , −) respectively. Figure 2 shows this for n = 2.
The algorithm walks through the type tree in a depth-first manner, collecting admissible vertices of Q as it goes. The tree is large, with O(4 n ) nodes, and so we do not traverse it in full. Instead we prune the tree so that we only follow edges that might lead to admissible vertices. The main tools for pruning are feasibility tests (based on the type constraints and matching equations) and domination tests (based on the previous vertices found so far). In detail:
Algorithm 5 (Tree traversal algorithm). The following algorithm takes a 3-manifold triangulation as input, and outputs all admissible vertices of the projective solution space Q.
Construct the matching equations M (see [7] for details). Initialise an empty set V that will store type vectors for admissible vertices of Q. Beginning at the root of the type tree, process nodes recursively according to the following instructions. In general, to process the node N :
• If N is a non-leaf node then examine the four children of N in turn, beginning with the child along edge 0 (the order of the remaining children is unimportant). (c) Feasibility test: There is some point x ∈ R 3n that satisfies x ≥ 0, M x = 0, and the type constraints for τ .
• If N is a leaf node then its label is a complete type vector τ , and we claim that τ must in fact be the type vector of an admissible vertex of Q. Insert τ into the set V , reconstruct the full vertex x ∈ R 3n from τ as described by Lemma 1, and output this vertex.
A full proof of correctness appears in the full version of this paper.
For topological decision problems, this algorithm must be implemented using exact arithmetic. This is problematic because both the numerators and the denominators of the rationals that we encounter can grow exponentially large in n. A naïve implementation could simply use arbitrary-precision rational arithmetic. However, in the full version of this paper we prove bounds that allow us to use native machine integer types (such as 32-bit, 64-bit or 128-bit integers) for many reasonable-sized applications.
Both the domination test and the feasibility test are nontrivial. The domination test uses a trie (i.e., a prefix tree) for storing V , and the feasibility test is based on incremental dual simplex iterations; for details see the full version of this paper. On the other hand, the zero test is simple; moreover, it is easy to see that it only needs to be tested once (for the very first leaf node that we process).
All three tests (zero, domination and feasibility) can be performed in polynomial time in the input and/or output size. What prevents the entire algorithm from running in polynomial time is dead ends: nodes that we process but which do not lead to any admissible vertices.
It is worth noting that Fukuda et al. [16] describe a backtracking framework that does not suffer from dead ends. However, this comes at a significant cost: before processing each node they must solve the restricted vertex problem, which essentially asks whether a vertex exists beneath a given node in the search tree. They prove this restricted vertex problem to be NP-complete, and they do not give an explicit algorithm to solve it.
We discuss time and space complexity further in Section 4, where we find that-despite the presence of dead ends-this tree traversal algorithm enjoys significantly lower worst-case complexity bounds than the prior state of the art. This is supported with experimental evidence in Section 5. In the meantime, we note some additional advantages of the tree traversal algorithm:
• The tree traversal algorithm lends itself well to parallelisation.
For each non-leaf node N , the children along edges 1, 2 and 3 can be processed simultaneously (but edge 0 must still be processed first). There is no need for these three processes to communicate, since they cannot affect each other's domination tests. This threeway branching can be carried out repeatedly as we move deeper through the tree, allowing us to effectively use a large number of processors if they are available. Distributed processing is also feasible, since at each branch the data transfer has small polynomial size.
• The tree traversal algorithm supports incremental output.
If the type vectors of admissible vertices are reasonably well distributed across the type tree (not tightly clustered in a few sections of the tree), then we can expect a regular stream of output as the algorithm runs. This incremental output is extremely useful:
-It allows early termination of the algorithm. For many topological decision algorithms, our task is to find any admissible vertex with some "interesting" property P (or else conclude that no such vertex exists). As the algorithm outputs vertices we can test them immediately for property P , and terminate as soon as such a vertex is found.
-It further assists with parallelisation if testing for property P is expensive (this is above and beyond the parallelisation techniques described above). An example is the Hakenness testing problem, where testing for property P is far more difficult than the initial normal surface enumeration [12] . For such problems, we can have a main tree traversal process that outputs vertices into a queue for processing, and separate parallel processes that together work through this queue and test vertices for property P . This is a significant improvement over the double description method (the prior state of the art for normal surface enumeration). The double description method works inductively through a series of stages (as outlined in Section 2), and it typically does not output any solutions at all until it reaches the final stage.
• The tree traversal algorithm supports progress tracking.
For any node in the type tree, it is simple to estimate when it appears (as a percentage of running time) in a depth-first traversal of the full tree. We can present these estimates to the user as the algorithm runs, in order to give them some indication of the running time remaining. Of course such estimates are inaccurate: they ignore pruning as well as variability in running times for the feasibility and domination tests. Nevertheless, they provide a rough indication of how far through the algorithm we are at any given time.
Again this is a significant improvement over the double description method. Some of the stages in the double description method can run many orders of magnitude slower than others [2, 7] , and it is difficult to estimate in advance how slow each will be. In this sense, the obvious progress indicators (which stage we are up to and how far through it we are) are extremely poor indicators of global progress through the double description algorithm.
TIME AND SPACE COMPLEXITY
Here we give theoretical bounds on the time and space complexity of normal surface enumeration algorithms. We compare these bounds for the double description method (the prior state of the art, as described in [10] ) and the tree traversal algorithm that we introduce in this paper.
All of these bounds are driven by exponential factors, and it is these exponential factors that we focus on here. We replace any polynomial factors with a generic polynomial ϕ(n); for both algorithms it is easy to show that these polynomial factors are of small degree.
The theoretical bounds are as follows. For proofs, the reader is again referred to the full version of this paper.
Theorem 6. The double description method for normal surface enumeration can be implemented in worst-case O(16 n ϕ(n)) time and O(4 n ϕ(n)) space.
Theorem 7. The tree traversal algorithm for normal surface enumeration can be implemented in worst-case O(4 n |V |ϕ(n)) time and O(|V |ϕ(n)) space, where |V | is the number of admissible vertices of Q. In terms of n alone, the time complexity is O(7 n ϕ(n)), and the space complexity is
O(3.303 n ϕ(n)) for closed triangulations or O(4 n ϕ(n)) for bounded triangulations.
The bounds in terms of |V | are important, because for normal surface enumeration the output size |V | is found to be extremely small in practice.
6 Essentially, Theorem 7 shows 6 Early indications of this appear in [8] (which works in the larger coordinate space R 7n ), and a detailed study will appear in [9] . To illustrate how extreme these results are in R 3n : across all 139 103 032 closed 3-manifold triangulations of size n = 9, the maximum output size is just 37, and the mean output size is a mere 9.7. that the tree traversal algorithm is able to effectively exploit a small output size. In contrast, the double description method cannot because it suffers from a well-known combinatorial explosion: even when the output size is small, the intermediate structures that appear can be significantly (and exponentially) more complex. See [2] for examples of this in theory, or [7] for normal surface experiments that show this in practice.
EXPERIMENTAL PERFORMANCE
We must bear in mind that for both the tree traversal and double description algorithms, our theoretical bounds may still be far above the "real" time and memory usage that we observe in practice. For this reason it is important to carry out practical experiments. Here we run both algorithms through a test suite of 275 triangulations, based on the first 275 entries in the census of knot complements tabulated by Christy and shipped with version 1.9 of Snap [13] .
We begin with a direct comparison of running times for the tree traversal algorithm and the double description algorithm. Both algorithms are implemented using the topological software package Regina [6] . In particular, the double description implementation that we use is already built into Regina; this represents the current state of the art for normal surface enumeration, and the algorithm has been finely tuned over many years [10] . Both algorithms are implemented in C ++ , and all experiments were run on one core of a 64-bit 2.3 GHz AMD Opteron 2356 processor. This graph shows that for smaller problems, the tree traversal algorithm runs slower (in the worst case, around 10 times slower). However, as the problems grow more difficult the tree traversal begins to dominate, and for running times over 100 seconds the tree traversal algorithm is almost always faster (in the best case, around 100 times faster).
In the full version of this paper we also study the growth of the number of admissible vertices and the number of "dead ends" that we walk through in the type tree. We discover experimentally that the number of solutions appears to grow at a rate of roughly 1.47 n , and the number of nodes that we visit (including dead ends) grows at a rate of roughly 1.95 n . Both figures are far below their theoretical bounds of O(4 n ). These small growth rates undoubtedly contribute to the strong performance of the algorithm, as seen above. However, our experiments also raise another intriguing possibility, which is that the number of nodes that we visit might be polynomial in the output size. If this were true in general, both the time and space complexity of the tree traversal algorithm would become worst-case polynomial in the combined input and output size. This would be a significant breakthrough for normal surface enumeration. We return to this speculation in Section 6.
DISCUSSION
For topological decision problems that require lengthy normal surface enumerations, we conclude that the tree traversal algorithm is the most promising algorithm amongst those known to date. Not only does it have small time and space complexities in both theory and practice (though these complexities remain exponential), but it also supports parallelisation, progress tracking, incremental output and early termination. Parallelisation and incremental output in particular offer great potential for normal surface theory.
One aspect of the tree traversal algorithm that has not been discussed in this paper is the ordering of tetrahedra. By reordering the tetrahedra we can alter which nodes of the type tree pass the feasibility test, which could poten-tially have a significant effect on the running time. Further exploration and experimentation in this area could prove beneficial.
We finish by recalling the suggestion from Section 5 that the total number of nodes visited-and therefore the overall running time-could be a small polynomial in the combined input and output size. Our experimental data (as detailed in the full version of this paper) suggest a quadratic relationship, and similar experimentation on closed triangulations suggests a cubic relationship. Even if we examine triangulations with extremely small output sizes (such as layered lens spaces, where the number of admissible vertices is linear in n [10] ), this small polynomial relationship appears to be preserved (for layered lens spaces we visit O(n 3 ) nodes in total).
Although our algorithm cannot solve the vertex enumeration problem for general polytopes in polynomial time, there is much contextual information to be gained from normal surface theory and the quadrilateral constraints. Further research into this polynomial time conjecture could prove fruitful: a counterexample would be informative, and a proof would be a significant breakthrough for the complexity of decision algorithms in low-dimensional topology.
