Discovering a routing tree for gathering or disseminating streams of data is an important operation in many sensor network applications. However, protocols for tree discovery may have significant performance problems for certain configurations of a network and its application task. A Temporal Logic of Actions (TLA) specification of push and pull diffusion is introduced in order to analyse such problems. This specification can be used as a basis for implementation, for visualising protocol behaviours, for simulation experiments, and for formal verification of properties of the protocol. This short paper shows how such a specification is used to understand variations in the routing trees discovered by push and pull diffusion and the effect of their shape and size on protocol performance.
INTRODUCTION
An important operation in many sensor network applications is the discovery of a routing tree for gathering or disseminating data streams in the network. The routing tree discovery problem has a seemingly simple solution: the root initiates a search for the tree's leaves and then a reverse Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. wave of messages reinforce the tree's branches. However, algorithms proposed previously for tree discovery have shown significant performance problems in some configurations [2, 3, 6] . Such problems are the motivation for the novel protocol specification and analysis techniques for wireless sensor networks outlined in this paper.
When studying protocol performance, analysts must make trade-offs between the accuracy of the model used for analysis, the cost of performing the analysis and the generality of the results observed. The most widely used method for protocol analysis is to simulate protocol behaviour over a large number of runs whilst holding some parameters constant and varying others. For example, diffusion protocols have been analysed for a range of randomised topologies and application characteristics [2, 4] . Although simulations explore many possible runs of a system, they can not explore all runs and so may miss those in which the protocol fails or performs badly [6] . Also, it is often difficult to make explicit all the underlying assumptions used by a simulation tool and so performance results for the same protocol in different simulators may vary widely [1] .
Another approach for detecting and removing errors in sensor network protocols is to test an implementation of the protocol. To date, this has been done in emulation environments such as TOSSIM [6] and EmStar [2] . An advantage of analysing an implementation is that ultimately, the only accurate model of the behaviour of a protocol is its implementation. However, there are disadvantages to this approach. There is a high cost in coding a protocol to discover that it may not, in fact, be suitable for a given application. Also, the results have limited scope since the observed performance is only valid for the specific configuration of the tested protocol. Preferably, we should verify the protocol algorithm first.
In this paper we present a formal specification in the Temporal Logic of Actions (TLA) [5] for a family of routing tree discovery algorithms based on Heidmann et al's one-phase directed diffusion [2] . Assumptions about the underlying network are explicitly visible in the formal specification. The specification is also executable and so can be used for simulation; both to visualise individual runs of the protocol and to simulate many runs for a given set of parameters. Additionally, once simulations have helped the designer understand general properties of the protocol, these properties can be stated as theorems and verified formally in the TLA framework.
FORMAL SPECIFICATION
The behaviour of a wireless network protocol is characterised by 1) the protocol rules followed by each node in the network and 2) the message delivery service provided by the underlying MAC and physical layers of the network. Data diffusion protocols discover and construct a tree of data paths for routing streams of data from a set of producers to a set of consumers. In the push diffusion protocol, a Producer initiates the discovery of a routing tree with itself as root to one or more Consumer leaves. It then reinforces the tree using messages from the leaves to the root, and thereafter pushes data down the tree from the Producer to the leaf Consumers. In the pull diffusion protocol, a Consumer advertises its interest in data to a set of Producers, and so initiates the discovery of a routing tree from the Consumer root to one or more Producer leaves. Thereafter it pulls data up the tree from the Producers to the Consumer. Since each node discovers its parent during the exploration round, there is no need for a reinforcement phase in pull diffusion.
Protocol Rules
Initially, the Producer node in push diffusion is ready to forward an exploration message (FwdExp) and all other nodes (Routers and Consumers) await such a message (WaitExp). For lack of space, we can only include parts of the full TLA specification of diffusion in this paper but a full specification can be found at [7] . In the following, a primed variable in TLA denotes the value of a state variable after the operation, and the unprimed form its value before the operation. For a comprehensive introduction to TLA see [5] .
A node in state FwdExp that is able to send in the current round (n ∈ transmitters) broadcasts an exploration message to all its neighbours. Each node receiving its first explore message makes the sender its parent. It then, either waits for a reinforce message or, if it is a Consumer, it generates a reinforce message. The receiving nodes will next forward the explore message.
Once the explore message reaches a leaf node, then reinforce messages are forwarded to parent nodes, and so on, until the root of the tree is reached. Since several nodes may share the same parent, nodes must be prepared to accept reinforce messages, as well as data in future rounds, and to recognise all the senders of reinforce messages as its children.
SendReinforce(n)
After a routing tree has been discovered, data is pushed through the tree from the Producer root until it reaches Consumer leaf nodes. A queue is used to hold the addresses of data messages awaiting transmission.
SendData(n)
∆ = ∧ n ∈ transmitters ∧ node[n].state = Data ∧ Len(node[n].data queue) > 0 ∧ node[n] = [node[n] except !.data queue=Tail (@)] ∧ let next = Head (node[n].data queue) in ∧ node[next] = [node[next] except !.data queue = if (next ∈ Consumer ) then else queue • node[next].children]
MAC and Physical Layer
The diffusion protocol rules of Section 2.1 use the variable transmitters: the set of nodes able to transmit a message in a given state. Transmitters are determined by 1) the current state of a node in the Protocol, and 2) the underlying activity of the MAC and physical layers. In a wireless network, nodes compete for the landscape in order to transmit their messages by radio broadcast. We use an intentional specification to define the set of transmitting nodes at each cycle of the protocol. In summary, the set of transmitters is a subset of nodes that are ready-to-send, for which the carrier is free of radio signal at each transmitter's location. Each transmitting node creates a footprint of radio signal in its landscape. Similarly, the set of nodes receivers at each cycle is a subset of ready-to-recv nodes, for which a noncorrupted radio signal is present at that node's location. The signal must be either a unicast message directed to the receiver node, or a broadcast message. Details of the MAC and physical layer specification are available in [7] .
SIMULATING DIFFUSION

Visualisation
TLA specifications such as those in Section 2 can be executed, calculating each state change in turn, providing a means of generating execution traces for the protocol. Figure 1 shows some routing trees discovered by simulating push and pull protocols according to the TLA specifications. In runs A and B, and in C and D, the locations of the root and the leaf nodes are identical. Despite the identical node configuration, the algorithm discovers two trees displaying entirely different characteristics. Tree A has 62 edges and Tree B has 115 edges. The data dissemination cost in the Tree D Tree C Tree A Tree B Figure 1 : Examples of Discovered Routing Trees push protocol is directly proportional to the size of the routing tree. Thus, in push diffusion trees A and B display very different performance, with tree B giving nearly 100% worse performance than A. For pull diffusion, the larger tree B actually gives better performance than tree A, because the average length of paths from the producers to the consumer is shorter. The sizes of Tree C, and Tree D, are 52 and 53, respectively. Although, there is only one edge difference in the tree size, the difference in total cost of bytes transmitted to deliver one round of data is 552B for push diffusion. This difference corresponds to an additional 6 hops in Tree D. Having used visualisation of protocol runs to identify individual cases in which performance varies significantly, we now use simulation to answer the questions: 1) how much variation is there in discovered trees? 2) what effect does this variation have on protocol performance?
Simulation Parameters
The main performance measure in this study is the cost of data dissemination, or gathering, during a data interval, measured, as in [2] , by the number of bytes transmitted by all nodes in the network for each round of data delivery from Producer(s) to Consumer(s). The number of cycles required to effect data delivery is also recorded. For each protocol run, we save the size (number of edges) of the routing tree discovered, and a graphic of the shape of that tree as in Figure 1 . For comparability, the message sizes of [2] are used in all simulations: 68B for explore and interest; 104B for reinforce; and 84B and 92B for data messages in push and pull respectively. However, in other applications we would expect control messages to be smaller. For example, in our environmental monitoring soil moisture application, data messages are approximately 100B, and control messages 20B. Also, as in [2] , we do not model aggregation or duplicate suppression of messages. The network topology for our simulation experiments is a regular hexagonal grid network of 421 nodes as shown in Figure 1 . Experiments were repeated with varying numbers of leaf nodes (from 1 to 15), placed randomly on the lowest row of the landscape. The root node was placed randomly on the highest row of the landscape. Simulations are run 100 times for each number of producers and consumers.
Simulation Results
We first measure tree size for varying numbers of Producers and Consumers in push and pull diffusion. The tree is created in the same way for both algorithms. Figure 2 shows Figure 3 plots the performance of pull and push diffusion protocols, measured in total number of bytes transmitted per data interval, against the size of routing tree used in that interval. In push diffusion the situation is simple: the size of routing tree discovered is directly proportional to the cost of diffusing data over that tree. This is because push diffusion transmits its data message from the Producer root once over each tree edge in order to reach the leaf Consumer nodes. Although the problem of finding an optimal routing tree is known to be NP complete [4] , clearly push diffusion merits efforts in finding effective heuristics for minimising routing tree size. For pull diffusion, there is no clear relationship between tree size and protocol performance. Smaller trees with shared branches do not give the benefit seen for push diffusion, because each producer leaf's data message must be transmitted hop by hop over that branch. In fact, pull diffusion will complete in faster time for larger trees, as these allow parallel data gathering on the separate branches. 
CONCLUSIONS AND FUTURE WORK
The main contribution of this paper is to demonstrate that there are wide variations and inconsistencies in the performance of the diffusion family of routing protocols; and that this is the consequence of non-determinism in the tree building procedure, which uses only nodes' local information.
The accuracy of wireless network simulators and their models is an open research problem [1, 8] . Our results are in line with the emulation results of [2] , which suggests that the abstractions used in our physical and MAC layer models are reasonable. The performance of our simulator scales linearly with the number of nodes in the network. It remains a topic for future work to compare our simulation predictions, or those of any other diffusion studies, with performance in sensor network implementations in which transmission noise, time dependent radio noise, differences between individual nodes, and other factors of the environment in which the nodes are placed, are known to play a significant role.
Alternatives to flooding in route discovery do exist, but they are not applicable to the family of routing algorithms we have analysed. For instance, the rendezvous technique [4] requires global information. Geographic routing is an alternative. However, this approach is only beneficial if the leaf nodes are clustered together; in our configuration geographic routing would not reduce tree size. Additionally, techniques, such as aggregation, can be beneficial in one-phase pull, especially in the data intervals that take advantage of trees with a large number of shared branches. However, the benefit of aggregation is not guaranteed, as during some of the data intervals, data gathering will be done through discovered trees lacking shared branches.
We have shown how visualisation and simulation using a formal specification can help protocol designers identify strengths and weaknesses of their protocols. It remains to generalise the results proposed here as TLA theorems, true for all runs of diffusion protocols. The results can then be used to optimise existing and new data diffusion algorithms to improve protocol performance and predictability.
