V. Superionic water in planetary interiors and dynamo scaling 17
In the experiments reported here, the shock waves were strong enough to transform the quartz into a metallic-like, optically reflecting state so that VISAR tracked the shock front velocity U S and reflectivity R while SOP measured the thermal emission of a thin sub-micron layer of shock-compressed and -heated material just behind the shock front 61 . Although, H 2 O was not always transformed into a metalliclike state with a sub-micron optical depth, the high-dynamic range of reflectivity measurements provided by the lineimaging VISAR at Omega, allowed us to track the shock front as it propagated through the water ice VII layer (except for shot 71795). Even at low shock pressure, when the optical depth of shocked H 2 O was larger than several µm, the VISAR detected the 1 − 2% reflectivity due to the sharp refractive-index jump at the shock front between the unshocked and the shocked ice.
Before extracting the phase map, some images were corrected by subtracting ghost fringes that are caused by spurious residual reflections at the ice/diamond or diamond/vacuum interface 61 . Having determined the time dependency of the shock velocity, U S (t) ( Fig. 1 and Supplementary Fig. 2 ), we can extract U S Quartz and U S W ater , the shock velocities right before and after the time (which we set as t = 0) of the shock transit from the quartz into the water layer, using a linear fit over ∼ 100 − 200ps extrapolated to t = 0. 
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Supplementary Figure 2 . Direct comparison of the Velocimetry (VISAR) and pyrometry (SOP) streaked images for selected data: shot 70997 (in the fluid phase) and 70998 (in the superionic solid phase). Corresponding shock front velocity history US(t) (green) and averaged SOP counts lineout (red) showing (1) shock arrival at the diamond/quartz interface, (2) propagation through the quartz, (3) arrival at the quartz/ice VII interface, (4) propagation through the ice and (5) arrival at the ice/diamond interface. Event (3) is set as t = 0. Comparing these two datasets shows the change in the time dependence of the SOP signal at (3) due to the change in optical depth: the sharp drop at high pressure is transformed into a slower response in the solid. Note that while the streak record on the VISAR channel shown here ended before (5) , this event was captured for this shot on the second VISAR channel and on the SOP. Raw SOP Lineouts s71795 -121 GPa s70419 -157 GPa s71001 -172 GPa s70420 -167 GPa s70423 -173 GPa s71000 -180 GPa s70997 -185 GPa s69348 -216 GPa s70998 -239 GPa
Supplementary Figure 3 . Pyrometry (SOP) signal at the shock breakout from the quartz into the ice VII (normalized to the quartz signal) for nine different shots. The extra brightness recorded after t = 0 (especially between 120 and 200 GPa) indicate the incomplete screening of the hot quartz thermal radiance by the shocked H2O. Absorbance increases with pressure, but the corresponding electronic optical conductivity remains well below 100S/cm up to 200 GPa. For shot 71795 at 120 GPa, the optical depth of shocked H2O is similar to the total ice layer thickness. The observed abrupt SOP drop at t = 0 is due to the expected quartz temperature drop from the incident shock state temperature to the released state temperature. This drop is also present in the other records at higher pressure but becomes less evident when the optical depth of shocked H2O decreases. The two highest pressure shots reach the fluid phase just above the melting line. At these conditions, it is still possible to measure the optical depth from the SOP data, indicating electronic conductivity near 100 S/cm, which is consistent with the rapid increase of reflectivity above 250 GP a (see Fig. 1 )
B. Impedance match analysis to obtain pressure-density data
The Rankine-Hugoniot relations 68 , derived from conservation of mass, momentum and energy across a shock front, link the initial and final shock pressures, internal energies and densities with the shock and particle velocities U S and u p . For a given set of starting conditions P 0 − ρ 0 − e 0 , all the shock end states lie on a curve in the pressure-density-energy space, the Hugoniot .
Using the Rankine-Hugoniot relations, the measured change in shock velocity upon the crossing of the interface between two materials -having different density and/or compressibility -can be used to infer the shock compressibility of the second material (sample) if the behavior of the first material (reference) is known. Here we use quartz as a reference for the impedance matching procedure 69, 70 . We explicitly include corrections to account for the precompression of the quartz reference 60 . For each shot, the impedance-matching procedure applied to the (U S Quartz ,U S W ater ) pair yields a U S -u p point, which is equivalent to a P -ρ datum, so that we obtained eleven U Su p and P -ρ data( Fig. 2a and Supplementary Fig. 4 and Supplementary Table 1 ). We use a Monte-Carlo routine to explicitly propagate random uncertainties associated with the VISAR record, the data reduction to obtain the phase shift map and the initial pressure measurements, as well as systematic uncertainties associated with the VISAR instrument and the use of the quartz reference for the impedance matching procedure.
In the absence of a phase transformation, most materials exhibit a near-linear, slowly varying, U S -u p relationship. Changes in volume and compressibility caused by phase transformations are often revealed by jumps and kinks in U S − u P .
We show the new data along the shock Hugoniot for water ice VII in Fig. 2a . We applied both a linear fit: U S = a + b u p (a = 4.378 ± 0.355km/s, b = 1.362 ± 0.0406) and a 2-segment piecewise linear fit defined as U S = a 1 + b 1 u p for u p < c and U S = a 2 + b 2 u p for u p ≥ c (a 1 = 7.547 ± 1.16km/s, b 1 = 0.931 ± 0.155,a 2 = 5.762 ± 0.443km/s, b 2 = 1.222+±0.046 with c = 8km/s ). Three different standard statistical analysis (Fisher's F-Test, Akaike's Information Criterion Test and Bayesian Information Criterion Test) comparing the results of these two fits indicate that the piecewise model is a better representation of the data. Analysis of the velocimetry data suggests the occurrence of a phase transformation with a positive Clapeyron slope.
Note that the presence of the mirror coating on about half of the quartz/ice interface in shots 71000, 71001 and 71795 (see Supplementary Fig. 1 ) caused artifacts in the VISAR data that prevent us from accurately measuring the shock velocity in the quartz.
C. Reflectivity analysis
While the VISAR fringe phase encodes the velocity information, the amplitude of the fringes contains information about the reflectivity of the moving reflector (here the shock front). We used the shock front during its travel across the quartz plate as an in-situ reference based on previous absolute measurements at the Omega Laser 61,71 but using corrections to account for the higher initial density of the precompressed quartz reference 60 . Doing so, we were able to determine the reflectivity time dependence R(t) and extract one R-P datum per shot for shocked H 2 O using an extrapolation of R(t) to t = 0 + and the pressure obtained from the impedance matching analysis (Fig. 2c) . We explicitly corrected the fringe amplitude to compensate for small sweeprate non-linearities by normalizing it to the a constant dwell time per pixel. We also performed a Hill-function fit to the shock front reflectivity for water along the ice VII Hugoniot that we use to estimate the emissivity of shocked H 2 O that we need to infer shock temperatures from the SOP data: R = 1. 
D. Pyrometry analysis
The spectral radiance space-time history recorded by the SOP allows us to obtain shock temperatures provided one can attribute the observed radiance to a homogeneous part of the dynamically compressed target package. Note that, as for the Supplementary Figure 4 . Dense water pressure-density equation of state. New data (blue circles) along the ice VII Hugoniot, previous shock-compression data on ambient condition liquid (ρ0 = 0.998g/cm
3 ) using gas-guns 39 (Mitchell 1982) , high-power lasers 34 or pulsed-power driven flyer-plates 35 (Knudson 2012 ) and predictions using tabular equation of state models and DFT-based molecular dynamics (DFT-MD) simulations. Note that the early study with high-power lasers 34 ) was mostly focused on measuring the optical properties. Preliminary experiments with precompressed samples 56 (Lee 2006 ) with initial densities ρ0 ∼ 1.2g/cm 3 produced scattered data that might reflect systematic uncertainties due to lower accuracy diagnostics and/or the use of small aluminum steps as the impedance matching standard. Recent experiments 36 (Kimura 2015 ) used diamond anvil cell and a quartz standard with ρ0 = 0.998g/cm 3 and ρ0 = 1.16g/cm 3 . The static compression x-ray diffraction dataset 4 (Loubeyre 1999) , extending over 150 GPa agrees well with the solid ice model 65 (French 2015) , once the experimental pressures are revised using an improved Au scale 75 .
reflectivity analysis, we explicitly corrected the SOP signal to compensate the small sweep-rate non-linearities by normalizing to a constant dwell time per pixel. Quartz shock-compressed into the fluid phase has significant metallic-like electronic conductivity (optical depth is much smaller than1µm) so that the SOP collects the spectral radiance of about a one optical-depth thick layer of shocked SiO 2 at any given time during the shock transit in the quartz plate. We can then relate the SOP counts to the shock temperature 61 , assuming that thermal emission is that of a grey body, with an emissivity independent of wavelength , that is inferred from the shock front reflectivity: = 1 − R. We used corrections to account for the higher initial density of the precompressed quartz reference, compared to the original absolute measurements 60 .
High pressure regime: shock temperature along the ice VII Hugoniot
For Omega shot numbers: 69347, 70421, 70424, 70998, 70999 and 86363 the SOP images show a sharp (limited by our temporal resolution) drop in radiance upon shock breakout of the quartz into the water ice layer, followed by an approximatively linear decay up to the arrival of the shock at the ice/diamond interface (see Fig. 1 and Supplementary Fig. 2a) . Here, the interpretation is straightforward and we can attribute the radiance between these two events to the thermal selfemission of the shock-compressed H 2 O. Using the fit of the measured reflectivity to calculate the emissivity of shocked H 2 O, we obtain the temperature time dependence T (t) for each shot from which we can extract a T -P datum using a linear extrapolation of T (t) to just after t = 0 and the pressure obtained from the impedance matching analysis (shown as blue circles in Figs. 2 and 5 ). In addition, we can also combine U S (t) and T (t) during the transit of the shock front through the water layer to obtain a continuous T (U S ) record. As the shock decays slowly during its transit, we collect a series of shock temperature data along the ice VII Hugoniot in each shot (shown as shaded blue areas in Figs. 2 and 5 ). We emphasize that these decaying shock data differ from shock and release measurements that would be obtained if one were to look at an interface between a hot, opaque shocked material and a less compressible transparent window or the vacuum (see also Ref. 72 ).
Low pressure regime: optical depth and shock temperature
The SOP records for the shots at lower pressure (see Figs. 3 and Supplementary Figs. 2 and 3) are slightly more complex, as the SOP did not record only the thermal emission of the shocked H 2 O during the shock transit in the water ice layer. Instead, the drop of the pyrometry (SOP) signal at the shock breakout from the quartz into the ice VII exhibits a significant broadening due to the incomplete screening of the hot quartz thermal radiance by the partially transparent shocked H 2 O. A detailed analysis of these records provides a way to accurately determine the optical depth of the shock-compressed H 2 O as well as the shock temperature for a few shots in which we could create an optically-thick shocked H 2 O layer.
Using the velocimetry records we obtained U S (t) from which we can determine the shocked water layer thickness at each time ∆x(t) = t 0
[U S (t ) − u p (t )]dt (the shock front moves at U S but the quartz/ice interface is also put into motion, to velocity u p , by the shock). We could then transform the measured SOP time-history Counts(t) into a record as a function of optical transit depth Counts(∆x). As shown in Fig. 3 , such traces exhibit an exponential-like decay, but to obtain a more accurate determination of the optical opacity, we corrected these records by subtracting the estimated contribution of the shocked H 2 O self-emission. To do this we first calculated the time dependence of the H 2 O shock temperature using the measured U S (t) together with the T (U S ) relationship predicted by the DFT-MD, then used the quartz calibration for shock temperature to transform these estimated temperatures into SOP counts. The good agreement between measured and predicted shock temperatures provides a good consistency check. The corrected SOP traces exhibit a clear BeerLambert behavior and exponential fits from t = 0 yielded the optical depth d = 1/α, α being the absorption coefficient. The corresponding pressure was obtained by interrogating the U S (t) record at t = 0 + and at the instant when the corrected SOP signal reached a steady state. The corresponding temperature was interpolated from the predicted T (U S ) below 200 GPa and the averaged experimental data above 200 GPa.
This analysis relies implicitly on a steady thermal emission from the quartz which has isentropically released from its initial shock state due to the shock impedance mismatch with the ice. One-dimensional Lagrangian hydrodynamic simulations of the experiments using the commercial code Hyades 73 indicate that the temperature of the hot quartz at the quartz/ice interface stays constant during the few nanosecond duration of the optical absorption measurements. We also made sure to avoid attributing the drop in quartz temperature to absorption by the water layer by calculating the SOP counts corresponding to the release temperature, estimated from the impedancematch analysis at t = 0.
For the few shots in which we could create an opticallythick shocked H 2 O layer with ∆x > 7 − 10 d (70997, 70423 and 71000) we also extracted the portion of the record after Supplementary Figure 5 . Optical absorption coefficient measurement with velocimetry (VISAR) using a target with a mirror coating on half the quartz/water interface (shot shot 71000). a Sketch showing that two contributions are collected simultaneously by the VISAR if the shocked H2O is not optically thick: (i) a weak ∼ 1 − 2% reflection at the shock front due to the mismatch of the real part of the refractive index between the unshocked ice VII and the shocked H2O and (ii) a strong 37% reflection at the titanium coated quartz/ice interface that is being attenuated by the two passes through the partially absorbing layer of shocked H2O. b Example VISAR image for the Ti coated part of the interface for shot 71000 (VISAR 1). c Amplitude temporal history for the two VISAR channels, and corresponding shock velocity. Vertical blue and red shading represents the etalon time delay for each channel. d Amplitude as a function of shocked layer thickness and exponential Beer-Lambert fit (dotted black).
the instant when the corrected SOP signal reached a steady state to obtain continuous T (U S ) data. Here, we made sure to account for the smearing of the decaying shock data by the ∼ µm measured optical depth but found that this effect was negligible due to the slow velocity decay.
The targets for shots 71000, 71001 and 71795 featured an additional titanium mirror coating on ∼ half the quartz/water interface. Orienting appropriately the slit of the streak camera which represents the imaging direction y, we recorded VISAR and SOP for both the coated and uncoated region for each shot ( Supplementary Fig. 1 ) . Supplementary Fig. 5 describes the experimental configuration and data interpretation for shots 71000 and 71001 near 180 GPa for which the shocked H 2 O layer optical depth was about 2µm. In the portion of the VISAR image corresponding to the portion of the interface with a mirror, two reflectors are tracked simultaneously: (i) a weak ∼ 1 − 2% reflection at the shock front due to the mismatch of the real part of the refractive index between the unshocked ice VII and the shocked H 2 O and (ii) a strong 37% reflection at the titanium coated quartz/ice interface that is being attenuated by the two passes through the partially absorbing layer of shocked H 2 O. These two contributions are visible in the portion of the VISAR streaked image shown here. During the shock transit through the diamond and the quartz plate, the VISAR signal reflects off the Ti mirror coating and the fringes are stationary (no motion). Upon event (3), the arrival of the shock at the quartz/ice interface, the fringe intensity drops rapidly while fringes associated with the weakly reflecting shock front become visible and appear slightly slanted, indicating a slightly decaying shock.
Analysis of the temporal history of the fringe amplitude for the two VISAR channels indicates that this decay occurs on a longer time scale than the etalon delay for each VISAR. When plotted against the thickness of the shocked H 2 O layer, the rapid decay is found to be in good agreement with the expected Beer-Lambert exponential behavior. The optical depth values are very close to 1.5µm (Fig. 3) . Note that the extinction appears faster on the VISAR images because the attenuation occurs twice (before and after reflection from the Ti mirror coating). Here we use the nominal 37% reflectivity of the titanium layer at the quartz/ice VII interface as a reference to measure the reflectivity of the shock front. Supplementary Fig. 6 describes the corresponding pyrometry data. Taking advantage of the line-imaging capability, we recorded SOP data for both the coated and uncoated portions of the targets. In both regions, two contributions are collected simultaneously by the SOP as the shocked H 2 O is not optically thick: (i) a weak self-emission from the shocked H 2 O and (ii) a stronger self-emission by the shocked-and-released quartz that is being attenuated by the one pass through the partially absorbing layer of shocked H 2 O. Looking at the region with the mirror, we see no self-emission until event (3), when the thin Ti layer is quickly heated by the arrival of the shockwave in the quartz plate underneath, and the pyrometry signal in this portion of the record quickly matches the one in the uncoated quartz portion. Here, we could not accurately measure the shock velocity in the quartz because the fringe quality was not sufficient. Instead, we calculate it from extrapolating the measured shock velocity in shocked H 2 O to t = 0 as well as a linear fit of the U S Quartz − U S W ater data obtained from Supplementary Figure 6 . Optical absorption coefficient measurement with pyrometry (SOP) using a target with a mirror coating on half the quartz/water interface. a Sketch showing that two contributions will be collected simultaneously by the SOP if the shocked H2O is not optically thick: (i) a weak self-emission from the shocked H2O and (ii) a stronger self-emission by the shock-andreleased quartz (or by the thin layer of titanium heated by the quartz) that is being attenuated by the one pass through the partially absorbing layer of shocked H2O. b Example SOP image for shot 71000 showing both the the mirror and the quartz parts of the streaked pyrometry image. c SOP temporal history for the mirror and quartz regions (delimited by blue lines).
the targets without a coating (using only the 4 points below the melting line). Having determined U S Quartz , we used the SOP during (2) to link the SOP signal to grey-body temperature. A portion of the record corresponding to the late time of shot 71000 is reported in Figs. 2b and 5. We also analyzed the SOP decay to obtain the absorption coefficient as in Sec. I D 2 ( Fig. 3 ).
Targets with a mirror coating near 120 GPa: shots 71795
In this shot, the shocked H 2 O remains optically thin: the optical depth is comparable to the 34µm thickness of the sample layer. The VISAR record is dominated by the strong reflection at the Ti coated quartz/ice interface, only slightly attenuated by the shocked H 2 O. The weak signal associated with the ∼ 1% shock front reflectivity is not distinguishable. Identifying events (3) and (5) yields the shock transit time through the ice layer, which allows us to obtain an average shock velocity U S = 12.4 ± 0.8km/s. Assuming the com- Velocimetry data for a target with a mirror coating near 120 GPa. In this shot, the shocked H2O remains optically thin: the optical depth is comparable to the layer thickness. The VISAR record is dominated by the strong reflection at the titanium coated quartz/ice interface, only slightly attenuated by the shocked H2O. Identifying the events (3) and (5) yields the shock transit time through the ice layer which gives an average shock velocity. Analyzing the fringe shift between (3) and (5) yields the apparent interface velocity uapp.
pressibility (we used the DFT-MD model from French 15 ) we can calculate the true particle velocity u p = 5.89 ± 0.16km/s which corresponds to a pressure at event (3) near 120 GPa. Analyzing the fringe shift between (3) and (5) yields the apparent interface velocity u app = 6.56 ± 0.16km/s. Using also the unshocked refractive index n 0 = 1.52 we can then calculate the real part of the refractive index of the shocked H 2 O at these conditions using 74 :
This value is in excellent agreement with the measured values at the same density at room temperature 42 . We also analyzed the VISAR amplitude to obtain the absorption coefficient (Fig. 3) . For this shot, the SOP record (3) shows a clear drop at event (3) consistent with the expected drop from the incident shock state temperature to the released state temperature. Analyzing the (very small) decay of the SOP signal due to the absorption by the shocked H 2 O layer, we can also obtain a similar absorption coefficient.
II. OPTICAL PROPERTIES AND ELECTRICAL CONDUCTIVITY A. Links between optical constants and optical properties
Considering a linear, non-magnetic material, with constitutive equations:
where σ and r are the material's electrical conductivity and dielectric constant, and 0 and µ 0 are the vacuum's dielectric permittivity and magnetic permeability. By definition, the speed of light in vacuum c is :
Maxwell's equations in S.I. units become:
and yield the wave equation:
Searching for the relation dispersion for electromagnetic plane waves with an electric field:
where K is a complex propagation constant and ω the angular frequency of the waves, one obtains
that is, using c = 1/µ 0 0 :
which is equivalent to
where we introduce the complex refractive indexñ as the square root of the complex dielectric constant˜ :
where we introduced the complex conductivityσ. It is usual to also introduce the real and imaginary parts of the refractive index as:ñ = n + ik (18) and the real and imaginary parts of the complex dielectric constant:˜
as well as the real and imaginary parts of the complex conductivityσσ
We can then link the (real) conductivity to the complex refractive index from Eq. 17
Defining the absorption coefficient α as the inverse of the optical depth d over which the light intensity, proportional to the square of the electric field, drops by a factor of 1/e , Eq. 17 yields:
so that k = αc/(2ω) and Eq. 23 becomes
where we explicitly show the frequency dependence of the various optical and electro-magnetic constants. This real, frequency dependent electrical conductivity is usually called optical conductivity
Similarly, the reflectivity R at normal incidence at the interface between this material and a transparent, non magnetic, material with refractive indexñ 0 = n 0 + ik 0 is
In the experiments considered here, the reflectivity originates at the shock front. Assuming that the electronic structure of the transparent unshocked material is unperturbed so that k 0 = 0 . Eq. 26 becomes:
and approaches unity for a good conductor, that is as k becomes much larger than n.
B. Optical conductivity of shocked H2O along the ice VII Hugoniot
Using the velocimetry at 532nm (2.33eV ) and pyrometry (broad band with maximal sensitivity at 650 nm or 1.9 eV ) we measure optical absorption coefficients near 2eV increasing from ∼ 600 to ∼ 29000cm −1 between 120 and 210 GPa corresponding to imaginary refractive index values k ranging from 0.002 to 0.15. At the same conditions, we observe 1 − 2% shock front reflectivity.
The experimental and numerical data (see Sec. II D 1) for the density dependence of the real part of the refractive index in ice can be used to estimate the reflectivity due only to the jump in (real) refractive index produced by the density jump of a shock front. We show in Fig. 2c the shock front reflectivity along the ice VII Hugoniot, calculated using our fit of the Zha et al. data 42 , which increases slowly from 1% near 100 GPa and saturates near 2% level. The good agreement between this model and the observed reflectivity suggests that the real part of the refractive index increases roughly linearly with density, at a rate similar to the increase observed in the diamond anvil cell experiments 42 at 300 K. In this regime, measuring both components of the refractive index allow us to directly obtain the optical conductivity at σ(2eV ) using Eq. 23 without making any assumption about the electronic structure of the shocked H 2 O. The values obtained range from 3 to 150S/cm and are shown in Fig. 4 .
Above 250 GPa, the reflectivity increases more rapidly to 6% near 300 GPa, while the optical depth is smaller than our detection limit. This indicates a sudden increase of the refractive index of shocked H 2 O, to n = 2.5 assuming k = 0. Alternatively, assuming that the real part of the refractive index follows the density dependence of the 300 K ice we get n 1.94 which yields k 0.76 and σ(2eV ) 800S/cm.
C. Dielectric constant and link to DC conductivity
Another way to estimate the the complex conductivityσ from the observed reflectivity measurements, and to also estimate the DC conductivity (at ω = 0), is to use a model for the complex dielectric constant˜ , all in accord with the Kramers-Kronig relations. A simple choice is to assume that the optical properties are described by the combination of the contribution of free carriers given by the semiclassical Drude conductivityσ D and bound electrons described by the dielectric constant b :˜
with the Drude complex conductivity for n e free carriers per unit volume behaving as semiclassical particle with an effective mass m * and a collision time τ :
Here we used an effective mass of 0.5 and assume that the bound electron contribution b = n 2 b is essentially dependent on the density, depends weakly on the water ice structure and is unaffected by ionization in the domain explored here. We use again the power-law n b (ρ) relationship derived from refractive index measurements 42 at room temperature up to 120 GPa and 3.3 g/cm 3 (see Sec. II D 1). We assumed that the electron scattering time τ can be estimated by the Ioffe-Regel minimum time: τ IR = 2(3/(4π 2 n i )) 1/3 /v e with n i the density of ions: n i = ρN A /M , M being the average atomic molar mass. To account for both degenerate and non-degenerate regimes, we use the maximum velocity between the Fermi velocity v f = (3π 2 n e ) 1/3 /m e or the thermal velocity v th = 2k B T /m e . The ionization Z, or equivalently the electron density n e = Zn i , can then be determined self-consistently by fitting the reflectivity. We then use the simulation to obtain the optical conductivity at the VISAR wavelength σ(2.33eV ) as well as the DC conductivity σ(0).
Given these reasonable assumptions for the scattering time and effective mass, we find that σ(2.33eV ) is approximately 10 to 30% smaller than σ(0).
D. Previous studies on the optical properties of dense water and high pressure ices
Static compression
A number of studies have experimentally characterized the refractive index at visible wavelengths using diamond anvil cells 42, 52, 76 . To compute the refractive index of the precompressed sample, we used the refractive index ice VII measured 52 Zha et al., also extended these measurements to 120 GPa (∼ 3.1g/cm 3 ) at room temperature 42 . The two studies confirm that the index increases smoothly with density, with little dependence on the particular molecular and/or atomic structure. However, they find that the density dependence becomes sublinear above ∼ 2.5g/cm 3 %. Using the pressure-density equation of state measured with Brillouin spectroscopy 77 , we found that the index in the visible (with weak dispersion) is well described by a Hill function of the density ρ 0 in g/cm 3 :
with a = 1.33034, b = 2.09746, n = 3.00633, k = 2.21589 and a correction for the dispersion c = 0.015. From these measurements 42 , and using the Penn model, Zha et al., proposed that the electronic gap of water ice is closing at high pressure, down from 7.3 eV near 1 g/cm 3 to about 5.5 eV near 2.3 g/cm 3 . In contrast, several numerical studies predict that the gap increases under pressure. Hermann and Schwerdtfeger showed that the Stark effect induces a strong blue shift of the absorption edge, leading to the bandgap increasing to 10-16 eV near 250 GP a at 0 K. More recently, Pan et al., used DFT methods to show that the experimentally observed increase of the refractive index is compatible with an increase of the bandgap with pressure if the strength of the interband electronic transition is increasing sufficiently rapidly 78 . A similar behavior under compression has recently been predicted, with state of the art DFT-based methods, for LiF another wide-band gap insulator 79 .
Dynamic compression
There are numerous studies, dating back several decades on the study of the optical properties of shock compressed water 29, 32, [34] [35] [36] 49, [80] [81] [82] . Early work demonstrated that water stays transparent under shock compression in the fluid phase, even though claims were made for a phase transition, perhaps into ice VII, based on observed loss of transparency (see the detailed review of the experiments before 1968 in Ref. 29 ). The refractive index was also measured 49, 80 and found to follow a linear density dependence (Gladstone-Dale behavior) up to ∼ 2.2g/cm 3 .
Holmes et al. documented the Raman scattering of shock compressed liquid water 30 and estimated that the optical depth d is larger than 3.5mm up to 26 GPa. We use this observation to constrain the electronic conductivity assuming d = 7 ± 3mm at these conditions (see Fig. 4 ). Similar observation were reported by Zeldovich et al., who reported 49 that the water sample stayed transparent up to 30 GPa. We assumed a higher bound for the optical depth∼ 20mm since their sample was about 10mm thick.
At higher pressure along the Hugoniot, liquid water is found to become optically partially absorbing near 50-80 GPa, there is no accurate measurements of the optical depth in this range. One study 83 , reported 32 by Koenig et al., documents shocked water becoming partially absorbing in this regime, with the absence of noticeable reflection at the shock front up to 2.7g/cm 3 . Using the same formalism that we used for shot 71795 and assuming the Sesame 7150 table, the real part of the refractive index was found to increase rapidly above 2g/cm 3 up to 3.8 near 2.5g/cm 3 . As discussed in Sec. II A, such a high index mismatch at the shock front would induce a 23% reflectivity, which seems inconsistent with the qualitative observations. This discrepancy might have been caused partly by the pronounced softening of Sesame7150 Hugoniot near 2.4g/cm 3 or maybe by the inversion between shocked and unshocked indices in the formula used in Sec. 5.2.3.5.1 of E. Henry's very detailed PhD thesis 83 . At yet higher pressures, several studies 32, [34] [35] [36] 56, 81, 83 have reported shock-front reflectivity larger than 5% above 100GP a, even reaching up to 40 − 50%: a signature of significant optical conductivity, in excess of 1, 000S/cm.
III. MOLECULAR DYNAMICS SIMULATIONS
A. Previous works
Many molecular dynamics (MD) simulation studies, starting with the classical MD work of Demontis, LeSar and Klein in 1988 5 proposed the existence of superionic conduction in water ice under high pressure-temperature conditions. Using the Car-Parrinello method, Benoit et al. in 1996 6 , and Cavazzoni et al., 7 in 1999 confirmed the prediction for superionic water and recognized the potential impact for the icy giants. Still, they predicted that the interiors of Neptune and Uranus interiors would be fluid as their calculated melting line for superionic ice was lower than the planetary isentropes that they used.
Subsequent DFT-MD simulations indicate an onset of superionic behavior in high pressure ice at yet higher pressures [8] [9] [10] [11] [12] , and also simulate bonding, structure and transport properties 17, 18 . In addition, the melting line of superionic ice is found to be at higher temperature than previously thought [10] [11] [12] [13] , leading to the prediction that superionic ice might constitute a large fraction of the interiors of Uranus and Neptune.
Finally, three groups reported that the superionic ice could adopt other structures than the body-centered-cubic (bcc) lattice of oxygen, similar to the low temperature ices VII and X [13] [14] [15] . That is, the superionic ices do not necessarily keep the oxygen lattice of the low (room) temperature ice at the same pressure. Interestingly, these studies suggest the transition to a close-packed structure near 200 GPa, whereas they predict the transition from ice X to Pbcm near 300 GPa, with possible implications for the elastic, thermodynamic and transport properties.
B. Solid and superionic ice models
In the present work, we benefit from several prior studies on dense water properties, and in particular two recently developed free-energy models for solid 65 and superionic 15 high pressure water ices based on density-functional theory simulations and including quantum corrections.
As shown in Supplementary Fig. 4 , the solid ice model accurately captures the room-temperature isothermal compression. In fact, the slight discrepancy between the model and the highest pressure x-ray diffraction data 4 above 100 GPa noted by French and Redmer 65 is eliminated once a more recent gold equation of state 75 is used to re-evaluate the experimental pressure values (see Supplementary Table. 9 ). This correction also reduces the discrepancies between the different experimental high pressure datasets 77, [84] [85] [86] . Moreover, the solid ice model describes accurately the thermal expansion of dense ice 22, 43, 53, 65, 87, 88 , including the recent data 28 extending to 100 GPa at 900 K (not shown in Ref. 65 ). In response to the finding by two other groups 13, 14 that the oxygen lattice of superionic ice could adopt other structures than body-centered-cubic (bcc) as previously assumed 10, 11, 18, 89 , the superionic model includes both bcc and face-centered-cubic (fcc) structures that are found to have very similar equations of state.
C. Present work: equation of state simulations with DFT-MD
Using the Vienna Ab-initio Simulation Package (VASP), we performed finite-temperature density-functional theory based molecular dynamics (DFT-MD) simulations of water, extending previously reported work 10 , to precisely map the pressure P and internal energy e as a function of density ρ and temperature T in the experimentally explored region. In addition to simulations over a coarse ρ-T grid ∼ every 1,000 K (Supplementary Tables 5 and 6) .
We also performed a series of simulations every 100K between 4,000 and 6,000 K at three densities close to the ice VII Hugoniot. To obtain meaningful results and avoid metastability issues, we analyzed each MD snapshot and discriminated between the fluid and the superionic phases. We then fitted the temperature dependence of both internal energy and pressure along the three isochores for both the superionic and the fluid phases. We therefore obtain two grids of DFT EOS points for the fluid and superionic phases (Supplementary Tables 7 and  8 ).
We applied a correction to the vibrational energies of the protons to account for their quantum nature 66, 67 , and were able to solve the Rankine-Hugoniot equation e = e 0 + 0.5(P + P 0 )(1/ρ 0 − 1/ρ) to obtain the predicted shock pressure, density and temperature starting with water ice VII. The calculation were performed at the Perdew, Burke, and Ernzerhof (PBE) level of approximation to the exchange-correlation functional in the NVT ensemble (constant number, volume and temperature) with a plane-wave energy cutoff of 900 eV, a time-step of 0.4 fs and a Nosé-Hoover thermostat using 162 atoms.
Projector-augmented wave (PAW) pseudopotentials were used to account for the oxygen core electrons: we used the O and H in the VASP PBE PAW library with core radii of 1.52 and 1.10 Bohr respectively. The electronic density was constructed from single-particle wave functions by sampling at the Γ point of the Brillouin zone. The electron occupation numbers were taken to be a Fermi-Dirac distribution set at the average temperature of the ions. For the different densities and temperatures, we used a sufficient number of bands such that we have at least 40 bands with occupation numbers smaller than 10 −5 . The MD was run for 20,000 steps with the last 16,000 steps used for averaging the internal energy and the pressure. To gain a better understanding of our experimental results we computed an ice VII Hugoniot curve including existing DFT-MD equation of state calculations as well as our simulation results. As shown in Supplementary Fig. 8 we first Supplementary Figure 8 . Construction of the Ice VII Hugoniot from DFT-MD simulations. We show ice VII Hugoniot curves (ρ0 = 1.6g/cm 3 ) calculated from either DFT-MD results over a coarse grid (every 1,000 K, regardless of the phase, magenta), or over a fine grid (every 100 K between 4,000 and 6,000K, either for superionic ice: black or fluid water: green) , as well as using previous DFT-based equation of state models for solid ice 65 (cyan) and superionic ice 15 (red). DFT-MD water phase boundaries 11, 15 (orange dotted, orange and green dashed-dotted) are used to construct the proposed Hugoniot (thick grey line). Inset: zoom onto the melting region. The red error bars arise from adding ±0.1kJ/g to the calculated internal energies as suggested in French et al. calculated ice VII Hugoniot curves from our DFT-MD results over a coarse grid (every 1,000 K, regardless of the phase, magenta). Note that for consistency, we used the solid ice model 65 to evaluate the initial pressure and energy for the ice VII experimental starting density ρ 0 = 1.6g/cm 3 . Then, to investigate how big a temperature plateau to expect upon melting of superionic ice along the Hugoniot, we used the results over a finer grid, every 100 K between 4,000 and 6,000K, to calculate two Hugoniot curves for either superionic ice (black) or fluid water (green). While these curves are distinct, as one would expect since the melting is predicted to be first-order, the pressure and energy difference is actually quite small, resulting in a small plateau with a pressure jump of∼ 13 GPa along the melting line. Note that we used the calculated melting line of Redmer et al. 11 . As expected, our results for the superionic ice (black) match well with the curve obtained from the bcc superionic ice model 15 (red). Finally, we computed the Hugoniot using the solid ice model 65 (cyan), which shows the change in thermodynamic properties at the solid to superionic transition. Here, we used the most recent phase boundary determined by comparing the Gibbs free energies of the solid and superionic phases 15 . The resulting Hugoniot (thick grey line in Supplementary  Fig. 8 and thick blue in Fig. 1a) is obtained by concatenating the solid ice Hugoniot until 60 GPa, the superionic ice Hugoniot between 88 GPa and 180 GPa and the liquid Hugoniots above 193 GPa and following the predicted solid-superionic and superionic-fluid phase boundaries. We show the Hugoniots for all the three phases in Figs. 2 and 5.
E. Present work: optical properties simulations with DFT-MD
In addition, along the calculated Hugoniot, we extracted 50 well-spaced snapshots and computed the electronic conductivity and the dielectric function using the hybrid exchange correlation functional HSE06 90 and the KuboGreenwood [91] [92] [93] [94] formalism yielding calculated optical properties: reflectivity and optical depth along the ice VII Hugoniot.
For the calculations of optical properties, a sufficient number of empty states were employed in order to converge the Kramers-Kronig transform below a 10 eV photon energy. For the reflectivity, we used n 0 =1.52. Our simulations are consistent with earlier results 10, 67, 89 in the superionic and fluid phases.
In the present work, we directly compare the experimental observables with computed optical properties: reflectivity and optical depth. The computed reflectivity appear to be in very good agreement with the experimental data.
In contrast, the computed optical depth are much larger than the experimentally measured values in the absorbing phase. This discrepancy might be attributed to the difficulty of capturing the role of defects in the DFT-MD simulations, mostly because of the limited number of particles in the simulation box. Defect-induced tails in the electronic density of states could explain why the experimental electronic conductivities are higher than the computed values in the superionic phase.
We report the frequency dependent optical properties and conductivity along the computed ice VII Hugoniot in Supplementary Fig. 9 and in Supplementary Table 3 .
IV. MODELS, SIMULATIONS AND PREVIOUS EXPERIMENTS
A. Melting of water ice
We propose a new melting line for water ice at high pressure ( Fig. 5 and Supplementary Fig. 10 ) based on previous experimental data and our new results. Our proposed melting line up to 47 GPa is a fit of most static-compression experimental data using refractive index changes 20 , x-ray diffraction 21, 22, 24 , Raman 24, 25 and Brillouin 26 spectroscopies to locate the solidliquid phase boundary. Note that technical challenges in confining warm dense water and accurately determining the temperature might explain the scatter of the static-compression melting data [24] [25] [26] . At higher pressure the melting temperature rises faster, as suggested by several studies [23] [24] [25] [26] , and connects with our datum at 190 GPa. The increased entropy of the superionic ice due to the mobile protons might contribute to the sudden increase in slope of the melting line 25 . A recent study on water ice between 1,300 and 1,800K and 46 to 72 GPa documented the location of a ∼12% plateau in Supplementary Figure 9 . DFT-MD energy dependent conductivity and optical properties along the ice VII Hugoniot, using the HSE exchange correlation functional. a Electronic conductivity. b Absorption coefficient. c Shock front reflectivity at 532 nm in ice VII for different temperatures from 3,000 to 10,000 K. A 4-6 eV bandgap is predicted (sharp jump in conductivity/absorptivity)in superionic water ice. No significative difference is found between the DC and optical conductivity at 2 eV . the temperature versus heating laser power 27 . This roughly corresponds to a ∼12% change in absorption of the CO 2 heating laser 95 , clearly pointing toward the occurrence of a phase change. However, as mentioned in Ref. 27 , it cannot be unambiguously linked to a solid-liquid transition. Instead we propose that these findings may in fact pinpoint the location of the solid→superionic transition ( Supplementary Fig.10 ) in excellent agreement with the most recent determination based on free-energy calculations for solid and superionic ices 15 .
Supplementary Figure 10 . H2O phase diagram near the predicted triple point between the ionic liquid, the insulating solid ice and superionic ice. Static compression experiments used refractive index changes 20 , x-ray diffraction 21, 22, 24 , Raman spectroscopy 24, 25 , Brillouin spectroscopy 26 or visual observations 23, 96 to identify melting. Ice phase boundaries from Raman spectroscopy 25, 97 , x-ray diffraction 28 or laserbased calorimetry 27 . Molecular dynamics simulation predictions for melting and solid→superionic transitions 7, 9, 11, 15 . Shock-compression states (Hugoniot) starting with ambient liquid water lies within the ionic liquid field. Starting with ice VII allows us to reach the predicted stability domain of superionic ices at lower temperatures. Colored background and phase boundaries, including our proposed melting line, are identical to Fig. 5 and adapted from Ref. 11 .
B. Electrical impedance measurements under reverberating shock compression
In this section, we present a re-evaluation of the thermodynamic conditions of the water sample during two sets of electrical impedance measurements under reverberating shock compression by Yakushev et al., (Ref. 40 ) and by Chau et al. (Ref. 41 ). Given that more details were included in the Chau et al., original paper, more emphasis is given to those experiments. Nevertheless, an excellent agreement is found between the two datasets.
Chau et al.,
In these experiments, an aluminum (or copper) flyer plate is launched into an aluminum baseplate/sapphire anvil/water layer/sapphire anvil stack (for experimental details see Refs. 41, 98 ). As the water layer is both thinner and much more compressible than the two sapphire anvils, the initial shock wave generated by the impacts gives rise to a series of reverberating shocks of increasing pressure (but smaller pressure jumps) in the water layer (see Supplementary Fig. 12 ). This series of shocks progressively compresses the water to 70-180 GPa while keeping the entropy-generation and therefore the temperature much lower than a single shock to the same final pressure.
The experimental apparatus provides a record of the temporal evolution of the electrical impedance of the water layer, together with flyer velocity and shock arrival times measurements. Hence, one has to calculate the pressure, temperature and density of the water assuming an equation of state for the flyer, the baseplate, the anvils and the water layer.
Al, Cu and sapphire shock compression properties were already well characterized in the pressure range of these experiments at the time of the original publication (2001). In contrast, the water equation of state was quite poorly constrained at such high pressures and densities.
In addition, as mentioned by Lee et al. 56 , and Celliers et al. 34 , the shock temperatures reported in the original publication 41 were incorrectly calculated. To compare with new measurements along the principal Hugoniot 34 , the final pressure and temperature states were re-calculated in 2004 using the best estimates of the equation of state of water. As mentioned in Ref. 56 , the Sesame 7150 tabular equation of state was used to model the thermodynamic properties of water, a reasonable choice at the time since this table seemed to provide the best agreement with the only pressure-density data available above 100 GPa 34 and the only shock temperature data above 30 GPa available 31 . However, it now appears clearly that this model does not offer an accurate representation of dense water properties. As seen in Supplementary Fig. 4 , Sesame 7150 predicts a much higher compression for shocked liquid water and for shocked ice VII. Similarly, the Sesame 7154 Hugoniot curves are too soft. In contrast, LEOS 2010 prediction is in good agreement with the experimental data along the liquid water Hugoniot, and in fair agreement along the ice VII Hugoniot. While the Unfortunately, as seen in Supplementary Fig. 11 , LEOS 2010 does not provide an accurate representation of shock temperatures. In fact, none of the three models does so, in particular at higher density along the ice VII Hugoniot.
Our approach to provide a better estimate of the shock temperature and pressure at which Chau et al. measured the electrical conductivity of water is as follows:
a. Hydrodynamic simulations As in the original publication by Celliers et al., we carried out hydrodynamic simula- we obtain a series of 5 pressure jumps before the shock exits the anvils. Here we plot the pressure history of a thin slab of water at the center of the 500µm thick water layer. As we used nominal thicknesses (quoted in the original publication) instead of the actual ones, we stopped the simulations for each experiment once the pressure equilibrated near the first shock pressure in the front sapphire anvil rather than when the leading shock reached the back of the second sapphire anvil as in the original publication.
Supplementary Figure 14 . Comparison of shock temperature predictions for the experiments reported in Chau et al., using from various equations of state models.
tions to calculate the amplitude of the successive reverberating shocks compressing the initially liquid water layer. To do so we used the one-dimensional Lagrangian hydrodynamic simulation code Hyades 73 . We first verified that we could obtain similar pressure-jump series as Celliers et al. 34 by using the same equation of state models for the different materials. We then selected Sesame 3719 for aluminum, Sesame 7411 for sapphire, LEOS 290 for copper and LEOS 2010 for the water layer. As previously remarked 17 , the 10 experiments reported by Chau et al. can be reduced to 5 by averaging over the four shots near 150 GPa and the three near 180 GPa. We report in Supplementary Table 4 the flyer velocities we considered.
We show the output as a pressure contour map obtained for the simulations with a Cu flyer at 5.52km/s in Supplementary   Fig. 12 . The impact of the flyer on the baseplate is chosen as t = 0, and one clearly sees the strong steady shock propagating into the aluminum baseplate and the first sapphire anvil before launching a series of five reverberating shocks into the water layer.
We show in Supplementary Fig. 13 the shock series obtained from the hydrodynamic simulation for the 5 different experimental configurations. These series of pressure jumps are likely to represent an accurate representation of the shocks experienced by the water layer during the experiments, as the LEOS 2010 is found to reproduce quite well the compressibility i.e the shock impedance of water in this regime.
b. Multi-shock calculations Once the series of pressure jumps resulting from the shock impedance mismatch between sapphire and water is obtained, we use the DFT-MD models and simulations to compute the final density and temperature. First, we find the temperature and density after the first shock by interpolating the liquid water principal Hugoniot computed from DFT-MD simulations modified with quantum corrections to account for the quantum nature of the protons 67 . Then, we calculate the subsequent shock states assuming that they lie within the stability domain of superionic ice in the body-centered-cubic structure. To do that, we use the DFTbased equation of state model developed by French et al. to solve the Rankine-Hugoniot equations four times until the final pressure state is reached. Doing so, we clearly assume that the bulk of the water layer undergoes an adiabatic multi-shock heating.
c. Discussion As shown in Supplementary Fig.14 and reported in Supplementary Table 4 , the series of shock states lie either within, or very close to the predicted stability domain of superionic ice, so that our procedure is self-consistent. Note that one has to recall that the melting line of superionic ice was estimated from DFT-MD simulations on a discrete density-temperature grid 11 , as opposed to the more accurate phase boundary determination with Gibbs free-energy calculations 15 . In addition, since the pressure and energy of the superionic ice and the liquid differ only slightly near the melting line, we do not anticipate that the final-state temperature changes by a large amount once a fully consistent accurate equation of state model for dense water become available.
The new temperatures for the reverberating shock study now all lie within the superionic phase, in contrast with the previous estimates by Chau et al. (which are clearly wrong as they lie along the principal Hugoniot) and Celliers et al.. They also lie very close to the ice VII Hugoniot as discussed in the main text (Fig.5 ).
In contrast with the large differences for the temperature determination, there is not a large difference between the original densities obtained by Chau et al. and the new analysis, only a 8 to 10% reduction. As the calculated density is used to infer the conductivity from the electrical impedance measurement 41 , this could impact the conductivity values. However, the small change in density is likely to induce only a small change in electrical conductivity, much smaller than the 30% quoted uncertainty on the conductivity. 
Yakushev et al.,
The first difference between these experiments 40 and the ones by Chau et al., is the use of different materials to construct the water cells and generate the reverberation compression. As only ranges of dimensions are provided in Ref. 40 we consider a 4 mm stainless steel (SS) flyer impacting a 1 mm SS baseplate in contact with two 750µm layers of polyethylene encapsulating a 750µm water layer and a 5 mm SS or Cu reflector.
The other difference is that no details are included in a tabular form but only a conductivity versus pressure plot is shown. However, the conductivity values at each step of the reverberation compression for five different experiments are provided.
a. Hydrodynamic simulations As for the Chau et al. experiments, we carried out hydrodynamic simulations to calculate the amplitude of the successive reverberating shocks compressing the initially liquid water layer. To do so we use the same code Hyades 73 using LEOS 3010 for steel, LEOS 5100 for polyethylene and LEOS 2010 for the water layer.
We show the output as a pressure contour map obtained for the simulations with a SS flyer at 2, 90km/s in Supplemen- tary Fig. 15 . The impact of the flyer on the baseplate is chosen as t = 0, and one clearly sees the strong steady shock propagating into the SS baseplate and the polyethylene layer before launching a series of five reverberating shocks into the water layer.
We show in Supplementary Fig. 16 the shock series obtained from the hydrodynamic simulation for 3 different experimental configurations with flyer velocities of 2.90. 3.78 and 4.50 km/s chosen to match the pressure jump series of experiments 1, 4 and 5 shown in Fig. 6 in Ref. 40 . However, we cannot reproduce the pressure jump series for experiments 2 and 3 (perhaps some steps were not shown if the conductivity was not well defined ?) b. Multi-shock calculations After verifying that we can reproduce the pressure jump series with the hydrodynamic simulations, we calculate the temperatures using the procedure described in Sec. IV B 1 b.
While the first shock states are in the ionic fluid, the reverberation compressions follow a quasi-isentropic paths and the final steps lie within the predicted stability regime of superionic ice, very close to the calculated ice VII Hugoniot and to the final states of the Chau et al., experiments.
As the second shock states are not unambiguously within the stability region of superionic ice, we also perform the same procedure with the LEOS 2010 and find very similar results (see Supplementary Fig. 17) .
c. Discussion We also plot the conductivity (extracted from Ref. 40 ) as a function of shock temperature (calculated either using the DFT models or the LEOS table) in Supplementary Fig. 18 . For the three experiments, the first shock states are in agreement with the previous measurements along the principal liquid water Hugoniot and support a saturation of the conductivity near 30 S/cm.
The final states, in contrast, cluster around the reverberating shock data of Chau et al.,. Observing both Supplementary Figs. 17 and 18 indicates that, whereas they were obtained by different groups using different materials, the two datasets from Yakushev et al., and Chau et al., are in quantitative agreement and indicate a much higher conductivity in the predicted stability region of the superionic phase.
Note that Yakushev et al., also report in Fig. 7 of Ref. 40 the measurement of the electrochemical potential of multi-shock compressed water using a passive electrical circuit with a Cu and an Al electrode. The results for a reverberation similar to experiment 4 is interpreted as indicative of majority charge carriers being positively charged and having higher mobility than the negative charge carriers.
V. SUPERIONIC WATER IN PLANETARY INTERIORS AND DYNAMO SCALING
Supplementary Figure 19 . Planetary interior conditions and the phase diagram of water. Proposed experimental (broad white line) and simulated melting lines (dotted red 7 , olive 12 and orange 11 ). Interior temperature profiles for Earth, Uranus and Neptune (with corresponding depth scales 46 (Top)) and an example of water-rich exoplanet 48 .
The magnetic Reynolds number R m = µ 0 σuL relates the vacuum magnetic permeability µ 0 and the electrical conductivity σ to the typical spatial length scale L and velocity u of the flow and characterizes the ratio of magnetic induction to magnetic diffusion. Detailed magneto-hydrodynamic simulations suggest that self-sustained dynamos require induction to dominate the diffusion: R m 100. Using SI units, and considering the superionic mantle of Uranus and Neptune σ ∼ 10 4 S/m, L ∼ 10 6 m (radius of superionic region). Hence, with µ 0 = 4π × 10 −7 N/A 2 , the required flow velocity to achieve R m ∼ 100 is u ∼ 0.5mm/s ∼ u Earth the estimated flow velocity for the Earth's liquid outer core 99 . For reference, such a high velocity greatly exceeds Earth's typical mantle flow 100 ∼ 10cm/year ∼ 3 × 10 −10 m/s.
Supplementary Table 1 . Experimental details and results for reflecting water including initial pressure P0 and density ρ0, measured shock velocities in the quartz U S Quartz and the water U S and the inferred particle velocity up, shock pressure P and density ρ from the impedance matching analysis as well as reflectivity and temperature. Supplementary Table 5 . DFT-MD EOS Points (Part I) Pressure P and internal energy u, quantum correction QC and quantum-corrected energy u + QC as a function of density ρ and temperature T for H2O.
3 ) (GP a) (kJ/g) (kJ/g) (kJ/g) (K) (g/cm 3 ) (GP a) (kJ/g) (kJ/g) (kJ/g) Table 6 . DFT-MD EOS Points (Part II) Pressure P and internal energy u, quantum correction QC and quantum-corrected energy u + QC as a function of density ρ and temperature T for H2O. 
