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’ Letd=(A lr . . . , A,,} be a family of sets. The elements X, y E Urzl L!! are called 
tbquivalent if for every i, lei 6% x E 4 if and only if y f A+ The equivalence 
classes are called the atoms of the family SQ. Rado asked in [4] the following 
question: what is the maximum number f(q d) of atoms, where the maximum is 
taken over families of n boxes in the d-dimensional Euclidean space. A box is a 
- l~arallelopiped with sides parallel to the coordinate axes. 1% family of n boxes is 
tztremal if it defines f(a d) atoms. Rado showed that f(a 1) = 2n - 1. The 
~tuthors of the present paper proved that f(~1,2) = 2n2- 6n + 7 if it 2 2, deter- 
mined f(n, 3) asymptotically and gave upper and lower bounds for f(n, d) (see 
f3D. 
The present paper is devoted to the two-dimensional extremal families of boxes 
which we call box diagram. Our main result, Theorem 3.1, is the characterization 
of box diagrams. It tums out that all box diagrams can be obtained by a slight e. 
~nodikation (peripheral lifting) from a ‘basic type: the caterpillar construction 
&en in !5ection 2. Box diagrams defined by the caterpillar construction for n = 3 
and n = 4 are shown in Fie. 6 and 9 in Section 2. We note that this characteriza- 
tion describes the structure of box diagrams completely. 
It is remarkable that one-dimensional extremal families have no structural 
characterization. As proved in [33, these are interval families with connected 
overlap graphs for which only a non-structural characterization is known (cf. 121). 
We show two consequences of the main result. The first one concerns the 
enumeration of box diagrams: apart from axial s-et&s, there are 
2”-2+3~2n-3+f 
( 2 ) 
combinatorially non-equivalent box diagrams for BT 3 3 (Theorem 3.2). 
The second consequence of the main rb=sult is the characterization of simple box 
0(~12-365~84/$3.~ @ 1984, Elsevier Science Pub&her< B.V. (North-Holland) 
&grams @heorem 3.3). We call 8 box diagram simple if all atoms are connected 
regions of the plane. Since simple box diagrams for 2G n St4 are Venn-diagrams 
(cf. [lJ), a side-product of Theorem 3.3 is the catiogue of Venn-diagrams formed 
by two-dimensiona!,_boxe$see J!@: 10 -wd_ l! @ -9 >b,i , . . : * 
” i * : j ’ ,i; j f >’ : . I’ * -. I 
‘: 
Lpreliarbnsice 
A &ox is a closed rectangle with sides parallel to the perpendicular coordinate 
axes X and Y. Let X’; X, Y+, ft;- denote the-p&tive and negative halves of X 
and Y, respectively. A box systevlr is a finite set of boxes. We shall always assume 
that a box system B has the following properties: 
(i) The boundary lines of the boxes of B are all different. 
(ii) If B contains n bores then the coorc%nates of all comers are integers 
whose absolute values are at most n. 
(iii) B has non-empty intersection cont&ning the origin in its interior. 
We remark that properties (i) and (ii) are purely tech&al. Property (iii) is 
I because jt is easy,to prove that the boxes of a box diagram have 
mronq in- (see [3, Lemma 3.3j). 
A box system B naturally defines four linear orders on the boxes of 33. If 
b,,b,EB then we de&e 
We refer these orders as L (lee), R (e&t), U (up) and D (down) orders. On the 
o&erhand,anyfourlinearorderL, ~U,DonthesetN-{l,...,n}deGnea 
box system ES={&,...., &} as Mows. For i EN, let L(i:), .R(i), U(i), D(i) 
denote the position of i Mder, S R U, 32, resjmthrely. R)r example, L(i) = k 
xans that idV is the kth element of IV under L. ‘T%e box bi is def+d by the 
four I&.,: 
-x = L(i), x = R(i), y = U(i), - ‘y = D(i). . 
On the basis of the above r-g, a system of ar boxes can be considered as 
four linear orders on a set of .si elements. We sh&l,use both the geometric and 
combinatorial views. 
Two box systems of PI boxes, B and B’ are eqwiwrlent if them exists a 
one@-one PltappiDg lmtmen B and B’ preserving the four orders L, R, D, U. If 
we think of B and B’ as four Unear orders on .N = Ql, . . . , n} then the equivalence 
of B an3 8 bans that a suitablepenrrutati<in of N maps Z., into L’, R into R’, U 
%toU’andDintoD’. i 
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33~0 box systems are called congruent if they can be mapped into each other by 
applying reflections over the axes x = 0, y = 0 and the line x -+ y = 0. Adopting the 
combinatorial view, a box system defmed by the four linear orders L, R, U, D 
determine congruent box systems by applying (possibly repeatedly) some of the 
following three transformations: L-R; U-D; L-U, R-D. 
It is obvious that equivalent or congruent box systems have the same number of 
atoms. As a consequence, box diagrams are closed under equivalence and 
congruence. Equivalent box diagrams are always considered identical. Congruent 
box diagrams are considered identical in enumerations and in figures where a 
catalogue of box diagrams is given. 
Two intervals of a line overlap each other if they intersect but neither contains 
the other. The overlap gruph of an interval system is defined by associating 
vertices to intervals and two vertices are connected if the corresponding intervals 
overlap each other. We shah use the following simple lemma established in [3]. 
Lemma 1.1(133). Let 4 be a system of n closed intervals without common endpoints. 
If I has a connected overlap graph then I defines 2n - 1 atoms. 
Let B,=(bl,..., b,,} be a box system. The boxes bi, bj E I#,, horizontally (uerti- 
COZY) 0uer2ap each other if the intervals X n bi and X n bj (Y n bi and Y f3 bj) 
overlap each other. The hotizontcrl! and vertical overlap graph of & are defined 
as the overlap graphs of (X n bl, . . . , X n b,,} and of {Y n b.,, . . . , Y n b,), respec- 
tively. Using the linear orders defied in (l), the horizontal (vertical) overlap of 
two boxes means that they are compared oppositely under L an8 I? (under U and 
D)* 
The number of atoms in a family B of boxes is denoted by a(B). 
Let n, p, q, il, i2, . . . , b, jl, jz, . . . , jq be integers atisfying 
l=iI<i2<~.4ip=n, 
(2) 
n =jl>j2). l +jq = 1. 
We define the caterptiar Cv=Cv(n;i,,.._,h) on the vertex set N=(l,...,n} 
with edges (i,,,,k) for all k and m satisfying i,,,<k~~+,, lsmsp-1. The 
caterpillar Cb = C&z; jl, . . . , i(l) is defined on the vertex set IV with edges ci,, k) 
for all k and m satisfying j,,,+I s k C= j,,,, lsrnsq-1. We call CV and Ch vertical 
and horizontal caterpillars. Let Cc, C;, C,“, Cc denote the directed graphs 
defined by the transitive orientations of C,, and C,.,. (A tree has exactly two 
transtive orientations.) Now \ye define four linear orders, U, D, L, R on N as 
follows: 
i +~j if i <j and (i, j)$ E(G) or (i, j) E E(C;:), 
i err j if i <j and (i, j) &E(c) or (i, j) E E(C;), (3) 
i cr. j if i > j and (i, j)& E(Ch) or (i, i) E E(C,f), 
i eR j 3 i > j and (& j)$! Es(G) or (i, j) E E(C;). 
It is easy to see that (3) &ties four linear orders 0x1 N = (I,. . . , n} for each 
parameter set satisfying ‘(2).Th&se ,lkar orden and tb componding box system 
are referred as the CaterpiUar co~~~~tion (C& Ch). Note that CV and C;;, are the 
wrtical and horizontal overlap graphs of the box system (C,,, C,). T\No special 
cases of the caterpillar construction are displayed in FGgs. I and 2. Catalogues of 
caterpillar coastructions for n = 3,4 are given in Figs. 6 and 9, also in this section. 
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l%eorem 2.1. Box systems defined by cater@ar con~twctions me box diagrams. 
Pr&. We have to verify that a box system defined by the caterpillar construction 
with CV=C,,(n;iI,...,&) and C,.,=CJn;j,,...,j,) has 2n2-6n+7 atoms for 
n 3 2. We apply induction on n. Tke casz IC A 2 is trivial (see Figa 5). 
Let us consider a caterpillar construction with C,, = C,(n + 1; il, . . . , &) and 
Ch=Ch(n+l;iI,..., is). We may assume by obvious symmetry reasons that the 
edges of Cz and c7;: are goin g out of vertex 1. The consequence of this 
assumption is that 
U(1) = 1, D(2) = 1, L(1) = n, R(l)==++. v 
We have to look at four similar cases. 
Case (a) i2 = 2, j,,.+ = 2. Now D( 1) = 2, L(2) = n+l, R(2)= n-l (see Fig. 
3(a)). 
Case (b) ii= 2, jq_,>2. NOW D(1) = 2, L(2) = n - 1, R(2) = n (see Fig. 3(b)). 
Cuse (c) i2)2, j4_1 =2. NOW U(2)=2, L(2)=n+l, R(2)=n-1, L(3)=n-1 
(see Fig. 3(c)). 
Case (d) i,> 2, jq+ ~2. Now V(2) = 2, L(2) = n - 1, R(2) = n (see Fig. 3(d)). 
The common feature of all four cases is that box bl (in Cases (a) and (b)) or box 
bz (ia Cases (c) and (d)) is suitable to carry out tke induction. We claim that b, (in 
Cases. (a) and (b)) or bz (in Gses (c) and (d)) contains 4(n - I) atoms. 
In Cases (a) and (b), the atoms in bl GIII be counted along the bottom line l2 of 
bz. The intersections of b2., b3, . . . , b,+l with E2 define n intervals with a connected 
overlap graph. By Lemma 1.1, there are 2n - 1 atoms on f2 and all but one 
support two box atans in bl. Thus we have 2(2n - 2) = 4(n - 1) atoms in b,. In 
Cases (c) and (d), the atoms of b2 can be counted along the top line I, of bl. In 
Case (d), the intersections of bl, b3,. . . , b,,+l with l1 define n intervals with 
connected overlap graph and the argument is the same as before. In Case (c), tke 
intersections of bf, b4,. . . , b,,+, with II have a connected overlap graph, therefore 
they defme 2n - 3 atoms. As l1 n bl contains all these intervals, there are 2n - 2 
atoms defined by II n bl, l1 n bS, . . . , II n b,,+l on I,. Now every atom supports two 
box atoms in bz, and our claim is proved. 
In Cases (a) and (b), aH atoms of B,,+t - (b,) having representative points inside 
bl, intersect the bomdary of 6,. The consequence is tke equality a(&+,) = 
a(B,,, -{b,})t-4(n - 1). Similarly wz get a(B,,+J = a(B,,+l -{b’L))-+4(n - 1) in 
Cases (c) and (d). Since B,,,-(b,} (B,,, -(b& is given by a caterpillar construe- 
tion in Qses (a) and (b) (in Case (d)), the inductive hypothesis gives the theorem 
for the Cases (a), (b) and (d) because 2n2-6n + 7 +4(n - 1) = 
2(n+ 1)2-6(n+ 1)+7. In Case (c), B,+,-{ba= B’ is not a caterpillar construe- 
tion; however, it is very close to it. In B’ L{lB = n and L(3) = n - 1. Since bl and 
b3 vertically overlap each other, tke exchange of the left sides of b3 and bl does 
not change a(B’). This operation leads to a caterpillar construction witk n 
boxes. 0 
. m-,. 
c 
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NOW we introduce three minor mod&&ions of the ca~~:erpillar construction 
(;cY, CJ. By symmetry reasons we assume (&,, n)~E(c). 
AugmenWo~~ Assume that ip_l < n - 1 and let (Z+ denote the graph obtained 
by the addition of the edge (n,,n - 1) to c. The box system defined by (3) with 
C+ Eonci C’ h the role of c md c respectively, is called the augmentation of 
(cV, Cb). The augmentation exchanges the order of b,_, anld b, under U. Since 
6,,+ and b,, are horizontally overlapping, the augmentation does not change the 
number of atoms (see Fig. 4(a)). 
One-point cut. Let C’ denote the graph obt;ained from CC; by removing the 
edge (ip+, n). The box system defined by (3) wjith C’ and CT in the role of c,’ 
and G respectively, is called the one-point cut of (C,, C&)1. The one-point cut 
exchanges the order of b,_, and 6,, under U. Since either b, ek. &_, or b,, <&I+_~ 
holds, the one-point cut does not change the number of atoms (see Fig. 4(b)). 
(a] ,augmeatat-LoQ ()a) oZLP0int cut 
(c) two-point cut (~2) two-point cut 
if i P-14 +l if i P-1 
= ar-‘Il 
Fig. 4. The vertical transformMioos of caterpiuar cmstructi0ns. (a) augmentation; (b) one-point cut; 
(c) two-point cut if ip__l in-l;(d)two-~oint~tif~._,~‘n-1. 
Fig, 5. The box cthgmms for n = 2. 
>-. 
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Fig. 7. The box diagrams obtained by periphed liftings for rt = 3. 
I I 
Fig. 8. Peripheral Gftings, for WI = 3, redwing the number of atoms. 
1 . J ’ .- 1 Q,R ‘, 1 w ’ 
6. 
7---c-o P 
Fig. 9. ‘X&z caesp%ar cxmsmctio~~ for n = 4. 
i 
Now *we are ready to state the main result of the paper, the characterization of 
box diagram!?+. . . 
TBeorem& 3.1, AU box diagrams can be obtained as caterpillar constructions and 
their periphera2 Iif%ings. 
The proof of Theorem 3.1 is given in Section 4; here we present some 
consequences. Fire we emunerate &ox diwm. Congrwent box diagrams are 
considered i en&& By Theom~ 3.1, 2.X &d 2-.2, we have to enumerate 
aterpfir constructions and t&r pefipheral E&in@. 
Let (CV, CJ be a caterpillar~n~ction. 9%~ exchange of Ct and C; in (3) 
per ;P +% ~&al symmetry UtiD. S&l&, the exchange of Cz and C; in (3) 
yields the axizil symmetry L- R. If cc= C&t; iI,. . . , i,b and Ch= 
C&;jl,..., i,) then let p’=q, q’=p, il=j~,il-j~_l,...,i~,=j~, ji=B, i;.= 
ip 
‘I -29***?& = il. Now CJ= C:(n; ii,. . . , ii), and Ci = C#; j;, . . . , &) also define 
a caterpik co~~~~ction. The box diagrams ?dor@qg ta (C$, C,,) and (Cc, CL) 
can be obtained from ekh o$her @ydi~ ibid s!/munetqr U++ L,, D H R. 
Since the inqualitk of (2) have T2 integer ~wktiws for fixed n, the number 
f-W~_@igruencej is ,eclual to 
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Inspection shows that each of the three transformatiocs <augmentatioTi, one- 
point cut, two-point cut) define 2”-3 mod&d Cc’s (for n 2 4). Repeating the 
previous arg:xlr;~r, we obtain that the number of caterpiP+r con:;tructions to- ‘ 
gether with their peripheral Wings is equal to 
m 2”-3+1 
2 
if na4. 
It is easy to see that these box diagrams 
obtain: 
Theo- 3.2. The number of non-equivalent box 
2”--2 + 3 . y--3+ 1 
( 2 ) 
Remark. For n = 2 there are 3 non-equivalent box diagrams (see Fig. 5). For 
n = 3 there are 15 non-equivalent box aagrams (see Figs. 6 and 7). The formula 
of Theorem 3.2 is accidentally valid for n = 3. 
for n 34. 
are pairwise non-equivalent. So we 
diagrams is equal to 
Fig. 10. Venn-diagrams by 2 and 3 boxes. 
I I 
1 J 
I- 
& 
I1 
Fig. 11. Yenn-dia~ by fcm boxes. 
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It may happen that a box diagram has disconnected atoms. The caterpillar 
construction CC, c) in Fig. 6 shows this possibility. We call a box diagram simple if 
its atoms are connected regions in the plane. Thesrem 3.1 gives easily the 
following characterization of simple box diagrams. 
lilm~m 3.31 A box diagram is simple if and only if it can be defined by one of the 
tollowing co.nstpctions: 
($1 i catepiflar construction (C,, C,) such that Cv (and C,, huve just orw 
common edge; 
(if) Nrtical, horizontal or simuhaneous augmentation f (i); 
(iii) hwizotd (wtical) one-point cut of a caterpillar construction (q&J 
where C, is a staa (Ch is a star). 
Since Gmple box diagrams for 2s n S4 are Venn-diagrams (cf. [:11), Theorem 
3.3 gives adl Venn-diagrams formed ‘by, boxes. The catalogue of these Venn- 
dirsgrams is shown in Figs. 10 and 11. 
The aim of this section is to prove Theorem 3.1. 
A family of boxes is called connected if both its vertical and horizontal overlap 
graphs are co~ected, Our fix% theorem shows that the problem of characterizing 
box diagrams can be reduced to characterizing connected box diagrams. 
llthwm&L LefR=(b,,..., b,} be a Lox diugram -&ich is not connected. Then 
B cat-~ be &abed Sy (vertical and/or horizontal) one-point or two-point cuts from a 
connected box diagram. 
prooi, ksume that the vertical overlap graph of B iq not connected, It is easy to 
see that B=331U-~ U Bk for some k 32 where the vertical overlap graph of & 
isconnectedfor lSiSk;moreover,ifbgB,, 6’CBj and Ici<jsk then b+b’ 
and b(,b’. 
We are going to show l&l B n - 2 whic’t\ implies our theorem immediately. Let 
6 denote the largest box of Br under U. Let S denote the half-strip wnsisting of 
the points above the upper side of 5 and between the Lines defined by the vertical 
sides of -Ib..The atom A of B is called sqfzruted if it has a representative point in S 
and the boundary of A does not intersect the upper side of tp. If B has alt least one 
separated atom then we can modify B by lifting the upper side of b until it 
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intmsecls a separated a@Drn; This operation increases the number of atoms, 
~ntm&hg. .tb fti &at. B is. a box -kSav.&: We conclude that 3 has no 
sepa$$ted a&ms. ; ,’ 7.. , ‘2. .’ _b”.. 3 ’ 
Let b,, 1&-s and Jn_2 be the thrac&rg&t boxes of B :&I descending U-order. 
Assume in&rectly that 1B,((:n-2, then b,,b,_,,b,_,&23,. Let 6” be a box 
among b,, L-r, k--z. such that the ptijection of b* on the x-axis is covered by the 
t&on of &tqSr0jections tif the other two %&es. ‘It Is ‘easy to “see that %* 9 & 
(since B has no separated a~toms) and the lifting cf the upped side bf ;6* over b,, or 
bh_i ueatea ‘r\ separated titom while the humber of atoms does not decrease-a 
contradkkn. cl 
‘FLile rem&ing part of this section is devoted to co~ected box diagrams. The 
main tool f& handling connected box diagrams i the notion of meduy idex. Let 
B be a family of boxes, L E IS. If x is a comer of 6 then the overlay index of JC, 
o(x), is defmed as max{O, p1z - 1) where m denoks the number of boxes of B 
containing x and differient @m b. The overlay index bf b, o(b), is tk SUM of 
overlay indices of the four corners of b. %I& oveday i.ndex Of a subfamily B’ E B, 
a@?‘), is defined M C b&’ w(b). h PUtiCIikW, if B’ = &, o(B) =,xb& o(b). 
‘s’hmut4.2. LetB,-(b,,..., b,,) be a wnnezted family of boxes. IAZ~ D denote 
the set of wnnected regions in the p&me which belong to at least two Boxes cf B,,. 
z%# 
Roof. Let I? = D1 il .Z& U D& I& where Q c D denotes the subset of D having 
a non-empty intersection witi he ith ortham’i = 1,2,3,4. Let d E Di and CIWOS~ 
the point p of d with the largest distance from the origin. If p is a corner of a box 
$ Ghen we SBSSGC&~~ 80 d apair (biq bj) SU& that i# i and p E 4. We bave a(p)+ 1 
possible choices for 0,. If pl is nqt a corner of ,any box then we associate to d the 
u@uely determined p$r of FOXES (bi, bj) * whose boundary lines intersect each 
other ar ; rhis argument shows that ID&S u --Z: O(X) where the summation is
0 
extended to ail corners x &i boxes in the ith orthans. Repeating this argument for 
the four or&ants, we obtak 
The domains-of D~intersectmg.exactly two or&ants were estimated:twioe in the 
’ right-had side oft; ~e~.,are-~2~2~~~3);~uchldoanains.. If we subtract 2(&z - 3) 
from thz tight-haud siderofU (4)then the domams ,nf D 5ntemecting exactly three 
orthants were estimated three times and were subtracted twice. The domains of D 
intersec .ing four or&ants and not twice connected were estimated four times and 
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subtracted three times. The connectedness of the family &, ensures that the only 
twice co~ected domain of D which intersects four orthants is nr=, bi; this 
domain was estimated four times and subtracted four times, thus 2. must be added 
to the right-hand side of (4) to get the correct estimation. This sieve argument 
leads to 
c@m 4.3. If I& =@I,. . . , b,,) is a connected family of boxes then a(B,)< 
2n2-Sn+%fJ(B,). 
Proof. The number of atoms covered by one box is at most n. Cl 
Let B,, bc a family of n boxes. A oertical order on B, is an indexing of the 
boxes of as, by 1,. . . , n such that for every i, 1 Si G n, at least one of the 
following two properties holds: 
(i) bi is Uminimal in (bi, bi+l, . . . , b,.}. If i > 1 then, for some j, 1 <j < i, 
bi >,bi. 
(ii) bi is D-IKGIGIXA in (bi, bi+lp . . . . b,,}. If i>l then, for some j,l+G, 
bj >D bi. 
A horizontal order on B,, is defined similarly by using L and W instead of U and 
D. 
Proi~Wn~ 44. A connected family B,, of boxes has a vertical (horizontal) order. 
proof, It is enough to show the existence of a vertical order. Let b, Ibe the 
U-minimal box of B,,. Assume that for some k, 1 s k <n, bl, . . . , $ are already 
defined SO that (i) or (ii) is satisfied for 1 <i s k. We show that either the 
U-minimal element b of I& -(b,, . . . , &} or the D-minimal el.ement b’ of 
8, -{b,, . . .p &I can be chosen as b+* to satisfy (i) or (ii). If b does not satisfy (i) 
and b’ does not satisfy (ii) then bj cub and bi cD b’ for all i G k. The transitivity of 
U and D @I&S that bj Cub” and bj cDb* for all j,ldj~k and for a!1 
b*EB,--(bl,..., &}. We have a contradiction to the assumption that B, is 
vertically connected. Cl 
A box bi is eal.led U-minimal, D-minimal or UD-minimal in a vertical order if 
(i), (ii) or both hold for i. The box bj, defined for all i > 1 in (i) or in (ii) is called 
the overlap predecessor f bi in the verti=J order (bi and bj vertically overlap each 
other). The vertictzl ouerIap tree is defmed for a vertical order by taking the set of 
vertices {l, . . . , n} and defining an edge (i, i) if bj is the overlap predecessor of bi.- 
The analogous notions can be obviously defined for a horizontal order. 
From now on we assume that the families of boxes ae connected and are 
indexed in a vertical order. 
IRoot. Assume that J = J(i, j) is an L-block. We divide the “boxes of J, different 
from the head, into two disjoint sets J& Y as follows: 
X={b&<k<j,.&+l+J, 
(6) 
Y=@,$<kej,b&_~}. . 
We estimate o(J) in two steps. 
step 1 (the overlay index of &). Suppose that b* is &ninimal (D-mhlimal). 
Now the overlap predecessor of b,, the boxes of X ant 4 cover the upper left 
(lowerleft)cornerof bt.Thex&b~)~[fl+l if i>l anc!m(I&)~~~ if i=l. 
Step 2 (the overby index of Y). We show that o(Y)aIq. We proceed by 
induction on iv. T%e c8se [Y/=0 is trivial. Let 4 be the box of Y with the 
Iargest index. Clearly bP +bi by &e de&&on of Y and by the transitivity of L. 
Assume that bP is U -minimal (Dhdmal) and let bq denote the overlap prc:- 
.dece=r of bps If. bq &b,, then the upper left (lower left) corner of 4 is covered 
by bq and bj, i.e. w&,)3 1, and we are home by the inductive hypothesis on 
Y-(b,). If 6q (Lbp then b4 E Y md bg <Lbj ‘by transitivity. NOW bp covers the 
upper ledt (lower left) corner of i)r, aus the overly $ndex of b, in B, is larger than 
in Bn - &},_ and we are home a@n. 
htig together the_estimatior~~ of Step 1 and Step 2, we get the statement of 
the lemma, since Ixl+lyI=l& Cl 
-t 
A block is called extrcemal if eqlality holds in (5). 
MN ‘=‘e: define a partition of B,, -{bm} &o blocks, &led the block partition of 
Bno Let il = n and let Jl(il, jJ be a block. If 51, . . , 9 J, are already defined and 
&U* l - U&,, does not mver I$, -{b,} then we continue by choosing a block 
=&,+~l(im+l, &,+I) such that h+&i,,, ~jm+~. The connectivity of the horizontal over- 
lap graph of B, ensures that eventually 4 = 1 for some block J& &), i.e., we get a 
partition. 
By applying Lemma 4.5 for the blocks of a* block partition; we obtain im- 
mediately _ 
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The facts established until this point allow to state some properties of con- 
nected box diagrams. 
Theorem 4.X A connectted box diagram B,, has the foilwing properties : 
(i) 0(&J = n - 2; 
(ii) a@,) =2n2-6n+7; 
(iii) the blocks of a block partition of B, are extremal; 
(iv) the atoms of B,, belonging to at least two boxes of By) are coninected regions. 
bf. Corollaries 4.3 and 4.6 imply (i) and (ii) since tht3 caterp&r construction 
defines 2n2- 6n + 7 atoms. Also, (iii) follows because the presence of a non- 
extremal block would violate (i). To prove (iv 1, let a2 and d2 denote the number 
of atoms and the number of connected regions belonging to at least two boxes. 
We have to show a2 = d2. From (i), (ii) and Theorem 4.2 we obtain 2n2 - 6n + 
7=a(B,,)ea2+nsd2+n<2n2-6n+5-o(B,,)+n=2n2-6n+7 and a2= 
d2 follows. 0 
For further analysis of 4 wnnected box diagrams we have to study the structure 
of blocks. Let J(i, j) be an L-block (R-block) of B,. Tile box h for i < k C j 
belongs to one of the following three types: 
Type 1. bi+h,b,<,bj Cbi<,b,&<,b,); ’ 
‘I‘ype 2. h <Lb bk >Lbj (h <Rbk, bk >Rbj); 
m 3. bi >Lbk, bk (Lbj (bi )Rbk, bi <,bj)* 
b 4.8. If J(i, j) is an extremal L-block (R-block) then the following proper- 
ties hozii: 
(i) byBLbq (bP+b,) for all p,q satisfying i<p<j<qcn; 
(ii) bP )R bQ (bP >,b,) for all p, q satisfying either (a) p < i <q s n, or (b) 
i~p<minti,qI ad (p,q)#(l,2); 
(iii) 7’ype 2 boxes precede the other boxes in the block, i.e., if b,,, b4 E J(i, j) and bP 
is of Type 2 and bq is not, then p <q; 
(iv) if bk e J(i, j) and bP is of 7’ype 1 or Type 3 then bP is not UD-minimal in the 
vertical order; 
(v) if bP E J(i, j) and 1 “q c r < p then no corner of bp is covered by both bq and 
br l 
pIQ(pf. We shov: that the falsity of any of the five properties allows to find a box 
with an ‘extra overlay index’, i.e., q overlay index which was not used in the 
estimation of w(J(i, j)) in Lemma 4.5. Let X and Y be the sets defined by (6). 
If (i) does not hold then we have two cases. If bi <& then bi ct b,, implying 
o(bi)*\X(+2 for i>l or w(bi)alXI+ I for i -J 1. We have an extra overlay index 
in Step 1. If bi &b,, then bP E 1’ and b4 gives an extra overlay index on bP in Step 
2. 
C&dition,(ii) folloys from the fact that Step I and Step 2 used only left (right) 
corners for the overlay index estimation if J(& i) was an L-b&k (R-block). 
Assume that (iii) does not hold. Let bP, &., E Z(:‘, i), where & is of Type 2 and 
P<4* If bp “$ ofJYg$ 1 *en ;bp<~~~.‘bqS=Lbi”.Sitloe,b,EX, !y@w step 1 9QT 
Step 2 &tied overlay &iex on I& therefore 6q a;nb. bf’ A&.& kn extra overlay 
index on b,. If bP is of Type 3 then bBcLbq, l+,<,b,. Sink+ b;,~X,,l+,eY, bq 
in- the OverW index *yy$ to .4; i.n ?q 2. 
Condition,~ (iv) follows f&m the fact that& box bP of Type ,1 or Type 3 must be 
in Y where the overlay index was ‘assigned a&&d&g to the U- or D+ninimality 
of bV 
~condition (v) follows from the obqvation tha? the index of at least one box 
defining an OverGy’index of AP is largef than p. IiJ 
Lesalm 49. Let J*, . . . , JI be t-hi idocks of the bZo& partition of the connected box 
diagmmB,.Xfb,isa,ZLpe2boxinJf.theni=thndi=2. 
Aroot, Let ‘Jm = .&,,(i, j) be a block of the block partition (1 G m G t). Assume that 
Jr, is an L-block and let & be a w 2 bqx in jm with the largest index. Note 
that 6i+l,. . . , bp are all of ‘Type 2 by &emma 4.8@). 
Claim. For all q, t satisfying i # r c p <4, b, &ba and bP >R bq hold. 
Firstly, b, >R bq follows from Lemma. d&i). For q Si, T c i; l+ >= bq follows 
from the definition of the block partition. For i c I G p and 4 > i, b, +_bq follows 
from Lemma 4.8(i). For i < .r <p, 4 = i, b, >= bq follows from the fact that b, is of 
Type 2. Finally, if j<r<p<q<j then bq is of ‘Qp 1 or Type 3, therefore 
bq <Lbj, bi +,br which implies bq <Lb, and the claim is proved. 
We continue the proof by the indirect assumption that the lemma is not true. 
Assume that the head of J, is +mnimal. If m = t and there tie at least two 
boxes of Type 2 in Jt then put b’ =bz, b”=b,. If m<t and Jt contains a box of 
Type 2 *then let b’ be such a box and let ‘b” &note the overlap predecessor of the 
head of J,. The smaller of b’ and b” under U is denoted by b*. 
If b*>ubq, for some 4>p then th& transitivity of U imp&s b’>,b,, h”>,b, 
Zlwever, b’>, b4, b”>, b4 by the previous claim which cmtxadicts Lmma 4.8(v). 
We cok& that b* cuba if bq E{bp+l,. . , b,,} = C’. Consider the following set of 
boxes: 
Obviously D is not empty (the larger of b’ and b” mder U is in D) and bi$ I). 
The set CUD centaurs all the boxes larger than b* under U. 
Let 1 be the upper horizontal &de of b*. Let X denote the union of the 
projeqtions of t&e’Jqxes of C into 1, and let Y denote the intersection of the 
projections of ‘the boxq~ , of D into ’ 1. 6.r rprevious ‘claim ensures that X is 
properly contained by v, therefore the two< intervals of Y-X belong to the same 
atom A cf B,,- The_ atom A belongs to at least two boxes (to B* and to the boxes 
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of D). Momover, A is disconnected since bi cub* and either bi >Db* (if b* is the 
overlap predecessor of bJ or bi >=b* (if b* is a Type 2 box of J,,,). We get a 
o0ntradiction to Themem 4.7(iv) U 
Let bi and bj be two boxes vertically overlapping !J~ (i, j, k are different). We 
say that bl and bi give a UD-o&up on bk if either bi && &bi or Bi >& >& 
holds. The definition of an LR-ouedup is similar. 
Lmuoa4.10. LerB,=(b~,..., b,,} be a connected box diagram indexed in vertical 
order. Then the vertical overlap graph of B,, is the vertical overlap tree with one 
possible crdditional edge (i, n). 1’ the e&s (i, n) is present hen bi and the overlap 
predecessor f 6, give an UD-overlap on b,. 
Proof. Assume that bi and bj vertically ovetih.ap bk for 1 G i < j < k G n. We are 
going to show that in this case bi and bj give an ED-overlap on gk and k := n 
which clearly implies our lemma. 
Case 1. Assume that bi and bj do not give ?.n UD-overlap on bk. We may 
assume (by symmetry) that bi >Uk and bj>,&. Consider the block J in the 
block partition of I$, which contains bk or let J = J1 if k = n, i.e. bk is not 
contained in any block. Lemma 4.8(G) shows that bi >Rb, bj )R & if J is an 
L-block, or Z+ >&, bi >& if J is an R-block. In any case, we get a contradic- 
tion to Lemma 4.8(v). 
Case 2. Assume that bi and Et, give an UD-overlap on &. First, we prove that 
& is UD-minimal in the vertical order. Assume that & is U-minimal but it is not 
D-minimal. Then there exists a k’> k such that & >&+ Since lk cu&, he and 
b vertically overlap each other. By transitivity we get that bi and bi vertically 
overlap he but they do not give an UD-overlap on hp. Now we get a contradic- 
tion through Case 1. 
We know therefore that b is Vn -minimal.Ifk<nthenb,isinablockofthe 
block partition of B,,. Since 1 s * * :j<k implies kf2, & is not of Typz 2, by 
Lemma 4.9. If bk is of Type 1 or Type 3 then bk is not UD-minimal by Lemma 
4.8(iv), a contradiction implying k = n. 0 
Tbore!mdll, LetB,=(b~,..., b,,} be a connected box diagram. 2 hen I?:. can be 
obtained by a caterpillar construction or by vertical and/or horizontal azAgmentation 
of a caterpiklar constmction. 
Proof. Let Jl,. . . , Jt be the blocks of the block partition of El,. 
Step I. Assume that there is a Type 2 box & in some block. Ixmma 4.9 implies 
that k = 2 and b+ Jt = J,(l, j). By symmetry, assume that .Jt is an L.-block; now 
bl CLb2 by the definition of the Type 2 box. 
We prove that b1 >Rb2. Assume in the contrary that b, CR b2. Now b, ches not 
overlap bZ horizontally. For any q- ~3, b2>Rbq holds by Lemma 4.8(ii) (with 
mm&ion (b)). For q =j, b+& follows from the fact that bz is of Type 2, For 
any q satisfying 3Sq <j, b,S,b, follows from the fact that b, is not a ‘I’4rpe 2 box 
(because of ba cLbi cLb& Finally, b2>L bq for q ~1 .~ollo~&~n.~ Lemnra 4+8(i). 
Therefore no box of IS,, overlaps ba horizontally, contradicting the connectivity of 
,e,, __.‘ _-I, ^  ‘. ” ’ ._ j , I‘“. I 
Now we tsxchauge’b, and b2. p th% way another vertical order is defined on S,. 
The block partition belonging to: this new cszder iis’&= 4 for i <G 4 =Jt -{b& 
J:+1 ={b& It is obvious that there are no Type 2 boxes in this block partition. 
Step II. Ais&une that b&ere are no Crype’ 2 tjoxes and J,-Q(1, j), j *3; i-e. 
Jg ip {b,}. Assuns that 51’ ii? m‘ &bl&ckc* NQW 21~ CL b, and 3 & <& ; moreover, 
b1 >, bj, b?>, bi by IBMW 4.8&). The exchazige of b1 and &2 gives a new vertical 
order; the block partition relative to this new order is *fl= JI for i <t, Jr:= 
{bz, h, b3, hs, . . . $ b,,.,}. It is obvious that theje are no ‘Iype 2 boxes in this block 
partition. 
In the light of steps I and II,- by the possible xchange of b1 and bz in a vertical 
order, we can always obtain a vertical order bi,. . . , b,, on B,, and a block 
par&ion J1, . . . , 4 such -that the following two proper&; hold: 
a ’ 
there are 1110 Type 2 boxes, (7) 
if Jt # {b,) and 4 is an L-block (R-block) 
then bl & b,(b, BR bJ. (8) 
Further on, (7) and (8) are assumed. 
C&&z 1. Iet Jm = J,,(& j) be an C-block (R-block) where m Cf. Then J,,,+1 = 
J,+#‘, _i’) is an &block (L-block) md j’= ii. 
To prove the claim, assume-that J,, is an L-block. If .&,,+1 is an E-block then 
bl# <L b,*. Since bj* ti not of Tyse 2 in Jm by (7), bj* CL bi and by transitivity hip (L bj 
foilow~, mntradicGng the definition of the block Jm. Therefore .&,+I is an 
.R-block. If j’ > i then a&lying Lemma U(ii)(b) for J,, one can see that & >R bi.. 
This i&plies that bi is of ‘Im 2 in $A+~, mntradicting (7); tlierefore jr = i and the 
Aaim is proved. 
LV*tt 2. If b’ is the last element in a horizontal c&e?* of B,, then b’ = bl or 
b’= b2. 
Asanne in the contrary that b’ = bm, nz ~3, and let J$ be an L-block. If 
bl, b2 E .& then b1 rR b,, b2>R Er, by Lemma 4&i). IXow either b&.b,,, or 
b,>,b,,, mntradicta the detition of b, since b, at b2 is neither L- nor 
R-tinimal in the hotintal order. If bl CL b,,, and b2cLbnl then b, and b2 are 
two overlap predecessors of j+,, in the horizontal order which do not give an 
m-overlap on b,, contradimnp the ‘horixontal version of &emma 4.10. If bl E 4, 
b2f 4-I = -L&, L) then ‘wurue. Ji+: tobe an &S&B&~ Now bl rR b,,,, b2 3CR b, 
by A M&i), and the m&ad&ion .fohows as ipw the >previous case. 
Now We define the catapillar fch on the vertex set N-(1,. . . , n} with edges 
Ub i,) whe Y-C 1=S m s t, j.,,+! G k <jm. (Because of c%ahn I, Ch is a caterpillar.) Let 
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Cg be the transitive orientation of C,, in which (j2, jl) is a directed edge if .& is am 
L-block and _(jl, ja is a directed edge if J, is an R-block. Let C; denote the 
‘reverse’ orientation of Cb+. Finally, let C’ = C,+ U (2, l), C- = C, u (1,2) ((2: 1) 
and (1,2) denote directed edges). 
C1uim 3. The J and R orders on B,, are defined by the caterpillars Cl, C; or 
by the augmented caterpillars C’, C- according to the caterpillar construction, 
i.e., according to the third and fourth lines of (3) in Section 2. 
TO prove Claim 3, let L’ and R’ denote the linear orders on N according to the 
caterpillar construction. Let p, q E N, 1 g p <q. Since p < n, the box bp is an 
element of some block, say Jm =Jm(j,,,+*, j ,,) (1 G ;n G t, jt+1 = 1). We shail prove 
that p and q are compared by L’ and R’ in the same way as bp and bq are 
compared by L and R. In the special case (p, q) = (1,2), b, >= bZ, bl CR bz are also 
acceptable since this is in accordance with the orders defined by C’ and C-. We 
distinguish some cases in the proof. 
me 1. p =jm+t, q = j,,,. If (p, q) # (1,2) then we should rely on Claim 1 arid 
Lemma 4.8@)(b) (If (p, q) = (1,2) then condition (b) does not hold.) Assume that 
(p, q) = (1,2). Since J1 = J&l, 2) in this ease and Jt is an L-block, b, CL bz follows. 
If bl cRb2 then b2cRbit_, implies bl+bi,_,, contradicting the definition of the 
R-block J,,_+ Therefore bl>& and we are home since E’ and R’ compare 
1,2~N in the same way by Claim 1. 
Cuse 2. jm+l c p $ j,,,, q = j,.,,. Now p +j,,, and p >,, j,,, since C,’ and Ch have 
transitive orientatious. As bp is of Type 1 or Type 3 in Jm by (7) bp cL bi, follows. 
On the other hand, bp >R bjm follows from Lemma 4.8($(b). 
C-e 3. p = 1, q = 2. We may assume jm = jt 2 3; otherwise the case was hand- 
led at Case 1. Now bl BLb2 holds by (8). If bl >p, b2 then L’ and R’ compare 
1,2 EN in the same way. If bl cR b2 then it is in accordance with the orders 
generated by C’ and C-. 
Cae 4. j,,,+l up, qf j,,,, p, q # (1.,2). Now (p, q) is’not an edge of Ch; therefore 
P’L’CP, P’zd Y b the definition (3) of the caterpillar construction. From Lemma 
4.8(ii)@), we get bp >R bq. We have to show that bp &. bq. The indirect assumption 
bp +_bp implies that bp and bq horizontally overlap each other, therefore the 
horizontal overlap graph of B,, contains a cycle. (We have proved in Cases 1 i.md 
2 that pairs of boxes corresponding to the edges of Ch are overlapping.) El:f 
applying Lemma 4.10 for horizontal orders, one can see that the only excuse of 
having a cycle is that an l&overlap is defined on the last box of the horizomal 
order. The only possibility is that the R&overlap is defined on bq in our c:ise. 
However, q 33 and we have a contradiction with Claim 2-so Claim 3 is proved. 
It is easy to see that b,, b,,- 1, . . . , bl is a horizontal order of B,,. Starting from 
this horizontal order, one can define U-blocks, D-blocks, horizontal block 
partitions etc. to state Lemmas 4.5,4.8, 4.9 and 4.10 in a dual form (L and u, E 
and D exchange roles). Steps I, II, moreover, Claims 1, 2 and 3 (can be 
dualized in the same spirit. Then Claim 3 in the dualized form gives the missing 
point of the proof of Theorem 4.11 El 
Putting together Thecxem 4* li; and Theore@ 4.11, we obtain Theorem 3.1, the 
main res& of the paper. 
’ 
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