In this paper, we present some properties of time optimal controls for linear ODEs with the balltype control constraint. More precisely, for an optimal control, we build up an upper bound for the number of its switching points; show that it jumps from one direction to the reverse direction at each switching point; give its dynamic behaviour between two consecutive switching points; and study its switching directions.
Introduction
Notation. Let N {0, 1, 2, . . .}, N + {1, 2, . . .} and R + (0, +∞). Given a subset E ⊂ R + , write respectively ♯E and |E| for its cardinality and measure. Write B 1 (0) for the unit closed ball in R m , centered at 0 ∈ R m , write ∂B 1 (0) for the boundary of B 1 (0). Given a nonempty subset S ⊂ R and a numbert ∈ R, writet + S {t + s : s ∈ S}. Given A ∈ R n×n , B ∈ R n×m and j ∈ N, let span{B, AB, . . . , A j B} be the linear subspace: { j i=0 A i Bu i : u 0 , . . . , u j ∈ R m }. Denote by PC(R + ; E) (with E ⊂ R m a nonempty subset) the space of all piecewise continuous and left continuous functions from R + to E with finitely many discontinuities. By the same way, we can define PC(I; E), where I is an interval of R + .
Control problem. We arbitrarily fix A ∈ R n×n and B ∈ R n×m \ {0} (with n, m ∈ N + ). For each x 0 ∈ R n and each u ∈ PC(R + ; R m ), we write x(·; x 0 , u) for the solution to the control system:
x ′ (t) = Ax(t) + Bu(t), t ≥ 0; x(0) = x 0 .
(1.1)
We take the control constrained set as: B 1 (0). Given x 0 ∈ R n \ {0}, we consider the time optimal control problem:
Several notes on this problem are given in order.
(a 1 ) In the problem (T P) x0 , we call T * x0 the optimal time; call u ∈ PC(R + ; B 1 (0)) an admissible control if x(t; x 0 , u) = 0 for somet > 0; call u * x0 ∈ PC(R + ; B 1 (0)) an optimal control if x(T * x0 ; x 0 , u * x0 ) = 0 and u * x0 (t) = 0 for each t ∈ (T * x0 , +∞). The effective domain of u * x0 is (0, T * x0 ]. (a 2 ) Many literatures (for instance, [4, 8, 9, 10, 11, 13, 15, 18] ) study the following time optimal control problem, with L ∞ controls:
inf t > 0 : ∃ u ∈ L ∞ (R + ; B 1 (0)) s.t. x(t; x 0 , u) = 0 .
(1.
3)
The optimal time, admissible controls, optimal controls to ( T P) x0 are defined in the similar way. The problems (T P) x0 and ( T P) x0 are equivalent, i.e., they have the same optimal time, and an optimal control to one problem is that of another problem. (See Lemma 5.3 in Section 5.)
Assumption. The following assumption will be effective throughout the paper:
(H) x0 The problem (T P) x0 has an admissible control.
Several notes on the assumption (H) x0 are given in order.
(b 1 ) When (H) x0 holds, (T P) x0 has a unique optimal control (see Proposition 2.2).
(b 2 ) We can always find x 0 ∈ R n \ {0} so that (T P) x0 has an admissible control. More precisely, if we let A {x 0 ∈ span{B, AB, . . . , A n−1 B} : lim
then when x 0 ∈ A, (T P) x0 has an admissible control, while when x 0 ∈ R n \ A, (T P) x0 has no admissible control. This is a direct consequence of [18, Proposition 12 in Appendix A] and Lemma 5.3 in Section 5 of the current paper. Motivations. Let u * x0 be the optimal control to the problem (T P) x0 . Associated with u * x0 , we introduce the following concepts: Each vector in D x0 is called a switching direction of u * x0 . (Notice that the optimal control u * x0 has the bang-bang property: u * x0 (t) R m = 1 for each t ∈ (0, T * x0 ] (see Proposition (2.2)).) Several issues on the optimal control should be important and interesting. The first one is about S x0 : How many switching points does the optimal control have over (0, T * x0 )? What are the locations of these switching points? How does the optimal control jump at each switching point? The second one is about the dynamic behaviour of the optimal control: How does the optimal control move between two consecutive switching points? The third one is about D x0 : How many switching directions does the optimal control have over (0, T * x0 )? What are these directions? To our surprise, we can find very few literatures on the studies of the above problems, and most of them (for instance, [1, 2, 3, 5, 12, 13, 15, 16] and references therein) focus on the upper-bounds of the number of switching points. These motivate us to study these problems, though we are not able to solve the above problems completely.
Main results. The first main result (of the paper) concerns S x0 . To state it, we let
where V A (b) span{b, Ab, . . . , A n−1 b}.
In (1.6), we agree that 1/0 = +∞. Theorem 1.3. Assume that (H) x0 holds. Then the following two conclusions are true:
(ii) Let u * x0 be the optimal control to (T P) x0 . Lett ∈ S x0 . Then lim t→t − u * x0 and lim t→t + u * x0 are symmetric with respect to 0 (the center of B 1 (0)), i.e.,
Several notes on Theorem 1.3 are given in order.
(c 1 ) In plain language, (i) of Theorem 1.3 says that the optimal control has at most (q A,B − 1) switching points on any open interval I ⊂ (0, T * x0 ) with |I| ≤ d A , while (ii) of Theorem 1.3 says that the optimal control jumps from one direction to its reverse direction at each switching point.
(c 2 ) By (i) of Theorem 1.3, we see that if σ(A) ⊂ R, then ♯S x0 ≤ (q A,B − 1), (i.e., the optimal control to (T P) x0 has at most (q A,B − 1) switching points over the interval (0, T * x0 )). Indeed, in the case that σ(A) ⊂ R, we see from (1.6) that d A = +∞.
It deserves to mention two facts: First, in [13, Theorem 10, Chapter III, pp.120], the authors proved that each component of the optimal control has at most (n − 1) switching points, when σ(A) ⊂ R and B 1 (0) is replaced by a rectangle. (There, the optimal control jumps from one vertex to another at a switching point.) Second, it follows from (1.7) that q A,B ≤ n. But, even when σ(A) ⊂ R and rank(B, AB, · · · , A n−1 B) = n, there are some examples to show that q A,B < n (see, for instance, [14, Example 2.8] ).
(c 3 ) For the case that m = 1 and rank(B, AB, · · · , A n−1 B) = n, [3, Theorem 15.5, pp.214] obtained, by a way differing from ours, the following results: If I is a closed interval in (0, T * x0 ) with |I| ≤ ln(1+c −1 A ), then ♯[S x0 ∩ I] ≤ (n − 1). (Here, c A max 1≤i≤n |c i |, with det(λI n×n − A) = λ n + c 1 λ n−1 + · · · + c n .) We do not know the connection between two numbers d A and ln(1 + c −1 A ) in general, but when σ(A) ⊂ R, we clearly have ln(1 + c −1 A ) < +∞ = d A . For the case that m = (n − 1), some related results are presents in [5, Chapter 5] .
Then one can easily check thatq
We only know thatq A,B = q A,B when m = 1.
(c 5 ) The numbers q A,B and d A were introduced in [14] , where the controllability of impulse controlled systems of heat equations coupled by constant matrices was studied.
The second main result concerns how the optimal control u * x0 (to (T P) x0 ) moves as time t varies.
Theorem 1.4. Assume that (H) x0 holds. Then the dynamic behaviour of the optimal control to (T P) x0 has one and only one of the following four possibilities:
(A 2 ) It continuously moves on ∂B 1 (0), and in any subinterval of (0, T * x0 ), never stays constantly in one direction;
(A 3 ) It is a non-constant-valued step function taking only two values (on ∂B 1 (0)), which have opposite directions;
(A 4 ) It is a non-constant-valued piece-wise continuous function, and in any subinterval of (0, T * x0 ), never stays constantly in one direction. 
About
where [s] max{j ∈ N : j ≤ s} and H j span{B, AB, . . . , A j B} span{B, AB, . . . , A j−1 B} ⊥ , j = 1, . . . , n − 1.
(1.10) (ii) If n = 1, then S x0 = ∅.
Several notes on Theorem 1.5 are given as follows:
(d 1 ) By Theorem 1.5, in the case that n ≥ 2, dim[H 2j−1 ] = 0 (for each 1 ≤ j ≤ n 2 ) and (H) x0 holds, we have S x0 = ∅ (i.e., the optimal control is continuous over (0, T * x0 )). In particular, when rank(B) = n, we have S x0 = ∅.
We call a unit vector in H j (with 1 ≤ j ≤ (n − 1)) as a new direction of order j, which is in the subspace: span{B, AB, . . . , A j B}, and orthogonal to the subspace: span{B, AB, . . . , A j−1 B}. From Theorem 1.5, we see that D x0 can only contain new directions of order (2j − 1) through the transformation
In Section 4, we further prove what follows (see Theorem 4.1 in Section 4):
• In the case that rank(B) = 1, D x0 contains at most two vectors:
• In the case that rank(B, AB, . . . , A n−1 B) = n and rank(B) = n − 1, D x0 contains at most two vectors:
where v is a unit vector in the 1-dim space: ker(B ⊤ ).
Plan of the paper. Section 2 presents proofs of the main theorems; Section 3 gives some examples; Section 4 studies further information on switching directions; Section 5 (Appendix) provides some results used in our studies. The next Proposition 2.2 presents some properties of (T P) x0 . They seem to be well-known. However, we do not find a suitable reference (in particular, (iii) with (2.5) in Proposition 2.2). For the sake of the completeness of the paper, we will give its proof in Appendix (see Subsection 5.2). (ii) The problem (T P) x0 has an optimal control.
(iii) There exists z * ∈ span{B, AB, . . . , A n−1 B} with
so that any optimal control u * x0 (to (T P) x0 ) satisfies
where z * is given in (iii) and O z * is given by (2.1) with z = z * .
(v) Any optimal control u * x0 (to (T P) x0 ) has the bang-bang property: u * x0 (t) R m = 1 for each t ∈ (0, T * x0 ). (vi) The optimal control to (T P) x0 is unique.
This can be seen from the example given in Subsection 3.2. With the aid of Proposition 2.2 and Lemma 2.1, we are ready to prove Theorem 1.3.
Proof of Theorem 1.3. Let z * be given by (iii) of Proposition 2.2, O z * be given by (2.1) with z = z * . By Proposition 2.2, let u * x0 be the optimal control to (T P) x0 . We first prove (i) in Theorem 1.
Then it follows by (1.4), (2.1) and (2.7) that
holds for any open interval I.) Meanwhile, because z * ∈ span{B, AB, . . . , A n−1 B}\{0} and |T * x0 − I| ≤ d A , we can apply Lemma 2.1 (with z = z * ) to find that
This, along with (2.8), yields ♯S x0 (I) ≤ q A,B − 1. Hence, u * x0 has at most (q A,B − 1) switching points over I, which leads to the conclusion (i) in Theorem 1.3.
We next show the conclusion (ii) in Theorem 1.3. Arbitrarily fixt ∈ S x0 . By (2.7), we see that
, which contains at most finitely many elements (see Lemma 2.1). Thus, it follows from (iv) in Proposition 2.2 that there isε ∈ (0,t) so that
Because the function:
is real analytic and is not identically zero (see (2.5)), there exists j ∈ N and a j ∈ R m \ {0} so that when t is neart,
where b j (·) : R + → R m is bounded and real analytical in (t − ε,t + ε) for each ε ∈ (0,ε]. This, together with (2.9), leads to the following two conclusions:
Finally, sincet is a switching point of u * x0 , it follows by Definition 1.1 that
which, along with the above conclusions (a) and (b), leads to that (a) is impossible sincet is a switching point. Thus, by (b), we obtain (1.8) . This ends the proof of Theorem 1.3.
Proof of Theorem 1.4
The key to prove Theorem 1.4 is the following theorem:
) contains at most finitely many elements. So we can assume, without loss of generality, that
) Several facts are given in order. First, by the assumption of Theorem 2.4, we have
Second, it follows by (2.7) and (2.10) that
Third, from (2.11) and (2.12), we find
Multiplying the above by v and noting that v ∈ ∂B 1 (0), we see
By (2.14), (2.13), (2.11) and (2.12), we obtain that for each t ∈ (a, b),
Meanwhile, from (2.14) , we see that f (·) is real analytic over R. This, along with (2.15) and (2.14), yields
Finally, we show that for arbitrarily fixed t ∈ (0, 
Two observations are given in order.
. Second, we can use the same way in the proof of (2.19) to verify that for each s ∈ (δ, t), u * x0 (s) = ±v. From these observations, we find either u *
. Thus, we complete the proof of Theorem 2.4.
The proof of Theorem 1.4. Let u * x0 be the optimal control to (T P) x0 . First of all, by (iv) of Proposition 2.2, we have u * x0 (t) R m = 1 for all t ∈ (0, T * x0 ), i.e., u * x0 (t) ∈ ∂B 1 (0) for all t ∈ (0, T * x0 ). The rest of the proof is divided into four steps.
Step 1. We show that if S x0 = ∅ and u * x0 is constant-valued in (0, T * x0 ), then (A 1 ) is true. Since u * x0 (t) ∈ ∂B 1 (0) for all t ∈ (0, T * x0 ), the conclusion is obvious.
Step 2. We show that if S x0 = ∅ and u * x0 is not constant-valued in (0, T * x0 ), then (A 2 ) is true. By contradiction, we suppose that (A 2 ) is not true in this case. Then there is a subinterval (a, b)
From (2.21), we can use Theorem 2.4 to find that for each t ∈ (0,
). This, along with (2.22) and (2.21), shows that u * x0 (t) = v for all t ∈ (0, T * x0 ), which leads to a contradiction. Hence, (A 2 ) is true.
Step 3. We show that if S x0 = ∅ and u * x0 is a step function taking only two values (on ∂B 1 (0)) which have opposite directions, then (A 3 ) is true.
In this case, (A 3 ) follows from Theorem 1.3 at once.
Step 4. We prove that if S x0 = ∅ and u * x0 is not a step function, then (A 4 ) is true. By contradiction, we suppose that (A 4 ) is not true in this case. Then there is a subinterval (a, b) ⊂ (0, T * x0 ) and v ∈ ∂B 1 (0) such that (2.21) holds. Then by Theorem 2.4, we have (2.22). Since S x0 = ∅ and u * x0 is piece-wise continuous over (0, T * x0 ), we see from (2.22 ) that u * x0 is a step function, which leads to a contradiction. So (A 4 ) is true.
Thus, we end the proof of Theorem 1.4.
The proof of Theorem 1.5
We first show the conclusion (i). Because of (H) x0 , all conclusions in Proposition 2.2 hold. Let u * x0 be the optimal control to (T P) x0 . Let z * ∈ R n \ {0} be given by (iii) of Proposition 2.2. Set
Arbitrarily fixt ∈ S x0 . (Notice that we assumed S x0 = ∅.) and then define
The rest of the proof is organized by two steps.
Step 1. We prove that k(t;ẑ * ) ≤ (n − 1) (2.25) and k(t;ẑ * ) is an odd number.
(2.26)
We start with proving (2.25). By contradiction, we suppose that k(t;ẑ * ) > (n−1). Then by (2.24), we have that B ⊤ (A ⊤ ) j e −A ⊤tẑ * = 0 for j = 0, 1, . . . , n − 1. This, along with the Hamilton-Cayley theorem, yields that 
which contradicts (2.5) (in Proposition 2.2). Thus (2.25) holds. We next show (2.26). Two observations are given in order. First, it follows by (2.28) and (2.24) that
Second, sincet ∈ S x0 , we see that (2.9) holds for someε > 0. By contradiction, we suppose that k(t;ẑ * ) is even. Then it follows by (2.9), (2.23) and (2.29) that
which contradicts to the fact thatt ∈ S x0 . Therefore, k(t;ẑ * ) is odd, i.e., (2.26) holds.
Step 2. We complete the proof. We claim that
When they are proved, we get from (2.32) 1 (Here and in what follows, ( * ) j denotes the j-th equation in ( * ).) and (2.33) that lim
This, along with (2.26) and (2.25), yields that
Sincet was arbitrarily taken from S x0 , we get (1.9) from (1.5) and (2.34) at once. We now prove (2.32). By (2.24), we have 
This, along with (2.37), yields (2.33). So we have proved the conclusion (i) of Theorem 1.5.
We now show the conclusion (ii). In the case that n = 1, we have dim[ker(B ⊤ )] = 0, since B = 0. From this, we can use (iii) and (iv) in Proposition 2.2 to see that S x0 = ∅.
Thus, we complete the proof of Theorem 1.5.
Examples

Some examples on Theorem 1.4
Example on (A 1 ). We will construct a time optimal control problem (T P) x0 so that its optimal control holds (A 1 ). This problem is given in the manner: n = m ∈ N + is arbitrarily given; x 0 ∈ R n \{0} is arbitrarily given; A 0 n×n (which is in R n×n whose all elements are zero) and B I n×n (which is the identity matrix in R n×n ). First of all, one can easily see that rank(B, AB, · · · , A n−1 B) = n and σ(A) = {0}. Then, according to notes (b 3 ), (b 2 ) and (b 1 ) in Section 1, this problem has a unique optimal control u * x0 . We now claim that the optimal time and the optimal control to this problem are as:
then we have x(T ; x 0 ,û) = 0, i.e.,û is an admissible control and T ≥ T * x0 . These, along with (3.2), lead to T = T * x0 andû is an optimal control. Then, by the uniqueness of the optimal control, we obtain (3.1). Finally, by (3.1), we see that the optimal control in this problem holds (A 1 ) in Theorem 1.4.
Example on (A 2 ). We will construct a time optimal control problem (T P) x0 so that its optimal control holds (A 2 ). This problem is given in the manner: n = m = 2; x 0 (x 0,1 , x 0,2 ) ⊤ ∈ R 2 \{0} is arbitrarily given;
A 0 1 −1 0 and B I 2×2 .
One can directly check that rank(B, AB) = 2 and σ(A) = {i, −i}. Then, according to notes (b 3 ), (b 2 ) and (b 1 ) in Section 1, this problem has a unique optimal control u * x0 . Also, one can easily verify
By the same way to show (3.2), we can use (3.3) to get
We now let From (3.6), we find thatû ∈ PC(R + ; B 1 (0)) and that T 0 e −Atû (t)dt = −x 0 , i.e., x( T ; x 0 ,û) = 0. Thus, u is an admissible control and T ≥ T * x0 . These, along with (3.5) 1 and (3.4), yields that T = T * x0 andû is an optimal control. Then by the uniqueness of the optimal control to this problem, we see that u * x0 =û. From this and (3.6), we see that the optimal control in this problem holds (A 2 ) in Theorem 1.4.
Example on (A 3 ). We will construct a time optimal control problem (T P) x0 so that its optimal control holds (A 3 ). This problem is given in the manner: n = 3 and m = 2; x 0 (0, x 0,2 , x 0,3 ) ⊤ ∈ R 3 with
One can directly check that rank(B, AB, A 2 B) = 3 and σ(A) = {−1, i, −i}. Thus, according to notes (b 3 ), (b 2 ) and (b 1 ) in Section 1, this problem has a unique optimal control u * x0 . We will show that u * x0 holds (A 3 ) in Theorem 1.4. This will be done by several steps. Step 1. We define a new time optimal control, denoted by ( T P)x 0 .
It is defined in the following manner: n n = 2 and m m = 1;
x 0 x 0 (x 0,2 , x 0,3 ) ⊤ ;
From (3.9), we can see that rank(B,ÂB) = 2 and σ(Â) = {i, −i}. These, along with notes (b 3 ), (b 2 ) and (b 1 ) in Section 1, show that ( T P)x 0 has a unique optimal controlû * x0 . From (3.9), we also see that eÂ t has the expression (3.3).
Step 2. We prove thatû * x0 is a non-constant valued step function taking only two values: 1 and −1. Write T * x0 for the optimal time of ( T P)x 0 . Denote by Sx 0 the set of all switching points ofû * x0 over (0, T * x0 ). Letẑ * (ẑ * 1 ,ẑ * 2 ) ⊤ ∈ R 2 \ {0} be given by the conclusion (iii) of Proposition 2.2 (where (T P) x0 is replaced by ( T P)x 0 ).
First, by (3.9) and (3.3) (where A =Â), we havê
where θ arctan(ẑ * 2 /ẑ * 1 ). (Here, we agree that arctan(∞) = π/2 and arctan(−∞) = −π/2.) Second, by the same way to show (3.4), we can use (3.3) (where A =Â) and (3.7) to see
Then by (iv) in Proposition 2.2 and (3.10), we find 
which, along with (3.11), leads to Sx 0 = ∅. This, together with (3.12) and the first equality in (3.13), shows the conclusion in Step 2.
Step 3. We prove u * x0 = (0,û * x0 ) ⊤ . Write x(·; x 0 , u) for the solution to the equation: x ′ (t) = Ax(t) + Bu(t), t ≥ 0; x(0) = x 0 . Writê x(·;x 0 ,û) for the solution to the equation:x ′ (t) =Âx(t) +Bû(t), t ≥ 0;x(0) =x 0 . Then, from (3.8) and (3.9), using the fact that x 0 = (0,x ⊤ 0 ) ⊤ , one can easily find for each u = (u 1 , u 2 ) ⊤ ,
wherex(t; u 1 ) = t 0 e −(t−s) u 1 (s)ds. From this and the optimality of u * x0 andû * x0 , as well as the uniqueness of the optimal control to (T P) x0 , we can directly verify that u * x0 = (0,û * x0 ) ⊤ .
Step 4. We prove that u * x0 holds (A 3 ) in Theorem 1.4. Indeed, by conclusions in Steps 2-3, we see that u * x0 is a non-constant valued step function taking only two values: (0, 1) ⊤ and (0, −1) ⊤ .
Example on (A 4 ). We will construct a time optimal control problem (T P) x0 so that its optimal control holds (A 4 ). First of all, we let ξ ∈ R \ {0} be fixed so that Define the following function:
We claim that T * x0 = T and u * x0 =ū. 
From the above, (3.15 ) and the fact that T * x0 ≤ T , we obtain (3.23) 1 . Then by (3.23) 1 , (3.24) and the uniqueness of the optimal control to (T P) x0 , we get (3.23) 2 . Thus, we have proved (3.23).
Next, by (3.22 ) and the property of the function: sin t (t ∈ R), we see that S x0 = {nπ : nπ ∈ (0, T * x0 ), n ∈ N}, which is not empty because of (3.16) . Meanwhile, by (3.22) and (3.23) 2 , we see that u * x0 is not constant-valued in any subinterval of (0, T * x0 ). From these, we see that u * x0 holds (A 4 ) in Theorem 1.4.
An example on
We will construct a time optimal control problem (T P) x0 so that S x0 is a proper subset of (T * x0 − O z * ) ∩ (0, T * x0 ) for some z * with (2.6). This problem is given in the manner: n = 4 and m = 1; x 0 ∈ R 4 \ {0} will be given later;
One can directly check that 
Take ξ > 0 so that where Oẑ is given by (2.1) with z =ẑ. By (3.34), (3.33), (3.32) and (3.31), one can easily check that x 0 ,ẑ R 4 = −1 and then x 0 = 0. Let u * x0 be the optimal control to (T P) x0 with x 0 given by (3.34). We claim z ∈ R 4 \ {0} is a multiplier so that (2.6) holds, (3.35) andt
When these are proved, the aim of this example is reached. The proofs of (3.35) and (3.36) are divided into several steps.
Step 1. We prove T * x0 = T and u * x0 =ū.
(3.37) By (3.34), (3.33), (3.32) and (3.31), using a very similar method to that used in the proof of (3.23), we can get (3.37).
Step 2. We prove (3.35).
By (3.32) and (3.29) 3 , we see thatẑ = 0. Meanwhile, it follows by (3.37) and (3.33) that
Thus (3.35) holds.
Step 3. We provet ∈ (T * x0 − Oẑ) ∩ (0, T * x0 ). First, it follows by (3.30), (3.31) and (3.37) 1 thatt ∈ (0, T * x0 ). Second, it follows from (3.37) 1 , (3.32), (3.28) and (3.27 
which, along with (2.1) (where z =ẑ), yields thatt ∈ T * x0 − Oẑ.
Step 4. We prove (3.36).
By the conclusions in Steps 1-3, we see that in order to have (3.36), it suffices to showt / ∈ S x0 . For this purpose, we use (3.32) and (3.29) to get
This, together with (3.37) 2 , (3.33) and (3.29) 3 , implies that
This, along with (1.5), shows thatt / ∈ S x0 .
Further information on switching directions
In this section, we will present some further information on D x0 (given by (1.5)) for some special cases.
Theorem 4.1. Assume that (H) x0 holds. If n ≥ 2 and S x0 = ∅, then the following two conclusions are true:
(i) If rank(B) = 1, then D x0 contains at most two vectors:
where v is a unit vector in the 1-dim space: ker(B ⊤ ) ⊥ .
(ii) If rank(B, AB, · · · , A n−1 B) = n and rank(B) = n − 1, then D x0 contains at most two vectors:
where v is a unit vector in the 1-dim space: ker(B ⊤ ). Several notes on Theorem 4.1 are given in order:
(e 1 ) In the case that n ≥ 2, rank(B) = 1, S x0 = ∅ and (H) x0 holds, we have the following conclusions:
• Any optimal control satisfies (A 3 ) in Theorem 1.4.
• When ♯S x0 = 1, D x0 is a singleton set, while when ♯S x0 ≥ 2, D x0 consists of two opposite vectors.
The first conclusion above can be seen from the proof of (i) in Theorem 4.1, while the second one follows from (i) of Theorem 4.1.
(e 2 ) In the case that n = 3, rank(B) = 2, S x0 = ∅ and (H) x0 holds, the assumption rank(B, AB, A 2 B) = 3 in (ii) of Theorem 4.1 can be dropped.
Indeed, in this case, the conclusions (2.25) and (2.26) in Step 1 of the proof of Theorem 1.5 are true. Thus, we have k(t;ẑ) = 1, where k(t;ẑ) is defined by (2.24). Then, by the same way as that used in the proof of Step 2 in (ii) of Theorem 1.5, we can show that D x0 has at most two directions.
(We omit the details here.) (e 3 ) In the case that n ≥ 2, rank(B, AB, · · · , A n−1 B) = n, rank(B) = n − 1, S x0 = ∅ and (H) x0 holds, we have B ⊤ A ⊤ v = 0 for any unit vector v ∈ ker(B ⊤ ). This can be seen from (4.15) 2 in the proof of (ii) of Theorem 4.1.
Proof of Theorem 4.1. Let u * x0 be the optimal control to (T P) x0 . Let z * ∈ R n \ {0} be given by (iii) of Proposition 2.2 and letẑ * be given by (2.23). Since z * = 0, it follows by (2.23) that e −A ⊤ tẑ * = 0 for each t ∈ R.
(4.1)
Arbitrarily fixt ∈ S x0 . Let k(t;ẑ * ) be given by (2.24).
We first prove (i) of By (4.2), we can take an orthonormal basis {e j } n j=1 of R n so that e 1 , e 2 , . . . , e n−1 ∈ ker(B ⊤ ) and e n ∈ [ker(B ⊤ )] ⊥ . For each i = 1, 2, . . . , n, we define a function:
which is real analytical. By (4.4), we have e −A ⊤ tẑ * = n j=1 f j (t)e j for all t ∈ R + . Finally, by (4.8), we can use the same way as that used in the proof of (2.18) (there, the analyticity of f i was used) to see that for each t ∈ (0, T * x0 ),
Since S x0 = ∅, the above yields that u * x0 (·) is a non-constant valued step function taking two values: The rest of the proof is organized by two steps.
Step 1. We prove that k(t;ẑ * ) = 1.
We first claim that dim[span{B, AB}] = n.
(4.11)
By contradiction, we suppose that (4.11) is not true. Then we have dim[span{B, AB}] < n. Meanwhile, by (4.10) 3 , we have dim[span{B, AB}] ≥ (n − 1). This, along with (4.12), yields that dim[span{B, AB}] = (n−1). By this and by making use of (4.10) 3 again, we find span{B} = span{B, AB}. Thus we have span{AB} ⊂ span{B}.
By the above, we see that, for each u ∈ R m , there are {v j } n−1 j=1 ⊂ R m so that ABu = Bv 1 , A 2 Bu(= A(ABu) = ABv 1 ) = Bv 2 , . . . , A n−1 Bu = Bv n−1 .
The above leads to span{B, AB, . . . , A n−1 B} ⊂ span{B} and then rank(B, AB, · · · , A n−1 B) ≤ (n − 1), which contradicts (4.9) 1 . So (4.11) is true. We now show k(t;ẑ * ) = 1. By (2.24), (2.23) and the factt ∈ S x0 , we see that k(t;ẑ * ) ≥ 1. Suppose that k(t;ẑ * ) > 1. Then by (2.24), we have B ⊤ e −A ⊤tẑ * = 0 and B ⊤ A ⊤ e −A ⊤tẑ * = 0. These, along with (2.36) and (4.11), yields
which contradicts to (4.1). So we have k(t;ẑ * ) = 1,
Step 2. We complete the proof of (ii).
Since k(t;ẑ * ) = 1, we have whereê is a unit vector in the 1-dim subspace ker(B ⊤ ). By (4.13) and (4.14), we can findλ ∈ R \ {0} so that e −A ⊤tẑ * =λê and B ⊤ A ⊤ e −A ⊤tẑ * =λB ⊤ A ⊤ê = 0. (4.15)
We now claim that
(Notice that (4.15) 2 ensures that the right hand side of (4.16) makes sense.) Indeed, by (2.7) and (2.23), we have
From the above and (2.29) (with k(t;ẑ * ) = 1) and (4.15) 2 , we are led to (4.16) at once. Sincet ∈ S x0 was arbitrarily taken, we see, from (4.16) and (1.5) , that D x0 ⊂
In summary, we finish the proof of Theorem 4.1.
Appendix
5.1 Some results on ( T P) x 0 given by (1.3) Lemma 5.1. Suppose that ( T P) x0 has an admissible control. Then the following conclusion are true:
The problem ( T P) x0 has an optimal controlũ * x0 . (iii) There exists z * ∈ span{B, AB, . . . , A n−1 B} with the property that
so that for any optimal controlũ * x0 of ( T P) x0 ,
(iv) Any optimal controlũ * x0 has the following expression in (0, T * x0 ):
where z * is given in (iii) and O z * is given by
The optimal control to ( T P) x0 has the bang-bang property, i.e., ũ * (t) R m = 1 a.e. t ∈ (0, T * x0 ). (vi) The optimal control to ( T P) x0 is unique.
Proof. Let x 0 ∈ R n \{0} be given such that ( T P) x0 has an admissible control. The proof of the conclusion (i) is standard; the conclusion (ii) follows from [17, Theorem 3.11, p113]; the conclusion (iv) can be easily obtained from (iii); the conclusion (v) follows from (iv) at once; the conclusion (vi) is a consequence of (v) (see, for instance, [8] and [17] ). For the conclusion (iii), we have not found suitable reference and so give its detailed proof.
Proof of (iii). For the case when rank(B, AB, · · · , A n−1 B) = n, we can use the standard argument in [15, Theorem 47, pp . 433] to get the desired result. Now we consider the case that k rank(B, AB, · · · , A n−1 B) < n. We first recall the well-known Kalman controllability decomposition (see [15, Lemma 3. 3.3 and Lemma 3.3.4, pp. 93]) which is given in the manner: let {e j } n j=1 be an orthonormal basis of R n so that {e j } k j=1 ⊂ span{B, AB, . . . , A n−1 B} and {e j } n j=k+1 ⊂ span{B, AB, . . . , A n−1 B} ⊥ . Define P (e 1 , e 2 , · · · , e n ) ⊤ .
Then
Then, by (1.1),x(·; u) is the solution of the following equation:
where A 1 , A 2 , A 3 and B 1 are given by (5.3) . Several facts are given in order. Fact One: Since ( T P) x0 has an admissible control, it follows by (5.4) and (5.5 ) that
x 0,2 = 0 andx 2 (·; u) ≡ 0 for any u ∈ L ∞ (R + ; B 1 (0) ).
Fact Two: By Fact One, one can directly check that the problem ( T P) x0 is equivalent to the following problem ( T P)x 0,1 :
i.e., they have the same optimal time and an optimal control to one problem is that of another problem.
(Notice thatx 1 (·; u) solves the equation:
we can use the standard argument in [15, Theorem 47, pp. 433 ] to the problem ( T P)x 0,1 to findẑ * 1 ∈ R k with
so that any optimal controlû * x0,1 to ( T P)x 0,1 satisfies that for a.e. t ∈ (0, T * x0,1 ),
We now let z * P −1 (ẑ * 1 , 0) ⊤ . Then we have that z * ∈ R n \{0} (see (5.6)); z * ∈ span{B, AB, . . . , A n−1 B} (see (5.2)); and B ⊤ e
These, along with the above Fact Two and Fact Three, leads to (iii).
Thus we end the proof of Lemma 5.1.
Proof of Proposition 2.2
Before presenting the proof of Proposition 2.2, we first give two lemmas. Proof. By contradiction, we suppose that (5.7) is not true for some x 0 ∈ R n and T > 0. Then since
we can findû ∈ L ∞ (0, T ; B 1 (0)) \ {0} so that
In what follows, we will findû * ∈ PC((0, T ); B 1 (0)) so that x(T ; x 0 ,û * ) = x 1 . When this is done, we have x 1 ∈ PC((0, T ); B 1 (0)) which contradicts (5.8) and end the proof of this lemma. To get the aboveû * , we define the set:
It is obvious that M(T ; x 0 , x 1 ) = ∅ (sinceû ∈ M(T ; x 0 , x 1 )) and that M(T ; x 0 , x 1 ) is weakly star compact. We then consider the minimal norm control problem:
N (x 0 , x 1 ) inf{ u L ∞ (0,T ;B1(0)) : u ∈ M(T ; x 0 , x 1 )}. (5.9)
We can easily check that the problem (5.9) has a solution v * . We also have N (x 0 , x 1 ) = 0, for otherwise, the function: v * ≡ 0 (over (0, T )) belongs to PC((0, T ); B 1 (0)) and satisfies that x(T ; x 0 , v * ) = x 1 which contradicts (5.8). So we have 1 ≥ N (x 0 , x 1 ) > 0. Thus, for each ε ∈ (0, 1), (Indeed, if x 1 ∈ Q(B (1−ε)N (x0,x1) (0); x 0 ) for some ε ∈ (0, 1), then there is v ε with v ε L ∞ (0,T ;R m ) ≤ (1 − ε)N (x 0 , x 1 ) so that x(T ; x 0 , v ε ) = x 1 . This yields v ε ∈ M(T ; x 0 , x 1 ), which, together with (5.9), leads to the contradiction: 0 < N (x 0 , x 1 ) ≤ v ε L ∞ (0,T ;R m ) ≤ (1−ε)N (x 0 , x 1 ).) Note that Q(B (1−ε)N (x0,x1) (0); x 0 ) is convex, closed and bounded. Thus by (5.10), we can apply the Hahn-Banach theorem to find, for each ε ∈ (0, 1), z ε ∈ R n with z ε R n = 1 so that x 1 , z ε R n ≥ x(T ; x 0 , v), z ε R n for any v ∈ L ∞ (0, T ; B (1−ε)N (x0,x1) (0)). (5.11) Given u ∈ L ∞ (0, T ; B 1 (0)) and ε ∈ (0, 1), we have that v ε (1 − ε)N (x 0 , x 1 )u ∈ L ∞ (0, T ; B (1−ε)N (x0,x1) (0)).
This, together with (5.11) and the fact that x(T ; x 0 , v * ) = x 1 , yields that for any u ∈ L ∞ (0, T ; B 1 (0)),
Since z ε R n = 1, there is a sequence {ε j } j∈N ⊂ (0, 1) and z * ∈ R n with z * R n = 1 such that ε j → 0 and z εj → z * as j → +∞. By taking ε = ε j in (5.12) and then sending j → +∞, we get that for any u ∈ L ∞ (0, T ; B 1 (0)), where O z * is given by (2.1) with z = z * . We now setû * (t)
Since O z * ∩ (0, T ) contains at most finitely many elements (see Lemma 2.1 with z = z * ), we have that u * ∈ PC((0, T ); B N (x0,x1) (0)) ⊂ PC((0, T ); B 1 (0)) and thatû * (t) = v * (t) for a.e. t ∈ (0, T ). The later yields that x(T ; x 0 ,û * ) = x 1 . Soû * is desired. Hence, we finish the proof of Lemma 5.2.
Lemma 5.3. Suppose that (H) x0 is true. Then (T P) x0 and ( T P) x0 are equivalent.
Proof. We divide the proof into several steps.
Step 1. We show that T * x0 = T * x0 < +∞, where T * x0 is the optimal time of ( T P) x0 defined by (1.3). By the assumption (H) x0 , we can use a standard way to get T * x0 < +∞. Meanwhile, since PC(R + ; B 1 (0)) ⊂ L ∞ (R + ; B 1 (0)), we have T * x0 ≤ T * x0 . Now by contradiction, we suppose that the conclusions in Step 1 is not true. Then we have T * x0 < T * x0 . From (ii) in Lemma 5.1, we can findũ * x0 ∈ L ∞ (R + ; B 1 (0)) so that x( T * x0 ; x 0 ,ũ * x0 ) = 0. Then by Lemma 5.2, there isû ∈ PC(R + ; B 1 (0)) so that x( T * x0 ; x 0 ,û) = x( T * x0 ; x 0 ,ũ * x0 ) = 0, which, together with the optimality of T * x0 (see (1.2)), indicates that T * x0 ≤ T * x0 . This leads to a contradiction. So conclusions in Step 1 are true.
Step 2. We prove that ifũ * x0 is an optimal control to ( T P) x0 , then there is v * ∈ PC(R + ; B 1 (0)), with v * (t) =ũ * x0 (t) for a.e. t ∈ R + , so that v * is an optimal control to (T P) x0 . By (vi) of Lemma 5.1,ũ * x0 | (0, T * x 0 ) has the expression (5.1). By the definition of an optimal control to ( T P) x0 (see Section 1), we haveũ * x0 (t) = 0 for a.e. t ∈ ( T * x0 , +∞). We now define a function v * : R + → R m in the manner: v * (t) ũ * x0 | (0, T * x 0 ) (t) for each t ∈ (0, T * x0 ); v * ( T * x0 ) lim s→ T * −
x 0ũ * x0 (s); v * (t) 0 for each t ∈ ( T * x0 , +∞). Then we have that v * =ũ * x0 in L ∞ (R + ; R m ); v * ∈ PC(R + ; B 1 (0)); and x(T * x0 ; x 0 , v * ) = 0 (Here, we used the above Step 1.) These imply that v * is an optimal control to (T P) x0 .
Step 3. It is clear that any optimal control to (T P) x0 is an optimal control to ( T P) x0 , since PC(R + ; B 1 (0)) ⊂ L ∞ (R + ; B 1 (0)) and T * x0 = T * x0 . Hence, we end the proof of Lemma 5.3. 
