We study a basic problem of approximating the size of an unknown set S in a known universe U . We consider two versions of the problem. In both versions, the algorithm can specify subsets T ⊆ U . In the first version, which we refer to as the group query or subset query version, the algorithm is told whether T ∩ S is nonempty. In the second version, which we refer to as the subset sampling version, if T ∩ S is nonempty, then the algorithm receives a uniformly selected element from T ∩ S. We study the difference between these two versions in both the case that the algorithm is adaptive and the case in which it is nonadaptive. Our main focus is on a natural family of allowed subsets, which correspond to intervals, as well as variants of this family. 
INTRODUCTION
Consider the following problem: For a known universe of elements U and an unknown ("hidden") subset of it S ⊆ U , we wish to approximate the size of S. Of course, our ability to do so is influenced by what access we have to information about S. We consider two basic versions of this problem, for which our algorithm has two different ways to obtain information about S: -Subset Queries (also known as Group Queries): In this version, we specify a subset T ⊆ U and are told whether S ∩ T is empty or contains at least one element. -Subset Samples: In this second version, we again specify a subset T ⊆ U , but are given a uniformly selected element of S ∩ T , if such an element exists, and an indication that the intersection is empty otherwise.
Clearly, subset samples are at least as powerful as subset queries. Note that subset queries (thus subset samples) can be viewed as a generalization of membership queries (checking whether a single element in U belongs to S). Also, note that subset samples can be viewed as a generalization of sampling an element uniformly from S. We study the number of subset queries/samples required to approximate the size of S, for which we may be restricted in which subsets T ⊆ U we are allowed to query (or Dana Ron is supported by ISF grant number 671/13. Gilad Tsur is supported by the Check Point Institute for Information Security. Authors' addresses: D. Ron, Tel-Aviv University; email: danaron@tau.ac.il; G. Tsur, Tel Aviv University; gilad.tsur@gmail.com. Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies show this notice on the first page or initial screen of a display along with the full citation. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, to republish, to post on servers, to redistribute to lists, or to use any component of this work in other works requires prior specific permission and/or a fee. Permissions may be requested fromsample). Observe that the restriction is on the queries/samples and not on the structure of S. The main focus of this work is on the case in which U is ordered and the subsets T ⊆ U we are allowed to query/sample correspond to intervals over the domain U . We also consider the more general case in which U is a d-dimensional grid (for constant d), and the allowed subsets correspond to subgrids 1 , and the case in which U is the Boolean hypercube and the allowed subsets correspond to subcubes.
Stockmeyer [1983, 1985] , in work better known for results on approximation algorithms for #P, considers the problem of set-size approximation using what we call subset queries. 2 We further discuss Stockmeyer's results (in particular, in relation to our results) in Sections 1.2 and 1.5.
Subset queries arise in the context of Group Testing, in which they are referred to as group queries (lending this article part of its title). Estimation of the size of an unknown set appears in many different settings, including estimating the support size of a distribution and estimating the coverage of search engines. We discuss these settings as well in Section 1.5. Subset queries that correspond to intervals have been studied in the context of group testing: for example, such a query may be to see if a certain part of an electric circuit is faulty, or it may be to a subset of ordered test tubes that is more easily accessed by a robotic arm [Du and Hwang 1993] .
Precise Problem Definition
We say that an algorithm is a set-size approximation algorithm if, for any set S ⊆ U , given an approximation parameter ∈ (0, 1] and either access to subset queries or to subset samples, the algorithm returns an estimate w such that, with probability at least 2/3, 1 1+
|S| ≤ w ≤ (1 + )|S|. The success probability of 2/3 can be increased to 1 − δ for any δ > 0 by standard techniques at a multiplicative cost of log(1/δ) in the complexity of the algorithms. For an algorithm performing subset queries, the failure probability is over the coin tosses of the algorithm; for an algorithm that uses subset samples, this probability is also over the samples that the algorithm observes.
We are interested in the number of queries/samples used by the algorithm as a function of the size of the universe U , which we denote by n, the size of set S, which we denote by w, and the approximation parameter . This number may be a random variable, in which case we shall bound the probability that it exceeds g(n, w, ) for a function g that we shall specify. We consider both adaptive algorithms and nonadaptive algorithms. In this context, a nonadaptive algorithm cannot determine the next subset that it queries/samples based on previous answers to queries/samples, but it can decide when to stop based on the information that it obtains. This is necessary in order to allow a dependence on the unknown value w (rather than only on n and ).
Our main focus is on the case in which the subsets that the algorithm may query/sample belong to a natural family of subsets, which we refer to as Interval subsets. In this case, the universe U is fully ordered, and the allowed subsets correspond to intervals of the elements. That is, subsets are of the form T = {u i , u i+1 , . . . , u j }, where U = {u 1 , u 2 , . . . , u n }. All of our positive results for interval subsets extend to the more general case of grids in higher (constant) dimension d, in which the allowed subsets correspond to d-dimensional subgrids, and to the Boolean hypercube, in which the allowed subsets correspond to subcubes.
The Power of an Example 15:3
Known Results
When no restrictions are put on the algorithm, it is allowed queries/samples on all subsets. Stockmeyer [1983] studied this problem for adaptive subset queries, and showed that 3˜ (loglog(n)) queries are both sufficient and necessary in this setting. 4 When only interval queries are allowed, one of the results in Stockmeyer [1985] contains (implicitly) an upper bound for adaptive interval queries of O(min{w log(n), n/w}) (for constant ).
Our Results
We give upper and lower bounds for both versions of our problem (queries and samples) and for both nonadaptive and adaptive algorithms. In what follows, we focus on the dependence on n and w = |S|. In all cases, the dependence on 1/ in the upper bounds is polynomial, and the lower bound holds for constant (the exact dependencies appear in the statement of each theorem).
Nonadaptive interval queries can be used to approximate the size of a set in a straightforward manner by using the fact that single elements in the universe are also intervals. This directly implies an upper bound of O(n/w) on the (nonadaptive) query complexity; we provide a simple matching lower bound. Thus, nonadaptive interval queries do not offer a real advantage over just being able to query single elements of the universe selected uniformly at random. This situation changes when adaptivity is allowed, given the previously mentioned upper bound of O(min(w log(n), n/w)) implicit in Stockmeyer [1985] . In this work, we prove a lower bound of (min{w · log(n/w 2 ), n/w}), which shows that this is (almost) tight.
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Turning to interval samples (in contrast to queries) we show that O(min{n/w, √ w}) such nonadaptive subset samples suffice to approximate the set size. The O(n/w) upper bound directly follows from the corresponding upper bound on nonadaptive subset queries, and the O( √ w) upper bound follows from taking uniform samples from all of S (i.e., subset samples with T = U ). Here, too, we give a matching lower bound. The power of samples when compared to queries really comes to the fore when we present an adaptive algorithm that uses O(poly(log(w))) interval subset samples. This algorithm can be adapted to additional settings such as d-dimensional grids and the Boolean hypercube, as we explain in Section 3. For the sake of completeness, we also refine the results of Stockmeyer for unrestricted subset queries to be in terms of n, w, and , and not only in terms of n. As we are interested in the difference between the adaptive and nonadaptive setting, we also give a nonadaptive version of these results. In the nonadaptive version of this problem, the number of queries isÕ(log(w)); in the adaptive case, the number of queries is O(loglog(w)). We also show that these bounds are tight.
These results for interval subsets are summarized in Table I .
Discussion and Techniques
When reviewing the results described in the previous section, we observe two phenomena. One (which is not unique to the problems that we consider) is the power of 3 We use theÕ( f ) notation to hide a dependency on log( f ). Thus, for example,Õ(loglog(n)) may hide a logloglog(n) factor. 4 Stockmeyer [1983] actually goes further and shows that a significantly smaller set of queries suffices to get similar results. He considers subsets of the elements in U that are defined by a hash function on their index. This allows the family of subsets to be polynomial and not exponential in n. 5 Stockmeyer [1985] proves a lower bound for the related problem that he studies, but since the allowed query sets in his case are more restricted, the implications on interval queries are not clear (furthermore, he proves his lower bound for sets of a particular size).
15:4 D. Ron and G. Tsur adaptivity; the other is the power of subset samples over subset queries. The former is observed both in the case of interval subsets (when performing queries and when sampling) and in the case of unrestricted subset queries. The latter is observed in the case of interval subsets; we conjecture that subset samples do not give any significant speedup when the subsets that we have access to are unrestricted.
Whereas some of the algorithms and lower bounds that we present are fairly easy to establish, they help to outline the relationship between subset queries and subset sampling. In what follows, we highlight two results. The first is the adaptive algorithm that uses interval subset sampling and can be adapted to other families of subsets. The second is the lower bound for adaptive interval subset queries. We believe that there are structural aspects of the proof of this lower bound that are interesting.
In the adaptive interval sampling algorithm, we maintain a sequence of intervals I 0 , . . . , I t , starting from an initial interval I 0 = U and ending with an interval containing a single element of S (with high probability). The algorithm works iteratively; in each iteration, it continues with a subinterval I j of the previous interval I j−1 . Each new subinterval I j is selected (using sampling) so that the size of I j 's intersection with S is a constant fraction (not far from 1/2) from the size of the intersection of I j−1 with S. This ratio between the sizes of the two intersections is then estimated, and the final output is based on the sequence of these estimations.
In the lower bound for adaptive interval queries, we "force" any algorithm to deal separately with roughly w different parts of the universe and "make it" use (log(n/w 2 )) queries for any such part. To formalize this, we prove a type of direct-sum claim for a basic problem of determining the location of a single "1" in a binary string. This allows us to come close to matching the upper bound.
Related Research
As mentioned earlier, subset queries (in contrast to subset samples) were studied by Stockmeyer [1983 Stockmeyer [ , 1985 in a different context, motivated by complexity theoretical problems (e.g., approximating the number of inputs that satisfy a circuit). Where in the current work we restrict the subsets that the algorithm may query but allow the set S to be arbitrary, Stockmeyer restricts the set itself in addition to restricting the queries. He studies this problem for adaptive algorithms only, and gives results for three families of subsets. The one that was already mentioned is when neither the subsets that are queried nor the set S are restricted. A second family is when the queries and the set must conform to a certain rooted tree configuration. As mentioned previously, the algorithm given for this case translates directly to our adaptive interval query condition. The third family of subsets is related to matchings in a graph, and does not appear to have direct relevance to our work. All the upper and lower bounds given by Stockmeyer, in contrast to those in this article, are in terms of n and not of w and .
Subset queries arise also in the context of Group Testing. In group testing, the algorithm is given access to subset queries (referred to as group queries), but the goal is to return the set S itself rather than an estimate of the size of S. Research in the field of group testing began in the early 1940s [Dorfman 1943 ] and is still of interest today (e.g., see Indyk et al. [2010] ). Many different settings are considered in group testing, with a strong focus on nonadaptive versus adaptive tests. Similar to what is done in this work, there is work on group testing when there are limitations on the subsets that the algorithm can query (for more details, see, e.g., Du and Hwang [1993] ). The process that we describe can be thought of as a relaxation of group testing, or may be used to get a quick estimate of the number of members in the hidden set, as a preliminary stage for group testing.
In the practical setting of estimating the relative coverage of search engines, Bharat and Broder [1998] consider the problem of estimating the relative size of two sets by performing uniform queries on a set, then checking whether the elements sampled appear in the other set (and vice-versa) . These operations, in our setting, are modeled by performing subset samples on the entire universe and by performing subset samples on single elements. tackle similar problems, and mention the great utility that uniform sampling may have for solving them. Anagnostopoulos et al. [2006] consider some additional problems related to sampling from search engines in an attempt to estimate sizes. None of the results correspond directly to ours.
Another field of research related to this article is that of Geometric Range Queries. In one of the problems in this field, there is a set S of points in Euclidean space with a weight associated to each point and a family F of geometric ranges. The goal is to design a data structure that allows the user to evaluate the total weight of the intersection of S with any range R in F. Such data structures are useful in a variety of applications, including geographic information and time-series analysis. Agarwal and Erickson [1999] give a comprehensive survey of results in this field.
Approximating the size of a set using subset samples can be viewed as a special case of approximating the support size of a distribution using conditional sampling. When given access to samples generated according to a general distribution over a domain of size n, with each element in the support having probability at least 1/n, there are almost linear lower bounds for approximating the support size [Raskhodnikova et al. 2009; Valiant 2011; . The best lower bound, due to , is (n/ log(n)), and this bound is tight . In the conditional sampling model [Chakraborty et al. 2013; Cannone et al. 2014] , it is possible to specify a subset T of the domain of the distribution and obtain samples according to the corresponding conditional distribution. The goal is to test various properties of the distribution or estimate various measures. Thus, approximating the size of a set using subset samples corresponds to approximating the support size using conditional sampling in the special case in which the distribution is uniform over a subset S.
Further Research
We suggest several questions and directions for further research.
(1) We showed that, in the case of interval subsets, adaptive subset sampling significantly improves the complexity of set size approximation: the dependence on w is reduced from linear to polylogarithmic and the (logarithmic) dependence on n is removed. The question is whether the dependence on w can be further reduced (recall that, when all subsets are allowed, then there is an adaptive algorithm whose complexity isÕ(loglog(w))).
(2) As already mentioned, an interesting question is whether sampling has any more power than queries when the queried/sampled subsets are unrestricted. Indeed, obtaining lower bounds for subset sampling-in particular, for adaptive algorithmsseems more challenging than for subset queries. A related question is whether it is possible to formalize and analyze the relationship between the generality of the allowed subsets and the power of subset sampling as compared to subset queries. (3) In this work, we considered the case of interval subsets and related families of subsets. We believe that there are other families of subsets that may arise naturally in different contexts and are worth studying. One could, for example, consider a formulation for learning sizes of sets hidden on graphs. Such research could relate both to social networks and to public health. The domain of web-search engine results (as discussed earlier [Bharat and Broder 1998; Anagnostopoulos et al. 2006] ) may allow for additional modeling and research.
SAMPLING FROM S WITH NO ACCESS TO (STRICT) SUBSETS OF U
The algorithm presented in this section has implications for subset sampling with interval subsets, but since it holds in a more restricted setting (in which the only allowed subset is T = U so that the samples are from U ∩ S = S), we present it separately. It is quite possible that this algorithm has appeared elsewhere, as it is based on a standard collisions analysis. However, we are not aware of a concrete reference; thus, we include it in this article. For completeness, we also provide a matching lower bound (which also uses a standard argument).
THEOREM 2.1.
(1) There exists a set size approximation algorithm that is provided (only) with samples from S and with high constant probability uses O( √ w/ 2 ) samples. Moreover, the probability that the number of samples that it uses is larger by a factor of k than this upper bound decreases exponentially with k.
(2) Every set size approximation algorithm that is provided only with samples from S must use ( √ w) samples with constant probability for any constant ≤ 1. This lower bound holds even when the algorithm is given an estimate w such that w/4 ≤ w ≤ 4 w. PROOF. We begin by establishing the lower bound, following Yao's lower bounds proof technique. For simplicity, we give the argument for = 1. This directly implies the lower bound for any < 1. For any given 4 ≤ w ≤ |U |/4, consider the following two distributions over sets S. The first distribution is uniform over subsets of size w/4, and the second distribution is uniform over subsets of size 4 w. For both distributions, the probability that a sample of size s = √ w/c contains some repeated element (a collision) is at most
is the number of sample pairs among s samples, and the term 4/ w is the probability that a specific pair is a collision in the first distribution (and an upper bound on this probability in the second distribution). For c ≥ 6, this probability is at most 1/3. Conditioned on there being no collisions, the samples in both cases are identically distributed.
Turning to the upper bound, the algorithm works in two stages. In the first stage, it obtains an estimate w such that w/c ≤ w ≤ c · w with probability at least 5/6 for some constant c > 1 (e.g., c = 100 suffices). In the second stage, it takes a sample of size ( √ w/ 2 ) to obtain a (1 + )-factor approximation. We note that, while describing the algorithm as having two stages may seem to imply that it is adaptive, this is not the case. Since the algorithm receives samples only from U , the only decision it makes is when to stop and output an estimate. Details follow.
To obtain the (rough) estimate w, the algorithm takes samples from U until a collision occurs. If this first collision occurs on the jth sample, then the estimate w is set to j 2 . The probability that j < √ w/c is upper bounded by (
< 1/c (using a union bound on the collision probability of each pair of elements). On the other hand, the
. This upper bound follows by considering a partition of the sample into two parts of equal size √ c · w/2. The probability that no collision occurs in the sample is upper bounded by the probability that no collision occurs in the first half of the sample, which is upper bounded by 1, times the probability that no collision occurs between an element selected in the second half and an element selected in the first half (conditioned on the elements in the first half being distinct).
It follows that, with probability, at least 5/6 w is within a factor of 6 from w. Furthermore, the probability that the total number of samples taken in the first stage exceeds k · √ w decreases exponentially with k. Assume from this point on that w/6 ≤ w ≤ 6w.
Also, assume that ≤ 1/2, or else set to 1/2. In the second stage, the algorithm takes a sample of size 
w 2 , which is lower bounded by 6
. By the choice of s, this is at most 1/6 (for an appropriate constant in the (·) notion for s). Therefore, with probability at least 2/3, we get that w ≤ (1 + /2)w and w ≥ (1 − /2)w ≥ w/(1 + ), as required. As for the sample size, it exceeds k· √ w/ 2 only due to w overestimating w. The probability of this event (as described earlier) decreases exponentially with k.
INTERVAL SUBSET QUERIES AND SUBSET SAMPLES
As explained in the introduction, in the case of interval subsets, the domain is a fully ordered set U = {u 1 , u 2 . . . , u n }, and the subsets that can be queried/sampled correspond to intervals of the form {u i , u i+1 , . . . , u j }. As we discuss at the end of this section, we can extend our results to d-dimensional grids for constant d, in which queries correspond to d-dimensional subgrids, and to the Boolean hypercube, in which queries correspond to subcubes.
ON THE STRUCTURE OF OUR LOWER BOUNDS. Before stating precisely and proving our results for interval subsets, we briefly introduce an approach that we take in several of our lower bound proofs, which is a variant of the standard lower-bound proof technique of Yao [1977] . For the sake of clarity, we describe it for the case of subset queries, but the same approach can be applied to subset samples.
We first assume a contradiction that there exists an algorithm, denoted A, that approximates the set size with constant success probability using a certain number of queries q ≤ f (n, w) (where n is the universe size and w is the size of the hidden set S). Now, consider the following related task. For a pair of hidden sets S 1 and S 2 such that one of the sets is a constant factor larger than the other, the task is to decide which of the two sets is larger. To this end, an algorithm may perform subset queries to each of the two sets. Whenever it performs a subset query on one of the sets, we give it "for free" the result of the query on the other set as well.
We then define a distribution over pairs of sets (S 1 , S 2 ) such that |S 2 | > c|S 1 | or |S 1 | > c|S 2 | for some constant c > 1. Clearly, for every choice of S 1 and S 2 respecting these conditions, A can be used to solve the aforementioned decision task for the pair (S 1 , S 2 ) with constant success probability bounded away from 1/2 using 2q queries (q to each set). The success probability is over the coin tosses of A (in the case of subset sampling, also over the choice of the sampled points). By an averaging argument, this means that there exists a deterministic algorithm, denoted A , that can solve the decision task under this distribution and using 2q queries with success probability bounded away from 1/2 (for which the probability is over the choice of the pair (S 1 , S 2 ); in the case of subset sampling, also over the choice of the sampled points).
Finally, to obtain the lower bound, we show that if A performs fewer than 2 f (n, w) queries, then the answers that it gets from the two sets are equally/similarly distributed. This implies that A cannot solve the decision tasks with sufficiently high constant probability, and we reach a contradiction.
Interval Subset Queries
THEOREM 3.1. The following holds for the query complexity of set size approximation algorithms that use only interval subset queries:
(1) There exists a nonadaptive set size approximation algorithm that, with high constant probability, performs O(n/(w 2 )) interval queries. Moreover, the probability that the number of queries that it performs is larger by a factor of k than this upper bound decreases exponentially with k.
(2) Any nonadaptive set size approximation algorithm that performs only interval queries performs (n/w) such queries with constant probability (for constant ≤ 1).
This lower bound holds even when the algorithm is given a constant factor approximation, w of w. (3) There exists an adaptive set size approximation algorithm that always per-
forms O(w log(n)) interval queries and, with high constant probability, performs O(n/(w 2 )) interval queries. Moreover, the probability that the number of queries that it performs is larger by a factor of k than the latter upper bound decreases exponentially with k. (4) Any adaptive set size approximation algorithm performs (min(w log(n/w 2 ), n/w)) interval queries with constant probability (for a sufficiently small constant < 1). This lower bound holds even when the algorithm is given a constant factor approximation, w of w.
PROOF. Verifying all the items in Theorem 3.1 aside from Item 4 is fairly simple. We begin by explaining them briefly, then turn to the proof of Item 4. ITEM 1. The algorithm referred to in this item uses the fact that single elements are a special case of intervals. The algorithm works in two stages. In the first stage, it obtains a rough estimate w of w = |S|. This is done by iteratively selecting single elements uniformly at random from U and performing subset queries on them. This stage ends once the algorithm receives a positive answer in some iteration j, and w is set to n/j.
For any c > 1, the probability that j < n/(c · w), so that w > c · w is upper bounded by (w/n) · n/(c · w) = 1/c, and the probability that j > c · (n/w), so that w < w/c is upper bounded by (1 − w/n) c·(n/w) < e −c . In the second stage of the algorithm, it selects s = (n/( w 2 )) elements uniformly at random, makes a subset query on each, and sets its output w to be (n/s) times the fraction of queries that were answered positively. By the multiplicative Chernoff bound, conditioned on w ≤ 6 · w (so that n/ w ≥ n/(6w)), the estimate w is as required, with probability at least 5/6. Since the probability that w ≤ 6 · w is at most 1/6, we get that w is as required with probability at least 2/3. The further claim in this item directly follows from the aforementioned bound on the probability that w underestimates w.
ITEM 2. For the lower bound in this item, consider partitioning the universe into intervals of size w, denoted I 1 , . . . , I n/ w (we assume for simplicity that n is divisible by w, and the argument can be easily adapted to the case that this assumption does not hold). We select a value j * uniformly at random from {1, . . . , n/ w − 1}. With probability 1/2, the smaller set is S 1 , and with probability 1/2, it is S 2 . Assume without loss of generality that S 1 was selected to be the smaller set. The smaller set, S 1 , consists of all the elements in I j * . The larger set, S 2 , consists of all the elements in I j * ∪ I j * +1 . Thus |S 1 | = w and |S 2 | = 2 w. Consider any sequence of interval queries T 1 , . . . , T q , where q < n/(12 · w). The probability (over the choice of j * ) that, for some set T i , at least one of its endpoints belongs to I j * or I j * +1 is at most 1/3. But if such an event does not occur, then the answers to the queries T 1 , . . . , T q are the same for S 1 and S 2 , and it is not possible to decide with success probability greater than 1/2 which of the two sets is larger.
ITEM 3. The algorithm referred to in this item combines two procedures. The first procedure, which performs O(w log(n)) queries (deterministically), determines the set S exactly. This is done by performing a type of "extended" binary search. That is, the search constructs a binary tree, in which each node in the tree corresponds to an interval query. The root of the tree corresponds to all of U . If a query on an interval I is answered positively when |I| > 1, then the corresponding node has two children, one for the left half of I and one for the right. A node is a leaf if either the answer on the corresponding interval is negative or if the answer is positive and the interval is of size 1. Thus, we have a nonempty leaf for every element of S, and the total number of queries performed is O(w log n). The second procedure runs the nonadaptive algorithm of Item 1 to estimate the size of S. By performing interleaved queries and stopping when the first procedure stops, the desired bound is obtained.
ITEM 4. For this lower bound, we first address the (simpler) case in which w > √ n (so that the lower bound should be (n/w)). The construction is the same as in Item 2, except that here S 1 and S 2 also include the first element from each interval I j . Since the number of intervals is n/ w < w, we have that |S 1 | = w + n/ w − 1 and |S 2 | = 2 w + n/ w − 2 ≥ (3/2)|S 1 |. By this construction, any query that does not contain only elements of a single interval I j is answered positively both for S 1 and for S 2 . If a query contains only elements of a single interval I j , then it will be answered the same for both S 1 and S 2 unless j = j * + 1 and the query does not contain the first element from I j . The lower bound follows.
It remains to address the case that w ≤ √ n. To gain intuition, consider the following "game." There are b identically looking locked boxes; only one of these boxes is nonempty. We would like to open the nonempty box, but opening each box requires time t, and until it is open we do not know whether it is empty or not. If the nonempty box is selected uniformly at random, then, with high constant probability, it will take us time (bt) to get to the nonempty box. To obtain a lower bound following the presented intuition, we partition U into w intervals I 1 , . . . , I w of size n/ w each (each corresponds to a "locked box"). Similar to the construction for w > √ n, both S 1 and S 2 include the first element from each interval, In addition, we further partition each interval I j into m = n/ w 2 subintervals I 1 j , . . . , I m j of size w each (more precisely, of size at least w/2 and at most w). For both S 1 and S 2 , we select, uniformly at random, one subinterval I ( j) j from each interval I j . Both sets include the first and the last element from each of these subintervals. In addition, we select a "special" interval I j * uniformly at random, and include in the larger set (which, without loss of generality, is S 2 ) all elements in the subinterval I ( j * ) j * . Thus, |S 1 | and |S 2 | are both ( w), and |S 2 | is a constant factor larger than |S 1 |.
Observe that, for any query that includes the first element from some interval I j (in particular, queries that intersect more than one interval), the answer is positive for both S 1 and S 2 . For any query that is contained within an interval I j (and does not include the first element in I j ), if the query contains the first or last element of a subinterval of I j (in particular, if it intersects more that one subinterval), then the answer is the same for S 1 and S 2 . Namely, it is positive for both if the query intersects I ( j) j , and is negative otherwise. Finally, if the query is contained within a subinterval I j and does not include the first or last element in the subinterval, then the answer is negative for S 1 and is positive for S 2 if and only if j = j * and = ( j). We would like to show that, in order to decide which of the two sets is the smaller one with sufficiently high success probability (over the choice of S 1 and S 2 ), any (possibly adaptive) deterministic algorithm must perform ( w · log(n/ w 2 )) queries with constant probability. To this end, we consider the following related problem.
Definition 3.1. For a pair of positive integers b and m, the hidden integers with interval (range) queries problem with parameters b and m, is defined as follows. For each 1 ≤ j ≤ b, there is a "hidden" integer ( j), selected uniformly at random from {1, . . . , m}. In addition, an index j * is selected uniformly at random from {1, . . . , b} and ( j * ) is set to be the special hidden integer. An algorithm for this problem is required to output the pair ( j * , ( j * )), and may perform two types of queries. The first are interval (range) queries, in which it specifies an index j ∈ {1, . . . , b} and a consecutive interval L ⊂ {1, . . . , m}. The answer to the query is positive if and only if ( j) ∈ L. The second type of queries are special queries, in which the algorithm specifies a pair ( j, ), where j ∈ {1, . . . , b} and ∈ {1, . . . , m}. The answer is positive if and only if ( j) = and j = j * .
We first show that, given a deterministic algorithm A that can decide, with success probability at least 11/12, whether S 1 or S 2 is the smaller set, for which S 1 and S 2 are as defined earlier, we can obtain an algorithm B for the hidden integers problem with the same query complexity and with success probability at least 5/6. We then establish a lower bound on the query complexity of any algorithm for the hidden integers problem. For any given setting of b and m, let w = b and n = b 2 · m. Hence, there is a one-to-one correspondence between the b hidden integers and the b = w selected subintervals, as well as between the special hidden integer and the special selected subinterval. We may assume, without loss of generality, that A does not perform queries that include the first item of some interval I j , since the answer to such queries is positive for both S 1 and S 2 . This implies that the algorithm does not perform queries that intersect more than one interval. For a query of A that intersects a single interval I j and does not include the first item in the interval, B does the following. If the query intersects subintervals I 1 j , . . . , I t j , in which either t > 1 or the query contains the first or last element of I 1 j , then the algorithm B performs the interval query ( j, { 1 , . . . , t }), and returns (to A) the answer it gets as the common answer for both S 1 and S 2 . Otherwise, the query intersects a single subinterval I j and does not include its first or last element. In this case, B performs the special query ( j, ). If the answer is negative, then it returns a negative answer for both S 1 and S 2 . If the answer is positive, then it outputs ( j, ) (which is the correct answer). If A halts before such an event occurs, then B outputs a random pair ( j, ).
Observe that as long as a special query was not answered positively, the corresponding answers for S 1 and S 2 are identical. Since it is assumed that A succeeds with probability at least 11/12 (and the choice regarding which of the two sets is smaller is done with equal probability), the probability that A halts before it gets a different answer from S 1 and S 2 is at most 1/6. This implies that B returns a correct answer with probability at least 2/3 (recall that the probability is over the choice of (1), . . . , (b) and j * since B is deterministic (like A)). It remains to prove the following claim. CLAIM 3.1. Any algorithm for the hidden integers problem with interval queries that has a success probability of at least 5/6 must perform (b log m) queries with high constant probability.
PROOF. Let B be an algorithm for the hidden integers problem with interval queries that has a success probability of at least 5/6. We shall say that B has revealed ( j) for some j if there is a single ∈ {1, . . . , m} that is consistent with the answers to the queries that B made regarding the j th hidden integer. Since j * is selected uniformly at random in {1, . . . , b} and each ( j) is selected uniformly at random in {1, . . . , m}, the probability that B halts before revealing ( j) for at least b/6 of the js in {1, . . . , b} is at most 1/2.
Thus, consider the following variant of the hidden-integers problem. There are b hidden integers (1), . . . , (b), each selected uniformly in {1, . . . , m}. Given access to interval queries (as in the original problem), an algorithm must output a list ( j 1 , 1 ) , . . . , ( j b/6 , b/6 ), such that 1 = ( j 1 ), . . . , b/6 = ( j b/6 ) with probability at least 1/2 (over the choice of the hidden integers). As observed earlier, the queries used by B can be used to solve this variant; thus, it suffices to lower bound the query complexity of algorithms for this variant.
For any algorithm B solving this variant of the problem, consider the decision tree that corresponds to B . That is, each internal node in the tree corresponds to a query, and each leaf corresponds to a list ( j 1 , 1 ) , . . . , ( j t , t ). The number of leaves at depth at most b · log(m)/12 is at most m b/12 . For any fixed leaf, the fraction of instances for which it contains a correct answer is m −b/6 . Therefore, the total fraction of instances for which some leaf at depth at most b · log(m)/12 provides a correct answer is at most m −b/12 , and the lower bound follows. We have thus established Item 4 for the case w ≥ √ n as well, and the proof of Theorem 3.1 is complete. We note that the log 4 (w) factor in Item 3 can be reduced to log 3+γ for any constant γ , but, for the sake of simplicity, we give the slightly higher upper bound.
Interval Subset
PROOF. The correctness of Item 1 is based on running two (subset query) algorithms in parallel, alternating between them in the choice of intervals. The algorithm that performs O((n/w) · −2 ) queries is described in Theorem 3.1, Item 1. The algorithm that performs O( √ w · −2 ) queries is described in Theorem 2.1. When either algorithm returns a result, we return that as our result. The correctness and bounds on the number of samples follow directly from those in the descriptions of the algorithms.
The lower-bound argument for Item 2 is similar to that used for Item 2 in Theorem 3.1. Consider partitioning the universe into intervals of size w, denoted I 1 , . . . , I n/ w . We select a value j * uniformly at random from {1, . . . , n/ w}. The small set S 1 is composed of w/2 elements selected uniformly at random from I j * . The large set S 2 consists of all the elements in I j * . Consider any fixed choice of intervals T 1 , . . . , T q for q < min(n/ w, √ w)/c for a sufficiently large constant c. The probability, over the choice of j * , that any one of these intervals has at least one end point in I j * is at most 1/6. If this event does not occur, then each interval either contains I j * or is completely disjoint from it. In the latter case, no sample is returned for both S 1 and S 2 . In the former case, as long as a collision (repetition of an element) does not occur, for both S 1 and S 2 , each new sampled element is uniformly distributed in I j * . By the upper bound on q, the probability that a collision occurs is a small constant.
We now turn to describing the algorithm mentioned in Item 3. The basic approach in this algorithm is as follows. The algorithm constructs a sequence of intervals I 0 , . . . , I t , where I 0 = U (= {u 1 , . . . , u n }), I j ⊂ I j−1 for each j ≥ 1 and with high constant probability, |S ∩ I t | = 1. Each interval I j will actually be a prefix of U , so that (1 + j ) ≤ (1 + ) and t j=1 δ j is a small constant. We shall explain how they are set so that this holds.
For a pair of intervals I j ⊂ I j−1 , if 1/4 ≤ 1/b j ≤ 3/4, then it follows from the multiplicative Chernoff bound that an estimate b j as described earlier can be obtained by taking ln(3/δ j )/ 2 j subset samples for the subset I j−1 . Therefore, it remains to explain how each I j = {u 1 , . . . , w j } is selected based on I j−1 = {u 1 , . . . , w j−1 } to ensure (with probability at least 1 − δ j ) that 1/b j is as desired. This is done by taking s j = 4 ln(3/δ j ) subset samples for the subset I j−1 , and ordering the sampled elements v 1 ≤ v 2 ≤ · · · ≤ v s j . If they are all equal, then the algorithm sets t = j − 1. Otherwise, it sets I j = {u 1 , . . . , v s j /2 }. The probability that either the algorithm terminated with I t such that |I t ∩ S| > 1 or that b j < 1/4 or b j > 3/4 is at most δ j .
If we set δ j = 1/(10 j 2 ) and j = /(100 j 3/2 ), then, with probability at least 2/3, the algorithm terminates after c log(w) iterations (for a constant c > 1) with an estimate as required. 6 In such a case, the total number of subset samples used is c log(w) 4 loglog(w)/ 2 for a constant c . Since the probability that the algorithm does not terminate in c log(w) iterations (since it does not obtain an interval of size 1) is at most 1/3, the probability that it does not terminate in k · c log(w) iterations is exp(−k), as desired.
Other Related Families of Subsets
In this section, we describe how to modify our most efficient algorithm, which uses interval subsets (i.e., the adaptive subset sampling algorithm) to two additional settings, thus obtaining algorithms with complexity poly(log(w)) in these settings as well. The nonadaptive algorithms using interval subsets work as is for the two universes and families of subsets described (since these algorithms are based on having access to singleton subsets, and to all the universe, which also holds in these settings). The adaptive algorithm using interval queries can be easily modified to construct a "search-tree" whose nonempty leaves contain single elements of the set S.
3.3.1. d-Dimensional Grids and Subgrid Subsets. Let U be a hypergrid {1, . . . , k} d and let the family of subsets that the algorithm can query/sample correspond to d-dimensional subgrids. Thus, n = k d , and the special case of d = 1 corresponds to interval subsets over a fully ordered universe U . We refer to subset samples with subsets that are subgrids, as subgrid samples.
THEOREM 3.3. There exists an adaptive set-size approximation algorithm for ddimensional grids that, with high constant probability, usesÕ(log(w)
4 · d · −2 ) subgrid samples. Furthermore,
the probability that the number of samples that it uses is larger by a factor of k than this upper bound decreases exponentially with k.
PROOF. The algorithm is a generalization of the algorithm described in Item 3 of Theorem 3.2. The algorithm defines a sequence of subgrids, R 0 , . . . , R t where R 0 = U , R j+1 ⊂ R j for every j ≥ 0 and |R t ∩ S| = 1 (with high constant probability). The main observation is that, for each j ≥ 0, there exists a subgrid R j+1 such that |R j ∩ S|/(2d) ≤ |R j+1 ∩ S| ≤ (1 − 1/(2d))|R j ∩ S|, and that a subgrid with similar properties can be found efficiently (with sufficiently high probability) by sampling. As we explain in more detail later, the subgrid R j+1 is R j with a single dimension restricted.
We first establish the existence of such a subgrid by induction on d. To be precise, we prove the following claim. }, and the same is true of the number of points for which z 1 > v), then we are done. Otherwise, there must be an integer v ∈ {x 1 , . . . , y 1 } such that the number of points (z 1 , .
. In other words, there exists a subgrid R of R of dimension d − 1 that contains at least these many points. The induction step follows by applying the induction hypothesis on R and observing that
.
Given the claim, we turn to describing how an iteration of the algorithm is performed (in which, starting from R 0 = U , in each iteration j, the algorithm determines a subgrid R j ⊂ R j−1 and estimates b j def = n S (R j )/n S (R j−1 ) (where n S (R) is as defined in Claim 3.2). For a subgrid R j−1 defined by a minimum point (x 1 , . . . , x d ) and a maximum point (y 1 , . . . , y d ) (it is possible that x = y for some dimensions, so that R j−1 is actually of lower dimension than d), the algorithm asks for s j = (d log d · log(1/δ j )) subset samples on the subset R j−1 (for δ j as defined in the case d = 1). If the same point is returned for all samples, then it sets t = j (the last iteration). Otherwise, for each dimension, the algorithm projects the sampled points to that dimension, and sorts them. It then searches for a dimension j such that there exists an integer x j ≤ v j < y j such that the fraction of sample points whose th j dimension is at most v j is at least 1/4d; the same is true of the fraction of sampled points whose th j dimension is greater than v j . We shall say that such a pair is appropriate. Assuming an appropriate pair ( j , v j ) is found (in which, if more than one appropriate pair is found, then one of these pairs is selected arbitrarily), the algorithm considers the subgrid whose minimum point is (x 1 , . . . , x d ) and whose maximum point is (y 1 , . . . , y j −1 , v j , y j +1 , . . . , y d ) and the subgrid whose minimum point is (x 1 , . . . , x j −1 , v j + 1, x j +1 , . . . , x d ) and whose maximum point is (y 1 , . . . , y d ). It sets R j to be the one that contains at most half the sampled points from R j−1 . If no such pair is found, then the algorithm outputs an arbitrary value, and terminates.
By Claim 3.2, if n S (R j−1 ) > 1, then there exists a dimension and value v as stated in the claim. Given the size of the sample s j , the probability that the pair ( , v) is not appropriate is at most δ j /(2d) (by applying the multiplicative Chernoff bound). This upper bounds the probability that the algorithm terminates and gives an arbitrary (possibly incorrect) output. However, it does not ensure that j = and v j = v, since there may be other appropriate pairs. We shall say that a pair ( , v ) is bad if either the subgrid whose minimum point is (x 1 , . . . , x d ) and whose maximum point is (y 1 , . . . , y −1 , v , y +1 , . . . , y d ) contains less than max{1,
} points from S, or the subgrid whose minimum point is (x 1 , . . . , x −1 , v + 1, x +1 , . . . , x d ) and whose maximum point is (y 1 , . . . , y d ) contains less than max{1,
} points from S. By applying the multiplicative Chernoff bound and a union bound over all dimensions, the probability that some bad pair is appropriate is at most δ j /2.
7 It follows that, with probability at least 1 − δ j , the pair ( j , v j ) is not bad, so that subgrid R j satisfies: n S (R j )/n S (R j−1 ) ∈ [1/8d, 3/4] (the upper bound on the ratio follows from the way that we choose R j based on the pair ( j , v j )). 7 Observe that we do not need to take a union bound over all dimensions and integers v . The reason is that, for each dimension , it suffices to consider the maximum integer v such that the subgrid whose minimum point is (x 1 , . . . , x d ) and whose maximum point is (y 1 , . . . , y −1 , v , y +1 , . . . , y d ) contains less than max{1,
} points from S, and the minimum integer v such that the subgrid whose minimum point is . . . , x d ) and whose maximum point is (y 1 , . . . , y d ) contains less than max{1,
Next, the algorithm asks for an additional (d log(1/δ j )/ 2 j ) subset samples on the subset R j−1 (for j as defined in the case d = 1) and lets b j be the fraction of sample points that belong to R j . Conditioned on n S (R j )/n S (R j−1 ) ≥ 1/8d, we have that 1/(1 + j ) ≤ b j /b j ≤ 1 + j with probability at least 1 − δ j . The analysis bounding the number of iterations is the same as in the case d = 1.
3.3.2. The Boolean Hypercube and Subcube Subsets. Let U = {0, 1} d for d = log n and let the family of allowed subsets on which queries can be performed consist of all subcubes (i.e., subsets of U that are determined by restricting a subset of the coordinates to a fixed value in {0, 1}). We refer to subset samples with subsets that are subcubes as subcube samples.
THEOREM 3.4. There exists an adaptive set size approximation algorithm for the Boolean hypercube that, with high constant probability, usesÕ(log(w) 4 · −2 ) subcube samples. Furthermore, the probability that the number of samples it uses is larger by a factor of k than this upper bound decreases exponentially with k.
PROOF. For a subcube C, we shall use the notation n S (C) for |S ∩ C|. Similar to the algorithm for intervals, the algorithm referred to in Theorem 3.4 defines a sequence of subcubes C 0 ⊃ C 1 ⊃ · · · ⊃ C t , where C 0 = U , and where, with high constant probability, n S (C t ) = 1 and n S (C j ) is a constant fraction of n S (C j−1 ).
The first basic observation here is that, given a subcube C such that n S (C) > 1, it contains a subcube C * such that n S (C)/3 ≤ n S (C * ) ≤ 2n S (C)/3. To verify this, assume, without loss of generality, that the restricted coordinates of C are {1, . . . , j}. Starting from j + 1, we restrict the unrestricted coordinates one by one, for which we always select the restricted value for which the intersection with S is larger (breaking ties arbitrarily). We stop once we obtain a subcube C * as specified (we must reach such a stopping condition based on the restriction procedure, as the intersection size with S can decrease by at most a factor of 2 with each restriction).
The second observation is the following. For C as described and the restriction process defined to obtain C * , let C + ⊂ C be the minimal subcube considered in this process for which n S (C + ) ≥ 5n S (C)/6. Suppose that we ask for (log(1/δ)) subset samples with the subset C, and consider the maximal subcubes of C that are defined by restricting coordinates j + 1, . . . , j + for some ≥ 1 and that contain between 1/4 and 3/4 of the sample points. With probability at least 1 − δ, C * will contain between 1/4 and 3/4 of the sample points, while C + will contain more than 3/4 of the sample points. Conditioned on these two events, one of the selected (maximal) subcubes will contain C * and be strictly contained in C + . Furthermore, by the maximality of these subcubes and the condition on the number of sample points that they contain, there are at most two such subcubes. 8 If there is just one, then we are done. Otherwise, we have two subcubes, C and C , where for one, say, C , n S (C )/n S (C) ∈ [1/3, 5/6], while for the other, C , we do not have a lower bound on n S (C )/n S (C) (though we do know that n S (C )/n S (C) ≤ 2/3 due to the maximality of C and C ). Thus, we ask for (log(1/δ)) additional subset samples with the subset C and, among the two subcubes, select one 8 To verify this, consider the binary tree whose root corresponds to all sample points. In general, each node corresponds to the subset of sample points obtained by restricting coordinates j + 1 to the depth of the node according to the path from the root to the node. Observe that if a node corresponds to a subcube that contains more than 3/4 of the sample points, then its sibling contains less than 1/4 (thus, it cannot be an ancestor of a node corresponding to a subset with at least 1/4 of the sample points). Thus, in order to find the aforementioned maximal subsets, we can go down the tree from the root, always selecting the child that corresponds to a subset containing more than 3/4 of the sample points, as long as such a child exists. Once we stop, either one of the children of the current node contains between 1/4 and 3/4 of the sample points, or both children. that contains between 1/4 and 7/8 of the sample points. With probability at least 1 − δ, C satisfies this constraint and C does not if n S (C )/n S (C) < 1/8.
In this manner, we can obtain (with high constant success probability) a sequence of subcubes C 0 ⊃ C 1 ⊃ · · · ⊃ C t , where C 0 = U , n S (C t ) = 1, and n S (C j+1 ) is a constant fraction of n S (C j ). By estimating these fractions (using δ j and j as in the case of intervals), we obtain an estimate of S, similar to the case of intervals, and with the same subset-sample complexity.
UNRESTRICTED SUBSET QUERIES AND SUBSET SAMPLES
In this section, we prove the next two theorems, and get the corollary that follows. As mentioned in the introduction, analogues of these results with regard to the adaptive case were proved by Stockmeyer [1985] , who did not relate the complexity to w or , but rather only to n. We provide all details for the sake of completeness. Stockmeyer further proved that a much smaller family of subsets, of size polynomial in n, may be used to achieve similar results. As a direct corollary of Theorem 4.1, we get that the same upper bounds hold when the algorithm may perform subset samples. We comment that, for constant , Item 1 in Theorem 4.1 is implied by Item 2, since any adaptive subset-query algorithm can be emulated by a nonadaptive subsetquery algorithm at an exponential cost in the query complexity. However, since we are interested in a polynomial dependence on 1/ , we address the two cases separately. THEOREM 4.2. Every nonadaptive set-size approximation algorithm must perform (log(w)) queries with probability at least 1/6 (for any constant ). COROLLARY 4.3. Every adaptive set-size approximation algorithm must perform (loglog(w)) queries with probability at least 1/6 (for constant ).
In the other settings that we study, the lower bounds that we presented held even if the algorithm was given a constant factor approximation w of the size of S. In contrast, when we are allowed to query arbitrary subsets of U , given such an estimate w, it is possible to obtain a (1 + )-approximation by performing a number of queries that depend only on 1/ . Thus, the issue is essentially to find such an estimate w, which is where the dependence on w comes into play. The upper bounds that we suggest are based on starting with a small estimated value w = 1 and increasing the estimate. In a similar manner, one could start with w = n and iteratively decrease it, leading to an upper bound ofÕ(log(n/w)/ 3 ). We could take the minimum between these two values of upper bounds, but then one may start estimating w from, for example, √ n. For every relation between w and n, there is an algorithm that performs q( ) queries for this particular relation. Therefore, in the current setting, a lower bound of (g(w)) means that every algorithm must perform (g(w)) queries for most values of w.
In its second stage, the algorithm performs a binary search for i(w) (where i(w) is as defined in the analysis of the nonadaptive algorithm and the algorithm is allowed to output i(w) − 1) between i min = 2 * −1 and i max = 2 * +1 . Each step of the binary search computes an estimate p i as in the nonadaptive algorithm, and searches for the smallest index i in the range such that p i ≥ ρ i / √ e. The analysis of the quality of the estimate is similar to the nonadaptive case. We modify the rule for the selected index i (in the nonadaptive algorithm and in the second stage of the adaptive algorithm) to be the smallest i such that p i ≥ ρ i · (1 − /4). By the multiplicative Chernoff bound and the setting of the t i s (for a sufficiently large constant c), for each i ≤ i(w) − 2, the probability that p i ≥ ρ i · (1 − /4) is at most δ i (observe that 1 1+ · (1 + /2) < (1 − /4) for < 1). Similarly, for each i ≥ i(w), the probability that p i < ρ i ·(1− /4) is at most δ i . Summing over all i ≤ i(w), the probability that the algorithm does not output s i(w) or s i(w)−1 is at most 1/3, and the analysis of the query complexity is as in the case = 1.
As mentioned previously, this upper bound can be "optimized" for different values of w in relation to n. For example, if we assume that w > n/w, then we can search for w starting from the hypothesis that w = n, in an order in which each hypothesis is smaller than the previous one. To make this concrete, consider the nonadaptive algorithm for = 1. In each iteration, i it selects sets R j i , where each element in U is included in R j i with probability 1/s log(n)−i . Let q i be the fraction of sets R j i on which the subset query returned a negative answer. If q i ∈ [ρ √ 2 log(n)−i − 0.02, ρ 2 log(n)−i − 0.02], then the algorithm outputs s log(n)−i as its estimate. In this manner, if w > n/w, then the search reaches s i(w) after log(n/w) < log(w) steps.
We now turn to the lower bounds.
PROOF OF THEOREM 4.2. Here, too, we take the approach introduced at the beginning of Section 3. Consider the following distribution over pairs of sets (S 1 , S 2 ). First, we select an integer i uniformly at random in {0, . . . , log(n) − 1}. The smaller set-say, S 1 -is a uniformly selected set of size 2 i , and the larger set, S 2 , is a uniformly selected set of size 2 i+1 . We make two simple observations. The first is that if a query is on a set T such that |T | > 4i · (n/2 i ), then the probability that the answer to either S 1 or S 2 is negative is exp(− (i)). The second is that if a query is on a set T such that |T | < n/(4i · 2 i ), then the probability that the answer to either S 1 or S 2 is positive is at most 1/(c · i). It follows that if the algorithm performs less than i/c queries, all of which are on sets of size greater than 4i · (n/2 i ) or smaller than n/(4i · 2 i ), then the probability that the algorithm can decide correctly which of the two sets is smaller is at most 1/2 + α for a constant α ≤ 1/12.
Consider any fixed sequence of queries T 1 , T 2 , . . . (in which the only decision of the (nonadaptive) algorithm is after which query T q to stop and give its output). We shall say that a subset T j is useful for i if j ≤ i/(24 log(i) + 48) and n/(4i · 2 i ) ≤ |T j | ≤ 4i · (n/2 i ). The second condition is equivalent to log(n) − |T j | − (log(i) + 2) ≤ i ≤ log(n) − |T j | + (log(i) + 2). Since i < log(n) so that log(i) < loglog(n), a set T j can be useful for less than 2loglog(n) + 4 values of i. Therefore, the subsets T 1 , . . . , T q for q < log(n)/(24loglog(n) + 48) can be useful for less than log(n)/12 values of i. Since i is selected uniformly at random in {0, . . . , log(n) − 1}, the probability (over the choice of i) that there is a subset T j that is useful for i is at most 1/12. The lower bound on any nonadaptive algorithm follows by combining this with the first part of the proof.
