New data sources, namely big data and the Internet, have become an important issue in statistics and for official statistics in particular. However, before these sources can be used for statistics, it is necessary to conduct a thorough analysis of sources of nonrepresentativeness.
Introduction
Big data and the Internet as a data source have become an important issue in statistics, in particular in official statistics. There are number of multinational initiatives (e.g., ESSnet on Big Data) that focus on the quality and suitability of estimates based on new data sources to complement or supplement existing statistical information. Before these data can be used for official statistics, it is crucial to explore potential sources of nonrepresentativeness. In this context, Daas et al. (2015) , Buelens et al. (2014) , Beręsewicz (2016 Beręsewicz ( , 2017 , and Citro (2014) discussed coverage, nonresponse and measurement errors. Japec et al. (2015) , Pfeffermann (2015) , and Beręsewicz et al. (2018) elaborate on the coverage and nonresponse error, which can lead to significant bias in big data sources, in particular if missingess is nonignorable.
A number of empirical studies compare new data sources with official statistics. For instance, Daas et al. (2015) studied the consumer confidence index based on social media and survey data in the Netherlands; the Billion Price Project is aimed at calculating CPI based on web-scraped data and Cavallo (2013) provided an insight into discrepancies between official indicators in Argentina.
Research is also conducted on the use of Internet data sources for the real estate market. Notable examples include the number and prices of houses for sale indices published by Statistics Netherlands from 2013 to 2016. The indices were calculated based on properties offered for sale on the JAAL.nl website (Statistics Netherlands 2018). Hoekstra et al. (2012) discussed details regarding data collection which, according to the authors' knowledge, can be considered the first use of online real estate data to produce official statistics. Unfortunately, the indices have been discontinued as part of cost cutting measures, being non-compulsory statistics.
Other examples can be found in the literature on real estate. For instance, there are a number of studies focusing on asking and transaction prices and values (Ihlanfeldt and Martinez-Vazquez 1986; Kiel and Zabel 1999) but they were mainly based on household surveys and register data (cf. Fleishman and Gubman 2015) . In this context, Lozano-Gracia and Anselin (2012) describe the use of advertising signs and newspaper ads to survey asking prices of properties and link with cadastral records between 2002 and 2007 in Bogota, Columbia; Anenberg and Laufer (2017) used online ads to create an up-to-date list price index as a proxy for the price index based on administrative sources, and Beręsewicz (2016) investigated sources of bias in estimates of the average asking price per m 2 for residential properties by comparing survey data and advertising services in Poland. New sources contain both measurement and representation errors associated with variables and objects (Wallgren and Wallgren 2014; Zhang 2012; Reid et al. 2017) . Zhang (2012) proposed a two-phase life cycle model for integrated statistical microdata, where the first phase is based on a single source and the second one -on integrated sources. Reid et al. (2017) extended this model by including a third phase devoted to the evaluation or estimation of the quality of the final outputs, taking into account all sources of error.
In the article we focus on the representation aspect, emphasizing that it is crucial to keep in mind differences in measurements when using these data sources for statistics. Representation or non-observation errors include frame, selection and missing/ redundancy errors. All of these errors are discussed briefly in the case of a single source.
Frame errors are differences between the target population and the accessible set. In this context Reid et al. (2017) distinguish the following measures: lag in updating population changes, undercoverage, overcoverage and authenticity (incorrect or multiple identifiers). In the case of Internet data sources, reporting lags can be linked to differences between the moment when information is posted online and the actual event (e.g., a flat is offered for sale a couple of weeks before it is published online). Undercoverage refers to a situation where some units are not observed online (e.g., properties advertised in newspaper or between friends), while overcoverage error occurs when a given unit does not belong to the target population. The second situation is common in Internet data sources because online services rarely have tools to verify if a given unit is correctly classified (e.g., a house or flat) or whether it exists (e.g., a future investment or property that is already being built). Finally, information published online may not contain any identifiers (e.g., no property parcel number).
Selection errors arise when objects in the accessible set do not appear in the accessed set. Reid et al. (2017) propose four indicators: adherence to the reporting period, dynamics of births and deaths, readability and inconsistent objects/units. The reporting period may refer to a situation when a statistical agency has an agreement with a data provider, which states that the data should be delivered on fixed date(s). However, in most cases special tools are developed in order to scrape or access the databases directly to decrease the reporting burden on the data holder (Hoekstra et al. 2012) . Readability is certainly an issue in Internet data sources, mainly owing to restrictions on publicly available data (e.g., 1% sample of public tweets) or limited access rights to data (e.g., query results from the browser and API may vary).
Finally, missing/redundancy errors arise from the misalignment between the accessed set and the observed set, which could be measured by unit nonresponse rate, share of duplicated records or share of units that have to be adjusted to create statistical units (Reid et al. 2017) . In Internet data sources we only observe units that either use the Internet or place information online (e.g., property ads). Given unrestricted possibilities of creating multiple accounts and content, the number of duplicated records is significant (e.g., several advertisements for the same property). Finally, objects in Internet data sources may refer to multiple statistical units (e.g., advertisement for a property and a garage with separate mortgages).
To assess these errors, it is necessary to rely on external data sources. However, in the case of Internet data sources (e.g., advertisements services), this may be problematic. For instance, there are rarely official statistics on this topic, there is no sampling frame for such units or persons/institutions that publish information online, and research on why such services are used is scarce. Some information about sources of errors can be found, for instance, in the Information and Communication Technology surveys coordinated by Eurostat. Certainly, differences between the target and observed set result from the underlying selection mechanism that prompts persons/companies to use certain services. Thus, it may be difficult to disentangle error and bias in new sources into frame and selection error and bias, which is why we will use representation errors as a general term for these errors.
In situations where sources of representation errors are unknown, they can be detected by comparing new data sources with auxiliary sources already used in statistics that is, surveys or registers (Beręsewicz 2017; Pfeffermann 2015; Lohr and Raghunathan 2017) . Data can be linked at a domain level to provide information about the selection mechanism and characteristics of units that are not present online. It is crucial to discover the underlying selectivity because it may be linked to the effects and methods of dealing with these errors (Brick 2015) .
The study described below focuses on residential properties in the secondary real estate market in Poland. The population of interest consists of residential properties offered for sale in the secondary market. This population may be of interest to official statistics, particularly when it comes to estimating the asking-to-transaction-price ratio, price indices, measuring time-to-sale, or as an indicator of the situation in the real estate market. As this population is not dynamic, unlike, for instance, the population of mobile phone or social website users, the related data may not be considered as big data in terms of volume, but should be treated as such in terms of variety or complexity. One should keep in mind that, as Citro (2014) states, the Internet, (: : :), not only generates a great deal of today's "big data", but also provides ordinary-size data in a more accessible way -for example, access to public opinion polls or to local property records.
Given the nature of the population, as well as limited research on real estate market brokers and owners, we cannot separate representation errors into frame and selection errors. To investigate possible correlates of these errors, we used an auxiliary data source, namely the Register of Real Estates Prices and Values, which covers all sold properties that have an established ownership. Using this independent source on a different but related population, we can obtain information about types of properties that are not advertised online but are sold. Since we obtained these data a year after the last transaction took place, errors due to lags in registration can be regarded as negligible.
In the absence of access to a national unit-level register, quarterly data for 2016 were linked at a domain level defined as an interaction between the urban/rural distinction, the category of usable floor area and Local Administrative Unit (LAU 1, 380 districts) in Poland. To account for the time-lag between the moment of publishing advertisements and actual transactions, we linked transactions from q with advertisements from q 2 1, where q ¼ {2, 3, 4} refers to the given quarter in 2016. This variable represents the time-to-sale, which is a lag between posting an advertisement online and the sale of the property. In total, 5,507 domains (including quarters) with a non-zero number of transactions for 376 districts were analysed. Bias was not examined because of the measurement error resulting from the difference in the definition of the target variables in the sources (asking vs transaction price).
The research questions that the article seeks to answer are as follows:
. what are correlates of non-observation errors?
. is the non-observation error non-ignorable?
The article has the following structure. Section 2 covers the data collection design and a thorough description of data sources used in the study. Section 3 defines the measure of selectivity, describes the modelling procedure and the model used to explore correlates of selectivity. Section 4 is devoted to exploratory data analysis and the presentation of modelling results. The article ends with conclusions and a discussion of the results.
Data
2.1. Internet Data Sources -Otodom.pl and Dom.Gratka.pl
The process of data acquisition was designed to minimize errors and interruptions. This is why web-scraping was not considered as a mode of data collection, as it is sensitive to changes in the structure of the webpage, the IP can be blocked and often not all data are present on the webpage.
Instead, we decided to approach owners of two leading Polish online real estate advertising services -Otodom.pl (https://www.otodom.pl, further on referred to as Otodom) and Dom.Gratka (http://dom.gratka.pl, later on referred to as Gratka) -to inquire about the possibility of accessing their databases via the Application Programming Interface (API). Acquiring data through the API is a more robust solution and results in structured and highly dimensional data.
We contacted the companies by sending a formal e-mail inquiry with a clear description of the purpose the data would be used for. Both companies were open to collaboration, interested in the results and shared their data. In the case of Otodom, access was free of charge, while data from Gratka were made available for a small fee. No special conditions were made by the companies, except for a request made by Gratka to prepare a short note for their blog about current trends in prices on their service. Finally, we were given special access tokens and passwords to connect to the databases through the Simple Object Access Protocol (SOAP) and Representational State Transfer (REST) APIs. In addition, we received monthly historical data in an aggregated form, which had been prepared according to our request.
The scope of access varied in each case. Gratka API only offered access to 26 variables, which described each advertised property, while the Otodom data set included 46 fields, which, in addition to property characteristics, contained anonymised information about the person/company that placed the ad, and ad characteristics (e.g., promoted, number of views). This corresponds to the distinction between 'accessible set' and 'accessed set' proposed by Zhang (2012) but with regard to the number of variables made available.
The data collection process started in Q4 2015 and still continues. Data were collected on a weekly basis. Each Saturday night a script was run to download all advertisements available for the whole of Poland. First, the raw data were stored in plain text files: the initial volume was about 100 GB for Gratka and 900 GB for Otodom. Then, the data were processed on a Linux server using bash and jq (data were stored in JavaScript Object Notation, JSON, format). Later on, the data were processed using R (R Core Team 2017) language with the help of the following packages: data.table, tidyverse and stringi. The initial number of advertisements from Otodom was over 20 million and from Gratka -28 million. However, the data set contained duplicates as a result of the data collection process and the organization of the Polish property market.
The editing phase started by analyzing the data structure and metadata associated with the variables (e.g., definitions). Then, we removed objects that did not belong to the target population (e.g., not located in Poland, unfinished investments, primary market), contained erroneous or missing values in prices or usable floor area (e.g., properties with PLN 1 price or with UFA of over 30 000 m 2 ), did not belong to the reference period based on the date of the last modification or contained information regarding multiple properties. Then, some variables were harmonized (e.g., build year) in order to ensure consistency between partially standardized and non-standardized data (e.g., information provided directly by the owner/broker). Properties in the Polish real estate market can be sold under closed or open agreements, which means that the same properties are advertised multiple times. Under an open agreement, multiple brokers can place an ad regarding the same property, often with different descriptions, and data holders cannot remove duplicates. This required additional attention during the data processing stage. As the study involved quarterly data, deduplication was conducted within quarters based on the following naive procedure: (1) the most recent advertisements were selected based on the ad identification number, and then (2) using combinations of variables referring to province, price, usable floor area, number of rooms, year of construction and street name. Certainly, not all duplicates were located because of slight differences in values in floor area or street name. This problem could be resolved by probabilistic methods (cf. for recent advances Steorts et al. 2016; Chen et al. 2018) . However, as most cases of duplicate ads were found in large cities (regional capitals), which are already covered by advertising portals, they did not pose a problem in the analysis at the domain level.
Finally, properties that did not have any information regarding location or could not be geocoded in order to be classified as either rural or urban were removed. All advertisements were geolocated based on the district and location using Google Geocode API. In view of the goal of the study no imputation was applied.
After the cleaning process, the final Gratka data set consisted of 816,100 ads with 526,720 and for Otodom -699,958 ads with 394,953 unique objects.
The Register of Real Estate Prices and Values
The Register of Real Estate Prices and Values, later on referred to as the register, is a public register maintained by the district governor, which contains information about real estate prices included in notarial deeds and real estate values provided by real estate appraisers in appraisal reports, whose abridged versions are included in the register of land and buildings. It is worth noting that there is no single national register but each district (LAU1) in Poland maintains its own register (380 units). The data are reported to the Central Statistical Office in Poland five times a year -two months after each quarter and by April of the following year for the whole previous year. The register contains information on the population of sold properties: flats, buildings, built-up and land properties. The data are used to prepare an annual report entitled Real Estate Sales. Since 2015, these statistics have been broken down by market type -primary and secondary.
The Central Statistical Office divides residential properties into those sold in the primary and the secondary market. A primary market sale is defined as a transaction made in the free market, where the selling party is a legal person and the average price per 1 m 2 of usable floor area is at least 2,000 PLN. Transactions in the secondary market include other market transactions carried out in the free market and auction sales. For the purpose of the study we selected domains defined as interactions between three quarters (2016 Q2-Q4), LAU 1, rural/urban distinction and four categories of usable floor area. The analysis involved a total of 5,507 domains with a non-zero number of transactions in the secondary market for 2016. In that year transactions in the secondary market were reported in 376 out of 380 districts. Table 1 presents the distribution of the number of transactions across the domains for 2016. The median number of transactions is 5 and the mean is 13.5, which indicates right skewness. In total, over 73,000 transactions were made in the secondary real estate market. Table 3 and Figure 7 in the Appendix (Section 6) present a comparison between the register, Otodom and Gratka at domain levels. Note that there is a time-lag: online data refer to the Q1-Q3 2016 period and transactions to the Q2-Q4 2016 period. Pearson's correlation coefficient between the log-transformed number of transactions and the logtransformed number of ads in Otodom and Gratka is equal to 0.76 and 0.73 respectively, and between Otodom and Gratka -0.88. Points over the black line indicate domains where the number of transactions is larger than that of ads.
Other Auxiliary Information
To account for the Internet coverage error, we used the broadband penetration ratio calculated as the number of buildings with access to broadband Internet (i.e., buildings for which Internet providers are able to provide broadband services) to all buildings in a given domain. This measure is calculated by the Office of Electronic Communications for all cities in Poland on a yearly basis. We calculated this indicator for urban/rural areas within LAUs using data for 31 December 2015.
Methods

The Approach
The following approach was adopted in the study. Otodom and Gratka were linked with register data at domain level. Because only domains with a non-zero number of transactions were selected, representation error was measured with reference to domains containing sold residential properties. Further, we defined the target variable, denoting non-observation error, by equation (1). To detect the correlates of representation errors, and to avoid measurement error, we constructed a generalized additive mixed model which only contains variables from the register . usable floor area categorized into four groups (floor_area), . urban or rural location (urban_rural), . average price per m 2 (in 1,000 PLN) at domain level, (average_pricem2, centered at overall mean equal to 2,554 PLN), and . broadband Internet coverage in urban and rural areas at LAU1 level (net_coverage, centered at overall mean equal to 78.5%).
In order to verify which variables are correlated with the target variable we built the following four models, each serving a different purpose:
. Model 1 -a generalized linear model with net_coverage, floor_area, urban_rural and interaction floor_area and urban_rural -this model is used as a baseline model to verify the relationship with the dependent variable. . Model 2 -we extended Model 1 by adding the average_pricem2 variable, assuming a non-linear relationship, using smoothing spline and thus obtaining a generalized additive (mixed) model -this model is used to verify if representation error is non-ignorable. . Model 3 -we extended Model 1 by adding the LAU 1 (i.i.d.) random effect and thus obtaining generalized a mixed model -this model is used to account simultaneously for clustering and for the characteristics of the local market at LAU 1 level. . Model 4 -we combined Model 2 and Model 3 to obtain a generalized additive mixed model -this final model is used to verify if the errors are non-ignorable by accounting for both the average price and characteristics of the local market.
The Model
We used Integrated Nested Laplace approximation (INLA), which is a new approach to Bayesian inference for latent Gaussian Markov random field (GMRF) models proposed by Rue et al. (2009) . The basic idea behind INLA involves using a deterministic approach to approximate Bayesian inference for latent Gaussian models (i.e., GMRF), which, in most cases, makes INLA faster (i.e., a matter of seconds rather than minutes) and more accurate than MCMC alternatives to GMRF. It provides a number of likelihoods and latent models, including spatial random effects, but it is not as flexible as standard Bayesian approaches (see Chen et al. 2014 and Mercer et al. 2014 for an application of INLA for small area estimation with sampling weights and for an introductory book - Faraway et al. 2018) . INLA is implemented in Cþþ but it can be applied by using R-INLA package (Lindgren and Rue 2015) .
In the empirical study, we modelled the y variable defined in (1) (we drop q for simplicity), and therefore we assume that it has a binomial distribution given by (2), where r d denotes the propensity of representation error modelled by means of logistic regression:
We considered four models for r d ðh d Þ:
. Model 1
where b are fixed effects parameters and x d are independent variables at domain level (i.e., net_coverage, floor_area, urban_rural and floor_area £ urban_rural), . Model 2
where n j refers to smoothing spline for the price per m 2 . In INLA it is modelled by random walk of order 2 (RW2) and implemented as a random effect. For the Gaussian vector n ¼ ðn 1 ; : : : ; n n Þ smoothing spline is constructed assuming independent second-order increments:
The density p of n is derived from its n 2 2 second-order increments as:
where Q ¼ tR and R is the structure matrix reflecting the neighborhood structure of the model given by: 
We considered n [ {10, 15, 20, 25} and, based on information criteria described in the next section, we selected n ¼ 20. 
where all parameters are defined as previously.
For both random effects (n j ; c i ) we used the same penalized complexity (PC) prior suggested by Simpson et al. (2017) . Under this new framework, a PC prior for the standard deviation s ¼ 1= ffiffi ffi t p of a latent effect is set by defining parameters (u, a), so the interpretation is
Pðs . uÞ ¼ a; u . 0; 0 , a , 1:
Hence, PC priors provide a different way to propose priors on the model hyperparameters. In this study, we believe that the probability of the standard deviation being higher than 1 is quite small, so we set u ¼ 1 and a ¼ 0.01 in the following prior for t
and (u, a) are the parameters of this prior.
Model Selection
Further, in order to select the most suitable model we used deviance information criterion (DIC; Spiegelhalter et al. 2002) , Watanabe-Akaike information criterion (WAIC; Watanabe 2010) and the sum of the log of the conditional predictive ordinate (CPO; Held et al. 2010) values. The DIC statistic is based on the deviance measure and the number of effective parameters. As in the case of AIC and BIC, models with smaller DIC are better supported by the data.
The WAIC statistic is a more fully Bayesian approach for estimating the out-of-sample expectation starting with the computed log point-wise posterior predictive density and then adding a correction for the effective number of parameters to adjust for overfitting (Gelman et al. 2014, Subsection 3.4) .
However, as DIC may underpenalize complex models with many random effects, CPO statistic is often calculated. The CPO is based on the leave-one-out cross-validation procedure, which checks without re-running the model for each observation in turn. For more detail, see Held et al. (2010) . Figure 1 presents the share of domains observed and not observed online for three categorical variables: four categories of usable floor area (floor_area), urban/rural area (urban_rural) and three quarters of 2016. The number of domains not observed online in the first quarter of 2016 is higher than in other quarters.
Results
Exploratory Data Analysis
As expected, domains located in rural areas are less frequently observed online than those located in urban areas. This can be due to the lower broadband Internet coverage, as shown in Figure 2 . Median Internet coverage for domains represented in the Internet sources was 83.5% and for those not represented online 75.6%. Another possible explanation is the difference in the use of the Internet by rural and urban dwellers and the fact that online advertising may not be equally necessary in small communities.
There is a linear relation between the categories of usable floor area (UFA) and the fact of being advertised online. Residential properties with UFA under 40 m 2 are more likely to be Beręsewicz: Representation Errors in Internet Data Sources sold without being advertised on two leading Polish portals. This indicates that the left tail of the UFA distribution is underrepresented on the Internet. Moreover, Figure 3 indicates the presence of an interaction between locality and UFA. Properties with floor area over 60 m 2 are more likely to be observed online in urban areas rather than in rural ones. Figure 4 presents discrepancies in the distribution of average_pricem2 between domains observed and not observed online. For clarity, average_pricem2 is presented on a natural log scale and complemented by a rug plot under the density plots to visualize domain observations. The observed shift in the density plots suggests that Internet sources truncate the left tail of the price distribution. The results presented in the exploratory data analysis suggest the possibility of a nonignorable selection mechanism at work in the secondary property market in Poland. In order to verify this hypothesis, we built a model that takes into account multiple covariates to detect the underlying data-creation mechanism. Table 2 consists of three parts and presents the summary of four estimated models described in Subsection 3.1. The top part presents estimates of odds ratios and standard errors for fixed effects. The middle part presents standard deviations and standard error for random effects. The bottom part contains three model selection measures.
Modeling Results
If an estimate of a fixed effects parameter is larger than one, this means its odds of not being included in Internet data sources are high; if it is less than one, it means that domains with these characteristics are more likely to be observed online. More results regarding the model are presented in the Appendix (Section 6). seem to be equally represented in the online sources and the real estate register. As can be expected, the wider the Internet coverage, the smaller the non-observation propensity. The parameters for urban_rural and net_coverage change slightly when random effect for LAU1 is introduced (Model 3 and 4) . This is to be expected as these variables are characteristics of LAU1 units.
The random effects component accounts for the informativeness of selectivity measured is by adding average_pricem2 to Model 1. WAIC and DIC statistics for Model 2 indicate that the average price per m 2 is a non-linear term because it improves Model 1. WAIC drops from 5905.1466 to 5676.7058 and DIC 5905.0123 to 5676.3313. This result suggests that selectivity might be non-ignorable given other characteristics of the real estate market. However, if we introduce random effect for LAU1 unit rather than for average_pricem2, the drop in WAIC and DIC is significantly higher. WAIC drops by 1583.73 (in comparison to Model 1) and DIC decreases by 1559.917 (in comparison to Model 1). This suggests that Model 3 is better than Model 2. The variance component for LAU1 is almost twice as high as for average_pricem2.
Further, information criteria for Model 4 indicate that the model with both average_pricem2 and LAU1 unit performs slightly less well than Model 3. This indicates that the LAU1 effect may account for prices within these units. This hypothesis is supported by Figures 5 and 6 . Figure 5 presents the relationship between the average price per m 2 and the nonobservation propensity for Models 2 and 4. For both models we observe a non-linear relationship with the average price, and less expensive properties are more likely not to be observed online in comparison to more expensive properties. However, for Model 4 we -observe a diminishing effect for cheap properties, while for expensive ones, it remains more or less at the same level. Figure 6 shows the distribution of the LAU 1 random effect for Model 4 in relation to the average price for m 2 . This price was calculated as an average price for all domains within each LAU 1 unit. That is why the range of prices is different from that presented in Figure 5 . There are several areas where properties, despite their average price, are always observed online (points below the dashed line) but the majority of LAU 1 units are above or close to the overall mean. 120 LAU 1 units (31%) have a credible interval over the dashed line denoting zero, which suggests that some domains within these LAU 1 units are not observed online. This, however, depends largely on the number of categories of floor area, and the time granularity considered. 
Conclusion and Discussion
In the article we studied representation errors in Internet data sources for residential properties in the secondary market in Poland. We used the two biggest online advertising platforms that list real estate offers and one administrative source, which covers all transactions in this market. The auxiliary data source was used to detect correlates of representation errors and determine whether its missingness is non-ignorable. The results suggest that representation errors are strongly correlated with usable floor area and Internet coverage. As expected, the selection mechanism is connected with the low level of aggregation (LAU 1 level), which is the dominant factor in random effects in the proposed models.
However, results of the estimated models are ambiguous. Based solely on information criteria, errors could be regarded as ignorable; however, when analyzing the relationship between the price and the fact of not being present online, a clear non-linearity is visible. This might also be connected with smaller properties (in terms of UFA) that are also characterized by lower prices.
A number of explanations can be proposed to explain such results. First, despite their size, these portals are mainly used by real estate brokers. Only 5% of offers listed on Otodom are placed by individual customers; data obtained from Gratka API do not contain such information and results in undercoverage. It is likely that brokers are the target group of premium customers because they place ads for more expensive properties. One potential way to overcome this problem is to use other services, which are targeted at different groups of people. In Poland, the OLX classified service can be a good example, as it also lists properties but, according to the OLX group, which owns Otodom and OLX, OLX users mainly include owners and people from rural areas. Second, properties in Poland do not have to be sold online, nor are they officially registered. Transactions involving properties not listed online can take place between family members or specific, small groups of customers.
Even though results are promising and support the research questions stated in the introduction, one should take into account that the study was conducted at domain level, which may have influenced the results. If units listed online could be linked with those included in the register, the analysis of correlates of self-selection error could be more accurate.
The problem of overcoverage regarding (1) duplicated entries, (2) outdated entries, (3) no longer for sale, and (4) false advertisements was not addressed in the data cleaning procedure. This issue cannot be easily tackled and requires additional attention. Therefore, to some (yet unknown) extent, results presented in the article may underestimate effects of the correlates of selectivity.
Keeping that in mind, the methods presented in the article can be used to select an appropriate method of correcting the selection bias. For instance, probabilities estimated on the basis of models described above could be used for propensity score weighting and then applied to online data. Another possible use involves the application of the model-based approach under the missing not at random (MNAR) mechanism to estimate asking prices for domains not covered by the online services. Other possible applications can be found in (Riddles et al. 2016; Sverchkov and Pfeffermann 2018; Sikov 2018; Heckman 1979; Marra et al. 2017) .
Finally, the approach presented in the article could be applied to other sources given the availability of auxiliary variables (including proxies), both in these sources and in independent data (e.g., administrative records, sample surveys). Without access to such covariates, it will not be possible to detect errors or reduce bias. In other words, researchers interested in big data for official statistics should focus on variables that are highly correlated with the target variable. 
Appendix
