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RESUMO
Nesta tese introduzimos uma noção apropriada de homotopia entre mor-
fismos de grupoides de Lie, obtemos o objeto infinitesimal correspondente
e explicamos como integrá-lo. Depois, caracterizamos morfismos entre
extensões de álgebroides de Lie por meio de conexões de Ehresmann.
Em seguida, definimos ações à menos de homotopia, as quais são certas
ações que generalizam representações à menos de homotopia de 2-termos,
e mostramos que a categoria correspondente é equivalente à categoria
de extensões de álgebroides de Lie. Então discutimos como uma ação à
menos de homotopia se integra num 2-funtor estrito adequado, chamado de
2-funtor de holonomia. Discutimos também, brevemente, esta integração
ao ńıvel de morfismos.
Palavras-chave: Transformações naturais suaves; homotopias naturais;
extensões de algebróides de Lie; ações à menos de homotopia.
ABSTRACT
In this thesis we introduce an appropriate notion of homotopy between
morphisms of Lie groupoids. We obtain the corresponding infinitesimal
object and we also explain how to integrate it. Next, we characterize
morphisms between extensions of Lie algebroids by means of Ehresmann
connections. Afterwards, we define actions up to homotopy, which are
certain actions which generalize 2-term representations up to homotopy,
and we show that the corresponding category is equivalent to the category
of extensions of Lie algebroids. Then we discuss how an action up to
homotopy integrates to a suitable strict 2-functor, called the holonomy
2-functor. We also discuss briefly this integration at the level of morphisms.
Keywords: Smooth natural transformations; natural homotopies; Lie al-
gebroid extensions; actions up to homotopy.
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Introduction
It is a classical fact that every finite dimensional Lie group induces a finite dimen-
sional Lie algebra and, conversely, every finite dimensional Lie algebra is associated, up to
a unique isomorphism, to a simply connected finite dimensional Lie group. Lie groups are
the global objects corresponding to Lie algebras and Lie algebras are the infinitesimal ob-
jects corresponding to Lie groups. The process of passing from Lie groups to Lie algebras
is called differentiation and the process of passing from Lie algebras to Lie groups is called
integration. This has been a very fruitful theory and has been explored in a more general
setting, where Lie groups are replaced by Lie groupoids and Lie algebras are replaced by
Lie algebroids. It is well known that there is a differentiation procedure that allows us to
pass from Lie groupoids to Lie algebroids. However, the integration procedure that would
allow us to pass from Lie algebroids to Lie groupoids is not always possible. In other
words, not every Lie algebroid “comes” from a Lie groupoid. We say that a given Lie
algebroid A is integrable when there exists a Lie groupoid whose associated Lie algebroid
is isomorphic to A. We then say that such Lie groupoid is an integration or integrates the
given Lie algebroid. The problem of deciding whether a Lie algebroid is integrable or not,
known as the integrability problem, was a longstanding one and it was completely solved in
the seminal paper of Marius Crainic and Rui Loja Fernandes [17]. In that work, to a given
Lie algebroid A is associated a source simply-connected topological groupoid G(A), called
the Weinstein groupoid of A. The obstructions to the smoothness of G(A) are equivalent
to the obstructions to the integrability of A, and whenever G(A) is a Lie groupoid it is the
unique (up to isomorphism) source simply-connected Lie groupoid integrating A. This
approach was inspired by the integration scheme for Lie algebras presented in [19].
Recently, much attention has been drawn to objects, even more general than Lie
groupoids, called VB-groupoids. Roughly speaking, a VB-groupoid is a vector bundle
object in the category of Lie groupoids: the total and the base spaces of the vector
bundle are Lie groupoids and the vector bundle structure maps are required to define Lie
groupoid morphisms. Again, there is a natural differentiation procedure that leads us
from VB-groupoids to infinitesimal objects called VB-algebroids. Roughly speaking, VB-
algebroids are vector bundle objects in the category of Lie algebroids: the total and the
base spaces of the vector bundle are Lie algebroids and the vector bundle structure maps
are required to define Lie algebroid morphisms. It turns out that it is not always possible
to integrate VB-algebroids to VB-groupoids. The integration problem for VB-algebroids
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has been solved in [15] where the authors show that a VB-algebroid is integrable to a
VB-groupoid if and only if the base algebroid is integrable and the spherical periods of
certain underlying cohomology classes vanish identically.
VB-algebroids are intimately connected to algebraic objects called 2-term repre-
sentations up to homotopy. Such representations, in a more general form, first appeared
in the work [2] where the authors searched for a suitable definition of representation of
a Lie algebroid. The connection with VB-algebroids was explained in [23] where the au-
thors have shown that, after the choice of a linear splitting, a VB-algebroid D −→ E over
A −→M gives rise to a 2-term representation up to homotopy of A on the graded vector
bundle E := E⊕C over M . This is a degree one operator D : Ω(A, E) −→ Ω(A, E) which
squares to zero and satisfies a certain derivation rule. Conversely, any such operator in-
duces a VB-algebroid structure on the trivial double vector bundle A⊕E⊕C −→ E over
A −→M . Indeed, using this data one can produce an equivalence of categories as shown
in [18].
In a recent pre-print [13], the authors proposed an integration scheme for 2-term
representations up to homotopy via 2-categorical methods. In a slightly different form,
the idea behind can be summarized as follows: starting from a 2-term representation up
to homotopy of a Lie algebroid A on the graded vector bundle E ⊕ C, they associated a
strict 2-functor Hol : P(A) −→ 2-Gau(E ⊕ C) where P(A) is a 2-categorical version of
the Weinstein groupoid of A and where 2-Gau(E⊕C) is a gauge 2-groupoid associated to
the 2-vector bundle E := (E ⊕C ⇒ E). A 2-vector bundle is simply a groupoid object in
the category of vector bundles. The strict 2-functor Hol must be thought of as a higher
action of P(A) on E . Why is it appropriate to call this procedure an integration? Well,
associated to this action there is a semi-direct product P(A) Hol E which is a strict 2-
groupoid. It turns out that truncating this strict 2-groupoid at the level of 1-morphisms,
i.e., identifying two 1-morphisms when they are related via a 2-morphism, we recover the
Weinstein groupoid of the corresponding VB-algebroid A⊕E ⊕C. Briefly put, after the
choice of a linear splitting, one can integrate the total space of VB-algebroids via strict
2-functors. This is purely categorical in contrast with the classical integration scheme
described in [17].
In this work we would like to understand the previous scenario in a more general
setting: we would like to replace VB-algebroids by the so called extensions of Lie alge-
broids. Roughly speaking, extensions of Lie algebroids are fibration objects in the category
of Lie algebroids: the total and the base spaces of the Lie algebroid are fibrations and
the projections are morphisms of fibrations. These are general enough to encompass VB-
algebroids, extensions of Lie algebras, surjective submersions, infinitesimal actions, etc.
Extensions of Lie algebroids should be thought of as non-linear versions of VB-algebroids.
In this general setting we would like to answer:
Q1) What is the analogue of a 2-term representation up to homotopy?
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Q2) What plays the role of the gauge 2-groupoid 2-Gau(E ⊕ C) and what is the corre-
sponding “integration” strict 2-functor Hol?
Q3) How does the theory behave at the level of morphisms?
Q4) Is this idealized integration scheme functorial?
The question Q3) has not even been answered in the context of [13] which we described
above.
We believe we were able to give satisfactory answers to the first three questions.
As to the last one, we are convinced the answer is positive, however, we did not touch
upon it in the text, but we shall discuss it in a future work.
The text is organized into three parts which we briefly summarize below. More
complete introductions are given in the respective parts.
Part I. Background
In this part we discuss the strictly essential material in order to make the text as self-
contained as possible. We split it into two chapters for convenience otherwise we would
end up with a strangely huge chapter. The material presented here, up to presentation,
is more or less standard. Although we have omitted most proofs, appropriate references
are always supplied.
Part II. Natural Homotopies
This part arose from an attempt to answer the third question we mentioned previously.
It turns out the resulting theory is interesting on its own, and it is presented in an inde-
pendent manner. However, we shall use the theory developed here in a subsequent part.
Briefly put, in this part we discuss global homotopies and infinitesimal homotopies. We
explain why a smooth natural transformation is not the appropriate notion of homotopy
to be considered in the context of Lie groupoids and why it does not have an infinitesimal
counterpart. The replacements for natural transformations are called natural homotopies.
We develop a Lie theory for those objects.
Part III. Infinitesimal Actions up to Homotopies
In this part we discuss the category of extensions of Lie algebroids taking into account
the possibility of choosing splittings. We define actions up to homotopy which are the
analogue of 2-term representations up to homotopy when we replace VB-algebroids by
extensions of Lie algebroids. We also show that the category of extensions of Lie algebroids
and the category of actions up to homotopy are equivalent. Furthermore, we explain how
it is possible to integrate actions up to homotopy by means of strict 2-functors. We also
discuss this integration for morphisms. Finally, we point out some indications of future
research.
Next, we emphasize the main contributions of this work:
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• The discussion concerning morphisms of Lie algebroid extensions in the fourth chap-
ter is original;
• The third and the fifth chapters are entirely new;
• The definition of the holonomy 2-functor in the context of Lie algebroid extensions
is new but all the ingredients to its definition were already present in [12];
• The discussion concerning the integration of morphisms in the sixth chapter is also
original.




In this chapter we gather the strictly essential material in order to make the text
as self-contained as possible. Furthermore, we fix the notations we shall be adopting along
the manuscript.
1.1 On Graded Objects
Along this text we shall deal constantly with some graded objects. For the sake
of convenience and clarity we present the basic definitions.
Throughout this section we shall denote by R a commutative ring with identity.
We assume the reader is familiar with the theory of modules over rings at the level of [5].
Definition 1.1.1. A graded R-module is a family of R-modules M = (Mn)n∈Z. An
element m ∈Mn is said to be homogeneous of degree |m| = n.
We shall frequently define graded modules specifying only Mn for n ≥ 0. In such
cases, it must be understood Mn = 0 for every negative integer.
Definition 1.1.2. Let M = (Mn)n∈Z and N = (Nn)n∈Z be two graded R-modules. A
homogeneous R-linear map of degree p is a family of R-linear maps f = (fn : Mn −→
Nn+p)n∈Z. If p = 0 we call such f a morphism of graded R-modules.
We shall denote f = (fn : Mn −→ Nn+p)n∈Z simply by f : Mn −→ Nn+p.
Morphisms between graded R-modules compose naturally and such composition
gives rise to the category of graded R-modules.
Definition 1.1.3. A graded R-algebra is graded R-module A = (An)n∈Z together with
R-bilinear products:
· : Ap × Aq −→ Ap+q
(a, b) −→ a · b.
6
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An identity for such graded R-algebra is an element 1 ∈ A0 such that:
1 · a = a = a · 1
for every a ∈ Ap and every p ∈ Z. Elements a of Ap are called homogeneous of degree
|a| = p.
Whenever we write a ∈ A it must be understood a ∈ An for some n ∈ Z. We
define morphisms of graded R-algebras as expected:
Definition 1.1.4. Let A and B be two graded R-algebras and let p ∈ Z. A morphism of
graded algebras from A to B is a morphism of graded R-modules f : A −→ B such that:
f(a · b) = f(a) · f(b)
for every a, b ∈ A.
If the graded R-algebras A and B have identities 1A and 1B, respectively, we
shall require f to be compatible with them, in the sense that f(1A) = 1B. Morphisms of
graded R-algebras compose naturally and such composition gives rise to the category of
graded R-algebras.
Next we define the tensor product between two graded R-algebras. This will be
important along the text.






endowed with the product which extends:
(a1 ⊗ b1) · (a2 ⊗ b2) := (−1)|b1||a2|(a1 · a2) ⊗ (b1 · b2).
We notice the sign (−1)|b1||a2| in the above definition is not arbitrary, it comes
from the Koszul’s rule for signs which states that whenever two homogeneous elements of
degrees i and j are intertwined the sign (−1)ij must appear. We shall adopt it consistently.
Next we introduce modules which are defined over graded algebras.
Definition 1.1.6. Let A be a graded R-algebra. A graded left A-module is a graded
R-module M with R-bilinear products:
· : Am ×Mn −→Mm+n
(a,m) −→ a ·m,
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such that:
a1 · (a2 ·m) = (a1 · a2) ·m,
for every a1, a2 ∈ A and m ∈M .
In the case A has an identity 1A we require that 1A ·m = m for every m ∈ M .
Analogously, one can define a graded right A-module.
Morphisms of graded left A-modules are defined as follows:
Definition 1.1.7. Let M and N be two graded left A-modules. A morphism of graded
left A-modules is a morphism of graded R-modules f : M −→ N such that:
f(a ·m) = a · f(m)
for every a ∈ A and m ∈M .
We proceed to introduce the differential graded objects we shall be dealing with
along the manuscript.
Definition 1.1.8. Let M be a graded R-module. A differential on M is a degree one
R-linear map ∂M : M −→ M such that ∂M ◦ ∂M = 0. The pair (M,∂M) is called a
differential graded R-module.
Morphisms between DGMs are defined as expected:
Definition 1.1.9. Let (M,∂M) and (N, ∂N) be two differential graded R-modules. A
morphism of differential graded R-modules from (M,∂M) to (N, ∂N) is a morphism of
graded R-modules f : M −→ N such that ∂N ◦ f = f ◦ ∂M .
One can also talk about differential graded R-algebras:
Definition 1.1.10. A differential graded R-algebra (or a DGA over R for short) is a
pair (A, ∂A) consisting of a graded R-algebra A together with a degree one R-linear map
∂A : A −→ A such that ∂2A = 0 and:
∂A(a · b) = ∂A(a) · b+ (−1)|a|a · ∂A(b).
One can define a category of DGAs over R introducing the following notion of
morphism:
Definition 1.1.11. Let (A, ∂A) and (B, ∂B) be two DGAs over R. A morphisms of DGAs
over R from (A, ∂A) to (B, ∂B) is a morphism of graded R-algebras f : A −→ B such that
∂B ◦ f = f ◦ ∂A.
One more graded object we deal with is the following:
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Definition 1.1.12. A differential graded left-module over a differential graded R-algebra
(A, ∂A) is a pair (M,∂M) consisting of a graded left-module over the graded R-algebra A
together with a degree one R-linear map ∂M : M −→M such that ∂2M = 0 and:
∂M(a ·m) = ∂A(a) ·m+ (−1)|a|a · ∂M(m),
for every a ∈ A and every m ∈M .
A category of such objects is obtained once we define:
Definition 1.1.13. Let (M,∂M) and (N, ∂N) be two differential graded left-modules over
the differential graded R-algebra (A, ∂A). A morphism from (M,∂M) to (N, ∂N) is a
morphism of DG-modules modules f : (M,∂M) −→ (N, ∂N) which is also a morphism of
modules over the graded algebra (A, ∂A).
Further details concerning the objects we defined in this section can be found in
[35].
1.2 Basics on Vector Bundles
Let us fix three vector bundles pA : A −→ M , pE : E −→ M and pB : B −→ N
and let Φ : A −→ B be a vector bundle morphism covering φ : M −→ N .
Whenever M = N and φ is the identity map of M , we call Φ a strong vector
bundle morphism.
We denote by Γ(A) or by Γ(M,A) the C∞(M)-module of sections of A. The
product of a ∈ Γ(A) by f ∈ C∞(M) is the section fa defined by
(fa)(p) := f(p)a(p)










∧k A∗) if k > 0
C∞(M) if k = 0
.
The product in this algebra is the exterior product
∧ : Ωp(A) ⊗C∞(M) Ωq(A) −→ Ωp+q(A),
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which is defined as
(ε1 ∧ ε2)(a1, . . . , ap+q) :=
∑
σ∈Sh(p,q)
sgn(σ)ε1(aσ(1), . . . , aσ(p))ε2(aσ(p+1), . . . , aσ(p+q)).
for every ε1 ∈ Ωp(A), ε2 ∈ Ωq(A) and a1, . . . , ap+q ∈ Γ(A), where Sh(p, q) denotes the set
of those permutations σ of the first p + q integers which satisfy σ(1) < . . . < σ(p) and
σ(p+ 1) < . . . < σ(p+ q).




Ωp(A,E) := Ωp(A) ⊗C∞(M) Γ(E),
for every integer p ≥ 0. The module product is the map:
· : Ωp(A) ⊗C∞(M) Ωq(A,E) −→ Ωp+q(A,E),
defined by the recipe
(α · ε)(a1, . . . , ap+q) :=
∑
σ∈Sh(p,q)
sgn(σ)α(aσ(1), . . . , aσ(p))ε(aσ(p+1), . . . , aσ(p+q)). (1.1)
for every α ∈ Ωp(A), ε ∈ Ωq(A) and a1, . . . , ap+q ∈ Γ(A).
If M = N then Φ induces a C∞(M)-linear map:
Φ∗ : Γ(A) −→ Γ(B)
a −→ Φ ◦ a.
In order to keep the notation simple, we shall also denote Φ∗ by Φ. In general, whenever
M 
= N , we do not have an induced map at the level of sections unless the base map φ is
a diffeomorphism.
We shall write
φ∗B := {(b,m) ∈ B ×M : pB(b) = φ(m)}.
This is a vector bundle over M , called the pullback of B along φ. Any section a ∈ Γ(B)
induces a section
φ∗a := (a ◦ φ, idM) ∈ Γ(φ∗B).
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According to [24], the map
C∞(M) ⊗C∞(N) Γ(B) −→ Γ(φ∗B) (1.2)
f ⊗ a −→ fφ∗a,
is an isomorphism of C∞(M)-modules.
The vector bundle morphism Φ induces a vector bundle morphism
(Φ, pA) : A −→ φ∗B








so that, passing to sections, one gets a C∞(M)-linear map
k∧
(Φ, pA)
∗ : Ωk(φ∗B) −→ Ωk(A).
We define
Φ∗ : Ωk(B) −→ Ωk(A)





C∞(M) ⊗C∞(N) Ωk(B)   Ωk(φ∗B)
∧k(Φ,pA)∗

More explicitly, Φ∗ is given by
〈Φ∗ε, a1, . . . , ak〉 := 〈ε ◦ φ,Φ ◦ a1, . . . ,Φ ◦ ak〉,
for every ε ∈ Ωk(B) and a1, . . . , ak ∈ Γ(A). This is a morphism of graded algebras, that
is
Φ(ε1 ∧ ε2) = Φε1 ∧ Φε2,
for every ε1, ε2 ∈ Ω(A).
We shall constantly use the identifications of C∞(M)-modules




between forms and vector valued forms and the respective C∞(M)-modules of multilinear
and alternating maps.
We will write φ∗ for the morphism of R-algebras
φ∗ : C∞(N) −→ C∞(M)
f −→ f ◦ φ.
This allows us to realise every C∞(M)-module as a C∞(N)-module via restriction of
scalars.
For ε ∈ Ωk(B) and a section b ∈ Γ(B) we shall also write
φ∗ε := ε ◦ φ and φ∗b := b ◦ φ.
We emphasize φ∗b should not be confused with φ∗b ∈ Γ(φ∗B) we defined earlier. The
context will make it clear what φ∗b means.
There is an important class of sections of a given vector bundle, namely, the
projectable ones: a section a ∈ Γ(A) is Φ-projectable if there exists Φ(a) ∈ Γ(B) such
that
Φ ◦ a = Φ(a) ◦ φ.
In this case, we shall also say that a projects on Φ(a). We shall make some remarks
concerning projectable sections:
• There is no reason why Φ(a) should be uniquely determined by a, however, that is
the case whenever φ∗ : C∞(N) −→ C∞(M) is injective. In such case, there is a well
defined C∞(N)-linear map:
Φ(−) : ΓΦ-proj(A) −→ Γ(B)
a −→ Φ(a)
where ΓΦ-proj(A) is the C
∞(N)-module of Φ-projectable sections of A.
• For a given a ∈ ΓΦ-proj(A) we readily see that 〈Φ∗ε, a〉 ∈ φ∗C∞(N) for every
ε ∈ Ω1(B). Whenever φ is a surjective submersion the converse holds, that is,
if 〈Φ∗ε, a〉 ∈ φ∗C∞(N) for every ε ∈ Ω1(B) then a is Φ-projectable.
• If [·, ·]A and [·, ·]B are Lie brackets on Γ(A) and Γ(B), respectively, then ΓΦ-proj(A)
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is a Lie subalgebra of Γ(A) and:
Φ ◦ [a, b]A = [Φ(a),Φ(b)]B,
for every a, b ∈ ΓΦ-proj(A).
The tangent bundle of a manifold M shall be denoted by TM and its C∞(M)-module of
sections shall be written X(M). For every p ∈ M there exists ε = ε(p) > 0, an open set
U = U(p) ⊂M around p and a smooth map
ΦX : U × (−ε, ε) −→M
(u, t) −→ ΦXt (u)
called the local flow of X, such that:
• ΦXt (U) is an open set of M around p for every t ∈ U ;
• ΦXt : U −→ ΦXt (U) is a diffeomorphism for every t ∈ (−ε, ε);
• The following identifies hold:
ΦXs+t = Φs ◦ ΦXt and Φ0 = idU .
In particular, (ΦXt )
−1 = ΦX−t.
The Lie derivative along a vector field X ∈ X(M) is the map
LX : C∞(M) −→ C∞(M),





[f(ΦXt (p)) − f(p)],
for every f ∈ C∞(M) and p ∈ M . It is a well known fact that the correspondence
X −→ LX gives rise to an isomorphism of C∞(M)-modules between X(M) and the
C∞(M)-module derR(C∞(M)) of derivations of the graded R-algebra C∞(M).
We must remark that for given a smooth map f : M −→ N and a vector field
X ∈ X(M) which is df -projectable on Y ∈ X(N), the flows of X and Y commute in the
following sense:
f ◦ ΦXt = ΦYt ◦ f,
for every t ∈ I := [0, 1].
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There is an obvious notion of time-dependent vector fields on a manifold. The
local flow of a such a vector field X shall be denoted by ΦXt,s and it is defined analogously
to the time-independent case.
For further details on smooth manifolds, vector bundles and flows we refer the
reader to [6], [24], [27] and [30].
1.3 On Lie Algebroids
In this section we limit ourselves to presenting and clarifying those aspects con-
cerning Lie algebroids we will need along the text.
Definition 1.3.1. A Lie algebroid over a manifoldM is a vector bundleA overM together
with a Lie bracket [·, ·]A on Γ(A) and a morphism of vector bundles A : A −→ TM , called
the anchor of A, satisfying the Leibniz rule:
[a, fb]A = f [a, b]A + LAa(f)b, (1.3)
for every a, b ∈ Γ(A) and f ∈ C∞(M).
Using the Jacobi identity for [·, ·]A and (1.3), we can easily show the anchor A
induces a morphism of Lie algebras:
LA(−) : Γ(A) −→ X(M).
Next we present several interesting examples of Lie algebroids. Further examples and
additional details can be found in [22], [33] and [36].
Example 1.3.2. A Lie algebroid over a point {∗} is equivalent to a Lie algebra.
Example 1.3.3. Any vector bundle A becomes a Lie algebroid once we take A and [·, ·]A
as the zero maps.
Example 1.3.4. The tangent bundle TM of a manifold M is a Lie algebroid. The Lie
bracket on its space of sections is the commutator of vector fields and the anchor is the
identity map. In particular, the Lie algebroid structure on the tangent bundle TI of the





















for every f, g ∈ C∞(I), where (I, t) stands for the standard coordinate chart of I. This
will be the Lie algebroid structure we shall always consider on TI along the text.
Example 1.3.5. Lie algebroid structures on the trivial bundle M×R are parametrized by
vector fields on M . Given X ∈ X(M), the corresponding Lie algebroid is denoted by AX .
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As a vector bundle, AX := M×R. The Lie bracket of two sections f, g ∈ Γ(AX)  C∞(M)
is defined by:
[f, g] := fLX(g) − LX(f)g,
while the anchor is defined as AX (f) := fX for every f ∈ C∞(M).
Example 1.3.6. An infinitesimal action of a Lie algebra g on a manifold M is a morphism
of Lie algebras ρ : g −→ X(M). This defines a Lie algebroid structure on the trivial vector
bundle gM := g×M on M . The Lie bracket on Γ(gM)  C∞(M) ⊗ g is given by:
[f ⊗ u, g ⊗ v]gM := fLρ(u)(g) ⊗ v − gLρ(v)(f) ⊗ u+ fg ⊗ [u, v],
for every f, g ∈ C∞(M) and u, v ∈ g. The anchor is defined, at the level of sections, by:
gM(f ⊗ u) := fρ(u),
for every f ∈ C∞(M) and u ∈ g. The Lie algebroid gM is called the action algebroid.
Example 1.3.7. Any closed 2-form ω on a manifold M defines a Lie algebroid Aω. As
a vector bundle Aω := TM ⊕ (M × R). The Lie bracket on Γ(Aω)  X(M) ⊕ C∞(M) is
defined by:
[X ⊕ f, Y ⊕ g] := [X, Y ]TM ⊕ (LX(g) − LY (f) + ω(X, Y )),
for every X, Y ∈ X(M) and f, g ∈ C∞(M) whereas the anchor is defined as
Aω(X ⊕ f) := X
for every X ∈ X(M) and f ∈ C∞(M).
Example 1.3.8. Let G be a Lie group and let P be a G-principal bundle over M and
define A(P ) := TP/G. It turns out that A(P ) is a vector bundle over M := P/G. The
sections of A(P ) correspond to G-invariant vector fields on P and therefore Γ(A(P )) has
a canonical Lie bracket. With this bracket and with the anchor induced by the differential
of the projection of P on M we get a Lie algebroid.
One can describe all the possible Lie algebroid structures on a given vector bundle
via DGAs. The following characterization is due to Vaintrob [41].
Proposition 1.3.9. Let A be a vector bundle over M . There is a one-to-one correspon-
dence between Lie algebroid structures on A and DGA-structures on the graded algebra
(Ω(A),∧).
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For a given Lie algebroid A over M , the corresponding DGA structure on the
graded algebra Ω(A) will be denoted by dA and it is defined by:
〈dAε, a1, . . . , ap+1〉 :=
∑
σ∈Sh(1,p)




sgn(σ)〈ε, [aσ(1), aσ(2)], aσ(3), . . . , aσ(p+1)〉,
for every ε ∈ Ωp(A) and a1, . . . , ap+1 ∈ Γ(A).
Example 1.3.10. Let A = g be a Lie algebra, seen as a Lie algebroid over a point. Then
dg coincides with the Chevalley-Eilenberg differential of g.
Example 1.3.11. For a given manifold M , the differential of the corresponding Lie
algebroid TM coincides with De Rham differential of M .
Next, we discuss morphisms between Lie algebroids.
Definition 1.3.12. Let A and B two Lie algebroids over M and N , respectively, and let
Φ : A −→ B be a morphism of vector bundles covering φ : M −→ N . We say:











M2) Φ is compatible with the Lie brackets [·, ·]A and [·, ·]B if for any pair of sections
a, b ∈ Γ(A) such that:
Φ ◦ a =
∑
i




with fi, gj ∈ C∞(M) and ai, bj ∈ Γ(B), we have:
Φ ◦ [a, b]A =
∑
i,j








The compatibility condition M2) was introduced by Higgins-Mackenzie in the
paper [25] where the authors study the category of Lie algebroids. The compatibility
between the Lie brackets is intricate because morphisms of vector bundles defined over
distinct bases do not induce a map at the level of sections.
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Definition 1.3.13. Let A and B be two Lie algebroids over M and N , respectively. A
Lie algebroid morphism from A to B is a vector bundle morphism Φ : A −→ B which is
compatible with the anchors and with the Lie brackets.
In [25], it was shown that Lie algebroids form a category with the above notion
of morphism.
The condition of being a morphism of Lie algebroids can also be formulated in
the context of DGAs.
Proposition 1.3.14. Let A and B be two Lie algebroids over M and N , respectively,
and let Φ : A −→ B be a morphism of vector bundles covering φ : M −→ N . Then
Φ is a morphism of Lie algebroids if and only if the morphism of graded algebras Φ∗ :
(Ω(B),∧) −→ (Ω(A),∧) is a morphism of the corresponding DGAs, that is, dA ◦ Φ∗ =
Φ∗ ◦ dB.
Indeed, using the fact that Φ∗ is a morphism of graded algebras and that Ω(B)
is generated as a graded algebra by Ω≤1(B) we have to verify the condition dA ◦ Φ∗ =
Φ∗ ◦ dB only in degrees zero and one. Furthermore, for degree zero the referred condition
is equivalent to the compatibility with the anchor. A detailed proof of the previous
proposition can be found in the work [11].
An important class of morphisms of Lie algebroids is given in the following:
Definition 1.3.15. Let A be a Lie algebroid over M . An A-path is a Lie algebroid
morphism TI −→ A.






where γ is the path on M induced via projection. We shall refer to γ as the base path of
a. These morphisms play an important role in the theory of integration of Lie algebroids
as we shall see further along.
Another important class of morphisms between Lie algebroids is given by:
Definition 1.3.16. Let A be a Lie algebroid over M . An A-homotopy is a Lie algebroid
morphism σ : TI × TI −→ A.
Considering the canonical coordinate chart (I × I, (t, s)) one can readily check
that any A-homotopy has the form
σ = a · dt+ b · ds,
for smooth maps a, b : I × I −→ A.
Using this definition one can introduce homotopies between A-paths:
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Definition 1.3.17. Let a0 · dt : TI −→ A and a1 · dt : TI −→ A be two A-paths. We say
a0 and a1 are A-homotopic if there exists an A-homotopy σ = a·dt+b·ds : TI×TI −→ A
such that a|I×{0} = a0 and a|I×{1} = a1.
The above definition captures the right notion of homotopies in the world of Lie
algebroids and they play an important role in the integration theory of Lie algebroids.
See [22] for further details.
1.4 Derivations of Lie Algebroids
Derivations of Lie algebroids play an important role in this work. We start by
dealing with the case of vector bundles. A general reference for this topic is [33].
Definition 1.4.1. Let E be a vector bundle over M . A derivation of E is a R-linear map
D : Γ(E) −→ Γ(E)
for which there exists a vector field XD ∈ X(M) such that:
D(f · e) = f ·De+ LXD(f) · e,
for every f ∈ C∞(M) and e ∈ Γ(E). The vector field XD is called the symbol of D.
We shall write der(E) for the the set of derivations of E. The C∞(M)-module
structure on Γ(E) induces a C∞(M)-module structure on der(E).
The symbol of a derivation is uniquely determined and the map:
(−)D : der(E) −→ X(M)
D −→ XD
is a morphism of Lie algebras where der(E) is endowed with the Lie bracket given by the
commutator
[D1, D2] := D1 ◦D2 −D2 ◦D1,
for every D1, D2 ∈ der(E). In general, the composite of two derivations may fail to be a
derivation.
Derivations of a vector bundle are intimately related to linear vector fields as we
shall explain now. If p denotes the projection of the vector bundle E, let us write C∞lin(E)
for the C∞(M)-module of those smooth functions f : E −→ R such that f |Ex : Ex −→ R
are linear for every x ∈M , where we write Ex := p−1({x}) for the fiber of E over x ∈M .
Notice C∞lin(E) is a C
∞(M)-submodule of C∞(E).
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Definition 1.4.2. Let E be a vector bundle over M . A linear vector field on E is a vector
field X ∈ X(E) which preserves the submodule C∞lin(E), that is, X(C∞lin(E)) ⊆ C∞lin(E).
We shall write Xlin(E) for the set of linear vector fields of E. This is a C
∞(M)-
submodule of X(E).
Linear functions on a vector bundle are intrinsically related to sections of the
corresponding dual bundle. More precisely, there is an isomorphism of C∞(M)-modules
 : Γ(E∗) −→ C∞lin(E) (1.4)
ε −→ ε := (e −→ εp(e)(e)).
The previous correspondence induces a 1-1 correspondence between derivations of Γ(E∗)
and linear vector fields on E. Given X ∈ Xlin(E) the corresponding derivation
D∗X : Γ(E
∗) −→ Γ(E∗),












for every ε ∈ Γ(E∗). For details concerning this correspondence we refer the reader to
[33].
We can also talk about derivations of Lie algebroids. In this case, we have to
impose compatibility conditions with the bracket and the anchor.
Definition 1.4.3. Let A be a Lie algebroid over M . A derivation of A is a derivation D
of the vector bundle A such that:
D([a, b]A) = [Da, b]A + [a,Db]A
D(a) = [XD, a]X(M),
for every a, b ∈ Γ(A).
Example 1.4.4. Let A be a Lie algebroid. Then ada := [a,−]A is a derivation of A with
symbol Aa. This follows from Jacobi identity and from the Leibniz rule.
Next we describe a general procedure in order to obtain the flow of a time-
dependent derivation. This will play a relevant role in integration theory we propose in
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the last chapter. The basic reference is the appendix of [17].
Let D be a time-dependent derivation of a vector bundle pE : E −→ M . The
symbol of D is a time-dependent vector field XD on M which has a flow ΦX
D
t,s : UM −→
ΦX
D
t,s (UM). The flow of D is the unique family of smooth maps:
ΦDt,s : UE −→ ΦDt,s(UE)
defined on UE := p
−1














commutes and the following properties hold:
• ΦDt,t = id;





(ΦDs,t ◦ a ◦ ΦX
D
t,s ) = Ds(a), for every a ∈ Γ(A).
The flow ΦDt,s can be obtained as the flow of the linear vector field corresponding
to D. For our purposes, the most important instance of the previous discussion is the
following:
Example 1.4.5. Let A be a Lie algebroid and a a time-dependent section of A. Then
ada := [a,−] : Γ(A) −→ Γ(A) is a time-dependent derivation whose symbol is a. The
flow of ada will provide a family of isomorphisms:
Φat,s|Ax : Ax −→ AΦat,s(x).
If the time-dependent vector field Aa is complete then Φ
a
s,t|Ax is defined for every s, t and
for every x ∈M .
1.5 Representations of Lie Algebroids
The theory of representations of Lie algebroids is based upon the notion of A-
connection. A thorough study of A-connections can be found in [21].
Definition 1.5.1. Let A be a Lie algebroid over M and let E be a vector bundle over
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M . An A-connection on E is a R-linear map:
∇ : Γ(A) × Γ(E) −→ Γ(E)
(a, s) −→ ∇as,
such that:
∇fas = f∇as
∇a(fs) = f∇as+ LAa(f)s,
for every a ∈ Γ(A), s ∈ Γ(E) and f ∈ C∞(M). The curvature of ∇ is the map:
R∇ : Γ(A) × Γ(A) −→ EndC∞(M)(Γ(E))
(a, b) −→ (s −→ ∇a∇bs−∇b∇as−∇[a,b]s).
The connection is flat whenever R∇ = 0.
There are a few remarks to be made concerning A-connections:
• An A-connection ∇ : Γ(A) × Γ(E) −→ Γ(E) can be equivalently defined as a
C∞(M)-linear map:
∇ : Γ(A) −→ der(E)
a −→ (∇a : s −→ ∇as)
such that:
∇a(fs) = f∇as+ LAa(f)s,
for every f ∈ C∞(M) and s ∈ Γ(E);
• The curvature R∇ defines a 2-form with values on EndC∞(M)(Γ(A)), that is, R∇ ∈
Ω2(A) ⊗ EndC∞(M)Γ(A);
• An A-connection ∇ is flat if and only if ∇ : Γ(A) −→ der(E) is a morphism of Lie
algebras.
The theory of A-connections extends the classical theory of linear connections as follows:
Example 1.5.2. A TM -connection coincides with the classical definition of a linear
connection on a vector bundle as defined, for instance, in [30].
Example 1.5.3. Let A be a Lie algebroid over M and let ∇ be a TM -connection on the
vector bundle A. Then ∇ab := ∇Aba+ [a, b]A defines an A-connection on A.
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The next example is important in order to discuss morphisms between 2-term
representations up to homotopy.
Exemplo 1.5.4. Let A be a Lie algebroid over M , E and C be two vector bundles over
M . Any pair ∇E and ∇C of A-connections on E and on C induce a connection ∇Hom on
Hom(E,C) by
(∇aT )(e) := ∇Ca (T (e)) − T (∇Ea (e))
for every a ∈ Γ(A), e ∈ Γ(E) and T ∈ Γ(Hom(E,C)).
By means of connections we can talk about representations of a Lie algebroid.
Definition 1.5.5. A representation of a Lie algebroid A over M consists of a vector
bundle E over M together with a flat A-connection ∇ on E. We say that ∇ defines a
representation of A on E.
Representations of Lie algebroids extend linear representations of Lie algebras as
seen in the following:
Example 1.5.6. If A = g is a Lie algebra and E is a vector space, that is, a vector bundle
over a point, we recover the usual definition of a linear representation of g on E.
We can interpret representations of a Lie algebroid in terms of differential graded
modules (DG-modules for short). To explain that, we start by recalling that Ω(A,E) is
a Ω(A)-graded left-module with the product (1.1).
Proposition 1.5.7. Let A be a Lie algebroid over M and let E be a vector bundle over
M . A representation of A on E is equivalent to a DG-module structure on the graded
left Ω(A)-module Ω(A,E), that is, a degree one differential
d : Ω(A,E) −→ Ω(A,E)
such that:
d(α · ε) = dAα · ε+ (−1)|α|α · dε, (1.5)
for every α ∈ Ω(A) and ε ∈ Ω(A,E).
Notice that the derivation property (1.5) tells us that the graded R-module
(Ω(A,E), d) becomes a differential graded left-module over the differential graded R-
algebra (Ω(A), dA) as defined in section 1.1.
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The DG-module structure corresponding to an A-connection ∇ on E will be
denoted by d∇ : Ω(A,E) −→ Ω(A,E) and it is defined as
d∇ε(a1, . . . , ap+1) =
∑
σ∈Sh(1,p)




sgn(σ)〈ε, [aσ(1), aσ(2)]A, aσ(3), . . . , aσ(p+1)〉.
for every ε ∈ Ωp(A) and a1, . . . , ap+q ∈ Γ(A).
We can extend this to morphisms. Let us make clear what a morphism between
two representations is:
Definition 1.5.8. Let (E,∇) and (E ′,∇′) be two representations of a Lie algebroid A. A
morphism of representations from (E,∇) to (E ′,∇′) consists of a vector bundle morphism
Φ : E −→ E ′ such that
Φ∗(∇as) = ∇′aΦ∗(s)
for every a ∈ Γ(A) and s ∈ Γ(E).
Let A, E and E ′ be vector bundles all over the same manifold M and let Φ :
E −→ E ′ be a morphism of vector bundles. Then Φ induces a degree zero map
Φ∗ : Ω(A,E) −→ Ω(A,E ′)
given by:
〈Φ∗ε, a1, . . . , ap〉 := Φ∗(〈ε, a1, . . . , ap〉),
for every ε ∈ Ωp(A,E) and a1, . . . , ap ∈ Γ(E).
Proposition 1.5.9. Let A be a Lie algebroid and let (E,∇) and (E ′,∇′) be two repre-
sentations of A. A morphism of vector bundles Φ : E −→ E ′ is a morphism of represen-
tations Φ : (E,∇) −→ (E ′,∇′) if and only if the induced map Φ∗ : Ω(A,E) −→ Ω(A,E ′)
is a morphism between the corresponding DG-modules, that is, Φ∗ is Ω(A)-linear and
d∇′ ◦ Φ∗ = Φ∗ ◦ d∇.
1.6 VB-Algebroids
In this section we recall the basic definitions concerning VB-algebroids. Further
details can be found in [23] and [18].












such that pD is a vector bundle morphism over pA and +E : D ×E D −→ D is a vector
bundle morphism over + : A ×M A −→ A. We call A and E the side bundles and
C := Ker(p) ∩ Ker(pD) is the core.
The following basic example will be important:
Example 1.6.2. Let A, E and C be three vector bundles over a manifold M . Then:





is a double vector bundle whose core is the vector bundle C. This is called the split double
vector bundle.
Given a double vector bundle (1.7), we shall write 0A : M −→ A, 0E : M −→ E,





















Notice that the core of a double vector bundle has a natural structure of vector bundle
over M and the corresponding projection will be denoted by pC : C −→M . The fiber of
C over m ∈M is:
Cm = D0A(m) ∩D0E(m).

















where jC : C −→ D stands for the inclusion map.
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Taking (1.8) and (1.9) into account we obtain a well defined inclusion map
j : Γ(M,C) −→ Γ(E,D)
c −→ (e −→ 0DE (e) +A jC(c(pE(e)))
Definition 1.6.3. The image of the map j will be denoted Γc(E,D) and its elements will
be called core sections.
There is a another space of distinguished sections associated to any DVB:
Definition 1.6.4. A section χ  Γ(E,D) is linear if χ : E −→ D is a vector bundle
morphism covering a section a : M −→ A. The space of linear sections is denoted by
Γl(E,D).




(p,pD)  p∗EA  0 (1.10)
where
j(e, c) := jC(c) +A 0
D
E (e).
Notice that there are canonical identifications of vector bundles:
E ⊕ C  p∗EC and A⊕ E  p∗EA.
Definition 1.6.5. A linear connection on the double vector bundle (1.7) is a splitting of
(1.10), that is, a strong vector bundles morphism σ : p∗EA −→ D such that (p, pD) ◦ σ =
idp∗EA.
Next we offer some alternative characterizations of linear connections.
Proposition 1.6.6. The following are equivalent:
(a) A linear connection σ : A⊕ E −→ D;
(b) A vector subbundle H ⊆ D such that D = A⊕ E ⊕H;
(c) An isomorphism of double vector bundles Σ : D −→ A ⊕ E ⊕ C over the identity
maps on A, C and E;
(d) A C∞(E)-linear map h : Γ(E) −→ Γlin(E,D) such that p ◦ h(e) = e ◦ pE.
We prove the above proposition in a more general setting later on.
Now we have all the ingredients to define a VB-algebroid:
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where D and A are Lie algebroids over E and M , respectively, and such that the anchor
D : D −→ TE is a vector bundle morphism over A : A −→ TM and such that the
following conditions hold:
1. [Γl(E,D),Γl(E,D)]D ⊂ Γl(E,D);
2. [Γl(E,D),Γc(E,D)]D ⊂ Γc(E,D);
3. [Γc(E,D),Γc(E,D)]D = 0.
Our main interest relies on the relationship between VB-algebroids and 2-term
representations up to homotopy which we shall discuss further on. For that, the following
example will be important:
Example 1.6.8. Let p : E −→ M be a vector bundle. Then the tangent bundle TE
has two vector bundle structures. One as the tangent bundle of the manifold E and the
second as a vector bundle over TM . The structure maps of TE −→ TM are obtained











where π : TM −→ M is the projection of the tangent bundle. This is a double vector
bundle with core E −→M . In fact, this is a VB-algebroid called the tangent prolongation
of E. A linear splitting, in this case, is equivalent to a linear connection on E.
For further examples we refer the reader to [23].
Notice that a VB-algebroid induces a map
DE
∗
: Γlin(D,E) × Γ(E∗) −→ Γ(E∗)
(X, ε) −→ DE∗X ε
where DE
∗
X ε is characterized, using the correspondence between linear vector fields and
derivations, as follows:
DE∗X ε := LDX(ε).
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It also induces
DC : Γlin(D,E) × Γ(C) −→ Γ(C)
(X, c) −→ [X, c]D.
Finally, since the anchor D defines a morphism of VB-algebroids from D to the prolonged
tangent bundle TE, it induces a well defined morphism between the cores
∂ := D|C : C −→ E.
We will refer to DE
∗
, DC and ∂ as the canonical operators of the VB-algebroid.
1.7 Representations up to Homotopy of Lie Alge-
broids
The notion of representation of a Lie algebroid we gave in section 1.5 is too re-
strictive to be useful, due to the fact that we can not even define the adjoint representation
due to the non-tensorial nature of the bracket. A more flexible notion of representation,
called representation up to homotopy, was introduced by Abad-Crainic in [2]. Most of
what we do in this work relies on that notion. In this section we explain briefly what they
are.
Recall from proposition 1.5.7 that a representation (E,∇) of a Lie algebroid A
over M on a vector bundle E over M can be equivalently described as a degree 1 linear
operator
d : Ω(A,E) −→ Ω(A,E)
which squares to zero and satisfies the derivation rule
d(α · ε) = dAα · ε+ (−1)|α|α · dε,
for every α ∈ Ω(A) and ε ∈ Ω(A,E) homogeneous, where d∇ is the differential corre-
sponding to ∇. The idea behind the definition of a representation up to homotopy is to
replace the vector bundle E by a graded vector bundle E = {Ek}k∈Z over M . In this case,
Γ(E) = {Γ(Ek)}k∈N is naturally a C∞(M)-graded module and
Ω(A, E) := Ω(A) ⊗C∞(M) Γ(E)
INTRODUCTION 28
is a Ω(A)-graded left-module with the product given by
(α · ε)(a1, . . . , ap+q) :=
∑
σ∈Sh(p,q)
sgn(σ)α(aσ(1), . . . , aσ(p))ε(aσ(p+1), . . . , aσ(p+q)),
defined for every α ∈ Ωp(A) and ε ∈ Ωq(A, E).
In order to define a representation up to homotopy, we reproduce the character-
ization of representations in terms of DG-modules, as follows:
Definition 1.7.1. Let A be a Lie algebroid over a manifold M and E a graded vector
bundle over M . A representation up to homotopy of A on E is a degree one R-linear
operator
D : Ω(A, E) −→ Ω(A, E)
that satisfies D2 = 0 and
D(α · ε) = dAα · ε+ (−1)|α|α ·Dε,
for every α ∈ Ω(A) and ε ∈ Ω(A, E).
There is an evident notion of morphism between representations up to homotopy
Definition 1.7.2. Let D and D′ be two representations up to homotopy of A on E and
E ′, respectively. A morphism of representations up to homotopy from D to D′ is a degree
zero Ω(A)-linear map
Φ : Ω(A, E) −→ Ω(A, E ′)
which intertwines D and D′, that is, Φ ◦D′ = D ◦ Φ.
This previous notion of morphism leads us to a category denoted by Rep∞(A).
We are mainly interested in the following particular case:
Definition 1.7.3. Let A be a Lie algebroid over M . A 2-term representation up to
homotopy of A is a representation up to homotopy of A on a 2-term graded vector bundle.
We shall write Rep∞2 (A) for the category of 2-term representations up to homotopy
of A. The objects of this category consist of a 2-term graded vector bundle together with
a representation up to homotopy of A on it. The morphisms are taken as in the definition
1.7.2.
The following characterization of 2-term representations up to homotopy can be
found in [2]:
Theorem 1.7.4. There is a 1-1 correspondence between 2-term representations up to ho-
motopy of A on the 2-term graded vector bundle E := E⊕C and quadruples (∂,∇E,∇C , ω)
consisting of:
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• A vector bundle morphism ∂ : C −→ E;
• Two A-connections ∇E and ∇C on E and C, respectively, compatible with ∂ in the
sense
∂ ◦ ∇C = ∇E ◦ ∂.
• A 2-form ω ∈ Ω2(A,Hom(E,C)), such that:
∂ ◦ ω = R∇E
ω ◦ ∂ = R∇C ,
and which is closed in the sense
d∇Homω = 0,
where d∇Hom is the operator associated to the connection ∇Hom induced by ∇E and
∇C on Hom(E,C), see example 1.5.4.
At the level of morphisms, the previous theorem extends as follows:
Theorem 1.7.5. Let (∂,∇E,∇C , ω) and (∂′,∇E′ ,∇C′ , ω′) be two 2-term representations
up to homotopy of A on E := E ⊕ C and on E ′ := E ′ ⊕ C ′, respectively. There is a 1-1
correspondence between morphisms of 2-term representations up to homotopy from the
first to the latter and:
• Pairs (φE′,E, φC′,C) of vector bundle morphisms φE′,E : E −→ E ′ and φC′,C : C −→
C ′;
• Forms Θ ∈ Ω1(A,Hom(E,C ′));
subject to the following compatibility conditions:
φE
′,E ◦ ∂ = ∂′ ◦ φC′,C
∇C′a ◦ φC
′,C − φC′,C ◦ ∇Ca = Θ(a) ◦ ∂
∇E′a ◦ φE
′,E − φE′,E ◦ ∇Ea = ∂′ ◦ Θ(a)
φC
′,C ◦ ω(a, b) − ω′(a, b) ◦ φE′,E = d∇HomΘ(a, b),
where d∇Hom is the operator associated to the connection ∇Hom induced by ∇E and ∇C
on Hom(E,C), see example 1.5.4.
In the next section we explore a geometric interpretation of this kind of repre-
sentation.
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1.8 VB-Algebroids vs 2-Term Representations up to
Homotopy
We now briefly explain the correspondence between VB-algebroids and 2-term
representations up to homotopy.
Given a 2-term representation up to homotopy (∇E,∇C , ∂, ω) of A on E := E⊕C,
we shall associate a VB-algebroid. The underlying DBV is the split double vector bundle





with core C. We have a canonical horizontal lift:
h : Γ(A) −→ Γlin(E,D)
a −→ (a ◦ pE, idE, 0C ◦ pE).
The Lie algebroid structure on D is then defined as:
• The anchor D : D −→ TE acting on h(a) is the linear vector field corresponding
to the derivation
(∇Ea )∗ : Γ(E∗) −→ Γ(E∗),
i.e., it is uniquely determined by the property:
A(h(a))(ε) := (∇Ea )∗ε











for every e ∈ E.
• The Lie bracket on the space of sections of D is determined entirely by the following
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conditions:
[jC(c1), jC(c2)] = 0
[h(a), jC(c)] = ∇Ca c
[h(a), h(b)] := h([a, b]) + ω(a, b).






with core C together with a horizontal lift h : Γ(A) −→ Γlin(E,D) let:
• ∂ : C −→ E;
• DC : Γlin(E,D) × Γ(C) −→ Γ(C);
• DE∗ : Γlin(E,D) × Γ(E∗) −→ Γ(E∗);
be the associated canonical operators introduced in section 1.6. We define:
∇E : Γ(A) × Γ(E) −→ Γ(E)
(a, e) −→ DE∗h(a)e.
and:
∇C : Γ(A) × Γ(C) −→ Γ(C)
(a, c) −→ DCh(a)c,
Finally, we set:
ω(a, b) := h([a, b]) − [h(a), h(b)].
Then, (∇E,∇C , ∂, ω) is a 2-term representation up to homotopy of A on the 2-term graded
vector bundle E ⊕ C.
According to [23] we can summarize the discussion in the following:
Theorem 1.8.1. There is a 1-1 correspondence between VB-algebroid structures on the
trivial DVB A⊕E ⊕C, or equivalently between VB-algebroids D with a linear splitting,
and representations up to homotopy of A on E ⊕ C.
Let us write VB(A) for the category of VB-algebroids with base A. The mor-
phisms are evidently defined. Then, as shown in [18]:
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Theorem 1.8.2. The categories Rep∞2 (A) and VB(A) are equivalent.
There is an increasing literature concerning double structures, VB-algebroids and
representations up to homotopy see, for instance, [29], [31], [32] and [33].
Chapter 2
Global Background
In this chapter we review the structures of global nature we shall use along the
manuscript. We start by recalling basic notions concerning Lie groupoids. Then, we
deal with the basics about 2-groupoids. Finally, we describe an integration procedure of
2-term representations up to homotopy by means of strict 2-functors which motivated a
large amount of this work.
2.1 Generalities on Lie Groupoids
Succinctly, a groupoid is a small category in which every morphism is invertible
and a Lie groupoid is a groupoid in the category of manifolds. This is not entirely correct
though because the category of manifolds does not have limits. The precise definition is
as follows:
Definition 2.1.1. A Lie groupoid, denoted by G ⇒ M , consists of a diagram of smooth
manifolds and smooth maps




u  G i  G


















G × (G ×M G)
idG×◦

G ×M G ×M G   (G ×M G) × G
◦×idG





























We call G and M the space of arrows (morphisms) and the space of objects, respectively.
The elements of G and M are called morphisms and objects, respectively. The maps s, t,
i and ◦ are the structure maps, s is the source, t is the target, u is the unit section, i is
the inversion and ◦ is the partial composition. The morphism 1x = u(x) corresponding
to x ∈ M and the morphism f−1 := i(f) corresponding to f ∈ G are called the identity
on x and the inverse of f , respectively. The elements of G ×M G = {(f, g) : s(f) = t(g)}
are called composable pairs. We represent f ∈ G by f : s(f) −→ t(g).
In general, we will not require G to be Hausdorff for this would be restrictive (see,
for instance [22] for extra information). We require s and t to be surjective submersions
in order to make the fibered product G ×M G into a manifold so that we could require the
partial composition to be smooth. In fact, it suffices to suppose one of the maps s or t to
be a surjective submersion. General references for Lie groupoids are [33] and [36].
Below we present some interesting examples of Lie groupoids.
Example 2.1.2. A Lie groupoid over {∗} is equivalent to a Lie group.
Example 2.1.3. Any manifold M defines a Lie groupoid M ⇒ M , called the trivial
groupoid, where s = t = u = i = idM . The partial composition is defined in the diagonal
of M by x ◦ x := x.
Example 2.1.4. Any manifold M defines a groupoid M × M ⇒ M , called the pair
groupoid, where s(x, y) := y and t(x, y) := x. The partial composition is defined by
(x, y) ◦ (y, z) := (x, z). The unit section is given by 1x := (x, x) whereas the inversion is
defined as (x, y)−1 := (y, x).
Example 2.1.5. Suppose G×M −→ M , (g, x) −→ g · x, is a left action of a Lie group
G on a manifold M . To this action we can associate a groupoid G  M ⇒ M with
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G M := G ×M , s(g, x) := x, t(g, x) := g · x. The partial composition is defined by
(g, h ·x) ◦ (h, x) := (gh, x). The unit section is 1x := (eG, x) where eG is the identity of G.
Finally, the inversion is given by (g, x)−1 := (g−1, g · x). The Lie groupoid G M ⇒ M
is called the action groupoid.
Example 2.1.6. Let M be a manifold and let π(M) be the set of relative homotopy
classes of smooth paths on M with fixed end points. Then π(M) ⇒M is a Lie groupoid
with s([a]) := a(0), t([a]) := a(1). The partial composition is obtained by concatenation
of paths [a1] ◦ [a0] := [a1 ∗ a0], where
a1 ∗ a0(t) :=
{
a0(2t) if t ∈ [0, 1/2]
a1(2t− 1) if t ∈ [1/2, 1]
.
The unit section is 1x := [0x] where 0x(t) := x is the constant path at x. The inversion
is given by [a]−1 := [a] where a is the path defined by a(t) := a(1 − t). The groupoid
π(M) ⇒M is called the fundamental groupoid of M .
Example 2.1.7. Let U := {Ui}i∈I be an open cover of a manifold M . Then GU :=∐
(i,j)∈I×I
Ui ∩ Uj ⇒ M is a Lie groupoid. Writing xi := (x, i) ∈ Ui × {i} and xij :=
(x, (i, j)) ∈ (Ui ∩Uj)×{(i, j)} then s(xij) := xj and t(xij) := xi. The partial composition
is given by xij ◦xjk := xik. The unit section is 1xi := xii and x−1ij := xji. This Lie groupoid
is called C̆ech groupoid of the open cover U .
Definition 2.1.8. Let G ⇒ M and H ⇒ N be two Lie groupoids. A Lie groupoid
morphism F from G ⇒M to H ⇒ N , denoted by F : G −→ H, consists of smooth maps
































We shall refer to F0 and F1 as the components of F .
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In the above definition we are abusing notations, by making no distinction be-
tween the structure maps of G ⇒M and H ⇒ N . This, however, shall cause no harm and
we shall follow this practice along the text. Besides, we shall usually omit the subscripts
in the components F0 and F1 and shall write simply F .
We notice that, by its very definition, F preserves units and the partial compo-
sition and, consequently, it also preserves inversions.
Example 2.1.9. Consider a Lie groupoid G ⇒ M with source s and target t. The map
(t, s) : G −→M ×M is a morphism of Lie groupoids.
Example 2.1.10. Let G be a Lie group. The division map δ : G× G −→ G, (g, h) −→
gh−1 is a morphism of Lie groupoids from the pair groupoid G×G⇒ G to the groupoid
G⇒ {∗}.
Example 2.1.11. Let G ⇒M be a Lie groupoid and U := {Ui}i∈I be an open cover of M .
A morphism F : GU −→ G is equivalent to a family of smooth maps αij : Ui ∩ Uj −→ M
such that αij(x)αjk(x) = αik(x) for every x ∈ Ui ∩ Uj ∩ Uk.
Finally, we define morphisms between morphisms of Lie groupoids.
Definition 2.1.12. Let GM ⇒ M and GN ⇒ N be two Lie groupoids and let F0, F1 :
GM −→ GN be two morphisms of Lie groupoids. A natural transformation η : F0 =⇒ F1
is given by an assignment that associates to any object x in M an arrow ηx in GN , in such



















In the third chapter we give an alternative point of view for natural transforma-
tions between morphisms of Lie groupoids.
2.2 The Lie Functor
In this section we define a functor Lie : LieGrpd −→ LieAlgd called the Lie functor.
This functor encodes the fact the Lie groupoids differentiate to Lie algebroids.
At the level of objects, for a given Lie groupoid G ⇒ M the corresponding Lie
algebroid Lie(G) −→M is obtained from the vector bundle









where u : M −→ G and s : G −→ M are the respective unit map and the source map of
G ⇒M . Since the source map is a submersion, Lie(G) is indeed a vector bundle over M .
Now, consider the C∞(M)-module of right invariant vector fields on G:
Xr(G) := {X ∈ Γ(Ker(ds)) : Xhg = (dRg)h(Xh), ∀(h, g) ∈ G ×M G},




It is well-known that Xr(G) is a Lie algebra when endowed with the usual Lie bracket of
vector fields. A key observation is the fact that any X ∈ Xr(G) satisfies
Xg = Xu(t(g))g = (dRg)u(t(g))(Xu(t(g))),
for every g ∈ G. This tells us that X is completely determined once we know its values





into an isomorphism of C∞(M)-modules. The proof of this fact can be found in [42]. This
allows us to transport the Lie bracket from Xr(G) to Γ(Lie(G)). More precisely, we define
[X, Y ]Lie(G) := [Xr, Y r] ◦ u.
The anchor map is:
Lie(G) := dt|Lie(G).
Every Lie groupoid morphism Φ : GM −→ GN induces a Lie algebroid morphism between
the corresponding Lie algebroids:
Lie(Φ) : Lie(GM) −→ Lie(GN),
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which is given by:
Lie(Φ) = dΦ|Lie(GM ).
A complete and thorough treatment of the contents of this section can be found, for
instance, in [42] and [33].
2.3 Lie Theory
We saw in the previous section that a Lie groupoid gives rise to a Lie algebroid.
Having this in mind, it is natural to ask whether every Lie algebroid can be obtained in
this manner. In this section, we will see this is in general not the case. The presentation
is inspired by the seminal papers [17] and [22].
Definition 2.3.1. A Lie algebroid A over M is integrable if it is isomorphic to the Lie
algebroid of a Lie groupoid G over M . We then say that G integrates A or that G is an
integration of A.
The following theorem, which is one of the main results in the seminal work [17],
provides a generalization of the analogous result for Lie algebras.
Theorem 2.3.2 (Lie I). Let A be an integrable Lie algebroid. Then, up to isomorphism,
there exists a unique source-simply connected Lie groupoid integrating A.
Saying that a Lie groupoid is source-simply connected means that the fibers of
its source map are simply connected.
In analogy to the case of finite dimensional Lie algebras, it was shown in [34]
that:
Theorem 2.3.3 (Lie 2). Let F : A −→ B be a morphism of integrable Lie algebroids.
Suppose GA and GB are integrations of A and B, respectively. If GA is source-simply
connected then there exists a unique morphism of Lie groupoids F : G −→ H integrating
F .
As shown for instance in [19], every finite dimensional Lie algebra is integrable.
This is called Lie’s third theorem and this does not extend to Lie algebroids. The in-
tegrability problem for Lie algebroids was solved in [17] where the authors managed to
obtain the precise obstructions to the integrability of a Lie algebroid. Below we discuss a
procedure to find an integration of a given algebroid.
Inspired by the theory of Lie groups, as in [?], the starting point of the integration
theory of Lie algebroids is the following:
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Definition 2.3.4. Let A be a Lie algebroid. Two A-paths a0·dt and a1·dt are A-homotopic
if there exists an A-homotopy σ = a · dt+ b · ds such that
a|I×{0} = a0 and a|I×{1} = a1.
The relation of “being A-homotopic” is denoted by ∼A.
Let us write P1(A) for the space of A-paths. As noticed in [17], P1(A) is a Banach
manifold. Using this data, the authors of [17] introduced the following groupoid:
Definition 2.3.5. Let A be a Lie algebroid over M . The Weinstein groupoid of A is
G(A) := P1(A)/ ∼A⇒M
where ∼A is the relation of “being A-homotopic” and where the structural maps are given
by:
• The source and the target maps s, t : G(A) −→M are defined by
s([a]) := π(a(0)) and t([a]) := π(a(1));
• The composition is given by concatenation of A-paths:
a1 ∗ a0(t) :=
{
2a0(2t) if t ∈ [0, 1/2]
2a1(2t− 1) if t ∈ [1/2, 1]
.
• The unit section u : M −→ P (A) takes x to the class [0x] of the constant path at x;
• The inversion i : G(A) −→ G(A) associates a class [a] to the class [a] where a(t) :=
−a(1 − t).
There is a minor technical detail concerning smoothness of the concatenation of A-
paths. A reparametrization of the A-paths is required in order to ensure smoothness. This
however, presents no major problem since it is possible to perform such reparametrizations
without changing A-homotopy classes. The interested reader may check [17] for further
details.
A priori, the Weinstein groupoid of A is a topological groupoid. The smoothness
of G(A) is related to the integrability of A. The following is one of the main results in
[17]:
Theorem 2.3.6. Let A be a Lie algebroid over M . Then G(A) is a source-simply con-
nected groupoid. Furthermore, whenever A is integrable, G(A) admits a smooth structure
that turns it into the unique source-simply connected groupoid integrating A.
At the level of morphisms we have the following scenario:
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Theorem 2.3.7. Let Φ : A −→ B be a Lie algebroid morphism. Then:
• The induced map
F : G(A) −→ G(B)
[a] −→ [Φ ◦ a]
is a morphism between the corresponding topological groupoids.
• Whenever A and B are integrable F : G(A) −→ G(B) is smooth and integrates Φ.
2.4 2-Categories
In this section we recall the basic definitions concerning strict 2-categories. Since
all the categories we deal with in this work are strict we shall refer to them briefly as
2-categories. The presentation follows [38] very closely.
Definition 2.4.1. A (small) 2-category consists of the following data:
• a set of objects ;
• for every pair of objects (X, Y ) there is a set of 1-morphisms whose elements are
denoted by f : X −→ Y ;
• for every pair of 1-morphisms (f, g), f, g : X −→ Y , there is a set of 2-morphisms
whose elements are written ϕ : f ⇒ g;
together with the following structure:
1) for every pair of 1-morphisms (f, g), f : X −→ Y and g : Y −→ Z, there is a
1-morphism g ◦ f : X −→ Y called the composition of f and g;
2) for every object X there is a 1-morphism idX : X −→ X called the identity 1-morphism
of X;
3) for every pair of 2-morphisms (ϕ, ψ), ϕ : f ⇒ g and ψ : g ⇒ h there is a 2-morphism
ψ • ϕ : f ⇒ h called the vertical composition of ϕ and ψ;
4) for every 1-morphism f there is a 2-morphism idf : f ⇒ f called the identity 2-
morphism of f ;
5) for every triple of objects (X, Y, Z) and 1-morphisms f, f ′ : X −→ Y and g, g′ : Y −→
Z and for every pair of 2-morphisms, ϕ : f ⇒ f ′ and ψ : g ⇒ g′ there is a 2-morphism
ψ ◦ ϕ : g ◦ f ⇒ g′ ◦ f ′ called the horizontal composition of ϕ and ψ.
This structure must satisfy the axioms:
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i) the composition of 1-morphisms and the horizontal and vertical 2-morphisms are
associative;
ii) the identity 1-morphisms are units with respect to the composition of 1-morphisms
and the identity 2-morphisms are units with respect to the vertical composition, that
is:
ϕ • idf = idg • ϕ
for every 2-morphism ϕ : f ⇒ g. The horizontal composition preserves the identity
2-morphisms in the following sense:
idg ◦ idf = idg◦f .
iii) the horizontal and the vertical compositions are compatible in the following sense
(ψ1 • ψ2) ◦ (ϕ1 • ϕ2) = (ψ1 ◦ ϕ1) • (ψ2 ◦ ϕ2)
whenever the composites are defined.
Rigorously, the above definition corresponds to the notion of strict 2-category.
The general definition of a 2-category requires weaker notions of the associativities and
units. We shall omit the precise definition.
The prototype of a (strict) 2-category is that whose objects are categories, whose
1-morphisms are functors and whose 2-morphisms are natural transformations. The com-
position of 1-morphisms is the standard composition of functors whereas the vertical and
horizontal compositions of 2-morphisms are the vertical and horizontal compositions of
natural transformations.
Next we proceed to define the notion of a (strict) 2-groupoid.
Definition 2.4.2. A 1-morphism f : X −→ Y in a 2-category is called a strict 1-
isomorphism or strictly invertible if there exists another 1-morphism g : Y −→ X such
that g ◦ f = idX and f ◦ g = idY . A 2-category in which every 1-morphism is strictly
invertible is called a (strict) 2-groupoid.
In general, we can also talk about non-strict 2-groupoid in which we require a
weaker notion of invertibility. We shall omit the precise definition.
To relate two 2-categories we use the notion of (strict) 2-functor:













F (α) F (Y )
such that:
(a) The vertical structure is respected in the following sense:
F (ψ • ϕ) = F (ψ) • F (ϕ) and F (idf ) = idF (f)
for any composable 2-morphisms ϕ and ψ and for any 1-morphism f ;
(b) The composition of 1-morphisms is respected in the following sense:
F (g) ◦ F (f) = F (g ◦ f)
for any composable 1-morphisms f and g and the horizontal composition of 2-morphisms
is respected in the following sense:
F (ψ) ◦ F (ϕ) = F (ψ ◦ ϕ)
for any composable 2-morphisms ϕ and ψ;
For general 2-categories there is a weaker notion of 2-functors.
In order to compare 2-functors, we use the notion of pseudo-natural transforma-
tion:
Definition 2.4.4. Let C and D be two (strict) 2-categories and let F1, F2 : C −→ D be
two (strict) 2-functors. A pseudo-natural transformation ρ : F1 −→ F2 is an assignment:
X














of a 2-isomorphism ρf : ρY ◦F1(f) =⇒ F2(f)◦ρX in D for every 1-morphism f : X −→ Y
in C such that:
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(b) It is compatible with 2-morphisms:
F1(X) F1(Y ) F1(X) F1(Y )
F2(X) F2(Y ) F2(X) F2(Y )
F1(f)










In particular, ρ(idX) = idρX for every object X. Pseudonatural transformations
ρ1 : F1 −→ F2 and ρ2 : F2 −→ F3 can naturally be composed to a pseudo-natural
transformation ρ2 ◦ ρ1 : F1 −→ F3.
Finally, we can compare two pseudo-natural transformations using modifications:
Definition 2.4.5. Let F1, F2 : S −→ T be two strict 2-functors and let ρ1, ρ2 : F1 −→ F2
be pseudo-natural transformations. A modification A : ρ1 =⇒ ρ2 is an assignment





































For two fixed strict 2-categories S and T , we recognize the following structures:
1) For two strict 2-functors F1, F2 : S −→ T , the pseudonatural transformations ρ :
F1 −→ F2 together with modifications and vertical composition, form a category
Hom(F1, F2).
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2) Even more, strict 2-functors from S to T , together with pseudonatural transformations,
modifications and the assignments ◦ and • defined above, form a strict 2-category
Func(S, T ).
2.5 The Weinstein 2-Groupoid
In this section we present the definition of the Weinstein 2-groupoid which first
appeared in [13]. This will play an important role in the integration theory we discuss
later on.
Definition 2.5.1. Let A be a Lie algebroid over M and let a · dt : TI −→ A be an
A-path.
• The source of a · dt is s(a · dt) := pA(a(0));
• The target of a · dt is t(a · dt) := pA(a(1));
• The inverse of a · dt is a dt := −a(1 − t) · dt;
• For x ∈M , 1x := 0x · dt denotes the unit path at x where 0x is the neutral element
of the fiber Ax.
Up to now, the unit and the inverse we just defined are simply formal. In order to
make them legit we need to take the quotient by thin-homotopies which we shall explain
below.
Definition 2.5.2. An A-path a·dt : TI −→ A is flat in its boundaries if for any θ ∈ Γ(A∗),
the map 〈θ, a〉 : I −→ R vanishes for t ∈ {0, 1} together with all its higher derivatives.
Definition 2.5.3. The concatenation of two A-paths a · dt, b dt : TI −→ A, where
t(a dt) = s(b t), is defined to be:
(b ∗ a)(t) · dt :=
{
2a(2t) · dt if t ∈ [0, 1/2]
2b(2t− 1) · dt if t ∈ [1/2, 1] .
Obviously, (b ∗ a) · dt is smooth whenever a and b are flat in their boundaries. In
order to concatenate arbitrary A-paths we must replace them by their reparametrizations.
For that, we consider a cutoff function τ : I −→ I, which can be taken as the restriction
of any increasing smooth function τ : R −→ [0, 1] such that τ |(−∞,0) = τ |(1,∞) = 0 such
that all its derivatives vanish at 0 and 1. Then, the reparametrization aτ is the A-path
given by aτ (t) · dt := a ◦ dτ : TI −→ A where aτ (t) := τ ′(t)(a ◦ τ)(t).
Definition 2.5.4. An A-homotopy between two A-paths a0 · dt and a1 · dt is a morphism
of Lie algebroids h := a · dt + b · ds : TI2 −→ A such that a0 · dt = a · dt|s=0 and
a1 · dt = a · dt|s=1 satisfying the boundary conditions b|t=0,1 = 0.
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We denote by sv(σ) = a
0 · dt and tv(σ) = a1 · dt the source and the target of h
and we write h : a0 ⇒ a1.
Definition 2.5.5. An A-homotopy h := a · dt+ b · ds : TI2 −→ A is flat in its boundary
if for any smooth section η ∈ Γ(A∗) the following conditions hold:
i) the map 〈η, b〉 : I −→ R vanishes in {s = 0, 1} as well as all its higher derivatives;
ii) the map 〈η, a〉 : I −→ R vanishes in {t = 0, 1} as well as all its higher derivatives.
Definition 2.5.6. Given two A-homotopies h := a · dt + b · dts and h′ = a′ · dt + b′ · ds
such that tv(h) = sv(h
′), we define its vertical concatenation as:
(h′ •v h)(t, s) =
{
a(t, 2s) · dt+ 2b(t, 2s) · ds if s ∈ [0, 1/2]
a′(t, 2s− 1) · dt+ 2b′(t, 2s− 1) · ds if s ∈ [1/2, 1] .
The vertical concatenation is smooth whenever h and h′ are flat in their bound-
aries. In order to smoothly concatenate arbitrary A-homotopies we must replace them by
their respective reparametrizations. The reparametrization of an A-homotopy h is given
by hτ := h ◦ d(τ × τ), namely, hτ = τ ′(t)a(τ(t), τ(s)) · dt+ τ ′(s)b(τ(t), τ(s)) · ds where τ
is a cutoff function as we described above.
Definition 2.5.7. The vertical inverse of an A-homotopy h = a · dt+ b · ds is given by
(h−1v)(t, s) = a(t, s) · dt− b(t, 1 − s) · ds.
The vertical unit at an A-path a · dt is the A-homotopy 1va·dt := a(t) · dt+ 0γ(t) · ds.
Definition 2.5.8. The horizontal source sH and the horizontal target tH are defined as
sH := s ◦ sv e tH := t ◦ sv.
Definition 2.5.9. Given two A-homotopies h = a · dt + b · ds and h′ := a′ · dt + b′ · ds
such that tH(h) = sH(h
′), we define their horizontal concatenation as:
(h′ •H h)(t, s) :=
{
2a(2t, s) · dt+ b(2t, s) · ds if t ∈ [0, 1/2]
2a′(2t− 1, s) · dt+ b′(2t− 1, s) · ds if t ∈ [1/2, 1] .
The horizontal concatenation is smooth whenever h and h′ are flat in their bound-
aries.
Definition 2.5.10. The horizontal inverse of an A-homotopy is defined as:
(h−1H )(t, s) := −a(1 − t, s) · dt+ b(1 − t, s) · ds.
Given x ∈ M , the horizontal unit is the A-homotopy 1Hx := 0x · dt + 0x · ds between the
unit path 1x and itself.
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Definition 2.5.11. A 3-homotopy is any Lie algebroid morphism H := H1 · dt + H2 ·
ds + H3 · du : TI3 −→ A satisfying the boundary conditions H3 · du|t=0,1 = 0 · du and
H3 · du|s=0,1 = 0 · du.
In this case, H defines an A-homotopy between h0 := (H1 · dt+H2 · ds)|u=0 and
h1 := (H1 · dt + H2 · ds)|u=1. Notice that, as a consequence of H being a Lie algebroid
morphism, h1 is an A-homotopy if and only if h0 is.
Definition 2.5.12. Given a Lie algebroid A over M , the Weinstein 2-groupoid of A,
denoted by 2-P(A), is the 2-groupoid whose:
• objects are the elements of M ;
• 1-morphisms are thin-homotopy classes of A-paths;
• 2-morphisms are 3-homotopy classes of A-homotopies;
and whose compositions and unities are the ones we defined previously.
We denote by P1(A) the space of thin-homotopy classes of A-paths and by P2(A)
the space of 3-homotopy classes of A-homotopies.
In [13], the authors proved the following interesting result:
Theorem 2.5.13. Let A be a Lie algebroid over M . The truncation at the level of
1-morphisms of the Weinstein 2-groupoid of A, namely, P1(A)/P2(A) identifies with the
Weinstein groupoid G(A) of A.
2.6 The Gauge 2-Groupoid of a 2-Vector Bundle
In this section we define a certain gauge 2-groupoid which is necessary in order
to define representations of 2-groupoids. The presentation follows [13] very closely.
Definition 2.6.1. A 2-vector bundle over a manifold M is a groupoid object in the
category of vector bundles over M .
Namely, a 2-vector bundle over M is a category E1 ⇒ E0 where both the space
of objects E0 and of arrows E1 are vector bundles over M and where all structure maps
(source, target, unit and composition) are vector bundle morphisms covering the identity.
Definition 2.6.2. A 2-vector bundle morphism is a linear functor, that is, a functor
which is a vector bundle map both at the level of objects and of arrows.
With the above notion of morphism, 2-vector bundles over M give rise to a
category which will be denoted by 2-VectM .
The next example will be important:
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Example 2.6.3. Let ∂ : C −→ E be a morphism of vector bundles over M . Then
E ⊕ C ⇒ E is a 2-vector bundle where the structure maps are:
s(e, c) := e
t(e, c) := e+ ∂c
(e, c′)(e+ ∂c′, c) := (e, c+ c′)
(e, c)−1 := (−e, c)
1e := (0, e).
The following special case will be important:
Definition 2.6.4. A 2-vector space is a 2-vector bundle over a point.
Given a 2-vector bundle E1 ⇒ E0 over M then (E1)x ⇒ (E0)x is a 2-vector
space. Therefore, we can think of 2-vector bundles over M as a family of 2-vector spaces
parametrized smoothly by points of M . For a given 2-vector bundle E = (E1 ⇒ E0) over
M and x ∈M let us write Ex := ((E1)x ⇒ (E0)x).
Every 2-vector bundle over M gives rise to a strict 2-groupoid over M called the
gauge 2-groupoid.
Definition 2.6.5. Let E = (E1 ⇒ E0) be a 2-vector bundle over M . The gauge 2-groupoid
of E , written 2-Gau(E) is the 2-groupoid whose:
• space of objects is M ;
• space of 1-morphisms consists of invertible linear functors F : Ex −→ Ey with x and
y varying on M ;
• space of 2-morphisms consists of linear natural transformations;
• The various compositions and units are the obvious ones.





Natural transformations play an important role in the theory of categories as
well as in the theory of Lie groupoids. The notion of natural transformation between Lie
groupoid morphisms is clear, it is an internal natural transformation in the category of
smooth manifolds, that is, a natural transformation which is smooth as a map from the
space of objects to the space of morphisms. Despite the fact that, recently, Lie groupoids
have been the subject of intensive studies, the notion of natural transformation is hardly
addressed, which partially motivated this part of the work.
Regarding natural transformations, there are two basic questions that arise in
the context of Lie groupoids:
• Is there any infinitesimal counterpart of a (smooth) natural transformation in the
context of Lie groupoids?
• What would the corresponding integration procedure be?
In this part of the work, we address both questions, to which, surprisingly, we could not
find any explicit answer in the literature. Consequently, and although we have no doubt
some of the present results might be known by a few experts in one form or another,
we are convinced this gap was worth clarifying. Furthermore, we shall apply the theory
developed in this part later in the text.
Our main result in this part is the aforementioned integration procedure:
Theorem 3.0.1. Let AM and AN be Lie algebroids over smooth manifolds M and N ,
respectively, together with a smooth family Φt : AM −→ AN of Lie algebroid morphisms
parametrized by t ∈ [0, 1].
We denote by φt : M −→ N the underlying family of smooth maps, and by
Φ∗t : Ω(AN) −→ Ω(AM)
the smooth family of morphisms of cochains complexes induced by Φt.
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Assume there exists a smooth family θt ∈ Γ(φ∗tAN) of sections of AN supported
by φt that satisfies the following condition:
∂
∂t
Φ∗t = dAM ◦ ıΦtθt + ıΘt ◦ dAN
where ıΦtθt : Ω(AN) −→ Ω(AM) is the degree −1 operator defined by:
〈ıΦtθt ε, a1, . . . , ak−1〉 := 〈ε ◦ φt, θt,Φt ◦ a1, . . . ,Φt ◦ ak−1〉.
Then:
i) The morphisms Φ∗0 and Φ
∗
1 are homotopic as cochain maps;
ii) Whenever AM and AN are integrable Lie algebroids, the assignment:
ηm := [θ(−,m) · dt]AM
defines a smooth natural transformation η : F0 =⇒ F1 where F0, F1 : G(AM) −→
G(AN) denotes the Lie groupoid morphisms integrating Φ0 and Φ1, respectively.
Here, we denote by [θ(−,m)·dt]AM the AN -homotopy class of the AN -path θ(−,m)·dt :
TI −→ AN .
This part is organized as follows:
• We start by discussing derivations of the graded algebra of a Lie algebroid;
• Next, we deal with basic time-dependent objects on Lie algebroids;
• We then discuss smooth natural transformations and explain how they can be seen
as discrete homotopies;
• Afterwards, we explain why there is not an infinitesimal counterpart to a natural
transformation and we introduce the main notion of this part, namely, that of
natural homotopy. We then show how a natural homotopy is encoded in a family
of natural transformations;
• We then proceed to explain how infinitesimal homotopies are the infinitesimal coun-
terpart of natural homotopies;
• Subsequently, we prove the aforementioned integration procedures and discuss a few
examples.
Regarding the existing literature, let us emphasize the following points. Before
the notion of Lie algebroid even emerged, the relevance of the notion of homotopy between
maps of DGAs was already pointed out by Sullivan in [40]. In the context of Lie algebroids,
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homotopies between Lie algebroid morphisms appear in the earlier work of Kubarski [28]
on Chern-Weil homomorphism (see also [8]) then studied later on in connection with
Poisson sigma-models [11]. However, the interpretation of such homotopies in terms of
natural transformations does not appear in those works.
A generalization to L∞-algebras with a strong categorical point of view can be
found in [26]. The application of these results to Lie algebroids, however, is not straight-
forward, unless considering a Lie algebroid as an infinitesimal Lie algebra which turns out
to be quite restrictive.
The presentation of this part is independent of the rest of the work. However,
the theory presented here emerged from discussions in the context of extensions of Lie
algebroids so there is really an underlying relationship with the rest of the text. It is even
possible to see an infinitesimal homotopy as a morphism between suitable extensions of
the tangent bundle TI. In the final part of this work we shall point out how to apply the
integration procedure proven in this part can be applied in the context of extensions of
Lie algebroids.
3.1 Derivations of Lie Algebroids
In this section we discuss derivation maps between forms of different Lie alge-
broids. This will be an important tool in later sections.
Definition 3.1.1. Given a smooth map φ : M −→ N and a vector bundle AN over N , a
section of AN supported by φ is a section θ of the pullback bundle θ ∈ Γ(φ∗AN).
In particular, if AM = TM and AN = TN are tangent bundles, then θ is just
a vector field supported by φ, that is, essentially, a vector tangent at φ in the space of
smooth maps from M to N .
Definition 3.1.2. Let Φ : AM −→ AN be a vector bundle map covering φ : M −→ N
and denote by Φ∗ : Ω(AN) −→ Ω(AM) the induced map on forms.
A Φ∗-derivation of degree k is a degree k linear application
ν : Ω(AN) −→ Ω(AM)
such that:
ν(α ∧ β) = ν(α) ∧ Φ∗(β) + (−1)k|α|Φ∗(α) ∧ ν(β), (3.1)
for every α, β ∈ Ω(AN) homogeneous. In the case, k = 0, AM = AN and Φ = idAN , we
say that ν is a derivation of Ω(AM).
Proposition 3.1.3. Under the assumptions and notations of definition 3.1.2, there is a
one-to-one correspondence between:
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• Φ∗-derivations of degree −1;
• sections θ ∈ Γ(φ∗AN) supported by φ.
Explicitly, to any section θ ∈ Γ(φ∗AN) supported by φ, the corresponding Φ∗-derivation
ν := ıΦθ is given by:
〈νβ, a1, . . . , ak−1〉 := 〈β ◦ φ, θ ∧ Φ ◦ a1 ∧ . . . ∧ Φ ◦ ak−1〉 ∈ C∞(M) (3.2)
where β ∈ Ωk(AN) and a1, . . . , ak−1 ∈ Γ(AM).
Proof. First, a direct computation shows ν = ıΦθ is indeed a Φ
∗-derivation. To see that any
Φ∗-derivation ν can be obtained this manner, one notices that, since Ω(AN) is generated
(as a graded algebra) by Ω≤1(AN), and because of the Φ∗-derivation condition (3.1), ν is
entirely determined by its restriction to Ω≤1(AN). Since ν has degree −1, this restriction
vanishes on C∞(N) so it reduces to a map
ν|Ω1(AN ) : Ω1(AN) −→ C∞(M)
which is C∞(M)-linear. Here Ω1(AN) is a C∞(M)-module by extension of scalars via
the pullback map φ∗ : C∞(N) −→ C∞(M). In other words, ν|Ω1(AN ) can be seen as a
C∞(M)-linear map ν|Ω1(AN ) : Γ(φ∗A∗N) −→ C∞(M) and, by biduality, it corresponds to
a section θ ∈ Γ(φ∗AN), which is precisely what equation (3.2) expresses for k = 1. This
last argument also makes it clear that the assignment θ −→ ıΦθ is injective.
In fact, the degree −1 operator ıΦθ : Ω(AN) −→ Ω(AM) defined in (3.2) can be
obtained as a composition ıΦθ = Φ
∗ ◦ ıθ where ıθ denotes the interior product with θ, seen
as the degree −1 map ıθ : Ω(AN) −→ Ω(φ∗AN) and Φ∗ : Ω(φ∗AN) −→ Ω(AM) is the
obvious map induced by Φ.
Later on, we will have to deal with computations involving both ıΦθ = Φ
∗ ◦ ıθ and
Lie algebroid differentials. Since, the pullback bundle φ∗AN does not come equipped with
a Lie algebroid structure we will rather use the notation ıΦθ .
3.2 Lie Algebroid Maps and Time Dependence
Soon we will deal with various types of time-dependent geometric objects like
sections and vector bundle maps. Below we clarify what is meant by smoothness of such
objects.
Definition 3.2.1. A smooth family of maps φt : M −→ N parametrized by t ∈ I := [0, 1]
is a smooth map φ : M × I −→ N .
We define and use similar notions for smooth families of vector bundle maps,
sections and so on. In particular, for forms, supported sections and derivations we shall
use the following notations:
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Definition 3.2.2. Given a vector bundle AM −→M , a time-dependent k-form on AM is
a section of the vector bundle






the space of time-dependent forms on AM . We shall see any α ∈ Ω(AM)I as a family of





where αAMt : AM −→ AM ×I denotes the obvious injection and (ıAMt )∗ is the map induced
on forms. Using these notations and the fact that (ıAMt )
∗ : Ω(AM)I −→ Ω(AM) is a
morphism of graded algebras, we have
(α ∧ β)t = αt ∧ βt. (3.3)
Definition 3.2.3. Given a smooth family of maps φt : M −→ N and a vector bundle AN
over N , a smooth family θt of sections of AN supported by φt is, by definition, a section θ
of the pullback θ ∈ Γ(φ∗AN) where φ is the corresponding smooth map φ : M × I −→ N .
For a time-dependent vector bundle map, the notion of time-dependent Φ∗-
derivation is obtained as follows:
Definition 3.2.4. Consider Φt : AM −→ AN a time-dependent vector bundle map cov-
ering φt : M −→ N and denote by Φ∗ : Ω(AN) −→ Ω(AM)I the induced map on forms.
A Φ∗-derivation of degree k is a degree k linear map
ν : Ω(AN) −→ Ω(AM)I
such that
ν(α ∧ β) = ν(α) ∧ Φ∗(β) + (−1)k|α|Φ∗(α) ∧ ν(β)
for every α, β ∈ Ω(AN) homogeneous.
Because of the equation (3.3), a Φ∗-derivation ν is the same as smooth family
νt of Φ
∗
t -derivations. Notice, however, that the terminology of a smooth family here is a
bit misleading for both Φ∗ and ν. Indeed, we view, for instance Φ∗, as a mere algebraic
object, namely, a morphism of graded algebras Ω(AN) −→ Ω(AM)I . There is no topology
involved neither on Ω(AN) nor on Ω(AM)
I . Rather, the algebraic properties of Φ∗ are
what ensure the smoothness of Φ. For instance, in degree 0, the only condition is to have
a morphism of commutative algebras φ∗ : C∞(N) −→ C∞(M × I), then it is well known
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that such morphisms are always pullbacks of a smooth map φ : M × I −→ N (see, for
example [10]).
Similar considerations hold for ν. Let us spell out the correspondence ν ↔ νt in




Reciprocally, given a family of applications νt : Ω(AN) −→ Ω(AM), we set:
〈ν(αN)(m,t), a1, . . . , ak〉 := 〈νt(αN)m, a1, . . . , ak〉
for every αN ∈ Ωk(AN) and a1, . . . , ak ∈ (AM × I)(m,t). Here, we are identifying (AM ×
I)(m,t) with (AM)m. Then, by definition, the family νt is smooth if ν takes values in
Ω(AM)
I , the space of smooth sections of
∧
A∗M × I −→M × I.
Assume now that AM −→ M is a Lie algebroid. Then, there is on AM × I an
obvious structure of a Lie algebroid over M × I such that for every t ∈ I, the injections
ıAMt : AM ↪→ AM × I define Lie subalgebroids. The corresponding differential on Ω(AM)I
is characterized by
(dAM×Iα)t = dAMαt, (3.4)
for any time-dependent forms α, β ∈ Ω(AM)I and t ∈ I.
Notice that dAM×I is C





is a degree 0 derivation of (Ω(AM)






















for every time-dependent one-form αt and every time-dependent section at.
Likewise, time-dependent forms can be integrated with respect to the time vari-








The easiest way to define this is by duality as follows:
〈∫ 1
0






αt, a1, . . . , an
〉
dt,
for every α ∈ Ωn(AM) and ai ∈ Γ(AM), i = 1, . . . , n. Here, on the right hand side, one
just integrates a function on M × I with respect to the time variable. This makes it easy
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to check that such an integration commutes with the Lie algebroid differentials, namely,
we have: ∫ 1
0




The proof of this fact for the case of tangent bundles can be found in [9].
Lemma 3.2.5. There is a one-to-one correspondence between smooth families of vector
bundle maps Φt : AM −→ AN and morphisms of graded algebras
Φ∗ : (Ω(AN),∧) −→ (Ω(AM)I ,∧).
Furthermore, Φt : AM −→ AN defines a smooth family of Lie algebroid morphisms if
and only if the induced application Φ∗ : (Ω(AN),∧, dAN ) −→ (Ω(AM)I ,∧, dAM×I) is a
morphism of DGAs.
Proof. The first statement essentially follows from the definitions: a smooth family of
vector bundle maps Φt : AM −→ AN is, by definition, a vector bundle map Φ : AM ×
I −→ AN , which is well-known [41] to be the same as a morphism of graded algebras
Φ∗ : Ω(AN) −→ Ω(AM)I . The second statement is a direct consequence of (3.3) and
(3.4).
The Proposition 3.1.3 has a time-dependent counterpart, whose proof is obtained
simply replacing M with M × I and following the definitions:
Proposition 3.2.6. Let Φt : AM −→ AN be a smooth family of vector bundle maps
covering φt : M −→ N and denote by Φ∗ : Ω(AN) −→ Ω(AM)I the induced map on
forms.
There is a one-to-one correspondence between:
• degree −1 Φ∗-derivations;
• smooth families of time-dependent sections θt ∈ Γ(φ∗tAN) supported by φt.
More precisely, to any section θ ∈ Γ(φ∗AN) supported by φ, one associates the Φ∗-
derivation ν := ıΦθ defined by:
〈νβ, a1, . . . , ak−1〉 := 〈β ◦ φ, θ,Φ ◦ a1, . . . ,Φ ◦ ak−1〉 ∈ C∞(M × I) (3.5)
for every β ∈ Ωk(AN) and a1, . . . , ak−1 ∈ Γ(AM). Furthermore, any Φ∗-derivation is of
this form.
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3.3 Natural Transformations as Discrete Homotopies
Consider two abstract (small) groupoids C and D, together with functors
F0, F1 : C −→ D
that shall be fixed for the remainder of this section. Since we shall largely discuss the
notion of natural transformation, let us recall the basic definition.
Definition 3.3.1. A natural transformation η : F0 =⇒ F1 is given by an assignment
that associates to any object x in C an arrow ηx in D, in such a way that for any arrow


















We also introduce the following basic tool, that will be useful in order to under-
stand natural transformations.
Definition 3.3.2. We call discrete interval the pair groupoid over {0, 1} and denote it
by I.
More precisely, the discrete interval is the groupoid
I := {0 →← 1}
with {0, 1} as space of objects and whose only non-identical morphisms are given by a
single arrow τ1,0 : 0 −→ 1 together with its inverse τ0,1 : 1 −→ 0.
In the theory of categories, the discrete interval plays a similar role as the usual
interval I := [0, 1] in basic homotopy theory as we now explain. Although, we are only
interested in groupoids, the following discussion can be easily adapted to categories.
One may consider the product groupoid C × I and notice that it contains two
copies of C. More precisely, there are two obvious embeddings
ı0, ı1 : C ↪→ C × I,
which send an object x in C to (x, 0), respectively, to (x, 1) and a morphism a in C to
a× id0, respectively, to a× id1, where id0 and id1 are the identities in I.
Proposition 3.3.3. Given two functors F0, F1 : C −→ D, there is a one-to-one corre-
spondence between:
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• natural transformations η : F0 =⇒ F1;
• functors F : C × I −→ D such that F0 = F ◦ ı0 and F1 = F ◦ ı1.
Proof. Given η : F0 −→ F1, the restrictions F |ı0(C) and F |ı1(C) being imposed, all we need
in order to define F is to specify the images of the morphisms idx × τ : (x, 0) −→ (x, 1)
and idx × τ−1 : (x, 1) −→ (x, 0). This is easily done setting
F (idx × τ1,0) = ηx
F (idx × τ0,1) = η−1x .
The conditions for η to be a natural transformation imply that F is indeed a functor.
Conversely, given a functor F : C × I −→ D, the above formulas define a natural
transformation η : F0 =⇒ F1.
The functor F , and how it relates to η can be pictured as follows:

























Notice that the diagram on the left hand side always commutes because of the
multiplication on the product C × I. By functoriality, the diagram of the right hand side
is also commutative. This explains the commutativity condition in the definition 3.3.1 of
a natural transformation.
Although Definition (3.3.1) is the one usually appearing in textbooks, one may
argue that the description obtained via proposition (3.3.3) is more natural from the cate-
gorical point of view, in the sense that it spells out the notion of natural transformation
purely in terms of functors. It will turn out to be our starting point in order to understand
natural transformations in the smooth setting.
The idea of seeing natural transformations as discrete homotopies between func-
tors is not original, see, for instance, the comments in [16] and [39].
3.4 Smooth Natural Transformations and Lie Groupoid
Morphisms
In this section, we consider two Lie groupoids GM ⇒ M and GN ⇒ N , together
with Lie groupoid morphisms F0, F1 : GM ⇒ GN . We denote by φ0 : M −→ N and
φ1 : M −→ N the corresponding smooth maps induced on the bases.
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There is no subtlety in the definition of a natural transformation between Lie
groupoid morphisms. We just need to adapt the definition to the differential geometric
setting.
Definition 3.4.1. A (smooth) natural transformation η : F0 =⇒ F1 is a smooth map
η : M −→ GN such that F1(a) ◦ ηx = ηy ◦ F0(a) for any a ∈ GM .
One may notice that the discrete interval I ⇒ {0, 1} endowed with the discrete
topology has a natural Lie groupoid structure. Furthermore, proposition (3.3.3) immedi-
ately generalizes to Lie groupoids as follows.
Proposition 3.4.2. Given two Lie groupoid morphisms F0, F1 : GM −→ GN , there is a
one-to-one correspondence between:
• Natural transformations η : F0 =⇒ F1;
• Lie groupoid morphisms F : GM × I −→ GN such that F0 = F ◦ ı0 and F1 = F ◦ ı1.
The above proposition makes it clear that there is no useful infinitesimal coun-
terpart to a natural transformation. Let us spell this out: in the theory of Lie groupoids,
the infinitesimal counterpart is obtained by applying the Lie functor (see section 2.2). By
doing so to a Lie groupoid morphism of the form F : GM × I −→ GN as in proposition
(3.4.2), we obtain a Lie algebroid morphism
Lie(F ) : Lie(GM × I) −→ Lie(GN).
However, it is easily seen that Lie(GM × I) can be canonically identified with the disjoint
union of two copies of AM := Lie(GM), namely, we have:
Lie(GM × I) = AM
∐
AM .
This is due to the fact that the space of arrows in I comes with a discrete topology. As a
consequence, GM × I cannot have connected source-fibers, even if GM does. Hence, when
we apply the Lie functor to F , all information about the natural transformation η is lost.
In other words, from this point of view there is no infinitesimal counterpart to a single
natural transformation.
3.5 Natural Homotopies
The discussion of the previous section seems to make hopeless the existence of
an infinitesimal object that would integrate to a natural transformation. However, as
suggested by proposition 3.3.3, the discrete interval I is a mere algebraic model for homo-
topies between functors. Yet, in the context of Lie groupoids, there is another candidate
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to play this role, namely the pair groupoid I := (I × I ⇒ I) over the interval I := [0, 1].
We shall denote by τt1,t0 : t0 −→ t1 the arrows in I.
Notice that I comes equipped with a natural Lie groupoid structure. Furthermore,
given a Lie groupoid GM ⇒M , we now have a whole family of embeddings parametrized
by t ∈ I, as follows:
ıt : GM ↪→ GM × I.
Notice there is also an obvious embedding I ↪→ I, so that we can identify ıt for t = 0, 1
with the embeddings GM × I defined in the previous section.
With this smooth model of an interval at hand, the proposition (3.3.3) suggests
that we adapt our approach as follows:
Definition 3.5.1. Given two Lie groupoid morphisms F0, F1 : GM −→ GN , a natural
homotopy F : F0 =⇒ F1 is a Lie groupoid morphism
F : GM × I −→ GN
such that F0 = F ◦ ı0 and F1 = F ◦ ı1.
Associated to a natural homotopy, rather than a single natural transformation,
we now recover a whole smooth family of them.
Proposition 3.5.2. Given two Lie groupoid morphisms F0, F1 : GM −→ GN , there is
one-to-one correspondence between:
• natural homotopies F : GM × I −→ GN such that F0 = F ◦ ı0 and F1 = F ◦ ı1;
• smooth families of natural transformations ηt : F0 −→ Ft.
Proof. The proof is analogue to that of proposition (3.3.3). Given F : GM × I −→ GN we
define a family of functors Ft := F ◦ ıt : GM −→ GN and an application η : M × I −→ GN
as follows
η(x,t) := F (idx × τt,0).
As illustrated below, we have:


























The diagram on the left hand side commutes as a consequence of the definition of the
multiplication in the product GM × I; therefore, the one on the right hand side commutes
by functoriality of F . It follows that ηt : F0 =⇒ Ft is a natural transformation for all
t ∈ I. Furthermore, η is clearly smooth as a map η : M × I −→ GN .
Reciprocally, given a smooth family of natural transformations ηt : F0 −→ Ft we
define F as follows:
F (idx × τt2,t1) := η(x,t2) ◦ η−1(x,t1)
for every x ∈ M . It is then straightforward to check that F defines a Lie groupoid
morphism GM × I −→ GN as a consequence of ηt being a natural transformation for all
t ∈ I.
3.6 Infinitesimal Counterpart of a Natural Homo-
topy
The Lie algebroid of the Lie groupoid I ⇒ I is given by the tangent bundle:
Lie(I) := (TI −→ I).
Having proposition (3.5.2) in mind, there is an obvious infinitesimal counterpart for a
natural homotopy, obtained by applying the Lie functor to definition (3.5.1) as follows:
Definition 3.6.1. Given two Lie algebroid morphisms Φ0,Φ1 : AM −→ AN , a natural
homotopy Ψ : Φ0 =⇒ Φ1 is a Lie algebroid morphism
Ψ : AM × TI −→ AN
such that Φ0 = Ψ ◦ ı0 and Φ1 = Ψ ◦ ı1, where ı0, ı1 : AM ↪→ AM × TI denote the obvious
injections.
Example 3.6.2. An A-path a · dt : TI −→ A between x := pA(a(0)) and y = pA(a(1))
can be seen as a natural homotopy between the Lie algebroid morphisms 0x : 0∗ −→ A
and 0y : 0∗ −→ A. Here, 0∗ denotes the trivial Lie algebroid over a point, and 0x, 0y are
the obvious Lie algebroid maps associated with x and y.
Below, we shall look at natural homotopies between Lie algebroid morphisms
in more detail. Part of the discussion is based on [11], though our approach is slightly
different, avoiding graphs.
Along the text, we shall abuse notations, in particular ∂t may denote indistinctly
the obvious section of either the vector bundle TI −→ I or AM × TI −→ M × I.
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Similarly, we shall not distinguish dt ∈ Ω1(TI) from its pullback along the projection
AM × TI −→ TI.
Lemma 3.6.3. Any vector bundle map Ψ : AM × TI −→ AN can be written uniquely in
the form
Ψ := Φ + θ · dt (3.6)
where Φt : AM −→ AN is a smooth family of vector bundle maps covering φt : M −→ N
and θt ∈ Γ(φ∗tAN) a smooth family of sections of AN supported by φt. Here φ : M×I −→
N is the map underlying Ψ.
Reciprocally, any pair (Φt, θt) where Φt : AM −→ AN is a vector bundle map and
θt ∈ Γ(φ∗tAN) is a smooth family of sections supported by the base map φt : M −→ N of
Φt, induces by (3.6) a vector bundle map Ψ : AM × TI −→ AN .
Proof. The vector bundle AM × TI −→M × I is obtained as the Whitney sum of vector
bundles over M × I as follows:
AM × TI := (AM × I) ⊕ (M × TI). (3.7)
Furthermore, a vector bundle map AM×TI −→ AN covering a smooth map φ : M×I −→
N is the same as a vector bundle map AM ×TI −→ φ∗AN covering the identity of M × I.
Decomposing Ψ into each factor in (3.7) the result easily follows. It suffices to take
φ := Ψ|AM×I and θ := Ψ ◦ ∂t so that Ψ|M×TI = θ · dt. The converse statement should be
obvious now.
As pointed out in Proposition 1.3.14, Lie algebroid morphisms can be described
in terms of morphisms of DGAs. The aim of the discussion below is to use this approach
to translate the conditions for Ψ = Φ + θ · dt to define a morphism of Lie algebroids into
conditions on Φ and θ.
Let us start by fixing a smooth family of vector bundle maps Φt : AM −→ AN as
in section 3.2. Recall that we denote by φt : M −→ N the underlying family of smooth
maps and by Φ∗ : Ω(AN) −→ Ω(AM)I the morphisms of graded algebras induced on





where AN × I is seen as a vector bundle over N × I.
Proposition 3.6.4. Let Φt : AM −→ AN be a smooth family of vector bundle maps
covering φt : M −→ N and suppose θt ∈ Γ(φ∗tAN) is a smooth family of sections of AN
supported by φt.
Then Ψ = Φ + θ · dt : AM × TI −→ AN defines a Lie algebroid morphism if and
only if the following conditions hold for any t ∈ I:
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i) Φt : AM −→ AN is a Lie algebroid morphism;
ii) The Φ∗t -derivation ı
Φt
θt
as in proposition 3.1.3 satisfies
∂
∂t
Φ∗t = dAM ◦ ıΦtθt + ıΦtθt ◦ dAN .
Proof. Any k-form η ∈ Ωk(AM × TI) decomposes uniquely as η = α + β ∧ dt where
α ∈ Ωk(AM)I and β ∈ Ωk−1(AM)I . In other words, there is a canonical isomorphism
Ωk(AM × TI) = Ωk(AM)I ⊕ Ωk−1(AM)I ∧ dt. (3.8)
Using this decomposition, one checks that both dAM×TI and Ψ
∗ can be decomposed in the
following way:
dAM×TI = dAM×I + (−1)|·|
∂
∂t
(·) ∧ dt (3.9)
Ψ∗ = Φ∗ − (−1)|·|ıΦθ ∧ dt. (3.10)
More precisely, for any α ∈ Ωk(AM)I and β ∈ Ωk−1(AM)I we have:







and for any αN ∈ Ωl(AN) we have:
Ψ∗(αN) = Φ∗(αN) − (−1)lıΦθ (αN) ∧ dt.
Here, dAM×I is the obvious Lie algebroid differential on AM×I. Furthermore, the operator




Substituting the equations (3.9) and (3.10) in the condition dAM×TI◦Ψ∗ = Ψ∗◦dAN
for Ψ to define a Lie algebroid morphism and then taking into account the uniqueness of
the decomposition of a form in (3.8), we deduce that Ψ is a Lie algebroid morphism if
and only if:
dAM×I ◦ Φ∗ = Φ ◦ dAN
∂
∂t
Φ∗ = dAM×I ◦ ıΦθ + ıΦθ ◦ dAN .
One concludes by noticing that both equations hold if and only if they hold timewise. For
the first equation, this follows more precisely from lemma (3.2.5) and (3.4). Similarly, for
the second equation one can see ν := ıΦθ as a smooth family νt : Ω(AN) −→ Ω(AM) of Φ∗t -
derivations of degree k to which, by Proposition (3.5), we associate a family θt ∈ Γ(φ∗tAM)
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supported by φt.
In the terminology of [11], Proposition 3.6.4 says that a natural homotopy is a
homotopy of Lie algebroid morphisms by gauge transformations. Note, however, that the
precise relation between gauge transformations and smooth natural transformations is not
established in [11], neither its time-dependent version made explicit.
The theorem below, which essentially rephrases Proposition 3.6.4, summarizes
the discussion of this section:
Theorem 3.6.5. Let Φi : AM −→ AN be two Lie algebroid morphisms (i = 0, 1) and
denote by Φ∗0,Φ
∗
1 : (Ω(AN),∧, dAN ) −→ (Ω(AM),∧, dAM ) the corresponding morphisms of
DGAs.
Then Φ0 and Φ1 are naturally homotopic if and only if there exists:
• a morphism of DGAs Φ∗ : (Ω(AN),∧, dAN ) −→ (Ω(AM)I ,∧, dAM×I) extending Φ∗0
and Φ∗1;
• a Φ∗-derivation ν : Ω(AN) −→ Ω(AM)I of degree −1 such that:
∂
∂t
Φ∗t = dAM×I ◦ ν + ν ◦ dAN .
3.7 Integration of Natural Homotopies
We now have enough tools in hand in order to prove the main result of this
part, which is to provide an integration procedure in order to obtain smooth natural
transformations.
Theorem 3.7.1. Let AM and AN be Lie algebroids over smooth manifolds M and N ,
respectively, together with a smooth family Φt : AM −→ AN of Lie algebroid morphisms
parametrized by t ∈ [0, 1].
We denote by φt : M −→ N the underlying family of smooth maps and by
Φ∗t : Ω(AN) −→ Ω(AM)
the smooth family of morphisms of DGAs induced by Φt.
Assume that there exists a smooth family θt ∈ Γ(φ∗tAN) of sections of AN sup-
ported by φt that satisfies the following condition
∂
∂t
Φ∗t = dAM ◦ ıΦtθt + ıΦtθt ◦ dAN (3.11)
where ıΦtθt : Ω(AN) −→ Ω(AM) is the family of degree −1 Φ∗t -derivations defined as
〈ıΦtθt αN , v1, . . . , vp−1〉 := 〈αN ◦ φt, θt(m) ∧ Φt(v1), . . . ,Φt(vp−1)〉
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for any v1, . . . , vp−1 ∈ (AM)m.
Then the following assertions hold:
i) The morphisms Φ∗0 and Φ
∗
1 are cochain homotopic;
ii) Whenever AM and AN are integrable Lie algebroids, the assignment:
M  m −→ ηm := [θ(m) dt]AN ∈ G(AN) (3.12)
defines a smooth natural transformation η : F0 =⇒ F1, where
F0, F1 : G(AM) −→ G(AN)
denote the Lie groupoid morphisms integrating Φ0 and Φ1, respectively.
Here, we denoted by [θ(m) dt]AN the AN -homotopy class of the AN -path θ(m) dt :
TI −→ AN .
Proof. The proof of the first assertion is similar to the homotopy invariance of smooth
maps in the De Rham cohomology (see, for instance [30]). More precisely, given α ∈



















defines indeed a cochain homotopy between Φ∗0 and Φ
∗
1. Here we used the fact that
integration with respect to time parameter commutes with the Lie algebroid differentials.
In order to prove the second assertion, we use lemma 3.6.3 according to which
Ψ := Φ+θ ·dt defines a Lie algebroid morphism Ψ : AM×TI −→ AN such that Φ0 = Ψ◦ı0
and Φ1 = Ψ ◦ ı1. Then, applying the integration functor to Ψ, we obtain a Lie groupoid
morphism
F : G(AM) × I −→ G(AN)
such that F0 = F ◦ ı0 and F1 = F ◦ ı1. Therefore, by proposition 3.5.2, there exist natural
transformations ηt : F0 =⇒ Ft, in particular for t = 1.
Finally, the explicit formula for the natural transformation η is a consequence of
the formula for η given in the proof of proposition 3.5.2. Namely, the element idx × τ1,0,
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as a homotopy class of AM × TI-path, is represented by the following path:
(0Ax × ∂t) dt : TI −→ AM × TI
∂t −→ (0AMx , ∂t).
By the definition of the integration functor, the image of idx × τ1,0 by F is given by the
homotopy class of the AN -path Ψ ◦ (0AMx × ∂t) dt. Then using the formula Ψ = Φ + θ · dt,
we successively obtain:
ηx = F (idx × τ1,0)
= F ([(0AMx × ∂t) dt]AM )
= [Ψ ◦ (0AMx × ∂t) dt]AN
= [θ(x,−) dt]AN ,
which completes the proof.
The usual notion of homotopy between smooth maps is of course recovered from
our results as follows:
Proposition 3.7.2. Let M and N be smooth manifolds and φi : M −→ N (i = 0, 1)
be smooth maps. Then smooth homotopies ψ : M × I −→ N are the same as natural
homotopies Ψ : TM × TI −→ TN .
Proof. This follows from the well known fact that a vector bundle map Ψ : TM ×TI −→
TN covering φ : M × I −→ N is a Lie algebroid morphism if and only if Ψ = dψ.
In that case, our main theorem reads:
Proposition 3.7.3. Given smooth manifolds M , N and a smooth homotopy φ : M ×




where [γφm] denote the homotopy class of the path φ
φ









Here π(M) ⇒ M and π(N) ⇒ N denote the fundamental groupoids of M and N ,
respectively, and Φ0,Φ1 : π(M) −→ π(N) are the Lie groupoid morphisms induced by φ0
and φ1, respectively.
Proof. Given a smooth homotopy φ : M×I −→ N between φ0 : M −→ N and φ1 : M −→
N we obtain a smooth family of Lie algebroid morphisms Φt := dφt : TM −→ TN that
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integrate to a family of Lie groupoid morphisms:
Ft : π(M) −→ π(N).
The differential Ψ := dφ : TM ×TI −→ TN defines a natural homotopy between Φ0 and
Φ1. Furthermore, Φ is clearly of the form









The result follows from our main theorem 3.7.1.
One may wonder what happens if we replace the fundamental groupoids π(M)
and π(N) by the pair groupoids M × M ⇒ M and N × N ⇒ N that also integrate
TM and TN , respectively. However, by doing so, the proposition 3.7.3 becomes void.
Indeed, for any Lie groupoid G ⇒ M and any couple of Lie groupoid morphisms F0, F1 :
G −→ N × N , there exists a unique natural isomorphism η : F0 =⇒ F1 (it is given by
ηx := (F0(x), F1(x)) ∈ N ×N , for any x ∈M).
3.8 Deformation Retracts of Lie Algebroids
As an application of our theory of natural homotopies we discuss deformation
retracts of Lie algebroids. In the sequel we consider a Lie algebroid AM −→ M together
with a Lie subalgebroid AR −→ R. Recall that this means we have an injective Lie
algebroid morphism
ıAR : AR ↪→ AM ,
such that the corresponding base map ıR : R ↪→M is an embedding.
Definition 3.8.1. Given a Lie subalgebroid ıAR : AR ↪→ AM , a (weak) deformation
retraction from AM to AR is a natural homotopy between Φ0 := idAM and a retraction
from AM to AR.
More precisely, a deformation retraction is given by a Lie algebroid morphism
Ψ = Φ + θ · dt : AM × TI −→ AM such that:
i) for t = 0 we have Φ0 = idAM ;
ii) for t = 1 the map Φ1 : AM −→ AM factors through a Lie algebroid morphism
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Φ̌1 : AM −→ AR which is a retraction, namely:
ıAR ◦ Φ̌1 = Φ1















We say AR is a deformation retract of AM if there exists a deformation retraction from
AM to AR.
Proposition 3.8.2. A Lie algebra g admits no deformation retract except from itself.
More precisely, if gR ⊂ g is a deformation retract of g, then g and gR are isomorphic as
Lie algebras.
Proof. If AM = g is a lie algebra then Φ1 is necessarily invertible.
We conclude this section with an interesting theorem which discuss deformation
retracts of integrable Lie algebroids.
Theorem 3.8.3. Let AM be an integrable Lie algebroid and Ψ = Φ+θ ·dt : AM ×TI −→
AM be a deformation retraction of AM to AR. Then the following assertions hold:
i) The Lie algebroid AR is integrable;
ii) G(AM) identifies, as a groupoid with the pullback groupoid φ!1G(AT ) where φ1 denotes
the restriction of the base map of Ψ to M × {1}, seen as a map φ1 : M −→ R.
iii) If, furthermore, the base map φ̌1 : M −→ R is transversal to the characteristic
foliation of AR, that is, if:
Im((dφ̌1)m) + Im(AR)φ̌1(m) = Tφ̌1(m)R
for any m ∈M , then the identification of item ii) is a Lie groupoid isomorphism.
Proof. Item i) is a well known result from Moerdijk and Mrcun [37], stating that any Lie
subalgebroid of an integrable Lie algebroid is integrable. In order to prove ii), one first
checks that, for any Lie algebroid morphism Φ̌1 : AM −→ AR covering φ̌1 : M −→ R, the
map
K : G(AM) −→ φ̌1!G(AR)
[aM dt] −→ (t([aM dt]), F̌1([aM dt]), s([aM dt])),
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always defines a (topological) groupoid morphism. Here [aM dt] denotes the AM -homotopy
class of any AM -path aM dt : TI −→ AM and F̌1 : G(AM) −→ G(AR) is the Lie groupoid
morphism integrating Φ̌1 : AM −→ AR.
Whenever there is a deformation retraction Ψ = Φ + θ ·dt as in definition (3.8.1),
then K admits the following map as an inverse:
L : φ̌1
!G(AR) −→ G(AM)
(y, [aR dt], x) −→ ηy · [ıAR(aR) dt] · (ηx)−1.
Here, ηm := [θ(m) dt] ∈ G(AM) is the natural transformation as in (3.12).
The transversality condition in iii) ensures that both the pullback groupoid
φ̌1
!G(AN) is a Lie groupoid, then the isomorphisms K and L above are automatically
smooth (see, for instance, [25] for pullbacks of Lie groupoids and of Lie algebroids).




Extensions of Lie Brackets
In this chapter we deal with extensions of Lie algebroids. These are fibrations
within the category of Lie algebroids. By a fibration we mean a (not-necessarily locally
trivial) surjective submersion between manifolds. The concept of extension is general
enough to encompass surjective submersions, extensions of Lie algebras, transitive Lie
algebroids, actions of Lie algebroids and VB-algebroids. We pay particular attention to
Ehresmann connections for they play a fundamental role in the theory. Most of the expo-
sition is based upon [12]. Our main contribution in this chapter is the section concerning
morphisms between extensions of Lie algebroids.
4.1 Extensions of Lie Algebroids
In this section we deal with Lie algebroid extensions which is one of the main
building block of our work. We make sure to present several examples that should make
it clear why Lie algebroid extensions are worth to be studied.
Definition 4.1.1. An extension of a Lie algebroid AB is a surjective Lie algebroid mor-
phism π : AE −→ AB which covers a surjective submersion π0 : E −→ B. AE will be
called the total space, AB the base and K := Ker(π) the kernel.
Under the previous conditions, the kernel K is a sub-vector bundle of AE. Fur-
thermore, as proved in [12], K is a Lie subalgebroid of AE by means of the inclusion map
j : K −→ E. Thus, we obtain a short exact sequence of Lie algebroids over different bases:
K   j  AE π   AB .
We will also refer to AE as an extension of AB by K. However, it must be emphasized
that the injection K ⊂ AE does not determine π nor π0 so one should not think of AB as
a quotient of AE by K.
We will denote by E : AE −→ TE, B : AB −→ TB, K : K −→ TE and [·, ·]AE ,
[·, ·]AB and [·, ·]K the respective anchors and brackets.
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It is straightforward that the characteristic foliation of K lies on Vert := Ker(dp),
that is, K(K) ⊂ Vert. Therefore, the restriction
K|Ex = {(k, pK(k)) ∈ K × E : π0(pK(k)) = x},
of the vector bundle K to the fiber Ex := p−1({x}) over x ∈ B is a Lie algebroid over Ex.
Therefore, K can be thought of as a family of Lie algebroids parametrized by points of B.
In the literature, extensions are also called fibrations, see for instance [33]. For
an anternative definition of extension we refer the reader to [33].
Afterwards, we will illustrate Definition 4.1.1 with a wide range of examples.
Most of the following examples were taken from [12] and additional ones can be found
therein.
Example 4.1.2 (Lie Algebroids). Any Lie algebroid AE, by means of the identity mor-
phism, defines an extension whose total space coincides with the base. The kernel of this
extension is the zero vector bundle 0E over E.
Example 4.1.3 (Lie Algebras). Let AE := e and AB := b be two Lie algebras. An
extension with total space e and base k is, simply, a surjective Lie algebra morphism
π : e −→ b, that is, an extension of Lie algebras. The kernel k of this extension is a Lie
ideal of e.
Example 4.1.4 (Submersions). A wide range of examples can be obtained considering
surjective submersions between manifolds. In fact, any surjective submersion π0 : E −→ B
defines an extension of TB by means of its differential dπ0 : TE −→ TB. The kernel is
the vertical subbundle VE := Ker(dπ0) of TE.
Example 4.1.5 (Infinitesimal Actions). Consider an infinitesimal action of a Lie algebra
g on a manifold M and let gM be the corresponding action algebroid. The projection
onto the first component realizes AE := g M as an extension of AB := g whose kernel
is K = {0} × M . In fact, we can define an infinitesimal action as an extension of a
Lie algebra with trivial kernel. More generally, suppose the Lie algebroid AB acts on a
surjective submersion π0 : E −→ B and denote by AE := AB  E the associated action
algebroid. As in the previous example, the projection onto the first component defines an
extension of AB whose kernel is K = E × {0}. Conversely, an extension of an algebroid
AB with vanishing kernel K is naturally associated with an action of AB on E.
Example 4.1.6 (Pullback Lie Algebroids). The pullback of a Lie algebroid AB by a
submersion π0 : E −→ B was introduced in [25] as
p!AB := {(X,α) ∈ TE × AB : dπ0(X) = B(α)}.
This is a Lie algebroid over TE, and the projection onto the second factor defines an
extension of AB whose kernel is K = Vert.
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Example 4.1.7 (Bundle of Lie Algebras). Any extension π : AE −→ A′E, where AE and
A′E are Lie algebroids over the same base, induces a vanishing anchor on K, so the kernel
is a bundle of Lie algebras (see [33] for the notion of bundle of Lie algebras).
Example 4.1.8 (Fibered Lie Algebroids). An extension of AB = {0} × B necessarily
coincides with the kernel K which stands as a fibered Lie algebroid over π0 : E −→ B
(see [12] for the notion of fibered Lie algebroid).
Example 4.1.9 (Transitive Lie Algebroids). A transitive Lie algebroid A −→ B fits into
an extension of AB := TB. The projection π is given by the anchor π = A. Then
K = Ker(A) is a bundle of Lie algebras. A regular Lie algebroid A −→ B with foliation
F ⊂ TB can be treated similarly as an extension of F by a bundle of Lie algebras.
Example 4.1.10 (Extensions of TI). Let I be the unit interval [0, 1] and AB be a Lie
algebroid. Endow TI with the Lie algebroid structure given in example 1.3.4. The product
Lie algebroid AE := AB × TI defines an extension of TI by means of the projection onto
the second factor. The kernel is K = AB × I. This extension is related to natural
homotopies as we shall explain later on.
Example 4.1.11 (VB-Algebroids). Any VB-algebroid AE −→ E over AB −→ B defines
an extension of AB. By [13], the core C −→ B identifies naturally with E⊕C −→ B. It is
instructive to think of a VB-algebroid as a linear version of an extension of Lie algebroids.
Next we present a rather elementary proposition whose content, although ele-
mentary, has not yet been made explicit in the literature. Besides, it will be useful in a
later section of this work.
Proposition 4.1.12. Let AB be a Lie algebroid, AE be a vector bundle and π : AE −→
AB be a surjective morphism of vector bundles covering a surjective submersion. There
is a one to one correspondence between Lie algebroid structures on AE which turn π :
AE −→ AB into an extension and DGA-structures on the graded algebra Ω(AE) which
satisfy the derivation rule:
d(α · ε) = dBα · ε+ (−1)|α|α · dε, (4.1)
for every α ∈ Ω(AB) and ε ∈ Ω(AE) homogeneous. Here, · denotes the graded left-module
structure over Ω(B) induced by the morphism of graded algebras π∗ : Ω(B) −→ Ω(E).
Proof. First, since π is a morphism of vector bundles π∗ : Ω(AB) −→ Ω(AE) is a morphism
of graded algebras. A Lie algebroid structure on AE which turn π : AE −→ AB into an
extension is equivalent to a DGA-structure d on the graded algebra Ω(AE) such that:
d ◦ π∗ = dE ◦ π∗. (4.2)
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If this holds, then for any α ∈ Ω(AB) and ε ∈ Ω(AE) homogeneous we find
d(α · ε) = d(π∗α ∧ ε)
= d(π∗α) ∧ ε+ (−1)|π∗(α)|π∗α ∧ dε
= π∗(dBα) ∧ ε+ (−1)|α|π∗α · dε
= dBα · ε+ (−1)|α|α · dε.
On the other hand, given d and applying (4.1) with ε = 1R we get:
d(π∗α) = d(α · 1R) = dBα · 1R = π∗(dBα),
forall α ∈ Ω(AB) homogeneous. So, d defines a Lie algebroid structure on AE with respect
to which π becomes a morphism of Lie algebroids and therefore an extension.
Briefly put, the above proposition tells us that once AE and π are fixed, π defines
an extension of AB if and only if Ω(AE) has a DGA-structure which also turns it into a
DG-module over Ω(AB) with respect to the module structure induced by π
∗.
Next, we define the category of extensions of a given algebroid.
Definition 4.1.13. Let π : AE −→ AB and π′ : AE′ −→ AB′ be extensions covering π0
and π′0, respectively. A morphism of extensions from π to π
′ consists of two morphisms
of Lie algebroids ΦE : AE −→ AE′ covering φE and ΦB : AB −→ AB′ covering φB such


















We shall make some remarks:
• The condition π′ ◦ ΦE = ΦB ◦ π implies ΦE(K) ⊆ K′ and, since K and K′ are Lie
subalgebroids, we have an induced morphism of Lie algebroids ΦE|K : K −→ K′
covering φE;
• We shall deal mainly with the case where AB = AB′ and we shall denote the corre-
sponding category of extensions of AB by Ext(AB).
In Proposition 4.1.12 we have shown that extensions can be be parametrized by
certain DGA-structures. Next we put morphisms of extensions into that context:
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Proposition 4.1.14. Let AB be a Lie algebroid, AE and AE′ be two vector bundles and
let π : AE −→ AB and π′ : AE′ −→ AB be two surjective morphisms of vector bundles
covering surjective submersions.
Consider AE and AE′ endowed with the unique Lie algebroid structures which
turn π and π′ into extensions of Lie algebroids, as in Proposition 4.1.12. There is a 1-
1 correspondence between morphisms of extensions Φ : AE −→ AE′ and morphisms of
DGAs Φ∗ : Ω(AE′) −→ Ω(AE) which are Ω(AB)-linear, that is:
Φ(α · ε) = α · Φ(ε)
for every α ∈ Ω(AB) and ε ∈ Ω(AE′).
Proof. From Proposition 1.3.14 we already know that morphisms of Lie algebroids Φ :
AE −→ AE′ are in 1-1 correspondence with morphisms of DGAs Φ∗ : Ω(AE′) −→ Ω(AE).
We contend Φ is a morphism of extensions if and only if Φ∗ is Ω(AB)-linear. First, notice:
π′ ◦ Φ = π ⇔ Φ∗ ◦ (π′)∗ = π∗.
If π′ ◦ Φ = π then for every α ∈ Ω(AB) and ε ∈ Ω(AE′) we find:
Φ∗(α · ε) = Φ∗((π′)∗α ∧ ε)
= Φ∗((π′)∗α) ∧ Φ∗(ε)
= π∗α ∧ Φ∗(ε)
= α · Φ(ε).
On the other hand, supposing Φ∗ is Ω(AB)-linear then:
Φ∗((π′)∗α) = Φ∗(α · 1R)
= α · Φ∗(1R)
= α · 1R
= (π∗α) · 1R
= π∗(α),
for every α ∈ Ω(AB).
We shall study morphism of extensions thoroughly by means of Ehresmann con-
nections in a later section.
4.2 Ehresmann Connections
In this section we introduce a notion of connection [20] for extensions of Lie
algebroids. These connections correspond to the linear splittings found in the theory of
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VB-algebroids. As we shall see, the choice of an Ehresmann connection sheds some light
on the structural components of extensions and of their morphisms. We follow a different
but equivalent approach to that presented on [12].
We start noticing that to any Lie algebroid extension K ↪→ AE
π AB we can
associate a short exact sequence of vector bundles:
K   j  AE
(π,pAE
)
  p∗AB , (4.3)
where pAE is the projection of AE. We will refer to this sequence as the Ehresmann
sequence of the extension.
Definition 4.2.1. An Ehresmann connection on a Lie algebroid extension AE
π   AB
covering π0 : E −→ B is a section of the corresponding Ehresmann sequence, that is, a
strong morphism of vector bundles σ : π∗0AB −→ AE such that (π, pAE) ◦ π = idπ∗0AB .
















where prE and prAB stand for the projections from π
∗
0AB on E and B, respectively.
In general, the Ehresmann sequence does not split in the category of Lie alge-
broids. However, using a partition of unit argument, it is possible to show it always splits
in the category of vector bundles:
Proposition 4.2.2. There exist Ehresmann connections for any Lie algebroid extension.
Ehresmann connections can come in several flavours as we show below.
Proposition 4.2.3. Let K ↪→ AE
π− AB be a Lie algebroid extension covering π0 :
E −→ B. The following are equivalent:
(i) Ehresmann connections σ : π∗0AB −→ AE on K ↪→ AE
π− AB;
(ii) Smooth subbundles H ⊆ AE such that AE = H ⊕ K. We call such H a horizontal
subbundle of AE;
(iii) Strong vector bundle isomorphisms Σ : π∗0AB ⊕ K −→ AE such that the following
diagram commutes:







We call such Σ a decomposition of AE;
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for every section a ∈ Γ(AB). We call such h a horizontal lift.
Proof. (i) ⇔ (ii) Given σ we take H := Im(σ). On the other hand, given H such that
AE = H ⊕ K then (π, pAE)|H : H −→ π∗0AB is a strong vector bundle isomorphism. We
take
σ := j ◦ (π, pAE)|−1H : π∗0AB −→ AE,
where j is the inclusion map of H on AE. Then:
(π, pAE) ◦ σ = (π, pAE) ◦ j ◦ (π, pAE)|−1H
= (π, pAE)|H ◦ (π, pAE)|−1H
= idπ∗0AB .
(i) ⇔ (iii) Given σ, define:
Σ : π∗0AB ⊕K −→ AE
(a, e) ⊕ k −→ σ(a, e) +AE k.
This is a strong isomorphism of vector bundles with inverse:
Σ−1(a) := (π(a), pAE(a)) ⊕ (a−AE σ(π(a), pAE(a)).
That a −AE σ(π(a), pAE(a)) belongs to K is a consequence of (4.4). The commutativity
of (4.5) follows from (4.4). On the other hand, given Σ we set, of course, σ := Σ|π∗0AB .
Then π ◦ σ = prAB and since Σ is a morphism of vector bundles it follows pAE ◦ σ = prE.
Therefore, (π, pAE) ◦ σ = idπ∗0AB .
(i) ⇔ (iv) Given σ, we define:
h : Γ(AB) −→ Γ(AE)
a −→ σ ◦ π∗0(a),
where π∗0(a) = (a ◦ π0, idE) is the induced section on π∗0AB. This map is C∞(B)-linear
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C∞(E) ⊗C∞(B) Γ(AB)   Γ(p∗AB)
σ∗

where the bottom line stands for the isomorphism f ⊗ a −→ fπ∗0(a) and where σ∗ is the
map induced at the level of sections by σ. Furthermore, by (4.4) we find:
π ◦ h(a) = π ◦ σ ◦ (a ◦ π0, idE)
= prAB ◦ (a ◦ π0, idE)
= a ◦ π0,
for every a ∈ Γ(AB). On the other hand, given h we define σ : π∗0AB −→ AE at the level
of sections by:
σ(π∗0a) := h(a),
for every a ∈ Γ(AB) and we extend it by C∞(E)-linearity. This is in fact an Ehresmann
connection because:
π ◦ σ(a ◦ π0, idE) = π ◦ h(a) = a ◦ π0,
for every a ∈ Γ(AB), and therefore π ◦ σ = prAB . Also, since h(a) is a section of AE we
get:
prAE ◦ σ(a ◦ π0, idE) = prAE ◦ h(a) = idE,
for every a ∈ Γ(AB), and therefore pAE ◦ σ = prE.
There are several interesting points concerning Ehresmann connections we would
like to emphasize:
Remarks 4.2.4.
(i) The choice of an Ehresmann connection is not canonical;
(ii) Given a horizontal lift h : Γ(AB) −→ Γ(AE), we readily see the corresponding
decomposition Σh : π∗0B ⊕K −→ AE is given at the level of sections by:
Σh(π∗0a⊕ k) = h(a) + k.
In particular, as noticed in [12], any section of AE can be written as a finite sum
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whose terms have the form f · h(a) + k with a ∈ Γ(AB) and f ∈ C∞(E). As usual,
there is a unique Lie algebroid structure on π∗0AB ⊕ K which turns Σh into a Lie
algebroid isomorphism. We will come back to this in the next section.
(iii) The property π ◦ h(a) = a ◦ π0 means the section h(a) is π-projectable on a. In-
deed, h(a) can be characterized as the only section of the corresponding horizontal
subbundle with this property.
(iv) In general, a horizontal lift h : Γ(AB) −→ Γ(AE) is not a morphism of Lie algebras.
In fact, this is the case if and only if the associated horizontal subbundle is a Lie
subalgebroid of AE.
(v) Morphisms of extensions, generally, do not preserve horizontal subbundles.
(vi) We can also define an Ehresmann connection as a retraction of the Ehresmann
sequence, that is, a strong vector bundle morphism Θ : AE −→ K such that Θ ◦ j =
idK. This can be seen as a form on AE with values on K which restricts to the
identity on K. We however do not use this approach in the text.
Analogously to the theory of VB-algebroids, in which linear splittings provide a
nice description of the structure of such objects, Ehresmann connections play that role in
the context of extensions as we shall see in the next section.
4.3 The Structure of an Extension
Let K ↪→ AE
π− AE be an extension. In the previous section, we noticed that
the choice of a horizontal lift h : Γ(AB) −→ Γ(AE) induces a Lie algebroid structure on
π∗0AB ⊕K such that the associated decomposition
Σh : π∗0AB ⊕K −→ AE
is an isomorphism of Lie algebroids. In order to better understand the induced Lie
algebroid structure on π∗0AB ⊕K and hence that of AE we start proving the following:
Lemma 4.3.1. Let K ↪→ AE
π− AE be an extension of Lie algebroids covering π0 :
E −→ B and consider a horizontal lift h : Γ(AB) −→ Γ(AE). Then:
(a) There is a well defined C∞(B)-linear map ∇h : Γ(AB) −→ der(K) given by:
∇hak := [h(a), k]AE .
for every a ∈ Γ(AB) and k ∈ Γ(K). Furthermore, ∇ha has symbol X∇ha = Eh(a)
which is dπ0-projectable on Ba or, equivalently,
LEh(a)(π∗0f) = π∗0LBa(f),
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for every a ∈ Γ(AB) and f ∈ C∞(B).
(b) The map ωh : Γ(AB) × Γ(AB) −→ Γ(K) defined by:
ωh(a, b) := [h(a), h(b)]AE − h([a, b]AB),
for every a, b ∈ Γ(AB), is a well defined C∞(B)-bilinear map, that is, ωh ∈ Ω2(B,K).
(c) The maps ∇h e ωh are compatible in the following sense:
∇h[a,b]AB − [∇
h
a,∇hb ]der(K) = [ωh(a, b),−]K∮
a,b,c




denotes the cyclic sum over a, b, c ∈ Γ(AB).
Proof. (a) Since π ◦ h(a) = a ◦ π0 and π ◦ k = 0 ◦ π0, we have:
π(∇hak) = π([h(a), k]AE) = [a, 0]AB ◦ π0 = 0 ◦ π0,
hence ∇a sends Γ(K) into itself. The C∞(B)-linearity can be checked as follows:
∇hfB ·ak = [h(fB), k]AE
= [π∗0(fB) · h(a), k]
= π∗0(fB)[h(a), k]AE − LEk(π∗0(fB)) · h(a)
= π∗0(fB)∇hak,
where we used K(K) ⊆ Ker(dπ0) to get the last equality. Now, the equality
∇ha(f · k) = f · ∇hak + LEa(f) · k,
tells us X∇
h
a = Eh(a). This is dπ0-projectable because:
dπ0 ◦X∇ha = dπ0 ◦ Eh(a) = Ba ◦ π0.
Since K = E|K we find:
K∇hak = E[h(a), k]AE = [Eh(a), Ek]AE = [X∇
h
a , Kk]TE.
Finally, from the Jacobi identity, ∇ha is derivation of the bracket of Γ(K).
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(b) Using that π is a morphism of Lie algebroids and using projectability we find:
π ◦ ωh(a, b) = π ◦ [h(a), h(b)]AE − π ◦ h([a, b]AB)
= [a, b]AB ◦ π0 − [a, b]AB ◦ π0
= 0 ◦ π0.
and therefore ωh is well defined. The skew-symmetry of ωh is straightforward. Let us
show ωh is C∞(B)-bilinear. In fact, using that h is C∞(B)-linear we find:
ωh(a, fb) = h([a, fb]AB) − [h(a), h(fb)]AE
= h(f [a, b]AB + LBa(f)b) − [h(a), fh(b)]AE
= π∗0fh([a, b]AB) + π
∗
0LBa(f)h(b) − π∗0f [h(a), h(b)]E
− LEh(a)(π∗0f)h(b)
= fωh(a, b) + π∗0LBa(f)h(b) − LEh(a)(π∗0f)h(b)
= fωh(a, b) + π∗0LBa(f)h(b) − π∗0LBa(f)h(b)
= fωh(a, b).
(c) If fact, given a, b ∈ Γ(AB) e κ ∈ Γ(K) we have:
(∇h[a,b]AB − [∇
h
a,∇hb ]der(K))(k) = [h([a, b]AB), k]AE − [h(a), [h(b), k]AE ]AE
+[h(b), [h(a), k]AE ]AE
= [h([a, b]AB), k]AE − [h(a), [h(b), k]AE ]AE
−[h(b), [k, h(a)]AE ]AE
= [h([a, b]AB), k]AE + [k, [h(a), h(b)]AE ]AE
= [h([a, b]AB), k]AE − [[h(a), h(b)]AE , k]AE
= [h([a, b]AB) − [h(a), h(b)]AE , k]AE
= [ωh(a, b), k]AE .
Finally, notice that for any a, b, c ∈ Γ(AB):
∇haωh(b,c) + ωh(a, [b, c]AB) = [h(a), ωh(b, c)]AE + h([a, [b, c]AB ]AB)
− [h(a), h([b, c]AB)]AE
= [h(a), h([b, c]AB)]AE − [h(a), [h(b), h(c)]AE ]AE + h([a, [b, c]AB ]AB)
− [h(a), h([b, c]AB)]AE
= h([a, [b, c]AB ]AB) − [h(a), [h(b), h(c)]AE ]AE .
Taking the cyclic sum, using the linearity of h and the Jacobi property of [·, ·]AE and
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[·, ·]AB we find: ∮
∇haωh(b, c) + ωh(a, [b, c]AB) = 0.
Using this we prove:
Theorem 4.3.2. Let K ↪→ AE
π− AB be an extension of Lie algebroids covering π0 :
E −→ B and consider a horizontal lift h : Γ(AB) −→ Γ(AE). Then:
(a) The unique Lie algebroid structure on π∗0AB ⊕K which turns Σh into an isomorphism
of Lie algebroids is determined by:
[k1, k2] = [k1, k2]K









In particular, the Lie algebroid structure on AE is determined by the conditions:
[k1, k2]AE = [k1, k2]K
[h(a), k]AE = ∇hak






(b) Endowing π∗0AB ⊕ K with the previous Lie algebroid structure, the projection onto
the first factor prB : π
∗
0AB⊕K −→ AB becomes an extension of AB by K which comes










(c) Σh is an isomorphism of extensions.
Proof.
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(a) In fact, for every a1, a2 ∈ Γ(AB) and k1, k2 ∈ Γ(K) we find:
[π∗0a1 ⊕ k1, π∗0a2 ⊕ k2] = (Σh)−1([Σh(π∗0a1 ⊕ k1),Σh(π∗0b⊕ k2)])
= (Σh)−1([h(a1) + k1, h(a2) + k2])
= (Σh)−1([h(a1), h(a2)] + [h(a1), k2] − [h(a2), k1)] + [k1, k2])
= (Σh)−1(h([a1, a2]B) + ωh(a1, a2) + ∇ha1k2 −∇ha2k1 + [k1, k2])
= π∗0([a1, a2]) ⊕ ωh(a1, a2) + ∇ha1k2 −∇ha2κ1 + [k1, k2]
whereas the anchor is:
(π∗0a⊕ k) = EΣh(π∗0a⊕ k) = E(h(a) + k),
for every a ∈ Γ(AB) and k ∈ Γ(K).
(b) We already know Σh is an isomorphism of Lie algebroids. By proposition 4.2.3,
prAB = π ◦Σ so that prAB is a composition of Lie algebroid morphisms and therefore
is itself a Lie algebroid morphism. The horizontal lift h′ is simply h′(a) = π∗0(a).
Thus:
Σhh′(a) = Σh(π∗0(a)) = h(a),
as we had already noticed.
(c) In fact, Σh is an isomorphism of Lie algebroids which satisfies prAB = π ◦ Σh.
Notice that by the first part of theorem 4.3.2 the Lie algebroid structure is encoded
in that of AB, K and in the pair (∇h, ωh). We can get rid of the splitting h now:
Proposition 4.3.3. Let AB and K be two Lie algebroids and π0 : E −→ B be a surjective
submersion. Suppose K(K) ⊆ Ker(dπ0). Given any pair (∇, ω) consisting of a C∞(B)-
linear map ∇ : Γ(AB) −→ der(K) and a C∞(B)-bilinear map ∇ : Γ(AB)×Γ(AB) −→ Γ(K)
such that:
dπ0 ◦X∇a = ABa ◦ π0
∇[a,b] − [∇a,∇b]der(K) = [ω(a, b),−]K∮
∇aω(b, c) + ω([a, b], c)) = 0,
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for every a, b, c ∈ Γ(AB), then π∗0AB ⊕K is a Lie algebroid with:
[k1, k2] = [k1, k2]K









defined for every a, b ∈ Γ(AB) and k, k1, k2 ∈ Γ(K). Furthermore, prAB : π∗0AB⊕K −→ AB
is an extension whose kernel is K and the inclusion Γ(π∗0AB) −→ Γ(π∗0AB ⊕ K) is a
horizontal lift which induces the pair (∇, ω).
Proof. Immediate from the previous discussions.
We must think of the pair (∇, ω) as a kind of action of AB on the family of
Lie algebroids K −→ E π0−→ B. The semi-direct product corresponding to this action
is π∗0AB ⊕ K which, in fact, defines an extension of AB via the projection onto the first
factor. Conversely:
Corollary 4.3.4. Let AB be a Lie algebroid, π0 : E −→ B be a surjective submersion
and K be a Lie algebroid such that K(K) ⊆ Ker(dπ0). There are 1-1 correspondences
between:
(a) Extensions of AB by K together with a horizontal lift;




∇[a,b] − [∇a,∇b] = [ω(a, b),−]K∮
∇aω(b, c) + ω([a, b], c) = 0,
(4.7)
for every a, b, c ∈ Γ(AB) and fB ∈ C∞(B);
(c) Lie algebroid structures on the vector bundle π∗0AB ⊕ K which turn the projection
onto the first factor prB : π
∗
0AB ⊕K −→ AB into an extension.
Proof. (a) ⇒ (b) Suppose K ↪→ AE
π AB is an extension together with a horizontal lift
h ∈ Ω1B(AB, AE). We take (∇, ω) := (∇h, ωh) as in lemma 4.3.1 and we are done.
(b) ⇒ (c) Given a pair (∇, ω) we endow π∗0AB⊕K with the following Lie algebroid
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structure:
[k1, k2] = [k1, k2]K









We already pointed out in 4.3.3 that this defines an extension.
(c) ⇒ (a) We take the extension K ↪→ π∗0AB ⊕ K
prB− AB together with the
inclusion h : Γ(π∗0AB) −→ Γ(π∗0AB ⊕K).
4.4 On Morphisms of Extensions: Geometric View-
point
In this section we use horizontal lifts to study morphisms of extensions. The
discussion presented in this section and on the next one is original.
Lemma 4.4.1. Let K ↪→ AE
π− AB and K′ ↪→ AE′
π′− AB be extensions of Lie
algebroids covering π0 : E −→ B and π′0 : E ′ −→ B, respectively. Given horizontal
lifts h : Γ(AB) −→ Γ(AE) and h′ : Γ(AB) −→ Γ(A′E), there exists a 1-1 correspondence
between:
• Morphisms of vector bundles Φtot : AE −→ AE′ covering φ : E −→ E ′, such that
π′ ◦ Φtot = π and π′0 ◦ φ = π0;
• Pairs (Φ,Θ) consisting of vector bundle morphisms Φ : K −→ K′ and Θ : π∗0AB −→
φ∗K′.
At the level of sections, the correspondence is characterized by:
Φtot(h(a) + k) = h
′(a) ◦ φ+ prK′Θ(π∗0a) + Φ(k) (4.8)
for every a ∈ Γ(AB) and k ∈ Γ(K).
Proof. In fact, it suffices to take Φ as the restriction Φtot|K and:
Θ(π∗0a) := (Φtot ◦ h(a) − h′(a) ◦ φ, id).
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Notice Θ : π∗0AB −→ φ∗K′ is well defined, since:
π′ ◦ Θ(π∗0a) = π′ ◦ Φtot ◦ h(a) − π′ ◦ h′(a) ◦ φ
= π ◦ h(a) − a ◦ π′0 ◦ φ
= a ◦ π0 − a ◦ π0
= 0,
for every a ∈ Γ(AB). Besides, the induced map Θ : Γ(π∗0AB) −→ Γ(φ∗K′) is C∞(E)-linear
and therefore, Θ defines a vector bundle morphism.
Using the previous notation we give a standard characterization:
Proposition 4.4.2. There are 1-1 correspondences between:
• Vector bundle morphisms Θ : π∗0AB −→ K′ covering φ : E −→ E ′;
• Strong vector bundle morphisms Θ : π∗0AB −→ φ∗K′;
• Forms Θ ∈ Ω1(AB, φ∗K′);
• Maps Θ : Γ(AB) −→ C∞φ (E,K′) which are C∞(B)-linear, where we write
C∞φ (E,K′) := {f ∈ C∞(E,K′) : pK′ ◦ f = φ}.
We shall abuse the notations and we shall make no distinction among any of the
above forms of the morphism Θ. Using the last formulation
Θ(a) = Φtot ◦ h(a) − h′(a) ◦ φ,
so that Θ measures the failure of Φtot to preserve horizontal lifts.
In terms of the corresponding decompositions Σh : π∗0AB ⊕ K −→ AE and Σh′ :
π′∗0 AB ⊕K −→ AE′ , we see that Φ : K −→ K′ and Θ : π∗0AB −→ K′ are characterized via



















0AB ⊕ K −→ π′∗0 AB ⊕ K′ the transported map






tot (aB, e, k) = (aB, φ(e),Θ(aB, e) + Φ(k)),
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for every (aB, e, k) ∈ π∗0AB ⊕K. Taking this into account, it is evident one should be able
to translate the conditions in order to Φtot be a morphism of Lie algebroids into conditions
on the pair (Φ,Θ). The main problem is that the pullback bundle φ∗K′ does not come
equipped with a Lie algebroid structure hence we will have to go through the dual level.
This is done on the next section.
4.5 On Morphisms of Extensions: Dual Viewpoint
The starting point is the fact, already noticed in [12], that there is an isomorphism
of C∞(E)-graded algebras:
Ω(AB) ⊗C∞(B) Ω(K)  Ω(π∗0AB ⊕K).
Explicitly, in degree k, this isomorphism is defined as:
Σ : Ωk(π∗0AB ⊕K) −→
⊕
p+q=k





where εp,q ∈ Ωp(AB) ⊗ Ωq(K) is given by:
〈εp,q(a1, . . . , ap), k1, . . . , kq〉 := 〈ε, h(a1), . . . , h(ap), . . . , kq〉,
for every a1, . . . , ap ∈ Γ(AB) and k1, . . . , kq ∈ Γ(K). Using this isomorphism, [12] decom-
posed the differential in Ω(π∗0AB ⊕K) as:











d0,p+q0,1 0 0 . . . 0 0
d0,p+q1,0 d
1,p+q−1





0,1 . . . 0 0
0 d1,p+q−12,−1 d
2,p+q−2
1,0 . . . 0 0







0 0 0 . . . dp+q−1,10,1 0
0 0 0 . . . dp+q−1,11,0 d
p+q,0
0,1






• dp,q0,1 : Ωp(AB)⊗Ωq(KE) −→ Ωp(AB)⊗Ωq+1(K) is the extension of the differential of
K, defined by:
dp,q0,1ε(a1, . . . , ap) := (−1)pdK(ε(a1, . . . , ap)),
• dp,q1,0 : Ωp(AB) ⊗ Ωq(KE) −→ Ωp+1(AB) ⊗ Ωq(K) is the map induced by ∇:
dp,q1,0ε(a1, . . . , ap+1) :=
p+1∑
j=1




(−1)i+jε([ai, aj], a1, . . . , âi, . . . , âj, . . . , ap+2).
• dp,q2,−1 : Ωp(AB) ⊗ Ωq(KE) −→ Ωp+2(AB) ⊗ Ωq−1(KE) is the map induced by ω:
dp,q2,−1ε(a1, . . . , ap+2) :=
∑
i<j
(−1)i+jıω(ai,aj)(ε(a1, . . . , âi, . . . , âj, . . . , ap+2)).
In order to keep the notation simple we shall denote d0,1, d1,0 and d2,−1, regardless
the bidegree, respectively by dK, d∇ and dω. Succinctly, we may write:
d = dK + d∇ + dω.
In order to relate Φtot to the pair (Φ,Θ) we use the isomorphism (4.9) to decompose the
induced map on forms
Φ∗tot : Ω(π
′∗
0 AB ⊕K′) −→ Ω(π∗0AB ⊕K).
This is done in the following:












































































εp,q(aσ(l+1), . . . , aσ(p+l)),Θ(aσ(1)), . . .
. . . ,Θ(aσ(l)),Φ ◦ k1, . . . ,Φ ◦ kq−l
〉
. (4.11)
Proof. For a given εp,q ∈ Ωp(AB) ⊗ Ωq(K) let us write
εp,qΣ := Σ
−1(εp,q) ∈ Ωp+q(π∗0AB ⊕K),





r,s ⇒ (εp,qΣ )r,s =
{
εp,q if (r, s) = (p, q)
0 if (r, s) 
= (p, q) .























We are left to study (Φ∗totε
p,q
Σ )
r,s with r + s = k = p + q. For the sake of brevity let us
write:





















εp,qΣ , h(aσ(l+1)), . . . , h(aσ(r)),Θ(aσ(1)), . . .










r−l,s+l(aσ(l+1), . . . , aσ(r)),Θ(aσ(1)), . . .






εp,q if (p, q) = (r − l, s+ l)
0 if (p, q) 







εp,q(aσ(r−p+1), . . . , aσ(r)),Θ(aσ(1)), . . .







εp,q(aσ(r−p+1), . . . , aσ(r),Θ(aσ(1)), . . .






r−p,q−sε(a1, . . . , ar), k1, . . . , ks
〉
.
















which is another way of writing 4.10.


















Θ∧Θ + . . . .




Θ∧Θ will be relevant in the study of Φtot and for that
reason we explicit their actions below. The first map:
Φ∗K : Ω
p(AB) ⊗ Ωq(K′) −→ Ωp(AB) ⊗ Ωq(K),
is given by:
〈Φ∗Kε(a1, . . . , ap), k1, . . . , kq〉 := (−1)pΦ∗(〈ε(a1, . . . , ap), k1, . . . , kq〉,
whereas the second map:
ıΦΘ : Ω
p(AB) ⊗ Ωq(K′) −→ Ωp+1(AB) ⊗ Ωq−1(K)
is defined by:
〈





(−1)j〈ε, a1, . . . , âj, . . . , ap+1,Θ(aj),Φ ◦ k1, . . . ,Φ ◦ kq−1〉.
and finally, the third map:
ıΦΘ∧Θ : Ω
p(AB) ⊗ Ωq(K′) −→ Ωp+2(AB) ⊗ Ωq−2(K)
is obtained as:
〈





(−1)i+j〈ε(a1, . . . , âi, . . . , âj, . . . , ap+2),
Θ(ai),Θ(aj),Φ ◦ k1, . . . ,Φ ◦ kq−2
〉
.
Finally, we can prove the main result of this section:
Theorem 4.5.3. The map Φ∗tot : Ω(π
′∗
0 AB ⊕ K′) −→ Ω(π∗0AB ⊕ K) is a morphism of
DGAs if and only if:
dK ◦ Φ∗K = Φ∗K ◦ dK′ (M1)
d∇ ◦ Φ∗K − Φ∗K ◦ d∇′ = ıΦΘ ◦ dK′ − dK ◦ ıΦΘ (M2)
dω ◦ Φ∗K − Φ∗K ◦ dω′ = ıΦΘ ◦ d∇′ − d∇ ◦ ıΦΘ + ıΦΘ∧Θ ◦ dK′ − dK ◦ ıΦΘ∧Θ. (M3)
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Proof. Let us write dtot and d
′
tot for the respective differentials on Ω(π
∗
0AB ⊕ K) and
Ω(π′∗0 AB ⊕K′). Recall Φ∗tot is a morphism of DGAs if and only if
dtot ◦ Φ∗tot = Φ∗tot ◦ d′tot. (4.12)
This has to be verified only in total degree 0 and total degree 1. By theorem 4.5.1, dtot
and d′tot decomposes as
dtot = dK + d∇ + dω and d′tot = dK′ + d∇′ + dω′ ,







Θ∧Θ + . . . .
Writing down the commutativity condition (4.12) using these decompositions and com-
paring degrees we find the stated equalities (M1) − (M3).
Chapter 5
Infinitesimal Actions up to
Homotopy
Since extensions of Lie algebroids are a non-linear version of VB-groupoids it is
natural to look for a non-linear version of representations up to homotopy. In this chapter
we undertake this purpose.
5.1 Actions up to Homotopy of Lie Algebroids
Let us start fixing a surjective submersion π0 : E −→ B, AB a Lie algebroid over
B and K a vector bundle over E. Define:
ΩB(AB,Ω(K)) := ΩB(AB) ⊗C∞(B) Ω(K),
where the C∞(B)-module structure on Ω(K) is that induced by the morphism of R-
algebras π∗0 : C
∞(B) −→ C∞(E). By means of this morphism of algebras we can consider
any C∞(E)-module as a C∞(B)-module and will do it without further mention.
Notice ΩB(AB,Ω(K)) is a C∞(B)-graded algebra with the product:
(ε1 ∧ ε2)(a1, . . . , ap+q) :=
∑
σ∈Sh(p,q)
sgn(σ)ε1(aσ(1), . . . , aσ(p)) ∧ ε2(aσ(p+1), . . . , aσ(p+q))
defined for every ε1 ∈ ΩpB(AB,Ωr(K)), ε2 ∈ ΩqB(AB,Ωs(K)) and every a1, . . . , ap+q ∈
Γ(AB). The wedge product ∧ on the right hand side is happening between forms on
Ω(K).
Besides, ΩB(AB,Ω(K)) is also a graded left Ω(AB)-module by restriction of
scalars, that is, via the product
(α · ε)(a1, . . . , ap+q) :=
∑
σ∈Sh(p,q)
sgn(σ)α(aσ(1), . . . , aσ(p))︸ ︷︷ ︸
∈C∞(B)
ε(aσ(p+1), . . . , aσ(p+q))
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defined for every α ∈ ΩpB(AB), ε ∈ ΩqB(AB,Ωr(K)) and every a1, . . . , ap+q ∈ Γ(AB).
Now we are ready to define the main notion of this chapter.
Definition 5.1.1. Let π0 : E −→ B be a surjective submersion, AB be a Lie algebroid
over B and K be a vector bundle over E. An action up to homotopy of AB on K along
π0 is a degree one R-linear operator
D : ΩB(AB,Ω(K)) −→ ΩB(AB,Ω(K))
such that D2 = 0 and
D(α · ε) = dABα · ε+ (−1)|α|α ·Dε (5.1)
D(ε1 ∧ ε2) = Dε1 ∧ ε2 + (−1)|ε1|ε1 ∧Dε2 (5.2)
for every α ∈ Ω(AB) and ε, ε1, ε2 ∈ ΩB(AB,Ω(K)) homogeneous.
We do not provide any examples since we shall prove later on all those actions
arise from extensions of Lie algebroids.
Whenever it is not relevant to mention the map π0 we will omit it and we shall
refer to D simply as an action up to homotopy
We have an evident notion of morphism between actions up to homotopy.
Definition 5.1.2. Let D be an action up to homotopy of AB on K along π0 : E −→ B
and D′ be an action up to homotopy of AB on K′ along π′0 : E ′ −→ B. A morphism of
actions up to homotopy from D to D′ is a degree zero R-linear operator
Φ : ΩB(AB,Ω(K′)) −→ ΩB(AB,Ω(K))
such that Φ ◦D′ = D ◦ Φ and
Φ(α · ε) = α · Φε (5.3)
Φ(ε1 ∧ ε2) = Φε1 ∧ Φε2 (5.4)
for every α ∈ Ω(AB) and ε, ε, ε1 ∈ ΩB(AB,Ω(K)) homogeneous.
The conditions 5.3 and 5.4 tell us Φ is a Ω(AB)-linear map which respects the
products.
It is clear that morphisms of actions up to homotopy compose in an associative
manner and this composition has an evident unit and therefore we have a category of
actions up to homotopy of AB which will be denoted by Act∞(AB). The objects of
this category are triples (K, π0, D) consisting of a vector bundle K −→ E, a surjective
submersion π0 : E −→ B and an action up to homotopy D of AB on K along π0.
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The goal of this chapter is to study actions up to homotopy thoroughly and to
explain its relationship with extensions of Lie algebroids and with representations up to
homotopy.
5.2 The Structural Theorems
In this section we decompose actions up to homotopy and their morphisms into
homogeneous components in order to gain insight into them. In order to do that, we
need some algebraic machinery. First, let us write EndB(Ω(K)) for the set of graded




ΩB(AB,EndB(Ω(K))) := ΩB(AB) ⊗C∞(B) EndB(Ω(K)).
This is an associative R-algebra with the product
T1 • T2(a1, . . . , ap+q) :=
∑
σ∈Sh(p,q)
sgn(σ)T1(aσ(1), . . . , aσ(p)) ◦ T2(aσ(p+1), . . . , aσ(p+q))
defined for every T1 ∈ ΩpB(AB,Endr(Ω(K))), T2 ∈ ΩqB(AB,Ends(Ω(K))) and a1, . . . , ap+q ∈
Γ(AB). In particular, we can make it into a R-graded Lie algebra with the graded com-
mutator
[T1, T2] := T1 • T2 − (−1)|T1||T2|T2 • T1.
Furthermore, ΩB(AB,Ω(K)) becomes a graded left ΩB(AB,End(Ω(K)))-module with the
product
(T • ε)(a1, . . . , ap+q) :=
∑
σ∈Sh(p,q)
sgn(σ)T (aσ(1), . . . , aσ(p))(ε(aσ(p+1), . . . , aσ(p+q))) (5.5)
defined for every T ∈ ΩpB(AB,EndrΩ(K)), ε ∈ ΩqB(AB,Ωs(K)) and a1, . . . , ap+q ∈ Γ(AB).
In particular,
T1 • (T2 • ε) = (T1 • T2) • ε
for every T1, T2 ∈ ΩB(AB,End Ω(K)) and ε ∈ ΩB(AB,Ω(K)) homogeneous. This will be
important later on.
We shall soon see an action up to homotopy consists of some Ω(AB)-linear pieces
and only one piece which is not Ω(AB)-linear. In what follows lets us write derBΩ(K) for
the graded Lie algebra where:
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• derrBΩ(K) consists of those C∞(B)-linear derivations of the graded algebra Ω(K) for
every r 
= 0;
• der0BΩ(K) consists of those derivations D of the graded algebra Ω(K) which satisfy
D(π∗0C
∞(B)) ⊂ π∗0C∞(B).
In order to deal with the linear pieces let us write derBΩ(K) for the graded Lie
algebra of C∞(B)-linear derivations of the graded algebra Ω(K). Then, we shall make use
of the following:




s(K)) −→ Ωp+qB (AB,Ωr+s(K))
ε −→ T • ε
defines a 1-1 correspondence between
• Elements T ∈ ΩpB(AB, derrBΩ(K));
• Ω(AB)-linear derivations of the graded algebra ΩB(AB,Ω(K)) which rise the bidegree
by (p, r).
Proof. By the very definition, LT is well defined and produces a Ω(AB)-linear derivation
of ΩB(AB,Ω(K)) which rises the bidegree by (p, r). On the other hand, given a degree
one Ω(AB)-linear derivation Υ which rises the bidegree by (p, r), we define:
T (a1, . . . , ap)(ε) := Υε(a1, . . . , ap),
for every ε ∈ Ωl(K)  Ω0B(AB,Ωl(K)). From the properties of Υ it follows T ∈ ΩpB(AB, derrB Ω(K)).
Furthermore, LT coincides with Υ on Ω(K) and therefore LT = Υ since ΩB(AB,Ω(K)) is
generated as a graded-module by Ω(AB) and LT is Ω(AB)-linear.
As to the non-linear piece we shall need the following:
Lemma 5.2.2. There is a 1-1 correspondence between degree one R-linear operators
∂ : ΩB(AB,Ω(K)) −→ ΩB(AB,Ω(K))
which rises the bidegree by (1, 0) and satisfy
∂(α · ε) = dABα · ε+ (−1)|α|α · ∂ε (5.1)
∂(ε1 ∧ ε2) = ∂ε1 ∧ ε2 + (−1)|α|α · ∂ε2 (5.2)
for every α ∈ Ω(AB), ε, ε1, ε2 ∈ ΩB(AB,Ω(K)) homogeneous and covariant derivative
operators ∇∗ ∈ Ω1B(AB, der0RΩ(K)) such that
∇∗a(π∗0fB) = π∗0LABa(fB) (5.3)
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for every a ∈ Γ(AB) and fB ∈ C∞(B).
Proof. Given ∇∗ we define
∂∇∗ε(a1, . . . , ap+1) :=
∑
σ∈Sh(1,p)




sgn(σ)ε([aσ(1), aσ(2)], aσ(3), . . . , aσ(p+1)) (5.5)
for every ε ∈ ΩpB(AB,Ωq(K)) and a1, . . . , ap+1 ∈ Γ(AB). Since ∇∗ takes its values on
degree zero derivation of Ω(K) we readily see it defines a derivation of the graded algebra
ΩB(AB,Ω(K)) and by the very definition it rises the bidegree by (1, 0). The condition
(5.3) ensures (5.1) holds. On the other hand, given ∂ we define ∇∗ ∈ Ω1B(AB, der0Ω(K))
by
〈∇∗aε, k1, . . . , kq〉 := 〈∂ε(a), k1, . . . , kq〉
for every a ∈ Γ(AB) and every ε ∈ Ωq(K)  Ω0B(AB,Ωq(K)). Then (5.2) ensures ∇∗ takes
its values on derivations of K and since ∂ rises the bidegree by (1, 0), this derivation has
degree zero. Finally, (5.1) readily implies (5.3).
Notice we can break the operator ∂∇∗ given in (5.4) into two pieces
∂∇∗ = L∇∗ + ∂[·,·]
where
L∇∗ε(a1, . . . , ap+1) :=
∑
σ∈Sh(p,q)
sgn(σ)∇aσ(1)ε(aσ(2), . . . , aσ(p+1))
∂[·,·]ε(a1, . . . , ap+1) :=
∑
σ∈Sh(p,q)
sgn(σ)ε([aσ(1), aσ(2)], aσ(3), . . . , aσ(p+1)),
for every ε ∈ ΩpB(AB,Ωq(K)) and a1, . . . , ap+1 ∈ Γ(AB). Some remarks are required:
• L∇∗ does not map ΩB(AB,Ω(K)) into itself once ∇∗ does not take its values on
C∞(B)-linear derivations of Ω(K);
• ∂[·,·] is clearly Ω(AB)-linear, rises the bidegree by (1, 0) and satisfies ∂2[·,·] = 0.
Notice we can define a similar operator ∂[·,·] on ΩB(AB,EndΩ(K)) which rises the bidegree
by (1, 0) setting
∂[·,·](T )(a1, . . . , ap+1) :=
∑
σ∈Sh(p,q)
sgn(σ)T ([aσ(1), aσ(2)], aσ(3), . . . , aσ(p+1))
for every T ∈ ΩpB(AB,EndqΩ(K)) and a1, . . . , ap+1 ∈ Γ(AB). This operator is compatible
with the ΩB(AB,EndΩ(K))-graded left-module structure (5.5) on ΩB(AB,Ω(K)) in the
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following sense
∂[·,·](T • ε) = ∂[·,·](T ) • ε+ (−1)|T |T • ∂[·,·](ε)
for every T ∈ ΩB(AB,EndΩ(K)) and ε ∈ ΩB(AB,Ω(K)) homogeneous. This derivation
property will be important in what follows.
Before we proceed, we have to do the following important:
Remark 5.2.3. Let A be a Lie algebroid and let Ω(A) be its differential graded algebra
of forms. The multiplication in this algebra is given by the wedge product. Since Ω(A) is
generated as a graded algebra by forms of degree 0 and 1, any derivation of degree inferior
to −1 of Ω(A) must vanish.
Now we are ready to prove the first main theorem of this section.
Theorem 5.2.4. There is a 1-1 correspondence between actions up to homotopy
D : ΩB(AB,Ω(K)) −→ ΩB(AB,Ω(K))
and triples (∂K,∇∗, ∂ω) where
• ∂K ∈ Ω0B(AB, der1BΩ(K));
• ∇∗ ∈ Ω1B(AB, der0Ω(K)) is such that ∇∗a(π∗0fB) = π∗0LABa(fB);
• ∂ω ∈ Ω2B(AB, der−1B Ω(K));
satisfying the compatibility conditions
1
2
[∂K, ∂K] = 0
[∇∗, ∂K] = 0
1
2
[∇∗,∇∗] + [∂K, ∂ω] + ∂[·,·](∇∗) = 0
[∇∗, ∂ω] + ∂[·,·](∂ω) = 0
1
2
[∂ω, ∂ω] = 0.
The correspondence is characterized by:
Dε = ∂K • ε+ ∂∇∗(ε) + ∂ω • ε = ∂K • ε+ ∇∗ • ε+ ∂[·,·](ε) + ∂ω • ε.











and therefore it is determined by its restrictions on ΩpB(AB,Ω
q(K)) as:
D = D0 +D1 +D2 + . . . ,




q(K)) −→ Ωp+j,q+1−jB (AB,Ωq(K)).
Then by (5.1):
D0(α · ε) +D1(α · ε) +D2(α · ε) + . . . = (D0 +D1 +D2 + . . .)(α · ε)
= D(α · ε)
= dBα · ε+ (−1)|α|α ·Dε
= dBα · ε+ (−1)|α|α · (D0ε+D1ε+D2ε+ . . .)
= dBα · ε+ (−1)|α|(α ·D0ε+ α ·D1ε+ α ·D2ε+ . . .)
= dBα · ε+ (−1)|α|α ·D0ε+ (−1)|α|α ·D1ε+ (−1)|α|α ·D2ε+ . . .
Comparing degrees we find
Dj(α · ε) = (−1)|α|α ·D(ε) (5.6)
for every j 
= 1 and:
D1(α · ε) = dBα · ε+ (−1)|α|α ·D1ε.
To sum up, (5.6) together with (5.2) implies:
• D0 is a Ω(AB)-linear derivation of ΩB(AB,Ω(K)) which rises the bidegree by (0, 1),
hence it corresponds to dK ∈ Ω0B(AB,Ω1B(K));
• D1 is a degree one derivation of ΩB(AB,Ω(K)) which rises the bidegree by (1, 0)
and satisfy (5.6), hence, by lemma 5.4, it corresponds to ∇∗ ∈ Ω1B(AB, der0 Ω(K))
such that ∇∗a(π∗0fB) = π∗0LABa(fB) for every a ∈ Γ(AB) and fB ∈ C∞(B);
• D2 is a Ω(AB)-linear derivation of ΩB(AB,Ω(K)) which rises de bidegree by (2,−1),
hence it corresponds to dω ∈ Ω2B(AB, der−1B (Ω(K));
• For j ≥ 3 we have Dj ∈ ΩjB(AB, der1−jB (Ω(K))) and since 1−j ≤ −2 we have Dj = 0
once derrB(Ω(K)) = 0 for r ≤ −2 as noticed in remark 5.2.3.
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Finally, squaring D = D0 +D1 +D2 and comparing degrees we get the identities:
D0 ◦D0 = 0
D1 ◦D0 +D0 ◦D1 = 0
D1 ◦D1 +D0 ◦D2 +D2 ◦D0 = 0
D1 ◦D2 +D2 ◦D1 = 0
D2 ◦D2 = 0.
We show next these equations are equivalent to those we stated. In fact, since D0(ε) =
∂K • ε one finds
D0(D0(ε)) = ∂K • (∂K • ε)




[∂K, ∂K] • ε.
Since D1(ε) = ∇∗ • ε+ ∂[·,·](ε) and ∂[·,·](∂K) = 0 we get:
D1(D0(ε)) +D0(D1(ε)) = D1(∂K • ε) +D0(∇∗ε+ ∂[·,·](ε))
= ∇∗ • (∂K • ε) + ∂[·,·](∂K • ε) + ∂K • (∇∗ε+ ∂[·,·](ε))
= (∇∗ • ∂K) • ε+ ∂[·,·](∂K) • ε− ∂K • ∂[·,·](ε) + ∂K • (∇∗ • ε) + ∂K • ∂[·,·]ε
= (∇∗ • ∂K) • ε+ (∂K • ∇∗) • ε
= [∇∗, ∂K] • ε.
Since D2(ε) = ∂ω • ε and ∂2[·,·] = 0 we get:
D1(D1(ε)) +D0(D2(ε)) +D2(D0(ε)))
= D1(∇∗ • ε+ ∂[·,·](ε)) +D0(∂ωε) +D2(∂K • ε)
= ∇∗ • (∇∗ • ε+ ∂[·,·](ε)) + ∂[·,·](∇∗ • ε+ ∂[·,·](ε))
+ ∂K • (∂ω • ε) + ∂ω • (∂K • ε)
= (∇∗ • ∇∗) • ε+ ∇∗ • ∂[·,·](ε) + ∂[·,·](∇∗) • ε−∇∗ • ∂[·,·](ε)




[∇∗,∇∗] • ε+ [∂K, ∂ω] • ε+ ∂[·,·](∇∗) • ε.
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Next:
D1(D2(ε)) +D2(D1(ε)) = D1(∂ω • ε) +D2(∇∗ε+ ∂[·,·](ε))
= ∇∗ • (∂ω • ε) + ∂[·,·](∂ω • ε) + ∂ω • (∇∗ε) + ∂ω • ∂[·,·](ε)
= (∇∗ • ∂ω) • ε+ ∂[·,·](∂ω) • ε− ∂ω • ∂[·,·](ε) + (∂ω • ∇∗) • ε+ ∂ω • ∂[·,·](ε)
= [∇∗, ∂ω] • ε+ ∂[·,·](∂ω) • ε.
Finally
D2(D2(ε)) = D2(∂ω • ε)
= ∂ω • (∂ω • ε)




[∂ω, ∂ω] • ε.
5.3 Morphisms: Dual Picture
Next, we study morphisms between actions up to homotopy. Again, we shall need
to introduce some tools to handle them. Although the C∞(B)-module of C∞(B)-linear
graded algebra morphisms:
HomB(Ω(K′),Ω(K)) := HomC∞(B)(Ω(K′),Ω(K)),
is not a graded algebra, we still can define a C∞(B)-bilinear map
• : ΩB(AB,HomB(Ω(K′),Ω(K))) ⊗C∞(B) ΩB(AB,Ω(K′)) −→ ΩB(AB,Ω(K))
by setting
(T • ε)(a1, . . . , ap+q) :=
∑
σ∈Sh(p,q)
sgn(σ)T (aσ(1), . . . , aσ(p))(ε(aσ(p+1), . . . , aσ(p+q)),
for every T ∈ ΩpB(AB,HomrB(Ω(K′),Ω(K))) and ε ∈ ΩqB(AB,Ωs(K′)).
Next we state the analogue of lemma 5.2.1 for morphisms.




s(K′)) −→ Ωp+qB (AB,Ωr+s(K))
ε −→ Φ • ε
defines a 1-1 correspondence between
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• Elements Φ ∈ ΩpB(AB,HomrB(Ω(K′),Ω(K)));
• Degree zero Ω(AB)-linear operators from ΩB(AB,Ω(K′)) to ΩB(AB,Ω(K)) which
increase the bidegree by (p, r).
Proof. The proof is analogue to that of lemma 5.2.1 and therefore we omit it.
We can also define a R-bilinear pairing
• : ΩB(AB,End Ω(K)) ⊗R ΩB(AB,Hom(Ω(K′),Ω(K))) −→ ΩB(AB,Hom(Ω(K′),Ω(K))),
setting
(Φ1 • Φ2)(a1, . . . , ap+q) :=
∑
σ∈Sh(p,q)
sgn(σ)Φ1(aσ(1), . . . , aσ(p)) ◦ Φ2(aσ(p+1), . . . , aσ(p+q)),
for every Φ1 ∈ ΩpB(AB,Endr Ω(K)) and ε ∈ ΩqB(AB,Ωs(K)). Analogously, one can define
a R-bilinear pairing
• : ΩB(AB,Hom(Ω(K′),Ω(K)) ⊗R ΩB(AB,End Ω(K′)) −→ ΩB(AB,Hom(Ω(K′),Ω(K))).
These define graded modules structures on ΩB(AB,Hom(Ω(K′),Ω(K)).
To finish the algebraic intermezzo, we define
∂[·,·](Φ)(a1, . . . , ap+1) :=
∑
σ∈Sh(p,q)
Φ([aσ(1), aσ(2)], aσ(3), . . . , aσ(p+1)),
for every Φ ∈ ΩpB(AB,Homr(Ω(K′),Ω(K)) and a1, . . . , ap+1 ∈ Γ(AB). This increases the
bidegree by (1, 0) and satisfies the compatibility condition:
∂[·,·](Φ • ε) = ∂[·,·](Φ) • ε+ (−1)|Φ|Φ • ∂[·,·](ε)
for every Φ ∈ ΩB(AB,Hom(Ω(K′),Ω(K))) and ε ∈ ΩB(AB,Ω(K)) homogeneous.
Finally, we get to the second main result of this chapter:
Theorem 5.3.2. There is a 1-1 correspondence between morphisms of actions up to
homotopy
Φ : ΩB(AB,Ω(K′)) −→ ΩB(AB,Ω(K))
from D = ∂K + ∂∇∗ + ∂ω to D′ = ∂K′ + ∂∇′∗ + ∂ω′ and sequences {Φj}j≥0 of elements
Φj ∈ ΩjB(AB,Hom−jB (Ω(K′),Ω(K))
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satisfying:
Φk • (ε1 ∧ ε2) =
∑
i+j=k
Φi • ε ∧ Φj • ε
and ∑
i+j≥k+1
Φi • ε ∧ Φ2 • ε2 = 0,
for every k ≥ 0 and for every ε1, ε2 ∈ ΩB(AB,Ω(K)), and which are compatible with D
and D′ in the sense
∂ω • Φk−2 + ∇∗ • Φk−1 + ∂K • Φk + ∂[·,·](Φk−1)
= Φk−2 • ∂ω′ + Φk−1 • ∇′∗ + Φk • ∂K′ (5.7)
for every k ≥ 0 where we interpret Φ−2 and Φ−1 as zero.
The correspondence is characterized by
Φ(ε) = Φ0 • ε+ Φ1 • ε+ Φ2 • ε+ . . . ,
for every ε ∈ ΩB(AB,Ω(K)) homogeneous.










hence it is determined by its restriction to ΩpB(AB,Ω
q(K)) with p+ q = k, which decom-
poses as
Φ = . . .+ Φ−2 + Φ−1 + Φ0 + Φ1 + Φ2 + . . .
where each Φj rises the bidegree by (j,−j). Then:
• Since Φ is Ω(AB)-linear it follows immediately each Φj defines a degree zero Ω(AB)-
linear operator from ΩB(AB,Ω(K′)) to ΩB(AB,Ω(K)) which rises the bidegree by
(j,−j). Therefore we can realise each Φj as the left multiplication by Φj ∈ ΩjB(AB,Hom−jB (Ω(K′)
In particular, Φj = 0 for every j < 0 and therefore:
Φ(ε) = Φ0 • ε+ Φ1 • ε+ Φ2 • ε+ . . . ,
for every ε ∈ ΩB(AB,Ω(K)) homogeneous.
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• Using the previous decomposition, it follows that:









Φj • (ε1 ∧ ε2),
whereas
























Φi • ε1 ∧ Φj • ε2.
Looking at the homogeneous components we find that
Φ(ε1 ∧ ε2) = Φε1 ∧ Φε2
holds, if and only if:
Φk • (ε1 ∧ ε2) =
∑
i+j=k
Φi • ε1 ∧ Φ2 • ε2
and: ∑
i+j≥k+1
Φi • ε1 ∧ Φ2 • ε2 = 0,
for every k ≥ 0.
• As to the compatibility conditions lets us write temporarily Υ0 = ∂K, Υ1 = L∇∗
and Υ2 = ∂ω and analogously for D




















Therefore, Φ ◦D = D′ ◦ Φ if and only if∑
i,j







Looking at the homogeneous components one finds for every k ≥ 0∑
i+j=k




This gives the compatibility conditions (5.7).
Let us write down the compatibility conditions (5.7) for low values of k:
• For k = 0 the condition becomes
∂K • Φ0 = Φ0 • ∂K′ .
• For k = 1, taking into account ∂[·,·](Φ0) = 0, the condition becomes
∇∗ • Φ0 + ∂K • Φ1 = Φ1 • ∂K′ + Φ0 • ∇′∗.
• For k = 2, one finds
∂ω • Φ0 + ∇∗ • Φ1 + ∂K • Φ2 + ∂[·,·](Φ1)
= Φ2 • ∂K′ + Φ1 • ∇′∗ + Φ0 • ∂ω′ .
5.4 Extensions of Lie Algebroids as Actions up to
Homotopy
In this section we prove the category of actions up to homotopy of AB is equivalent
to the category of extensions of AB. In order to do that we need the following:
Lemma 5.4.1. Let K ↪→ AE
π AB be an extension covering π0 : E −→ B and let
h : Γ(AB) −→ Γ(AE) be a horizontal lift. The induced Lie algebroid isomorphism
Σh : π∗0AB ⊕K −→ AE
induces an isomorphism of graded algebras and of Ω(AB)-graded left modules
(Σh)∗ : Ω(AE) −→ Ω(π∗0AB ⊕K)
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where the Ω(AB)-graded left-module structure on Ω(π
∗
0AB ⊕ K) is induced by the mor-
phism of graded algebras pr∗AB . In particular, Ω(AE)  ΩB(AB,Ω(K)).
Proof. We know Σh : π∗0AB ⊕K −→ AE is an isomorphism of Lie algebroids. Hence:(
Σh
)∗
: Ω(AE) −→ Ω(π∗0AB ⊕K),





graded left-module structure. In fact, let α ∈ Ωp(AB). Then:
〈(Σh)∗ π∗αB,π∗0a1 ⊕ k1, . . . , π∗0ap ⊕ kp〉 = 〈π∗αB, h(a1) + k1, . . . , h(ap) + kp〉
= 〈π∗0αB, π(h(a1) + k1), . . . , π(h(ap) + kp)〉
= 〈π∗0αB, a1 ◦ π0, . . . , ap ◦ π0〉





(π∗αB) = pr∗ABαB. The last claim follows by following the sequence of
canonical isomorphisms:
Ω(π∗0AB ⊕K)  Ω(p∗AB) ⊗C∞(E) Ω(K)
 Ω(AB) ⊗C∞(B) C∞(E) ⊗C∞(E) Ω(K)
 ΩB(AB,Ω(K)).
The explicit isomorphism Ξ−1 : ΩB(AB,Ω(K)) −→ Ω(π∗0AB⊕K) sends ε ∈ ΩpB(AB,Ωq(K))
to:
Ξε(π∗0a1 ⊕ k1, . . . , π∗0ap+q ⊕ kp+q) =
∑
σ∈Sh(p,q)
sgn(σ)ε(aσ(1), . . . , aσ(p))(kσ(p+1), . . . , kσ(p+q)).
The inverse has components:
〈(Ξε)p,q (a1, . . . , ap), k1, . . . , kq〉 := 〈ε, π∗0a1, . . . , π∗0ap, k1, . . . , kq〉,
for every ε ∈ Ωk(π∗0AB ⊕K).
Using this lemma we prove the main result of this section, namely:
Theorem 5.4.2. There is an equivalence of categories between Act∞(AB) and Ext(AB).
Proof. Let us define functors
F : Ext(AB) −→ Act∞(AB) e G : Act∞(AB) −→ Ext(AB)
which will provide the desired equivalence.
• The functor F , on objects, is defined as follows: For each extension K ↪→ AE
π AB
we fix a horizontal lift h : Γ(AB) −→ Γ(AB) (which is possible due to the axiom of
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choice). The functor F then associates an action up to homotopy of AB on K along












 Ω(p∗AB ⊕K) Ξ  ΩB(AB,Ω(K)
that is, we set:
D := (Ξ ◦ Σh)dAE(Ξ ◦ Σh)−1
Then:
D2 = (Ξ ◦ Σh)dAE(Ξ ◦ Σh)−1 ◦ (Ξ ◦ Σh)dAE(Ξ ◦ Σh)−1
= (Ξ ◦ Σh)d2AE(Ξ ◦ Σh)−1
= 0.
Furthermore, since Ξ ◦ Σh is an isomorphism of graded algebras one gets
D(ε1 ∧ ε2) = (Ξ ◦ Σh)dAE
(
(Ξ ◦ Σh)ε1 ∧ (Ξ ◦ Σh)ε2
)
= (Ξ ◦ Σh)dAE(Ξ ◦ Σh)ε1 ∧ (Ξ ◦ Σh)(Ξ ◦ Σh)−1ε2
+ (−1)|ε1|(Ξ ◦ Σh)(Ξ ◦ Σh)−1ε1 ∧ (Ξ ◦ Σh)dAE(Ξ ◦ Σh)−1ε2
= Dε1 ∧ ε2 + (−1)|ε1|ε1 ∧Dε2.
Finally, writing j∗ : Ω(AB) −→ ΩB(AB,Ω(K)) for
〈j∗ε, a1, . . . , ap〉 := π∗0〈ε, a1, . . . , ap〉,
the Ω(AB)-module structure on ΩB(AB,Ω(K)) reads
αB · ε = j∗αB ∧ ε.
Then, using that Σ and Ξ are isomorphism of Ω(AB)-graded left-modules we find:
(Ξ ◦ Σh)−1(j∗αB) = π∗αB
and
(
Ξ ◦ Σh) (π∗dABαB) = pr∗BdABαB
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hence, using dAE ◦ π∗ = π∗ ◦ dAB we get
D(j∗αB) = (Ξ ◦ Σh)dAE(Ξ ◦ Σh)−1(j∗αB)
= (Ξ ◦ Σh)dAE(π∗αB)
= (Ξ ◦ Σh)π∗(dABαB)
= pr∗B(dABαB)
so that:
D(αB · ε) = D(j∗αB ∧ ε)
= D(j∗αB) ∧ ε+ (−1)|αB |j∗αB ∧Dε
= pr∗B(dABαB) ∧ ε+ (−1)|αB |j∗αB ∧Dε
= dABαB · ε+ (−1)|αB |αB ·Dε.
This proves that D is indeed an action up to homotopy.









K′  AE′  AB
we define the corresponding morphism of actions up to homotopy
Φ : ΩB(AB,Ω(K′)) −→ ΩB(AB,Ω(K))
transporting the morphism Φ∗ext : Ω(AE′) −→ Ω(AE) as follows:
Φ = (Ξ ◦ Σh′) ◦ Φ∗ext ◦ (Ξ ◦ Σh)−1
where h : Γ(AB) −→ Γ(AE) and h′ : Γ(AB) −→ Γ(AE′) are the horizontal lifts
we choose in order to obtain the corresponding action up to homotopy. Now a
straightforward argument shows Φ is indeed a morphism of actions up to homotopy.
Next, let us define the functor G : Act∞(AB) −→ Ext(AB).
• At the level of objects, G is defined as follows: Given D be an action up to homotopy
of AB on K along π0, we define a Lie algebroid structure on π∗0AB ⊕K defining
d := Ξ−1 ◦D ◦ Ξ.
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By a similar argument we used above we show easily d2 = 0 and
d(ε1 ∧ ε2) = dε1 ∧ ε2 + (−1)|ε1|ε1 ∧ dε2.
The vector bundle morphism prAB : π
∗
0AB ⊕K −→ AB is a submersion covering the
surjective submersion π0 and it is a Lie algebroid morphism since
D(j∗αB) = D(αB · 1R)








Therefore, prAB : π
∗
0AB ⊕K −→ AB is an extension of AB with kernel K.
• At the level of morphisms, G is defined as follows: Given a morphism of actions up
to homotopy Φ : ΩB(AB,Ω(K′)) −→ ΩB(AB,Ω(K)) we set:
Φ∗ext := Ξ
−1 ◦ Φ ◦ Ξ′,
where Ξ : Ω(π∗0AB⊕K) −→ ΩB(AB,Ω(K)) and Ξ′ : Ω(π′∗0 AB⊕K′) −→ ΩB(AB,Ω(K′))
are the canonical isomorphisms. Now it is straightforward to check this defines a
morphisms of extensions.
Finally, by the very construction, G is fully faithful. It is also dense, for any extension
K ↪→ AE
π0 AE after the choice of a splitting h becomes isomorphic to π∗0AB ⊕(D,ω) K
which is precisely the image by G of the transported differential of AE.
The proof of the previous theorem is conceptually clear, however, not very prac-
tical since we do not provide very explicit formulas. In the next section we adopt a more
concrete approach.
5.5 Practical Considerations
It is interesting to write down explicitly how to pass from extensions to actions
up to homotopy and vice-versa. In this section we summarize the previous discussions in
order to have a more concrete view of the theory.
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Let us consider an extension K ↪→ AE
π AB. As explained in section 4.3,
after the choice of a horizontal lift, the structure of this extension is fully encoded on K
and on a pair (∇, ω) consisting of ∇ ∈ Ω1(AB, der(K)) and of ω ∈ Ω2(AB,K) satisfying
compatibility conditions (4.7). The corresponding action up to homotopy is given by:
D = D0 +D1 +D2,
where:








〈ε(a1, . . . , ap), [ki, kj], . . . , k̂i, . . . , k̂j, . . . , kq+1〉.
whereas















(−1)i+j〈ε([ai, aj], a1, . . . , âi, . . . , âj, . . . , ap+1), k1, . . . , kq〉.
and




(−1)i+j〈ε(a1, . . . , âi, . . . , âj, . . . , ap+2), ω(ai, aj), k1, . . . , kq−1〉.
There are some interesting points we would like to emphasize:
• The above formulas are precisely those corresponding to ∂K • ε, ∂∇(ε) and ∂ω • ε we
got in the previous sections;
• The operator D0 is nothing but the natural extension of the differential of K to all
ΩB(AB,Ω(K)).
• For every a ∈ Γ(AB) we have an induced degree 0 derivation:
∇∗a : Ω(K) −→ Ω(K)
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which is given by:
〈∇∗aε, k1, . . . , kq〉 := X∇a〈ε, k1, . . . , kq〉 −
q∑
j=1
〈ε, k1, . . . ,∇akj, . . . , kq〉,
for every ε ∈ Ωq(K) and k1, . . . , kq. This entirely determines D1.
• For every pair of sections a, b ∈ Γ(AB) we have an induced degree −1 derivation:
ıω(a,b) : Ω(K) −→ Ω(K)
given by:
〈ıω(a,b)ε, k1, . . . , kq−1〉 := 〈ε, ω(a, b), k1, . . . , kq−1〉.
for every ε ∈ Ωq(K) and k1, . . . , kq−1. This extends via anti-symmetrization to D2.
On the other hand, given an action up to homotopy D = D0 +D1 +D2 of AB on
K along π0 : E −→ B the corresponding extension is obtained as follows:
• The Lie algebroid structure on K is obtained via the degree 1 differential:
d : Ω(K) −→ Ω(K)
given by:
〈dε, k1, . . . , kq+1〉 := 〈D0ε, k1, . . . , kq+1〉
for every ε ∈ Ωq(K)  Ω0B(AB,Ωq(K)) and k1, . . . , kq−1. The Ω(AB)-linearity of
D0 implies d is C
∞(B)-linear and this implies K(K) ⊂ Ker(dπ0). In fact, for any
fB ∈ C∞(B) we have:
0 = π∗0fB〈d(1R), k〉
= 〈d(π∗0fB), k〉
= LKk(π∗0fB)
= dfB ◦ dπ0 ◦ Kk.
• The 1-form ∇ ∈ Ω(AB, derB(K)) is uniquely determined by the fact:
〈ε,∇ak〉 = D1(〈ε, k〉)(a) − 〈D1ε(a), k〉.
for every ε ∈ Ω1(K), a ∈ Γ(AB) and k ∈ Γ(K). Notice the symbol of ∇ is simply
the restriction of D1 to functions.
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• Finally, ω ∈ Ω2(AB,K) is uniquely determined by:
〈ε, ω(a, b)〉 := D2ε(a, b),
for every ε ∈ Ω1(K)  Ω0B(AB,Ω1(K)) and a, b ∈ Γ(AB).
5.6 Actions up to Homotopy vs Representations up
to Homotopy
In this section we discuss how actions up to homotopy relate to 2-term repre-
sentations up to homotopy. To explain that, let us start discussing two ways of seeing a
representations of a Lie algebroid. In order to to that, let us fix a Lie algebroid A over
M and V a vector bundle over M .
Linear representations of A on V can be dealt with:
• An Algebraic Approach. As degree one R-linear operators:
D : Ω(A) ⊗ Γ(V ) −→ Ω(A) ⊗ Γ(V )
such that D2 = 0 and:
D(α · ε) = dAα · ε+ (−1)|α|α ·Dε
for every α ∈ Ω(A) and ε ∈ Ω(A,E) homogeneous.
• A Geometric Approach. As semi-direct products, that is, as Lie algebroid structures
on the vector bundle A⊕ V −→ M which turn the projection A⊕ V −→ A into a
morphism of Lie algebroids.
The algebraic approach was taken in [2] as the starting point to defining represen-
tations up to homotopy. The idea was simply to replace the vector bundle V by a graded
vector bundle over M . Notice this replacement is purely algebraic and the result has a
covariant nature since every morphism of graded vector bundles from V to V ′ induces a
morphism of representations up to homotopy Φ : Ω(A, V ) −→ Ω(A, V ′).
The main difference between our approach of actions up to homotopy and the
usual approach of representations up to homotopy is that we take the geometric approach
as a starting point. Let us clear this out. In the geometric approach, the representations
of A on V are parametrized by Lie algebroid structures on A⊕V which turn the projection
A⊕V −→ A into an extension of Lie algebroids. Such structures, as we have pointed out
in proposition 4.1.12, are equivalent to degree one R-linear derivations:
D : Ω(A) ⊗ Ω(V ) −→ Ω(A) ⊗ Ω(V )
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which are compatible with the evident Ω(A)-module structure on Ω(A) ⊗ Ω(V ) in the
sense:
D(α · ε) = dAα · ε+ (−1)|α|α ·Dε
for every α ∈ Ω(A) and ε ∈ Ω(A) ⊗ Ω(V ) homogeneous. Notice that this approach has
a contravariant nature since every morphism of (graded) vector bundles from V to V ′
induces a morphism Φ : Ω(A, V ′) −→ Ω(A, V ).
In order to pass from the algebraic point of view to the geometric one and vice-
versa it suffices to notice that representations of A on V are equivalent to representations
of A on V ∗. Anyway, from the geometer’s point of view, we may contend that the
geometric approach is more natural than the algebraic one.
Chapter 6
Integration of Actions up to
Homotopy
In this final chapter we discuss the basic building blocks of an idealized integration
theory for actions up to homotopy via 2-categorical methods. In light of our previous
discussions, this integration theory should also provide a way to integrate extensions.
The motivation for this chapter comes from [13] where the authors undertake the purpose
of integrating 2-term representations up to homotopy via 2-functors. In the first section
we recall their integration theory. In the subsequent section, to an action up to homotopy
we associate a certain kind of holonomy. The definition of holonomy we give is not entirely
new, it is merely an abstraction of the respective definition found in the work [12] where
the author defines holonomy in the context of extensions of Lie algebroids. Subsequently,
we present how such holonomy gives rise to a strict 2-functor, which should be thought of
as a higher action of a Weinstein 2-groupoid in a certain gauge 2-groupoid. Afterwards,
we discuss morphism of actions up to homotopy in this 2-categorical context. Finally, we
indicate how the theory can be developed further in a future research.
6.1 The Holonomy 2-Representation
In this section we discuss briefly the integration of 2-term representations up to
homotopy via strict 2-functors which first appeared in [13]. We start recalling one of the
main results in [13]:
Theorem 6.1.1. Let (∇ = (∇E,∇C), ω, ∂) be a 2-term representation of a Lie algebroid
over M on the graded vector bundle E ⊕ C −→ M and let E := (E ⊕ C ⇒ E) be the
2-vector bundle corresponding to ∂ : C −→ E. There is a strict 2-functor:
Hol : P(A) −→ 2-Gau(E)
defined by the assignment:
113
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• for each A-path a · dt : TI −→ A from x to y, Hol(a) is the linear functor:
Ex ⊕ Cx
 





where HolE and HolC denote the holonomy of ∇E and ∇C , respectively.
• for each A-homotopy σ = a · dt+ b · dt : TI2 −→ A the assignment









HolCas1,t ◦ ω(a, b)γs(t) ◦ Holast,0(−) ds dt
)
.
The previous theorem leads to the following:
Definition 6.1.2. The 2-functor Hol : P(A) −→ 2-Gau(E) is called the holonomy 2-
representation associated to the 2-term representation up to homotopy (∇E,∇C , ω, ∂) of
A on E ⊕ C.
There are a few points to be emphasized:
• The definitions of the Weinstein 2-groupoid P(A) and of the gauge 2-groupoid
2-Gau(E) are discussed in section 2.5;
• In the work [13], they do not use 2-Gau(E) as we defined. Instead, their definition
of this gauge 2-groupoid is based upon 2-term cochain complexes of vector bun-
dles. However, our approach is equivalent since 2-term cochain complexes of vector
bundles are equivalent to 2-vector bundles;
• The 2-functor Hol : P(A) −→ 2-Gau(E) can be seen as a kind of linear action of
P(A) on E .
Associated to this representation there is a transformation 2-groupoid:
Definition 6.1.3. The transformation 2-groupoid associated to the holonomy 2-functor
Hol : P(A) −→ 2-Gau(E) is the strict 2-groupoid P(A) Hol E defined as follows:
• objects: the space of objects of P(A) Hol E is given by E;
• 1-morphisms: the space of 1-morphisms of P(A) Hol E is:
P1(A)  E := t∗C ⊕ s∗E
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where s, t : P1(A) −→ M are the source and target maps of 1-morphisms of the
Weinstein 2-groupoid. The source, target, and inverse maps of 1-morphisms are
given as follows:
s̃(c, a, e) = e
t̃(c, a, e) = HolEa (e) + ∂c
(c, a, e)−1) = (−HolCa−1(c), a−1,HolEa (e) + ∂c),




∂c0 and their multiplication is given by:
(c1, a1, e1) · (c0, a0, e0) = (c1 + HolCa1(c0), a1 · a0, e0),
• 2-morphisms: the space of 2-morphisms in P(A) Hol E is given by:
P2(A) Hol E := t∗HC ⊕ s∗HE
where sH , tH : P2(A) −→ M are the horizontal source and target maps of the
Weinstein 2-groupoid;
• vertical structure maps: the vertical source and target maps s̃V , t̃V : P2(A)HolE −→
P1(A) Hol E are given by:
s̃V (c, σ, e) := (c, sV (σ), e)
t̃V (c, σ, e) := (c− Hol(σ)e, tV (σ), e).
Two 2-morphisms (c2, σ2, e2) and (c1, σ1, e1) are composable vertically provided
sV (σ2) = tV (σ1) ∈ P1(A) and c2 = c1 + Hol(σ1)(e1), and their vertical multipli-
cation is given by:
(c2, σ2, e2) •V (c1, σ1, e1) = (c1, σ2 •V σ1, e1).
The vertical inverse of a 2-morphism (c, σ, e) is defined by the following formula:
(c, σ, e)−1V := (c− Hol(σ)e, σ−1V , e).
• horizontal structure maps: the horizontal source and target maps are given by:
s̃H(c, σ, e) := e
t̃H(c, σ, e) = HoltV (σ)(e) + ∂c.
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The horizontal composition and horizontal inverse are given by:
(c, σ, e) •H (b, τ, f) := (c+ HolCsV (σ)(b), σ •H τ, f)
(c, σ, e)−1H := (HolCsV (σ)(c), σ
−1H , e).
Then, according to [13]:
Theorem 6.1.4. Let A be a Lie algebroid overM . Then P(A)HolE is a strict 2-groupoid.
The main theorem obtained in [13] can be stated as follows:
Theorem 6.1.5. Let A −→ M be a Lie algebroid (∇E,∇C , ω, ∂) be a 2-term repre-
sentation up to homotopy of A on E ⊕ C −→ M and denote by D the corresponding
VB-algebroid. The Weinstein groupoid G(D) of D identifies with the 1-truncation of the
transformation 2-groupoid P(A) Hol E associated to the holonomy 2-representation.
For the proof of this important theorem as well as for further discussions and
examples we refer the reader to the original work [13].
In the subsequent sections we try to put the previous discussions in the context
of our work.
6.2 Complete Horizontal Lifts and Holonomy
In this section we discuss how it is possible to define a parallel transport notion
in the context of extensions of Lie algebroids. This will play a relevant role later on.
Let a · dt : TI −→ AB be an AB-path whose base path is γ : I −→ B. Choose a
time-dependent section at ∈ Γ(AB) extending a(t), that is, such that
at(γ(t)) = a(t),
for every t ∈ I. This is always possible, it suffices to use a partition of unity. It is even
possible to choose at with compact support. Then h(a) is a time-dependent section of
AE and ∇hat := [h(at),−]AE is a time-dependent derivation of AE whose symbol is the
time-dependent vector field AEh(at) on E. By section 1.4, the time-dependent derivation
∇hat has a flow Φ∇
h
at : K −→ K covering the flow ΦAEh(at) : E −→ E. Since AEh(at) is
dπ0-projectable on at the flows of AEh(at) and ABat commute, hence, for every k ∈ K
such that π0(pK(k)) = x, one finds:
π0pK(Φ
∇hat
t,s (k)) = π0Φ
AEh(αt)





This shows there is an well defined map:
Φ
h(a)
t,s (x) := Φ
∇hat
t,s |K|Ex : K|Ex −→ K|EΦat,s(x) . (6.1)
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A priori, this is not defined for every x and every s, t ∈ I. However, this is the case
whenever the vector field ABat is complete for every t ∈ I. This motivates the following:
Definition 6.2.1. Let h : Γ(AB) −→ Γ(AE) be a horizontal lift associated to an extension
K ↪→ AE
π AB. We say h is complete if the vector field AEh(a) on E is complete for
every a ∈ Γ(AB) such that ABa is complete.
Therefore, for complete horizontal lifts one get an isomorphism of Lie algebroids:
Φ
h(a)
1,0 (γ(0)) : K|Eγ(0) −→ K|Eγ(1) ,
which, by integration, defines a Lie groupoid isomorphism:




0,1 : Eγ(0) −→ Eγ(1).
The above construction does not depend on how we extend the AB-path a into a time-
dependent section.
Definition 6.2.2. Let K ↪→ AE
π AB be an extension of Lie algebroids, h : Γ(AB) −→
Γ(AE) be a complete horizontal lift and a · dt : TI −→ AB an AB-path over γ. We call
Holha : G(K|Eγ(0)) −→ G(K|Eγ(1)) the holonomy of h along a.




◦ Holha1 and Holhax = id,
for any AB-paths a0 · dt, a1 · dt : TI −→ AB where 0x · dt : TI −→ AB stands for the
constant path over x. From this it follows
(Holha)
−1 = Holha,
where a dt : TI −→ AB is the AB-path obtained from a(t) := −a(1 − t).
It is very illustrative to have in mind the following picture of Holha:
In [12], the author used this in order to get a description of the Weinstein-groupoid
of AE in terms of AB and K.
The previous discussion was based upon the choice of an Ehresmann connection.
But the relevant data is the fact that ∇h is a C∞(B)-linear map which takes values on
derivations of the kernel K whose symbol projects on the anchor of AB. So, we can get
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for every a ∈ Γ(AB) and every fB ∈ C∞(B), and such that X∇a is a complete vector field
for every a ∈ Γ(AB) such that ABa is complete.
6.3 The Holonomy 2-Functor
In this section, we define, in the context of actions up to homotopy, the analogue
of the holonomy 2-functor we discussed in the first section of this chapter.
From now on, whenever we consider an action up to homotopy (∇, ω) we shall
suppose X∇a is complete for every a ∈ Γ(AB) such that ABa is complete.
Let π0 : E −→ B be a surjective submersion and suppose K −→ E is a Lie
algebroid such that K(K) ⊂ Ker(dπ0). The restrictions of K −→ E to the fibres Ex :=
π−10 (x) ⊂ E are Lie algebroids. Notice that:
K|Ex = {(k, pK(k)) : k ∈ K, π0(pK(k)) = x}.
Therefore, we can think of K as a family of Lie algebroids parametrized by points of B.
Integrating each K|Ex we get a family of, a priori, topological groupoids G(K|Ex) ⇒ Ex.
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We shall denote by 2-Gau((G(K), π0)) the strict 2-groupoid whose:
• objects are the points of B;
• 1-morphisms from x to y are invertible functors from G(K|Ex) to G(K|Ey);
• 2-morphisms are natural transformations;
• the various compositions and the units are the evident.
We shall not discuss smoothness in this context. This probably must be dealt with by
means of diffeologies. Next we explain how we can put actions up to homotopy in the
2-categorical context.
Let (∇, ω) be an action up to homotopy of a Lie algebroid AB on KE −→ E
along π0 : E −→ B. Then there exists a strict 2-functor:





• at the level of objects Hol∇,ω restricts to the identity of B;
• to an AB-path a · dt : x −→ y:
Hol∇,ω(a) := Hol∇a : G(K|Ex) −→ G(K|Ey)
where Hol∇a is as defined in the previous section;
• Let a0 · dt : x −→ y and a1 · dt : x −→ y be two AB-paths and suppose σ =
a · dt+ b · ds : a0 · dt =⇒ a1 · dt is an AB-homotopy. Then
Hol∇,ω(σ) : Ex −→ G(K|Ey)











Some remarks are required:
• The fact that Hol∇,ω takes its values on 2-Gau((G(K), π0)) is a direct consequence
from the construction of the holonomy along A-paths;
• The difficult part to verify that Hol∇,ω is indeed a functor is that Hol∇,ω does not
depend on thin-homotopy classes of A-paths;
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• It is not very difficult to verify that Hol∇,ω preserves the various compositions and
identities.
We shall think of Hol∇,ω as “higher” action of the Weinstein 2-grupoid P(AB) on
G(K) ⇒ E.
6.4 Integrating Morphisms
In the previous section we explained how an action up to homotopy (∇, ω) of
AB on K −→ E along π0 : E −→ B induces an action of P(AB) on G(K) ⇒ E along
π0 : E −→ B. In this section we discuss this at the level of morphisms.
Strangely as it may seem at first, the following theorem was the motivating point
for the development of the theory of natural homotopies we dealt with in a previous part.
Theorem 6.4.1. Let (∇, ω) and (∇′, ω′) be two actions up to homotopy of a Lie algebroid
on K and K′ along π0 : E −→ B and π′0 : E ′ −→ B, respectively. Let (Φ, θ) : (∇, ω) −→
(∇′, ω′) be a morphism of actions up to homotopy. Then:
i) For any x ∈ B, Φ induces, by restriction, a morphism of Lie algebroids
Φx : K|Ex −→ K′|E′x .
ii) For any AB-path a : x −→ y, θ induces a natural isomorphism:














• For each x ∈ B
Fx : G(K|Ex) −→ G(K′|E′x)
denotes the morphism of Lie groupoids integrating Φx;













◦ θ(at) ◦ Hol∇γ1,t(e) · dt.
This is illustrated in the following diagram:
















Proof. In order to obtain the natural isomorphism
Holθa : Fy ◦ Hol∇a =⇒ Hol∇
′
a ◦ Fx
we are going to apply theorem 3.7.1. With this goal in mind, let us consider the one-




◦ Φγ(t) ◦ Hol∇at,0 : K|Ex −→ K′|E′y ,













a ◦ Φx and Ψ1 = Φy ◦ Hol∇a .
All we are left to do is to verify that Ψ0 and Ψ1 are naturally homotopic and that
the natural homotopy will be given by (6.2). To show Ψ0 and Ψ1 are indeed naturally




◦ θ(at) ◦ hol∇γ1,t : Ex −→ K′|E′y .
A straightforward computation shows that the degree -1 induced map on forms:










for every s ∈ I. We proceed to show the vector bundle morphism
Ψ + Θ · dt : K′|Ex × TI −→ K′|E′y
is a natural homotopy from Ψ0 to Ψ1. Since Ψt is a Lie algebroid morphism for every





Ψ∗t = dK ◦ ıΨtΘ(as) + ıΨsΘ(as) ◦ dK′ .
In fact, since (Φ, θ) is a morphism of actions up to homotopy, we know that:
∇∗a ◦ Φ∗ − Φ∗ ◦ ∇′∗a = dK ◦ ıΦθ(a) + ıΦθ(a) ◦ dK′ (6.4)





























































(∇∗as ◦ Φ∗ − Φ∗ ◦ ∇′∗as) ◦ Hol′∗a1,s
= Hol∗as,0 ◦
[




Hol∗as,0 ◦ ıΦθ(as) ◦ Hol′∗a1,s + Hol∗as,0 ◦ ıθ(as) ◦ Hol′∗a1,s
]
◦ dK′
= dK ◦ ıΨsΘ(as) + ıΨsΘ(as) ◦ dK′ .
Applying theorem 3.7.1 we obtain that









defines a natural isomorphism from the integration of Ψ0, which is Hol
∇′
a ◦ Fx, to the
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integration of Ψ1, which is Fy ◦ Hol∇a .
6.5 Future Research: A Functorial Integration
Along the development of this work some natural questions arose and we discuss
them in this final part. In fact, we already have some answers in an heuristic form and
we would like to present them in the same spirit. Most of the discussions are informal
but we believe they are coherent enough to be included here.
First, we discuss how the tools we developed in the previous parts can be used to
produce a functorial scheme for integrating extensions of Lie algebroids. Afterwards, we
point how it is possible to discuss natural homotopies within the category of extensions of
Lie algebroids and, of course, in the category of VB-algebroids. Next, we point out some
applications which may be a consequence of our work.
In the previous part we showed how an action up to homotopy (∇, ω) of a Lie
algebroid AB on K −→ E along a surjective submersion π0 : E −→ B gives rise to a strict
2-functor:
Hol∇,ω : P(AB) −→ 2-Gau((G(K), π0)).
The first step in our future research is to obtain the description of the corresponding action
2-groupoid P(AB)Hol∇,ω 2-Gau((G(K), π0)) and to show that its truncation identifies with
the Weinstein groupoid integrating the Lie algebroid π∗0AB ⊕∇,ω K.
Also, we already pointed out how a morphism (Φ, θ) of actions up to homotopy
allows us to compare different holonomies. A natural question is, are those constructions
functorial? The answer to this question seems to be true and we hope to show it soon.
More precisely, we believe we can show the following:
• Let (Φ, θ) : (∇, ω) −→ (∇′, ω′) be a morphism of actions up to homotopy of AB
on K along π0 : E −→ B and on K′ along π′0 : E ′ −→ B, respectively. Then the
assignment:















where Fx and Fy denote the groupoid morphism integrating Φx and Φy, respectively,
and Holθa : Ex −→ G(KE′y) is given by:
Holθa :=
[




induces a pseudo-natural transformation:
HolΦ,θ : Hol∇,ω =⇒ Hol∇′,ω′ ,
that is, a morphism in Func(P(AB), 2Grpd) from Hol∇,ω to Hol∇′,ω′ .
The difficult part in the previous statement is to show that the assignment is well defined,
that is, it does not depend on the thin-homotopy class of the AB-paths. Once the above
is proven, it is more or less easily to show:
Hol : Act∞2 (AB) −→ Funct(P(AB), 2-Grpd),
is a functor where 2-Grpd is the category whose:
• objects are groupoids;
• 1-morphisms are invertible functors;
• 2-morphisms are natural transformations;
• compositions and identities are the usual ones.
Of course, we also intend to investigate examples and develop applications for the theory
discussed.
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