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Abstract
As an evidence of the power of finite unary substitutions we show that the inclusion problem for finite substitu-
tions on the language L = ab∗c is undecidable, i.e., it is undecidable whether for two finite substitutions ϕ and ψ
the relation ϕ(w) ⊆ ψ(w) holds for all w in L.
© 2003 Elsevier Science (USA). All rights reserved.
1. Introduction
Finite substitutions between free monoids are natural extensions of corresponding morphisms. How-
ever, due to their inherent nondeterministic nature, they behave in many aspects very differently. A goal
of this paper is to emphasize this difference in a particularly simple setting.
Finite substitutions, as well as their images, i.e., finite languages, have been studied rather intensively
during the last few years. Such research has revealed a number of nice, and also surprising, results. In
[12], see also [6], it was shown that the question whether two finite substitutions are equivalent, word by
word, on the language L = a{b, c}∗d is undecidable, in other words, the equivalence problem for finite
substitutions on the language L, and hence also on regular languages, is undecidable. In [5] all finite
languages commuting with a given two-element language were characterized, and as a byproduct Con-
way’s Problem for two-element sets was solved affirmatively. Conway’s Problem, see [2], asks whether
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the maximal set commuting with a given rational X, referred to as its centralizer, is rational as well.
Very recently Conway’s Problem for three-element sets was also solved in [10], but the problem remains
open even for finite sets X. The general problem, as well as some related ones, seems to be very hard.
An intriguing subcase of the problem solved in [12] is the case when L′ is assumed to be ab∗c, i.e., a
very special bounded language. This problem was posed, at least implicitly, in [4] and has, so far, resisted
all attempts to be solved. In [8] some special cases, as well as related problems, were considered.
One result of [8] shows that the inclusion problem for finite substitutions on regular languages is
decidable if the substitutions are (or in fact only the simulating one is) so-called prefix substitutions,
that is the images of the letters are prefix sets. Here we show that the restriction to prefix substitutions
is essential. Indeed, otherwise the problem becomes undecidable even in the case when the language
equals to L′ = ab∗c. The corresponding equivalence problem remains still open.
This paper is organized as follows.
First in Section 2 we fix the needed terminology, and recall the basic tool used here, the notion of a
nondeterministic defence system. Section 3 is devoted to our main undecidability result. In Section 4 we
consider applications of our result, as well as some related ones.
2. Preliminaries
In this section we fix our terminology, introduce our problems, and recall the basic tools needed. For
undefined notions in combinatorics of words we refer to [3] and in automata theory to [1].
Let  be a finite alphabet, and ∗ (resp. +) the free monoid (resp. semigroup) generated by . We
denote by 1 the unit of ∗, so that ∗ = + ∪ {1}. For two finite alphabets  and  we consider finite
substitutions ϕ : ∗ → ∗ which are many-valued mappings and can be defined as morphisms from ∗
into the monoid of finite subsets of ∗, i.e., into 2∗ . If ϕ is single-valued it is an ordinary semigroup
morphism ∗ → ∗. By a 1-free (or ε-free) finite substitution we mean a finite substitution ϕ for which
1 is not in ϕ(a) for any a in .
Let ϕ, ψ be finite substitutions ∗ → ∗ and L ⊆ ∗ a language. We say that ϕ and ψ are equivalent
on L if and only if
ϕ(w) = ψ(w) for all w ∈ L.
Similarly, we say that ϕ is included in ψ on L if and only if
ϕ(w) ⊆ ψ(w) for all w ∈ L.
We note that the question ϕ(w)
?⊆ ψ(w) (for a fixed w) can be viewed as a task of finding a winning
strategy in a two player game: in any choice for values in ϕ(a) the ψ must be able to respond following
the input word.
Now we can state two important decision problems.
Problem 1 (P1). Given two finite substitutions ϕ, ψ : ∗ → ∗ and a rational language L ⊆ ∗, decide
whether or not ϕ and ψ are equivalent on L.
Problem 2 (P2). Given two finite substitutions ϕ, ψ : ∗ → ∗ and a rational language L ⊆ ∗, decide
whether or not ϕ is included in ψ on L.
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There are two obvious remarks. First, using any standard encoding we can assume that  is binary,
say  = {0, 1}. Second, in the special case of morphisms the problems are equal, and easily seen to be
decidable.
For finite substitutions the situation changes drastically. Indeed, even the case when the language
L is chosen to be fixed, the problem seems to be very difficult. From the point of view of this paper
interesting subcases are obtained when L is fixed to be ab∗c—a very special bounded language. In this
case we restate the problems as follows:
Problem 3 (UP1). Problem P1 for the fixed language L = ab∗c.
Problem 4 (UP2). Problem P2 for the fixed language L = ab∗c.
We use U above as an indication that the problems deal with finite substitutions which are essen-
tially over a unary input alphabet. More precisely, we consider problems on unary finite substitutions
augmented with endmarkers.
Problem P1, and hence also P2, was shown to be undecidable in [12] even in the case when L is fixed
to be the language a{b, c}∗d. Actually the undecidability of Problem P2 is very easy to conclude. On the
other hand, these problems are not decidable only in the case when the mappings are morphisms, but
also in the case where they are so-called prefix substitutions, i.e., the images of the letters are prefix sets,
cf. [8]. In fact, for the decidability it is enough that ψ is a prefix substitution. Several related problems
are considered in [13,14,16,17].
So the interesting remaining problems are UP1 and UP2. We are not able to solve UP1 here, but we
do solve UP2. And surprisingly the answer is negative: the problem is undecidable.
The basic tool in our proof is to use so-called nondeterministic defence systems. A nondeterministic
defence system, ND-system in short, over the alphabet  is a triple V = (Q, P, q1), where Q is a
finite set of states, q1 is the unique initial (or principal) state, and P is a finite set of rules of the form
(p, a, q, z), where p, q ∈ Q, a ∈ , and z ∈ {−1, 0, 1}, that is P ⊆ Q × × Q × {−1, 0, 1}. We say
that the ND-system V is reliable if and only if, for each w = a1 · · · at , with ai ∈  for i = 1, . . . , t ,
there exist states q1, . . . , qt+1 such that
(qi, ai, qi+1, zi) ∈ P for i = 1, . . . , t, (1)
and moreover,
t∑
i=1
zi = 0. (2)
We emphasize that the sequence (1) can be interpreted, in a natural way, as a computation in a finite
transducer: w corresponds to the input, qi’s determine the state transitions, and the numbers zi are the
outputs produced in each step. The essential condition is the condition (2) which requires that the sum
of the outputs equals zero. Such computations are called defending. Hence the reliability means that for
each input word there exists a defending computation. Now, a crucial result is the following.
Theorem 1. It is undecidable whether a given ND-system is reliable.
The proof of Theorem 1 can be found in [11]. It uses the undecidability of the Post Correspondence
Problem. Actually the original ND-systems were equipped with probabilities, but those are not needed
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in the above proof. It is also obvious that  can be fixed as long as it contains at least two symbols. We
fix  = {0, 1}.
3. The main result
This section is devoted to the main result of this paper and to its proof.
Theorem 2. The inclusion problem for 1-free finite substitutions on the language L = ab∗c is undecid-
able.
Proof. We reduce the undecidability to that of the reliability of ND-systems. Let V = (Q, P, q1)
be an ND-system over {0, 1} and with Q = {q1, . . . , qs}. We associate V with a pair (ϕ, ψ) of finite
substitutions
{a, b, c}∗ → {0, 1, 2, 3, 4, 5, 6}∗
such that
V is reliable (3)
if and only if
ϕ(abic) ⊆ ψ(abic) for all i  0. (4)
Hence, by Theorem 1, the result would follow.
Before defining ϕ and ψ we have to fix some terminology. We define
W = v1 · · · vs+1 with vi = 0i1234 for i = 1, . . . , s + 1. (5)
Consequently, W ∈ {0, 1, 2, 3, 4}+. Further we set wkj = vk · · · vj for 1  k  j  s + 1. Next, for
k, j ∈ {1, . . . , s}, a ∈ {0, 1}, and y ∈ {−1, 0, 2} we define words
F(a, k, j, y) = wk+1,s+1(S(a)S(a)W)y+1S(a)S(a)w1,j ,
and
Ba = S(a)S(a)WS(a)S(a)W,
where S(a) = 5 + a.
Now, using the word F we define three new sets of words:
(i) I1(a, k, j,−1) = F(a, k, j, 2)
(ii)
{
I2(a, k, j, 0) = F(a, k, j, 0)(34)−1
T2(a, j, j, 0) = 34F(a, j, j, 0)
(iii)


I3(a, k, j, 1) = F(a, k, j,−1)(234)−1
M3(a, j, j, 1) = 234F(a, j, j, 0)4−1
T3(a, j, j, 1) = 4F(a, j, j,−1).
Here we use the notation uv−1 for the right quotient of u by v. Note also that the fourth argument of
these words inside any group (i)–(iii) is always a constant, either −1, 0, or 1. The abbreviations I , T , and
M come from the words initial, terminal, and middle, respectively. From now on we may speak about
I - or T2-words, for example.
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Next, out of the set of all I -, T -, and M-words we select some, based on the rules of the defence
system V , to constitute a language L. It consists of exactly the following words:

I1(a, k, j,−1), if (qk, a, qj ,−1) ∈ P,
I2(a, k, j, 0) and T2(a, j, j, 0), if (qk, a, qj , 0) ∈ P,
I3(a, k, j, 1), M3(a, j, j, 1), and T3(a, j, j, 1) if (qk, a, qj , 1) ∈ P.
(6)
Here, of course, a, k, and j range over the sets
{0, 1}, {1, . . . , s}, and {1, . . . , s},
respectively.
Now, we are ready to define the required finite substitutions. The substitution ϕ is defined by
ϕ(a) = ϕ(c) = W and ϕ(b) = {B0B0, B1B1}.
Consequently, for each n  0, we have
ϕ(abnc) = W {(55W)4, (66W)4}nW,
where W is defined in (5).
The substitution ψ , in turn, is defined by the formulas
ψ(a) = w11
ψ(b) = LL,
ψ(c) = {γ | γ = wk,s+1W with 2  k  s + 1}.
It remains to be proved that the construction works as intended, that is: the conditions (3) and (4) are
equivalent.
Assume first that V is reliable. We have to show that, for each n  0 and each word z of the form
z = u0u1 · · · un+1 with u0 = un+1 = W and ui ∈ {B0B0, B1B1} for i = 1, . . . n
there exist words v1, . . . , vn ∈ ψ(b) and vn+1 ∈ ψ(c) such that
w11v1 · · · vnvn+1 = z.
In the case n = 0 we can choose v1 = w2,s+1W so that w11v1 = WW as required.
Assume now that n  1. Next we use the assumption that V is reliable. Consider the word t =
a1 · · · an ∈ {0, 1, }n defined by
ai = α if and only if ui = BαBα, for i = 1, . . . , n.
Since V is reliable, there exist states q1 = qj1, qj2, . . . , qjn+1 and numbers z1, . . . , zn ∈ {−1, 0, 1}
such that
(qji , ai, qji+1, zi) ∈ P, for i = 1, . . . , n, (7)
and moreover,
n∑
i=1
zi = 0. (8)
The numbers zi in (7) define, for i = 1, . . . , n, via (6) the words of the types I1, I2T2, or I3M3T3
depending on whether zi = −1, 0, or 1, respectively. Moreover, such a word, say yi , is of the form
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yi = wji+1,s+1(S(ai)S(ai)W)3S(ai)S(ai)w1,ji+1 .
Consequently, by choosing vn+1 = wjn+1+1,s+1W we conclude that
w11y1y2 · · · ynvn+1 = z = u0u1 · · · unun+1.
Now the crucial observation is that the word y1 · · · yn consists of altogether 2n +∑ni=1 zi factors of
types I , M , and T , that is of L. Hence, by (8), this word can be refactorized as
y1 · · · yn = v1 · · · vn with vi ∈ L2 = ψ(b) for i = 1, . . . , n.
Therefore the factorization z = w11v1 · · · vnvn+1 is the required one.
Second we assume that
ϕ(abnc) ⊆ ψ(abnc) for all n  0.
We have to show that the system V is reliable. In order to do that let
t = a1 · · · an with ai ∈ {0, 1}
be an arbitrary word. This yields a word
ξ = WBa1Ba1 · · ·BanBanW ∈ ϕ(abnc).
By our assumption, it has a factorization
ξ = ψ(a)v1 · · · vnψ(c) with vi ∈ ψ(b) for i = 1, . . . , n.
Here necessarily ψ(a) = w11 and ψ(c) = wk,s+1W for some k = 2, . . . , s + 1.
Next consider the word
ξ1 = w−111 WBa1Ba1 = w2,s+1
(
S(a1)S(a1)W
)4
.
We recall that all the elements of L contains a factor of the form 55 or 66, and that w2,s+1 and W does
not contain either 5 or 6. On the other hand, ξ1 contains exactly four factors of 55 or 66. Furthermore
the only words in L2 which are factors of ξ are of the forms I1I1, I2T2, I3M3, or M3T3. Consequently,
pontential prefixes of ξ1 in L+ such that they contain four occurrences of 55 or 66 are words of the forms
I1, I2T2, and I3M3T3. Indeed each of these words contains, by the construction, exactly four factors of
55 or 66. By our assumption such a prefix, say y1, must exist. Note, however, that y1 need not be unique,
in fact there might be even several y1’s of each of the above three forms.
Now, by the construction, each of these y1’s defines a rule (q1, a1, qj , z1) of V for some j and z1
being either −1, 0, or 1 depending on which case holds for y1. We repeat the argument for y−11 ξ1Ba2Ba2
to yield y2. Note here that y−11 ξ1 does not contain as a factor 5 or 6. After n repetitions we find words
y1, . . . , yn each connected to a rule of V as above.
In each step we might obtain several such yj words and hence also several considered sequences. An
important point is that at least one such sequence is guaranteed and that it defines a computation of the
defence system V . Finally, there must be vn+1 from ψ(c) such that
ξ = w11y1 · · · ynvn+1. (9)
By the above argumentation, ξ can be in ψ(ab∗c) only in the way described in (9). Consequently, the
word y1 · · · yn must be in ψ(bn). Therefore, by the definition of L, i.e., by (6), the number of times yj
is of the form I1 is the same as the number of times it is of the form I3M3T3. But this means that the
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computation of V associated with the sequence y1, . . . , yn is defending, and since the word t = a1 · · · an
was arbitrary the system V is reliable.
So we have completed the proof of Theorem 3.1. 
4. Applications and related problems
In this section we search for some applications of Theorem 2, as well as its strengthenings. We first
show that one of the endmarkers, say c, can be completely eliminated in the formulation of Theorem 2,
and that even both can be essentially eliminated. Both these results are obtained straightforwardly from
the constructions of the proof of Theorem 2.
Theorem 3. It is undecidable whether for two finite 1-free substitutions one is included in the other on
the language ab+.
Proof. We use the notations of the proof of Theorem 2. The substitution ϕ is defined as therein. The
substitution ψ , in turn, is modified in the following way. For any I1-, I2-, and T3-word, say γ , in L, L
contains also the word γwj+1,s+1, cf. (i)–(iii) in the proof of Theorem 2. Now, ψ is defined as earlier
but with respect to this new L.
It should be clear from the construction that it works as intended. 
Of course, the language ab+ cannot be further reduced to b+.
Theorem 4. It is undecidable whether for two words α and β and two finite sets C and D the following
holds true:
{α, β}n ⊆ CDn−1 for all n  1.
Proof. We use our main construction modified to Theorem 3, and choose:
α = B0B0, β = B1B1
C = W−1ψ(ab) ∪ {α, β}, D = ψ(b)
The result follows directly from Theorem 3. 
Next we state a few applications of our main result. Recall that a finite substitution τ : ∗ → ∗ can
be realized by a nondeterministic generalized sequential machine (ngsm for short) with a single state,
and that a finite substitution τ : {a, b}∗ → ∗ restricted to the language ab+ can be realized by a two-
state ngsm with a unary input alphabet. Indeed, the outputs associated to a can be associated to the
reading of b combined with a change of the state. (Hence the inputs are changed from abi into bi+1.)
Consequently, Theorem 3 now yields
Theorem 5. The inclusion (resp. the equivalence) problem for relations defined by two-state (resp.
three-state) ngsm’s with a unary input alphabet is undecidable.
In fact, in the inclusion problem of Theorem 5 one of the relations (namely the one which is asked to
be included into the other) can be taken to be a finite substitution (on a unary alphabet). Therefore, the
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statement for the equivalence problem follows by considering the two-state ngsm and the union of it and
the one-state ngsm. Hence, the equivalence remains undecidable even if one of the ngsm’s has only two
states. We also recall that Theorem 5 and its proof techniques are essential strengthenings of those used
in [13], where the simulating transducer is allowed to be any finite transducer.
The other corollary comes from the fact that the language L = ab+ is a D0L language, cf. [15]. We
call a D0L language binary, if it is over a two-letter alphabet.
Theorem 6. The inclusion problem of finite substitutions on binary D0L languages is undecidable.
As a contrast to the above theorem we recall that the equivalence of morphisms on D0L languages
is decidable, cf. eg. [4]. However, even in the case of binary D0L languages the problem is not trivial,
although computationally easy: it is enough to consider four first words of the language, cf. [7].
We conclude with a few remarks on our problem P2, which asks for two finite substitutions ϕ and ψ
and a rational language L whether of not ϕ(w) ⊆ ψ(w) for all w ∈ L. Now, if ψ is a morphism then
so must be ϕ (or the inclusion does not hold), and the problem is trivially decidable. If, in turn, ϕ is a
morphism we are in a nontrivial case: In general, the problem is undecidable cf. [13,14,17] and, while if
the language L is assumed to be of the form ab∗c, or more generally bounded, then the problem becomes
decidable, as will be shown in a forthcoming note.
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Note added in the proof
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