External periodic forcing was applied to a chaotic chemical oscillator in experiments on the electrodissolution of Ni in sulfuric acid solution. The amplitude and the frequency (⍀) of the forcing signal were varied in a region around ⍀ϭ 0 , where 0 is the frequency of the unforced signal. Phase synchronization occurred with increase in the amplitude of the forcing. For ⍀/ 0 near 1 the signal remained chaotic after the transition to the phase-locked state; for ⍀/ 0 somewhat farther from 1 the transition was to a periodic state via intermittency. The experimental results are supported by numerical simulations using a general model for electrochemical oscillations.
I. INTRODUCTION
Synchronization in dynamical systems has received considerable interest in various fields of science involving physical, chemical, and biological systems. Several types of synchronization have been investigated including complete ͓1-3͔, phase ͓4͔, lag ͓5͔, and generalized ͓6͔ synchronization and they can be treated in a unified framework ͓7͔.
Periodic forcing of a chaotic system is a type of unidirectional coupling that can produce phase synchronization ͓8͔. For phase synchronization only the locking of the phases of the chaotic and driving signals is significant, while no restriction on the amplitudes is imposed. The determination of the phase ͑and amplitude͒ of a chaotic system is nontrivial ͓9,10͔; nevertheless, the different approaches allow the description of phase-locking phenomena in a reasonable way. Phase synchronization can be defined ͓9͔ as the appearance of a certain relation between the phase of a system and that of an external force, while the amplitude can remain chaotic. Phase synchronization has been experimentally verified in electronic circuits ͓11-14͔, lasers ͓15-17͔, plasma discharge ͓18͔, and biological systems ͓19,20͔.
The study of chaotic systems under the action of a weak forcing signal has also been motivated by the development of resonant chaos control methods ͓21͔ or parametric destochastization ͓22,23͔; the chaos is suppressed by a small harmonic perturbation of a parameter. Transitions from chaotic to periodic behavior are often realized via intermittency ͑type I ͓24͔ or type II ͓25͔͒. Parametric destochastization was experimentally observed, e.g., in lasers ͓26-28͔, discharge plasma ͓29͔, a periodically driven pendulum ͓30͔, a microwave driven spin-wave system ͓31͔, a magnetoelastic beam experiment ͓32͔, and a homogeneous chemical reaction ͓33͔.
Several electrochemical systems give rise to periodic current oscillations under potentiostatic control ͓34͔. Harmonic forcing of periodic electrochemical oscillators resulted in transitions to chaos ͓35͔, entrainment, spike generation, and quasiperiodicity ͓36,37͔, harmonic, subharmonic, and superharmonic entrainment ͓38͔. The chaotic electrodissolution of copper was suppressed by periodic modulation of the circuit potential, and period-1 and period-2 oscillations were observed ͓39͔.
In this paper we present experimental results on the effects of periodic forcing of a chaotic chemical oscillator, the electrodissolution of Ni in sulfuric acid solution. The dynamics of the system are investigated over a range of forcing frequency and amplitude of the applied potential. The phase of the chaotic current is compared to that of the forcing. Phase synchronization is shown to occur at low amplitudes of forcing. At higher amplitudes the transition through intermittency from chaotic to periodic motion is analyzed. The experimental findings are supported by numerical studies using a general electrochemical model.
II. EXPERIMENTAL SETUP
A standard electrochemical cell consisting of a nickel working electrode ͑Aldrich, 99.99%ϩ, 2 mm diameter͒, a Hg/Hg 2 SO 4 /K 2 SO 4 reference electrode, and a platinum mesh counterelectrode was used. The electrode is embedded in epoxy and reaction takes place only at the end. The electrode is held at the applied potential ͓V app (t)͔ with a potentiostat ͑EG&G PAR 273͒. The applied potential is the sum of a constant potential (V 0 ) and a perturbation ͓␦V(t) ϭA sin 2⍀t͔ due to forcing. In all the experiments reported here V 0 ϭ1.300 V ͑vs Hg/Hg 2 SO 4 /K 2 SO 4 ). The forcing signal was obtained from a HP-33120A function generator. A zero resistance ammeter was used to measure the current of the electrode and data acquisition was done at 200 Hz. Experiments were carried out in 4.5M H 2 SO 4 solution at a temperature of 11°C. The reproducibility of the experiment was greatly enhanced by slowly stirring the solution with a magnetic stirrer resulting in the continuous removal of some O 2 formed during the experiments. Before each experiment the electrode was polished with a series of emery paper and polarized at Vϭ1.270 V ͑region of periodic oscillations͒ to provide a reproducible surface film ͑initial condition͒ for the system. *Author to whom correspondence should be addressed. Email address: hudson@virginia.edu
III. EXPERIMENTAL RESULTS

A. Unforced chaotic oscillator
As reported in previous studies ͓40,41͔ the potentiostatic dissolution of Ni exhibits chaotic dynamics if an appropriate series resistance (R s ) is added to the circuit. The reconstructed chaotic attractor from the current time series data along with the corresponding power spectrum of the unforced system with R s ϭ170 ⍀ are shown in Figs. 1͑a͒ and 1͑b͒, respectively.
The chaotic attractor is low dimensional; the information dimension is 2.2 ͓40͔. The presence of a sharp peak at f ϭ1.323 Hz in the power spectrum implies strong phase coherence indicating the possibility of phase synchronization ͓8͔.
B. Phase of the unforced system
We applied the analytical signal approach introduced by Gábor ͓42͔ to define the instantaneous phase (t) and amplitude a(t) for the current time series data I(t) ͑other methods are also available; see ͓9͔ for details͒. The analytical signal (t) is a complex function of time defined as
where
is the Hilbert transform of I(t). With the phase (t) known from Eq. ͑1͒ the frequency () of the chaotic signal is obtained as
͑3͒
A fundamental requirement in the implementation of this phase definition is the proper rotation of the analytical signal (t), that is, there should be a definite direction ͑either clockwise or counterclockwise͒ and a unique center of rotation. To meet this requirement the scalar can be decomposed into a small number of modes of proper rotation, and the phase of the original signal is a vector quantity corresponding to the phases of the different modes ͓43͔. We applied the following simplified version of the technique: two smooth splines connecting all maxima and minima of the current I(t), respectively, were constructed and their average was subtracted from the original signal. The resulting signal is the first mode Ī(t), while the subtracted signal is the second mode of the original signal. The H"Ī(t)… vs Ī(t) plot in Fig. 1͑c͒ reveals that the first mode has proper rotation. The frequency of the chaotic oscillations ( 0 ) obtained from the linear leastsquares fit to (t) is 0 ϭ1.325 Hz ͓see Fig. 1͑d͔͒ . Note that although is monotonically increasing there are some slight deviations from the fitted line ͓Fig. 1͑d͒, inset͔. The deviations arise because the instantaneous frequency ͓d(t)/dt͔ depends in general on the amplitude. Theoretical analysis of this deviation can be found in the review by Pikovsky et al.
͓9͔.
The second mode of the current possessed an amplitude of 5% or less at a frequency about half that of the first mode. Therefore, we neglect the low-frequency, low-amplitude second mode and study the phase synchronization of the first mode of the experimental signal. The conditioning procedure makes the phase analysis more robust against noise and some unavoidable low-frequency variations while keeping the phase information of the original signal.
During the experiments the frequency of the unforced system was repeatedly calculated and was found to be 0 ϭ1.33Ϯ0.015 Hz. This deviation is probably due to experimental error, e.g., slow modification of the surface or O 2 evolution.
C. Forcing with ⍀Ä 0
For forcing experiments the phases of the chaotic ͓(t)͔ and the periodic driving ͓(t)͔ signals were determined. Phase synchronization is defined ͓9͔ as the phase locking of the signal and forcing:
where n and m are integers. A weaker condition can also be given ͑often referred to as frequency locking͒
where ⍀ is the frequency of the forcing. In this paper we only have nϭmϭ1 since ⍀/Х1. Results are first presented with a forcing frequency of ⍀ ϭ1.32 Hz, which is within the experimental error of 0 . A bifurcation diagram showing the minima of the oscillations as a function of the forcing amplitude is presented in Fig. 2 .
At small amplitude the frequency of the oscillations locks on ⍀ although the chaotic dynamics are only slightly affected. Even at small amplitudes the small variation of (Ϯ0.015 Hz) that had been observed in the unforced system diminishes to Ϯ0.001 Hz. Therefore all the dynamical states shown in Fig. 2 have exactly the same frequency regardless of the characteristics of the state. With increasing amplitude, chaos→P4→P2→P1 transitions are observed. Note that the lowest branch of the P4 oscillations is actually two points; the values of those two minima are indistinguishable because of noise. The P4→P2 and P2→P1 transitions are inverse period-doubling bifurcations. The experimental data cannot reveal the nature of the chaos→P4 transition. One possible scenario might be an experimentally not resolvable perioddoubling sequence. However, we cannot exclude the possibility of intermittency, which was observed with ⍀ 0 ͑see later͒.
D. Forcing with ⍀Å 0
When the forcing frequency is different from 0 phase locking occurs only for AуA c , where A c is the critical amplitude of the forcing signal. The phase difference ⌬(t) ϭ(t)Ϫ(t) between the chaotic oscillations and the driving signal is shown in Fig. 3 with increasing A for ⍀ ϭ1.37 Hz, i.e., slightly higher than 0 .
At Aϭ3.3 mV ͓Fig. 3͑a͔͒ the forcing is too weak to affect the phase characteristics of the chaotic behavior significantly; ⌬ decreases almost linearly with increasing t. Increasing A to 6.0 mV ͓Fig. 3͑b͔͒ still does not result in phase synchronization; however, ⌬(t) exhibits a steplike variation consisting of almost horizontal phase-locked regions and vertical phase slips. The phenomenon of phase slipping has been observed and analyzed ͓44,45͔. Increasing A further to 7.3 mV ͓Fig. 3͑c͔͒ results in a state very close to phase synchronization: during the experiment only one phase slip occurs. At Aϭ8.6 mV ͓Fig. 3͑d͔͒ phase synchronization takes place: the chaotic signal takes on the frequency of the forcing (ϭ⍀) and the oscillations have an approximately fixed, nonzero (⌬Х2) phase difference. The phase synchronized chaotic attractor shown in Fig. 4 resembles the unforced one ͓Fig. 1͑a͔͒.
Some aspects of phase synchronization can also be seen in the power spectrum ͑insets in Fig. 3͒ . In the forced systems a new peak emerges close to f max ϭ1.32 Hz corresponding to the frequency of the driving signal, ⍀ ϭ1.37 Hz. With increasing A the new peak increases, and at phase synchronization ͓Fig. 3͑d͔͒ only this peak corresponding to the forcing can be seen.
Forcing experiments have been carried out for a range of forcing frequencies between 1.21 Hz and 1.45 Hz. The ⍀ Ϫ vs ⍀ plots are presented in Fig. 5 .
At Aϭ0 ͓without forcing, Fig. 5͑a͔͒ the points lie approximately on a line with a slope of unity; deviations are due to the small variations of 0 . For a small amplitude ͓A ϭ6.6 mV, Fig. 5͑b͔͒ phase synchronization occurs only for frequencies close to 0 . As the amplitude is made larger, the phase synchronized frequency region increases as can be seen in Figs. 5͑c͒ and 5͑d͒ . At the smallest (⍀ϭ1.21 Hz) and the largest (⍀ϭ1.45 Hz) frequencies phase synchronization occurs at larger values of forcing amplitude (A Х25 mV). Figure 6 shows the critical forcing amplitude A c at which phase synchronization is observed.
This figure is analogous to the phase diagram of the forced periodic oscillators showing the ''Arnold tongues'' of frequency-locked regions ͓46,47͔. The experimentally determined synchronization tongue is approximately symmetric around 0 . The bifurcation diagrams at the different frequencies were found to be similar to the one presented in Fig. 2 where ⍀ ϭ 0 . For 1.21 Hzр⍀р1.40 Hz the transitions are chaos →P4→P2→P1. For ⍀ϭ1.45 Hz no P4 state was seen and the transitions were chaos→P2→P1. For larger forcing frequencies (⍀у1.40 Hz) the transition into the phase-locked region was qualitatively different; instead of a chaotic phase synchronization there is an intermittent transition from chaos to a periodic state; the periodic state is P2 for ⍀ϭ1.45 Hz and P4 for ⍀ϭ1.40 Hz. The time series of the current and the phase difference are shown in Fig. 7 for ⍀ϭ1.45 Hz.
Figures 7͑a͒ and 7͑b͒ are for a forcing amplitude (A ϭ23.1 mV) just below critical.
The long P2 sequence is interrupted by short chaotic one. The periodic region is phase synchronized, while during the chaotic region there is a phase slip. The current and phase difference are shown for amplitude close to the critical in Figs. 7͑c͒ and 7͑d͒ (Aϭ24.7 mV); phase synchronization and period-2 oscillations are seen. For ⍀ϭ1.40 Hz, i.e., closer to 0 , a similar intermittent transition was observed; however, the chaotic ͑not phase synchronized͒ state was transformed to a P4 ͑phase synchronized͒ state.
IV. NUMERICAL RESULTS
To support the experimental findings some numerical simulations have been carried out with a general dimensionless electrochemical oscillator model proposed by Koper and Gaspard ͓48͔:
where e is the double-layer potential, u and w are the concentrations of electroactive species in the so-called ''surface'' and ''diffusion'' layers, d is the rotation rate of the electrode characterizing the mass transfer, and k(e) is defined as follows: Fig. 3͑d͒ .
where is related to the surface coverage by some ͑inhibit-ing͒ chemical species. The value of is approximated by a sigmoidal function ϭ ͭ 1 for eр35 exp͓Ϫ0.5͑eϪ35͒ 2 ͔ for eϾ35. ͑10͒
For an appropriate parameter set dϭ0.119 13, R s ϭ0.02 the model exhibits a cascade of period-doubling bifurcations with increasing V 0 . The chaotic attractor reconstructed from the dimensionless current, Iϭ(V app Ϫe)/R s , is shown in Fig.  8͑a͒ at V 0 ϭ36.7395.
There is a sharp peak in the power spectrum ͓Fig. 8͑b͔͒ at f max ϭ0.475 Hz. We analyzed the phase of the simulated data as was done with the experiments except that no conditioning was required. The frequency of the chaotic oscillations was found to be 0 ϭ0.475, the same as f max . The effect of periodic forcing ͓V app (t)ϭV 0 ϩsin2⍀t, V 0 ϭ36.7395͔ on the dynamics is shown in Fig. 8͑c͒ with ⍀ ϭ 0 . The bifurcation diagram is qualitatively similar to that obtained in the experiments in the low-forcing-amplitude region (AϽ5ϫ10 Ϫ4 ) in which the phase synchronization occurs. Above this period-2 region the behavior is more complicated than that for the experiments but eventually doesgive period-1 oscillations through a series of periodic and chaotic states. Here we study phase synchronization in the low-amplitude-forcing region where there is qualitative agreement between experiment and simulation.
Chaotic phase synchronization is shown in Fig. 8͑d͒ at ⍀ϭ0.471. With increasing A phase slips occur more often until complete phase synchronization takes place at A c ϭ2.4ϫ10
Ϫ5 . Note that the phase difference is not zero during phase synchronization but rather has a finite value as in the experimental findings.
The phase synchronized region in the A vs ⍀ parameter space is shown in Fig. 9 . In the frequency range of 0.470 р⍀р0.479 the tongue is symmetric ͑inset͒ around 0 ϭ0.475, while out of the region some asymmetry develops. In the symmetric range chaotic phase synchronization takes place. Outside this range destochastization occurs via an intermittent phase synchronization. ments. For ⍀Ͼ0.479 transitions from chaos to P3, from chaos to P2, and from chaos to P1 took place at the critical amplitude where phase synchronization occurs.
In Fig. 10 
V. DISCUSSION
Phase synchronization was experimentally observed during periodic forcing of the chaotic electrodissolution of Ni in sulfuric acid solution. Unsynchronized, intermittently synchronized ͑with phase slips͒, and phase synchronized states were observed with increases in the forcing amplitude. In the phase synchronized region the phases are locked with nonzero phase difference. Phase differences can occur in electrochemistry due to double-layer charging ͑capacitive impedance͒ and transport effects ͑Warburg impedance͒ ͓50͔. These are routinely investigated with periodic forcing of a steady state ͑impedance spectroscopy͒.
The bifurcations responsible for phase synchronization of chaotic oscillators have been described theoretically ͓44͔; the role of phase locking of the unstable periodic orbits embedded in the chaotic attractor was emphasized. Phase locking of periodic oscillators is known to take place through saddlenode bifurcations of periodic orbits ͓46,47͔. In our experiments when the forcing frequency was sufficiently removed from 0 an intermittent transition took place resulting in a periodic phase synchronized state. The phase synchronized P2 ͑P4͒ state goes through an inverse period-doubling bifurcation ͑sequence͒ resulting in a phase-locked P1 state.
We have carried out numerical simulations of a model of a forced chaotic electrochemical oscillator to support the experimental findings. Although the model captures only some general features of an electrochemical oscillator, it was found to be capable of describing the chaotic phase synchronization and the intermittent transitions from chaotic to periodic behaviors. Numerical calculations imply type-I intermittency, i.e., stable and unstable periodic orbits emerge through a saddle-node bifurcation. A related behavior was observed in a driven Rayleigh oscillator ͓24͔. Since the model provides a general mechanism for electrochemical oscillators it is probable that similar transitions can be observed in other electrochemical systems having a phase coherent chaotic attractor. Such systems are the reduction of indium ͑III͒ ions on hanging mercury electrode ͓51͔ the electrodis- solution of copper in phosphoric acid ͓52͔ and acetic acid electrolytes ͓53͔.
The observed rich dynamics makes the system also suitable for studying the effect of forcing on a population of chaotic oscillators ͓54͔. In this case the forcing, by changing dynamics of the individual elements, alters the collective dynamics, and stable and intermittent clustering have been shown to occur ͓55͔.
