Abstract-Synthetic Aperture Radar data presents specific problems for interactive visualization. The high amount of multiplicative speckle noise has to be reduced. The high dynamic range of the amplitude data must be mapped to the lower dynamic range of display devices in a way that makes image features appropriately visible. In addition to interactive navigation in the data, it is desirable to allow interactive selection of despeckling and dynamic range reduction methods and adjustment of their parameters.
I. INTRODUCTION
Major processing steps of the visualization of SAR data include despeckling and dynamic range reduction.
The goal of despeckling is to reduce the multiplicative speckle noise that affects SAR images. This noise can hinder data analysis tasks, especially segmentation and classification. Common despeckling methods include convolution filters (Mean, Gauss), rank operators (Median), methods based on local statistics (Lee, Kuan, Frost, Gamma MAP), filters with adaptable masks (Oddy), and wavelet based methods (Soft Thresholding). Reviews and comparisons of these methods are available in [1] , [2] , [3] .
The purpose of dynamic range reduction is to map the high dynamic range 1 of SAR amplitude data to the lower dynamic range of display devices. A direct linear mapping of amplitude values to gray values is usually not feasible. Often, a logarithmic mapping is used to preserve image features, but other methods are also possible.
In addition to these processing steps, interactive visualization must provide interactive navigation through large data sets. The user must be able to choose and adjust a region of interest (ROI) of the image and the zoom level in which it is displayed. Furthermore, it is desirable to allow interactive selection of despeckling and dynamic range reduction methods and adjustment of their parameters. This significantly reduces the time required to perform visual image analysis, especially in the context of new techniques such as bistatic SAR imaging. Here, a fixed set of standard methods is not yet established and a certain amount of testing and experimenting is necessary.
These requirements result in a large demand for computational power. Our framework uses the graphics processing unit (GPU) of modern programmable PC graphics hardware to meet this demand.
Current GPUs have access to fast dedicated graphics memory. They can store 2D image data with up to four 32bit floating point components per pixel. The hardware is optimized for fast parallel processing of such data with microprograms. High level programming languages such as the OpenGL Shading Language (GLSL) are available. These capabilities open a lot of possibilities to use GPUs for scientific and general purpose programming. See [4] for an overview.
The GPU is a parallel stream processor [5] . The corresponding programming model is highly optimized for hardware accelerated parallel data processing, but it is very restricted when compared to the general purpose CPU programming model. In the stream programming model, an action is defined and activated via a microprogram, and then applied to a data stream. Input and output data sets are strictly separated. While it is possible to read data elements from different positions in the input data set to compute a predefined element of the output data set (gathering), it is rather difficult to select a specific position of the output stream (scattering), e.g. with regard to a computational result. To adapt existing algorithms to this model, it is necessary to rework them. Their workflow must fit the data stream model, and their calculations must avoid or circumvent the limitations of the GPU. A discussion of the stream programming model and its specific restrictions can be found in [5] .
In the following section, we present data management techniques for large SAR images. This basis allows us to make full use of the GPU's potential to achieve the processing speed that is necessary for interactive visualization and parameter adoption. We then adapt despeckling and dynamic range reduction algorithms to the GPU programming model and show how to implement them in our framework.
II. FRAMEWORK
Because both the available memory and computing power is limited, it is not feasible to repeat the processing steps for the whole SAR raw image each time a parameter changes. Data management techniques must ensure that only the currently visible part of the image is processed.
A. Data Management
If only a small part of the image is currently displayed, then only that part needs to be processed. If the whole image is displayed, then it will be displayed in a low zoom level because of the fixed display resolution, so that it is sufficient to process a downscaled version of the image. Following this idea, the SAR raw image is divided into tiles of fixed size at different resolution levels in a non-interactive preprocessing step. The result is a tiling pyramid as shown in Fig. 1 . Each higher pyramid level halves the resolution of the image.
Depending on the current ROI and the zoom level in which it needs to be displayed, a subset of the tiles is chosen. This subset of tiles is loaded into graphics memory if necessary, processed according to the currently selected despeckling and dynamic range reduction methods and their parameters, and then displayed on the screen. This process is continuously repeated to acknowledge user interactions. Fig. 2 gives an overview of the data flow in our framework. While loading the SAR data and building the tiling pyramid, it is possible to perform some (potentially timeconsuming) preprocessing to compute e.g. statistical properties that may later be needed by despeckling or dynamic range reduction methods. Interactive navigation (ROI adjusting) and interactive adjustment of processing methods and parameters is done using appropriate GUI elements. All the computationally intensive work is done on the GPU: the tiles best representing the current ROI and resolution are processed with the currently selected despeckling and dynamic range reduction methods and then visualized. This is performed fast enough to provide immediate feedback to ROI or parameter adjustments.
To permit working with very large SAR raw images, the tiling pyramid can be stored on disk and the tiles can be cached in main memory. Only the currently needed subset of tiles must be available in the dedicated graphics memory. Additional data can be prefetched if assumptions about the user's next actions are made. That way, data tiles can be readily available when they are needed. The necessary data transfers, both from disk to main memory and from main memory to graphics memory, can be done asynchronously without the need to halt the application.
In each tile of the tiling pyramid, we store additional information from its surrounding region, as shown in Fig. 3 . This ensures that local neighborhood information is always available. Thus, local operations like despeckling and dynamic range reduction can always be performed without expensive data fetching from neighboring tiles.
Tiles are stored as textures in graphics memory. Floating point textures allow to store up to four 32bit floating point values of information per pixel. This capacity can be used to store phase information in addition to the amplitude information, and to temporarily store intermediate results of the various processing steps.
The processing of a tile is a sequence of distinct processing steps. Since input and output data must be strictly separated on the GPU, two temporary tiles are needed: one for input, and one output. After each processing step, the role of the temporary tiles is swapped: the output of the last processing step becomes the input of the next processing step.
The complete processing chain is shown in Fig. 4 . The processing steps are implemented using the render-to-texture functionality of the GPU: the source texture is rendered 1:1 into the destination texture. A microprogram implementing the current processing step computes the value of each output pixel with 32bit floating point precision.
The number of steps needed for despeckling and dynamic range reduction depends on the chosen methods. Simple methods may require only one step, while more complex methods require more steps.
B. Despeckling
Despeckling filters fall into several categories: convolution filters, e.g. Mean, Gauss, ranking operators, e.g. Median, methods based on local statistics, e.g. Lee, Kuan, Frost, Gamma MAP, filters with adaptable masks, e.g. Oddy, and wavelet based methods, e.g. Soft Thresholding. The implementation of methods from each of these classes is described in the next paragraphs.
Simple convolution filters like the Mean and Gauss filters are easily implementable in the framework. A 3×3 Mean filter, for example, can be implemented using one processing step. The microprogram gathers the information from the 9 pixels of the local neighborhood and computes the filtered output pixel. Mean and Gauss filters with larger masks can be implemented in a separable manner to increase performance. In this case, each filter needs two processing steps: one for the horizontal mask, and one for the vertical mask.
Methods based on local statistics interpret a local neighborhood (e.g. 5×5 or 7×7) as a sampling distribution, and compute sample mean and variance from it. The value of the output pixel is then computed based on the underlying assumptions about statistical properties of SAR data. The sample mean and variance can be computed in two steps in a separable manner. The computation of the output pixel can usually be included into the second step.
Some methods based on local statistics need additional values that are computed globally from the SAR raw image. For example, the method of Xiao et.al. [6] needs to compute global minimum and maximum deviation values. This cannot be done efficiently in the GPU microprograms due to the tilebased data management. Generally, there are three methods to solve this kind of problem: 1) Compute the values in the preprocessing step, while building the tiling pyramid, and pass them to the GPU microprograms as parameters. 2) Estimate the values based on a local neighborhood. This can be done within the GPU microprograms. 3) Treat the values as additional parameters and let the user adjust them. Although method 1 is the method of choice in order to achieve results that are comparable to the original algorithm, we found that method 3 also works reasonably well. Method 2 will lead to unintended differences in filter behaviour in different regions of the image.
Ranking operators like the Median filter are based on sorting. This is still a hard problem on GPUs due to the constraints of the programming model. We implemented the separable approximation of the median filter. For each rectangular neighborhood, the median is approximated by first computing the median for each row, and then computing the median of these row medians. This can be done using two GPU microprograms. Computing the exact median would either 
Fig. 4.
A processing chain that prepares a tile for display using three despeckling (desp.) and two dynamic range reduction (d.r.r.) steps.
limit the filter to small mask sizes, or introduce the need for a sophisticated texture sorting algorithm [4] .
In addition to the above, we also implemented a filter based on adaptable masks (Oddy [1] ) and wavelet based Soft Thresholding [3] , to show the implementability of these classes of methods in our framework.
C. Dynamic Range Reduction
Dynamic range reduction is used to map the high dynamic range of the SAR amplitude data to the lower dynamic range of the display device. Often, only a part of the dynamic range of the amplitude values is mapped to gray levels for this purpose, e.g. high peaks in the amplitude data are clamped to white.
Multiple possibilities exist for this mapping. Linear, logarithmic, or gamma-correction like are some that are commonly used. All of these methods transform one input value into one output value using a globally defined function. They can therefore easily be implemented using a single GPU microprogram.
More complex methods might take the local neighborhood of pixels into account and adapt themselves accordingly. This has the advantage that the visibility of important image details can be improved in certain areas. The disadvantage is that the resulting intensities in different regions are not directly comparable anymore.
As an example for such a local method, we adapted the Durand tone mapping operator [7] to work on SAR amplitude values instead of optical intensity values and integrated it in our framework as a single-step dynamic range compression operator. Analogous to the Xiao despeckling method, the Durand tone mapping operator needs to compute a global maximum value from the raw image. We replaced this value with a user-adjustable parameter.
In general, the task of dynamic range reduction of SAR data is related to the task of tone mapping of optical images. Tone mapping operators approximate the appearance of high dynamic range optical images on lower dynamic range displays. Many global and local techniques exist [8] . Examining which of these techniques are adaptable to SAR images is subject of future work.
III. RESULTS adjusted using the toolbar in the lower left part. The ROI is displayed in the large view area. The effects of different processing methods and parameters are shown in Fig. 6 .
An export function allows to save a processed version of the whole image at its original resolution. All of the necessary processing is then performed on the graphics hardware using the existing framework, which is typically much faster than CPU based processing.
On a system with an AMD X2 4200+ processor, 4GB RAM, and an NVIDIA GeForce 7900 GTX graphics card, building and storing the tiling pyramid for a SAR raw image with 8192×32768 pixels requires about 2 minutes. In this example, the tiles of the pyramid have 256×256 pixels. The overlap area is 9 pixels on each side, to allow mask sizes of up to 19×19 pixels for despeckling and dynamic range reduction methods that work on local neighborhoods. This leaves 238×238 pixels of image coverage per tile. Pyramid level 0, which stores the SAR raw image in its original resolution, therefore consists of 35×138 = 4830 tiles. The pyramid has 9 levels, storing a total of 6520 tiles. It needs to be computed only once and can be stored on hard disk for later reuse. Once the tiling pyramid is built, interactive visualization performance is maintained even for processing steps using large mask sizes.
Tab. I gives some FPS (frames per second) measurements for different sizes of the view area and different combinations of despeckling and dynamic range reduction methods. A minimum and a maximum FPS value is given for each combination. The difference between them is due to the different number of tiles that are needed to fill the view area, depending on the current resolution. The FPS rate is limited by the processing power of the GPU. Large view areas combined with demanding despeckling and dynamic range reduction techniques may lead to low frame rates. Additionally, the amount of main memory is important for the pyramid building step and can also help visualization performance by allowing more tiles to be (pre-)cached. IV. CONCLUSION
In this paper, we have shown that interactive visualization of large SAR images, including interactive parameter adjustment, is made possible by exploiting the capabilities of modern GPUs. Efficient data management is necessary to make full use of the GPU's resources. Important algorithm classes have been reworked to fit the GPU programming model. The resulting system allows for fast, interactive analysis of SAR data.
