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Abstract
We study the fundamental properties of the quantum f -relative entropy, where f(·)
is an operator convex function. We give the equality conditions under various properties
including monotonicity and joint convexity, and these conditions are more general than,
since they hold for a class of operator convex functions, and different for f(t) = − ln(t)
from, the previously known conditions. The quantum f -entropy is defined in terms of the
quantum f -relative entropy and we study its properties giving the equality conditions
in some cases. We then show that the f -generalizations of the Holevo information,
the entanglement-assisted capacity, and the coherent information also satisfy the data
processing inequality, and give the equality conditions for the f -coherent information.
1 Introduction
Quantum entropy is central to the study of information processing in quantum mechanical
systems (see [1, 2] and references therein). The von Neumann entropy for a density matrix ρ,
a positive semi-definite matrix (ρ ≥ 0) with unit trace (Tr(ρ) = 1), is given by
S(ρ) = −Tr [ρ ln(ρ)] . (1)
Schumacher’s quantum noiseless channel coding theorem gives an information-theoretic in-
terpretation of this quantity [3]. Lieb and Ruskai showed that the von Neumann entropy
satisfies, among other inequalities, the strong sub-additivity [4, 5] given by
S(ρABC) + S(ρB) ≤ S(ρAB) + S(ρBC), (2)
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where ABC is the composite system consisting of subsystems A, B, and C with the density
matrix ρABC , and the density matrices of subsystem(s) is obtained by tracing out other subsys-
tem(s). For example, ρAB = TrC(ρABC). The equality conditions for the strong sub-additivity
were given by Hayden et al [6].
Umegaki defined the quantum relative entropy of ρ to σ as [7]
S(ρ||σ) = Tr {ρ [ln(ρ)− ln(σ)]} , (3)
where ρ, σ are density matrices. Lindblad proved the monotonicity of the quantum relative
entropy, which is stated as
S(ρAB||σAB) ≥ S(ρA||σA), (4)
where ρA = TrB(ρAB) and σA = TrB(σAB) [8]. The equality conditions for the quantum rela-
tive entropy under monotonicity were given by Petz [9] and Ruskai [10], and these conditions
are equivalent though not the same and are obtained using different approaches. Ibinson,
Linden, and Winter later showed that monotonicity under restrictions is the only general
inequality satisfied by quantum relative entropy [11]. The joint convexity property of the
quantum relative entropy is stated for 0 ≤ λ ≤ 1, and density matrices σi, ρi, i = 1, 2, as
S [λρ1 + (1− λ)ρ2||λσ1 + (1− λ)σ2] ≤ λS(ρ1||σ1) + (1− λ)S(ρ2||σ2). (5)
Ruskai [10] gave the equality conditions under joint convexity. Ruskai describes an elegant
way of deducing strong sub-additivity and joint convexity from monotonicity in Ref. [10].
1.1 Operator convex functions
If A is Hermitian and has a spectral decomposition given by
A =
∑
i
αi|i〉〈i|, (6)
then the matrix valued function f(A) is defined as
f(A) =
∑
i
f(αi)|i〉〈i|, (7)
where we have implicitly assumed that the spectrum of A lies in the domain of f .
A real valued function f(·) is said to be operator convex if for all Hermitian matrices A
and B, and 0 ≤ λ ≤ 1,
f [λA + (1− λ)B] ≤ λf(A) + (1− λ)f(B). (8)
It is easy to see that if f(t) is operator convex, then so is g(t) = f(t − t0) for some t0 ∈ R
assuming that t− t0 is in the domain of f(·).
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It follows from Theorem V.4.6 in Ref. [12] that for a non-affine operator convex function
f(·) on (−a + t0, a + t0), there exists a unique probability density function pX(x) defined on
x ∈ [−a, a] such that for d > 0,
f(t) = b+ ct+ d
∫ a
−a
(t− t0)2
a2 − (t− t0)xpX(x)dx. (9)
Choosing t0 = a, b = 1− ln(a), c = −1/a, d = 1/2, and
pX(x) =
{ − 2
a2
x, −a ≤ x ≤ 0,
0, otherwise,
(10)
we get
f(t) = − ln(t), t ∈ (0, 2a). (11)
Definition: An operator convex function is said to be diffused if the probability density
function, pX(x), in Eq. (9) is strictly positive a.e. in a subinterval of [−a, a] that has x = 0
as the interior or the boundary point.
The function f(t) = − ln(t) clearly belongs to this class of operator convex functions since
pX(x) is strictly positive ∀ x ∈ [−a, 0) and x = 0 is a boundary point of this interval.
We mention the operator Jensen’s inequality that we shall use more than once in this
paper.
Theorem 1 (Hansen and Pedersen [13]) Let Ei, i = 1, ..., n, be a set of matrices satisfying
n∑
i=1
E†iEi = I. (12)
Then, for Hermitian matrices φi, i = 1, ..., n, with bounded spectra, and an operator convex
function f(·),
f
(
n∑
i=1
E†iφiEi
)
≤
n∑
i=1
E†i f(φi)Ei. (13)
1.2 Quantum f-relative entropy
Let A be a m× n matrix
A = [aij ], i = 1, ..., m, j = 1, ...n, (14)
where aij is the (i, j)th entry of A. We denote conjugate, transpose, and conjugate transpose
of A by A∗, AT, and A† respectively. One can associate a vector with matrix A, denoted by
vec (A), whose [n(i− 1) + j]th entry, denoted by vec (A)n(i−1)+j is given by
vec (A)n(i−1)+j = aij . (15)
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One can, of course, construct A back from vec (A). An identity that we shall frequently employ
is [14]
vec (ABC) = (A⊗ CT)vec (B) , (16)
where A, B, C are matrices with appropriate dimensions.
It is well known that many properties of the quantum relative entropy are not central to
the ln(·) used in its definition and a more general definition of quantum relative entropy is
studied in [1, 15]. In the classical case, the f -generalization of the classical relative entropy
was studied by Csisza´r [16].
The quantum f -relative entropy for strictly positive ρ and σ is defined as
Sf(ρ||σ) = vec (√ρ)† f
[
σ ⊗ (ρ−1)T] vec (√ρ) , (17)
where f(·) is an operator convex function. We shall implicitly assume that the domain of f(·)
is contained in (0, a) for some finite a > 0. Note that we don’t impose the condition that ρ
and σ have unit trace. Let the spectral decompositions of ρ and σ in Eq. (17) be given by
ρ =
d∑
i=1
pi|iρ〉〈iρ|, (18)
σ =
d∑
j=1
qj|jσ〉〈jσ|, (19)
where d is the dimension of the Hilbert space that describes ρ and σ. Using Eqs. (16), (17),
(18), and (19), we can also write the quantum f -relative entropy as
Sf (ρ||σ) = vec (I)† [I⊗ (√ρ)∗] f
[
σ ⊗ (ρ−1)T] [I⊗ (√ρ)T] vec (I) , (20)
=
d∑
i,j=1
pif
(
qj
pi
)
| 〈iρ| jσ〉 |2, (21)
=
d∑
j=1
〈jσ|√ρf(qjρ−1)√ρ|jσ〉, (22)
=
d∑
i=1
pi 〈iρ| f
(
σ
pi
)
|iρ〉 , (23)
where I is the Identity matrix whose dimensions, if unspecified, would be apparent from the
context.
1.3 Overview
We follow the “vec” notation throughout this paper as was used in our definition of the
quantum f -relative entropy in Eq. (17) as opposed to the linear super-operators in [1, 17, 15].
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We shall see that this notation along with the operator Jensen’s inequality in Theorem 1 gives
alternate and more accessible proofs of many inequalities and equality conditions.
We note here that the quantum f -relative entropy defined in Eq. (17) is a special case of
quantum quasi relative entropy defined by Petz [1, 17]. However, we shall see that we arrive
at the equality conditions under certain properties for a class of operator convex functions,
which are more general than, and different in case of f(t) = − ln(t) from, those given by Petz
[9] and Ruskai [10].
We note here that since we define the quantum f -relative entropy for strictly positive
matrices, in some cases in this paper, it shall put implicit restrictions. For example, when we
deal with the quantum f -relative entropy after processing, i.e., Sf [E(ρ)||E(σ)], where E(·) is a
quantum operation, we shall implicitly assume that E(ρ) and E(σ) are strictly positive, which
puts restrictions on the choices of ρ, σ, and E(·). A way out could have been to extend the
definition of the quantum f -relative entropy for positive semi-definite matrices. This could
be accomplished by defining the terms of the form f(0), 0 × f(0/0), and 0 × f(a/0), a > 0.
But we refrain from doing that in this paper since we deal with a class of operator convex
functions and leave the extension of the definition to the time when a specific choice of the
function f(·) is made in Eq. (17), which we won’t do in this paper.
We define the quantum f -entropy in terms of the quantum f -relative entropy and study
some of its properties and give the equality conditions for some cases. We also show the f -
generalizations of some well-known quantum information-theoretic quantities also satisfy the
data processing inequalities as is the case for f(t) = − ln(t).
2 Properties of the quantum f-relative entropy
We now list some useful properties of the quantum f -relative entropy.
Lemma 1 For strictly positive ρ and σ, the following properties hold:
(i) The quantum f -relative entropy is invariant under Unitary transformation, i.e.,
Sf
(
UρU †||UσU †) = Sf(ρ||σ), (24)
where U †U = I.
(ii) For any strictly positive κ,
Sf(ρ⊗ κ||σ ⊗ κ) = Sf(ρ||σ). (25)
(iii) For any scalar c > 0,
1
c
Sf (cρ||cσ) = Sf (ρ||σ). (26)
Proof These properties follow easily from Eq. (21) and we omit the proof.
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2.1 Monotonicity
Petz [17], Nielsen and Petz [18] provide an elegant proof the monotonicity of the quantum
f -relative entropy. We restate their proof in the “vec” notation.
Lemma 2 (Petz [17], Nielsen and Petz [18]) Let ρAB and σAB be two strictly positive matrices
in the composite system consisting of systems A and B, and let ρA = TrB(ρAB) and σA =
TrB(σAB). Then
Sf (ρAB||σAB) ≥ Sf (ρA||σA). (27)
Proof Let us assume that there exists a matrix V such that
V vec (
√
ρA) = vec (
√
ρAB) , (28)
V †V = I, (29)
V †
[
σAB ⊗
(
ρ−1AB
)T]
V = σA ⊗
(
ρ−1A
)T
. (30)
To show that such a V does exist, let us consider a linear super-operator U(·) such that
U(X) =
(
Xρ
−1/2
A ⊗ I
)√
ρAB. (31)
Its adjoint is given by
U †(Y ) = TrB
[
Y
√
ρAB
(
ρ
−1/2
A ⊗ I
)]
. (32)
That this is indeed the adjoint is evident from
〈U †(Y ), X〉 = 〈Y,U(X)〉, (33)
where 〈E, F 〉 = Tr(E†F ) is the Hilbert-Schmidt inner product. Let us associate a matrix V
with U such that
vec [U(X)] = V vec (X) (34)
and hence,
vec
[U †(Y )] = V †vec (Y ) . (35)
Note that since
U (√ρA) = √ρAB, (36)
U † [U(X)] = X, (37)
U † [σABU(X)ρ−1AB] = σAXρ−1A , (38)
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Eqs. (28), (29) and (30) must hold. We now have
Sf (ρAB||σAB) = vec (√ρAB)† f
[
σAB ⊗
(
ρ−1AB
)
T
]
vec (
√
ρAB) (39)
= vec (
√
ρA)
† V †f
[
σAB ⊗
(
ρ−1AB
)T]
V vec (
√
ρA) (40)
≥ vec (√ρA)† f
{
V †
[
σAB ⊗
(
ρ−1AB
)
T
]
V
}
vec (
√
ρA) (41)
= vec (
√
ρA)
† f
[
σA ⊗
(
ρ−1A
)T]
vec (
√
ρA) (42)
= Sf (ρA||σA), (43)
where Eq. (41) follows from Eq. (40) by using the operator Jensen’s inequality in Eq. (13)
with n = 1 and E1 = V .
We now give the conditions for the equality in Eq. (27) for a class of operator convex
functions.
Lemma 3 For a non-affine and diffused operator convex function f(·), positive ρAB, σAB,
ρA = TrB(ρAB) and σA = TrB(σAB), the equality in
Sf (ρAB||σAB) ≥ Sf (ρA||σA) (44)
holds if and only if
Tr
(
σıtABρ
−ıt+1
AB
)
= Tr
(
σıtAρ
−ıt+1
A
)
, ∀ t ∈ C, (45)
where ı =
√−1.
Proof Let
γAB = σAB ⊗
(
ρ−1AB
)T
, (46)
γA = σA ⊗
(
ρ−1A
)T
. (47)
Since
Sf (ρAB||σAB) = vec (√ρAB)† f(γAB)vec (√ρAB) , (48)
Sf(ρA||σA) = vec (√ρA)† f(γA)vec (√ρA) , (49)
hence, using Eq. (9), we get
Sf (ρAB||σAB)− Sf (ρA||σA) = d
∫
(−a,a)
r(x)pX(x)dx, (50)
where d > 0 since f(·) is non-affine, and
r(x) = vec (
√
ρAB)
† (γAB − t0I)2
[
a2I− (γAB − t0I)x
]−1
vec (
√
ρAB)− (51)
vec (
√
ρA)
† (γA − t0I)2
[
a2I− (γA − t0I) x
]−1
vec (
√
ρA) . (52)
7
Since f(·) is diffused, let us assume that pX(x) in Eq. (9) is strictly positive a.e. over K´, a
subinterval of [−a, a] with the point x = 0 as the interior or the boundary point. Consider
K, a subinterval of K´, with the point x = 0 as the interior or the boundary point, and that
does not contain the points at which a2I− (γAB − t0I)x or a2I− (γA− t0I)x become singular.
Such a K is always possible since there are finite values of x for which the above two matrices
become singular and these matrices are non-singular in the neighborhood of x = 0.
Now note that the function g(t) = (t − t0)2/ [a2 − (t− t0)x] is operator convex. To see
this, first note that 1/t, t ∈ (0,∞) is operator convex (see Corollary V.2.6 in Ref. [12] and
Ref. [18]). It follows that h(t) = 1/(a2t− x) is also operator convex in t ∈ (x/a2,∞). Using
Lemma 5 in Sub-section 2.2, it follows that t h(1/t) = t2/(a2 − tx), t ∈ (0, a2/x), is also
operator convex, which implies that g(t) is also operator convex in the neighborhood of x = 0.
Hence, using monotonicity, r(x) ≥ 0. For the equality to hold,
0 =
∫
(−a,a)
r(x)pX(x)dx ≥
∫
K
r(x)pX(x)dx ≥ 0. (53)
Hence, r(x)pX(x) = 0 a.e. over K. Since pX(x) > 0 a.e. over K, hence, r(x) = 0 a.e. over
K. But since r(x) is continuous in K, hence, r(x) = 0 over K. Hence, the coefficients of
the Taylor series expansion of r(x) around x = 0 must be zero. (If x = 0 is the boundary
point of K, then we shall take the Taylor series expansion of r(x) around x = ǫ ∈ K, where
|ǫ| is arbitrarily small and then in the limit of ǫ approaching zero, we shall arrive at the
same conclusions as below.) Equating the Taylor series coefficients to be zero (and taking
appropriate limits if x = 0 is the boundary point of K), we have
vec (
√
ρAB)
† (γAB − t0I)n vec (√ρAB) = vec (√ρA)† (γA − t0I)n vec (√ρA) , ∀ n ≥ 2. (54)
The above equation is trivially true for n = 0, 1, and it follows that the above equation is
equivalent to
vec (
√
ρAB)
† γnABvec (
√
ρAB) = vec (
√
ρA)
† γnAvec (
√
ρA) , ∀ n ≥ 0, (55)
Tr
(
σnABρ
−n+1
AB
)
= Tr
(
σnAρ
−n+1
A
)
, ∀ n ≥ 0. (56)
Let the spectral decompositions of the matrices in the above equation be given by ρAB =∑
k pk|kρAB〉〈kρAB|, σAB =
∑
k qk|kσAB〉〈kσAB|, ρA =
∑
k rk|kρA〉〈kρA|, and σA =
∑
k sk|kσA〉〈kσA|.
Substituting in the above equation, we get
∑
k,j
(
qj
pk
)n
pk |〈jσAB| kρAB〉|2 =
∑
k,j
(
sj
rk
)n
rk |〈jσA| kρA〉|2 , ∀ n ≥ 0. (57)
Now consider the terms in the LHS such that qj/pk = maxk,j qj/pk and in the RHS such that
sj/rk = maxk,j sj/rk. It is clear that for large n, these two set of terms dominate all other
terms, and since LHS = RHS, maxk,j qj/pk = maxk,j sj/rk, and the sum of their coefficients
in the LHS must be the same as their sum in the RHS. Subtracting these two sets from both
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sides and arguing similarly for the maximum in the pruned summations and continuing till
no term is left, it follows that Eq. (56) amounts to Eq. (45).
We note that the conditions for the equality in Eq. (27) for f(t) = − ln(t) were given by
Petz [9] as
σıtABρ
−ıt
AB = σ
ıt
Aρ
−ıt
A ⊗ I. (58)
Since f(t) = − ln(t) is a non-affine and diffused operator convex function, Eq. (45) should be
satified if Eq. (58) is true, which, indeed, is the case. Ruskai [10] gave the following conditions
for the equality in Eq. (27) for f(t) = − ln(t) as
ln(σAB)− ln(ρAB) = [ln(σA)− ln(ρA)]⊗ I. (59)
Ruskai showed that Eq. (59) can be obtained from Eq. (58) by taking the derivative of both
sides of Eq. (58) w.r.t. t at t = 0 [10].
Corollary 1 For f(t) = − ln(t), the necessary and sufficient conditions for the equality in
Eq. (44) are given by Eq. (45).
The proof is along the same lines as that of Lemma 3. It is interesting to note that following
Ruskai’s approach [10], by taking the derivative of both sides of Eq. (45) w.r.t. t at t = 0, we
obtain S(− ln)(ρAB||σAB) = S(− ln)(ρA||σA).
We now consider the following special case, which is applicable to a variety of cases for
both the quantum f -relative entropy and the quantum f -entropy.
Corollary 2 For a non-affine and diffused operator convex function f(·), strictly positive
ρAB, σB, and ρA = TrB(ρAB), the equality in
Sf (ρAB||I⊗ σB) ≥ Sf [ρA||Tr(σB)I] (60)
holds if and only if ρAB = ρA ⊗ σB/Tr(σB).
Proof The inequality in Eq. (60) is true, of course, because of monotonicity. Using Eq. (56),
the equality conditions are
Tr
[
(I⊗ φnB) ρ−n+1AB
]
= Tr
(
ρ−n+1A
)
, ∀ n ≥ 0, (61)
where φB = σB/Tr(σB). Let the spectral decompositions of the matrices in the above equation
be given by ρA =
∑dρ
j=1 λj|jA〉〈jA|, φB =
∑dσ
i=1 βi|iB〉〈iB|, ρAB =
∑dρdσ
k=1 αk|kAB〉〈kAB|, where
dρ, dσ are the dimensions of the Hilbert spaces describing ρA, σB respectively. Then Eq. (61)
can be restated as
dρ∑
j=1
dσ∑
i=1
dρdσ∑
k=1
(
βi
αk
)n
αk |〈jA| 〈iB| kAB〉|2 =
dρ∑
j=1
λ−nj λj, ∀ n ≥ 0, (62)
dρ∑
j=1
dσ∑
i=1
dρdσ∑
k=1
[(
βi
αk
)n
αk −
(
1
λj
)n
βiλj
]
|〈jA| 〈iB| kAB〉|2 = 0, ∀ n ≥ 0. (63)
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Let there be M distinct eigenvalues of ρA denoted by λ
(m), m = 1, ...,M . We follow similar
reasoning as in Lemma 3 to claim that we have M disjoint sets Qm, m = 1, ...,M , such that
∀ (j, i, k) ∈ Qm,
αk
βi
= λj = λ
(m). (64)
For completeness, we shall also define Q0 =
⋂M
m=1Qcm, where Qc denotes the complement of
Q. It follows that for (j, i, k) ∈ Q0, |〈jA| 〈iB| kAB〉| = 0. We now have
Tr [ρAB (ρA ⊗ φB)] =
dρ∑
j=1
dσ∑
i=1
dρdσ∑
k=1
αkλjβi |〈jA| 〈iB| kAB〉|2 (65)
=
M∑
m=1
∑
(j,i,k)∈Qm
αkλjβi |〈jA| 〈iB| kAB〉|2 (66)
=
M∑
m=1
∑
(j,i,k)∈Qm
α2k |〈jA| 〈iB| kAB〉|2 (67)
=
dρ∑
j=1
dσ∑
i=1
dρdσ∑
k=1
α2k |〈jA| 〈iB| kAB〉|2 (68)
= Tr
(
ρ2AB
)
. (69)
Similarly, one can show that
Tr
(
ρ2A ⊗ φ2B
)
= Tr
(
ρ2AB
)
. (70)
Using the above two equations, it now follows that
||ρAB − ρA ⊗ φB||2F = Tr
(
ρ2AB
)
+ Tr
(
ρ2A ⊗ φ2B
)− 2Tr [ρAB (ρA ⊗ φB)] (71)
= 0, (72)
or ρAB = ρA ⊗ σB/Tr(σB).
Corollary 3 The inequality
Sf (ρAB||I⊗ ρB) ≤ Sf (ρABC ||I⊗ ρBC) (73)
holds and the equality conditions are given by
Tr
[(
I⊗ ρıtB
)
ρ−ıt+1AB
]
= Tr
[(
I⊗ ρıtBC
)
ρ−ıt+1ABC
]
, ∀ t ∈ C. (74)
Note that the inequality follows immediately from the monotonicity and the equality condi-
tions from Eq. (45). Ruskai [10] showed that the above inequality for f(t) = − ln(t) is just a
restatement of the strong sub-additivity in Eq. (2).
10
It follows that for strictly positive ρ and σ, and a non-affine and diffused operator convex
function f(·), that
Sf (ρ||σ) ≥ f
[
Tr(σ)
Tr(ρ)
]
Tr(ρ) (75)
with equality if and only if ρ/Tr(ρ) = σ/Tr(σ). To see this, substitute ρAB = ρ, ρA = Tr(ρ),
and σB = σ in Eq. (60).
However, Petz showed the same result for a non-affine operator convex function with no
requirement that the function has to be diffused [17]. We provide an alternate derivation of
his result.
Lemma 4 (Petz [17]) For strictly positive ρ and σ, and a non-affine operator convex function
f(·), the following holds
Sf (ρ||σ) ≥ f
[
Tr(σ)
Tr(ρ)
]
Tr(ρ) (76)
with equality if and only if ρ/Tr(ρ) = σ/Tr(σ).
Proof We first note that since f(·) is a non-affine operator convex function, hence, it is strictly
convex. Secondly, note that for a strictly convex function f(·), ak > 0, k = 1, ..., d,
d∑
k=1
akf
(
bk
ak
)
≥
(
d∑
k=1
ak
)
f
(∑d
k=1 bk∑d
k=1 ak
)
, (77)
with equality if and only if bk/ak is constant ∀ k = 1, ..., d. Let the spectral decompositions
of ρ and σ be given by Eqs. (18) and (19) respectively. Using Eqs. (21) and (77), we get
Sf(ρ||σ) =
d∑
i,j
pi| 〈iσ| jρ〉 |2f
(
qj
pi
)
(78)
≥
d∑
j=1
(
d∑
i=1
pi| 〈iσ| jρ〉 |2
)
f
(∑d
i=1 qj| 〈iσ| jρ〉 |2∑d
i=1 pi| 〈iσ| jρ〉 |2
)
(79)
≥
(
d∑
i,j=1
pi| 〈iσ| jρ〉 |2
)
f
(∑d
i,j=1 qj | 〈iσ| jρ〉 |2∑d
i,j=1 pi| 〈iσ| jρ〉 |2
)
(80)
= f
[
Tr(σ)
Tr(ρ)
]
Tr(ρ). (81)
The conditions for the equality are qj | 〈iσ| jρ〉 |2 = c1pi| 〈iσ| jρ〉 |2, ∀ i = 1, ..., d, and qj =
c2
∑d
i=1 pi| 〈iσ| jρ〉 |2, ∀ j = 1, ..., d, where c1, c2 are positive constants. It now follows that
c1 = c2 = Tr(σ)/Tr(ρ), Tr(ρσ) = Tr(σ
2)/c1, and Tr(ρ
2) = Tr(σ2)/c21. Let ||κ||F =
√
Tr (κ†κ)
denote the Frobenius norm of κ. Then∣∣∣∣
∣∣∣∣ ρTr(ρ) − σTr(σ)
∣∣∣∣
∣∣∣∣
2
F
=
Tr(ρ2)
[Tr(ρ)]2
+
Tr(σ2)
[Tr(σ)]2
− 2 Tr(ρσ)
Tr(ρ)Tr(σ)
= 0. (82)
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QED.
The Klein’s inequality is a special case of the above Lemma for f(t) = − ln(t).
2.2 Convexity
We now examine the convexity properties of the quantum f -relative entropy .
Lemma 5 Let
g(x)
∆
=
√
xf
(
1
x
)√
x = xf
(
1
x
)
, x ∈ (0,∞). (83)
Then if f(·) is operator convex, so is g(·).
Proof The proof is not much different from that of Theorem 2.2 in Ref. [19] though without
using the linear super-operators. Note first from Lemma 5.1.5 in Ref. [12] that if A ≤ B, then
for any matrix X with appropriate dimensions, X†AX ≤ X†BX .
For 0 ≤ λ ≤ 1, choose n = 2, strictly positive A, B, C = λA + (1 − λ)B, E1 =
√
λAC−1,
E2 =
√
(1− λ)BC−1, φ1 = A−1, and φ2 = B−1, and substitute in Eq. (13) to get
f
(
C−1
) ≤ √C−1 [λ√Af (A−1)√A + (1− λ)√Bf (B−1)√B]√C−1. (84)
The results follows by pre-multiplying and post-multiplying both sides by
√
C and noting that
g(X) =
√
Xf
(
X−1
)√
X. (85)
QED.
The operator convexity of g(t) = t ln(t) follows from that f(t) = − ln(t) by using the above
result. It is easy to see that from Eq. (17) that the quantum f -relative entropy is convex in
the second argument since
Sf [ρ||λσ1 + (1− λ)σ2] = vec (√ρ)† f
{
[λσ1 + (1− λ)σ2]⊗
(
ρ−1
)T}
vec (
√
ρ) (86)
≤ λvec (√ρ)† f [σ1 ⊗ (ρ−1)T] vec (√ρ) +
(1− λ)vec (√ρ)† f
[
σ2 ⊗
(
ρ−1
)
T
]
vec (
√
ρ) (87)
= λSf(ρ||σ1) + (1− λ)Sf(ρ||σ2). (88)
It is easy to check from Eq. (21) that
Sf(ρ||σ) = Sg(σ||ρ), (89)
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where g(·) is as defined in Eq. (83). It now follows from Eq. (88) that the quantum f -relative
entropy is convex in its first argument as well since
Sf [λρ1 + (1− λ)ρ2||σ] = Sg [σ||λρ1 + (1− λ)ρ2] (90)
≤ λSg(σ||ρ1) + (1− λ)Sg(σ||ρ2) (91)
= λSf(ρ1||σ) + (1− λ)Sf(ρ2||σ). (92)
We now show that the quantum f -relative entropy is jointly convex in its arguments
which is a stronger result than the convexity of any one of its arguments. Petz proved the
joint convexity of quantum quasi relative entropy [17]. We provide an alternate proof that is
more accessible. Furthermore, we give the equality conditions for a class of operator convex
functions.
Lemma 6 For 0 < λ < 1, strictly positive ρ1, ρ2, σ1, σ2, and f(·) operator convex,
Sf (ρλ||σλ) ≤ λSf (ρ1||σ1) + (1− λ)Sf(ρ2||σ2), (93)
where ρλ = λρ1+(1−λ)ρ2 and σλ = λσ1+ (1−λ)σ2. The equality holds for a non-affine and
diffused operator convex function f(·) if and only if
Tr
(
σıtλ ρ
−ıt+1
λ
)
= λTr
(
σıt1 ρ
−ıt+1
1
)
+ (1− λ)Tr (σıt2 ρ−ıt+12 ) , ∀ t ∈ C. (94)
Proof Choose
E1 =
√
λ
[
I⊗ (√ρ1)T
] [
I⊗
(
ρ
−1/2
λ
)T]
, (95)
E2 =
√
1− λ
[
I⊗ [√ρ2)T
] [
I⊗
(
ρ
−1/2
λ
)T]
, (96)
φ1 = σ1 ⊗
(
ρ−11
)
T
, (97)
φ2 = σ2 ⊗
(
ρ−12
)T
. (98)
It is easy to check that E†1E1 + E
†
2E2 = I and E
†
1φ1E1 + E
†
2φ2E2 = σλ ⊗
(
ρ−1λ
)
T
. Using Eq.
(13), and pre-multiplying both sides by X† =
[
I⊗ (√ρλ)∗] and post-multiplying both sides
by X =
[
I⊗ (√ρλ)T], we get
X†f
[
σλ ⊗
(
ρ−1λ
)T]
X ≤ λ [I⊗ (√ρ1)∗] f
[
σ1 ⊗
(
ρ−11
)T] [
I⊗ (√ρ1)T
]
+ (1− λ) [I⊗ (√ρ2)∗] f
[
σ2 ⊗
(
ρ−12
)
T
] [
I⊗ (√ρ2)T
]
. (99)
Pre-multiplying both sides by vec (I)†, post-multiplying by vec (I), and using Eq. (21), we get
Sf (ρλ||σλ) ≤ λS(ρ1||λ1) + (1− λ)S(ρ2||λ2). (100)
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To prove the equality conditions, we follow the analysis in Lemma 3 to reduce the equality
conditions to
Tr
(
σnλρ
−n+1
λ
)
= λTr
(
σn1 ρ
−n+1
1
)
+ (1− λ)Tr (σn2 ρ−n+12 ) , ∀ n ≥ 0, (101)
which, using the reasoning in Lemma 3, can be shown to be equivalent to Eq. (94).
For f(t) = − ln(t), Ruskai [10] gave the equality conditions for Eq. (93) as
ln(σλ)− ln(ρλ) = ln(σi)− ln(ρi), i = 1, 2. (102)
Corollary 4 The quantum f -relative entropy is sub-additive, i.e., for strictly positive ρi, σi,
i = 1, 2,
Sf (ρ1 + ρ2||σ1 + σ2) ≤ Sf (ρ1||σ1) + Sf (ρ2||σ2) (103)
and the equality holds if and only if
Tr
[
(σ1 + σ2)
ıt (ρ1 + ρ2)
−ıt+1] = Tr (σıt1 ρ−ıt+11 )+ Tr (σıt2 ρ−ıt+12 ) , ∀ t ∈ C. (104)
Proof Joint convexity implies the sub-additivity of the quantum f -relative entropy since
Sf (ρ1 + ρ2||σ1 + σ2) = Sf
(
2ρ1
2
+
2ρ2
2
∣∣∣∣∣∣2σ1
2
+
2σ2
2
)
(105)
≤ 1
2
Sf (2ρ1||2σ1) + 1
2
Sf (2ρ2||2σ2) (106)
= Sf (ρ1||σ1) + Sf (ρ2||σ2) . (107)
The equality conditions follow from Eq. (94).
Lemma 7 Joint convexity of the quantum f -relative entropy implies monotonicity, and for a
completely positive trace-preserving (CPTP) quantum operation E(·),
Sf [E(ρ)||E(σ)] ≤ Sf(ρ||σ), (108)
and the equality holds if and only if
Tr
{
[E(σ)]ıt [E(ρ)]−ıt+1} = Tr (σıtρ−ıt+1) , ∀ t ∈ C. (109)
We omit the proof.
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3 Quantum f-entropy
We now define quantum f -entropy for strictly positive ρ, denoted by Sf (ρ), in terms of the
quantum f -relative entropy as
Sf(ρ)
∆
= −Sf (ρ||I) = −Tr
[
ρf
(
ρ−1
)]
= −
d∑
i=1
pif
(
1
pi
)
, (110)
where the spectral decomposition of ρ is given by
ρ =
d∑
i=1
pi|iρ〉〈iρ|, (111)
and d is the dimension of the Hilbert space that describes ρ. For a density matrix ρ, and
f(t) = − ln(t), quantum f -entropy coincides with the von-Neumann entropy [1, 2].
Lemma 8 The following holds:
(i) For strictly positive ρ with dimension d,
Sf (ρ) ≤ −Tr(ρ)f
[
d
Tr(ρ)
]
. (112)
For a non-affine operator convex function f(·), the equality holds if and only if ρ =
Tr(ρ)I/d.
(ii) Let the joint state in system AB be a pure state. Then S(A) = S(B).
(iii) Projective measurements increase quantum f -entropy, and for a non-affine and diffused
operator convex function f(·), the equality holds if and only if the projective measurement
leaves the state unchanged.
Proof
(i) follows by using Eq. (76).
(ii) Let the joint state in system AB be a pure state denoted by |φAB〉, and let its Schmidt
decomposition be given by
|φAB〉 =
∑
k
√
λk|kA〉|kB〉 (113)
where {λk} is a probability vector, {|kA〉} and {|kB〉} are orthonormal states in A and
B respectively. Then since
ρA = TrB (|φAB〉〈φAB|) =
∑
k
λk|kA〉〈kA|, (114)
ρB = TrA (|φAB〉〈φAB|) =
∑
k
λk|kB〉〈kB|, (115)
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it follows that
Sf (ρA) = Sf (ρB) . (116)
(iii) Let {Pi} be a complete set of projectors and
∑
i Pi = I. Projective measurements
increase quantum f -entropy since it follows using Eq. (108) that
Sf (ρ) = −Sf (ρ||I) (117)
≥ −Sf
(∑
i
PiρPi
∣∣∣∣∣∣I
)
(118)
= Sf
(∑
i
PiρPi
)
. (119)
To prove the equality condition, we use Eq. (108) to get
Tr
(
ρ−n+1
)
= Tr


(∑
i
PiρPi
)−n+1 , ∀ n ≥ 0, (120)
or the eigenvalues of ρ and
∑
i PiρPi are the same including multiplicities. In particular,
Tr(ρ2) = Tr

(∑
i
PiρPi
)2 . (121)
Then it is easy to show that
∣∣∣∣∣∣ρ−∑
i
PiρPi
∣∣∣∣∣∣2
F
= Tr(ρ2)− Tr

(∑
i
PiρPi
)2 = 0, (122)
which proves the result.
Lemma 9 Let {ρi} be a set of strictly positive matrices with unit trace and described by the
same Hilbert space, and let their spectral decompositions be given by
ρi =
∑
j
qij |i, j〉〈i, j| (123)
Then for any probability vector {pi},
∑
i
piSf (ρi) ≤ Sf
(∑
i
piρi
)
≤ −
∑
ij
piqijf
(
1
piqij
)
. (124)
For a non-affine and diffused operator convex f(·), the equality in the first inequality holds if
and only if the ρi’s with pi > 0 are identical, and the equality in the second inequality holds if
and only ρi’s have support on orthogonal subspaces.
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Proof Consider a joint state in system AB as
ρAB =
∑
i
piρi ⊗ |iB〉〈iB|, (125)
where ρi lie in the system A (our system of interest), and {|iB〉} is any orthonormal basis in
system B (ancilla). Then for
ρB = TrA(ρAB) =
∑
i
pi|iB〉〈iB|, (126)
we have
Sf (ρAB||I⊗ ρB) = Sf
(∑
i,j
piqij |i, j〉〈i, j| ⊗ |iB〉〈iB|
∣∣∣∣∣∣ ∑
i,j
pi|i, j〉〈i, j| ⊗ |iB〉〈iB|
)
(127)
=
∑
i,j
f
(
1
qij
)
piqij (128)
= −
∑
i
piSf (ρi). (129)
Note that
ρA = TrB (ρAB) =
∑
i
piρi. (130)
It now follows that
Sf
(∑
i
piρi
)
= −Sf
(∑
i
piρi
∣∣∣∣∣∣I
)
(131)
= −Sf (ρA||I) (132)
≥ −Sf (ρAB||I⊗ ρB) (133)
=
∑
i
piSf(ρi). (134)
Using Eq. (60), the equality holds if and only if ρAB = ρA ⊗ ρB, or∑
i
piρi ⊗ |iB〉〈iB| =
∑
i
piρi ⊗
∑
k
pk|kB〉〈kB|, (135)
or the ρi with pi > 0 are identical.
To prove the upper bound, let us first assume that ρi’s are all pure and ρi = |ψi〉〈ψi|. We
attach an ancilla B to our system A such that
|φAB〉 =
∑
i
√
pi|ψi〉|iB〉, (136)
where {|iB〉} is an orthonormal basis in B. It easily follows that
ρA = TrB (|φAB〉〈φAB|) =
∑
i
piρi, (137)
ρB = TrA (|φAB〉〈φAB|) =
∑
i
√
pipj 〈ψj | ψi〉 |iB〉〈jB|. (138)
Define projectors Pi = |iB〉〈iB| and
ρB´ =
∑
i
PiρBPi =
∑
i
pi|iB〉〈iB|. (139)
Hence using Lemma 8, we have
−
∑
i
pif
(
1
pi
)
= Sf (ρB´) ≥ Sf (ρB) = Sf (ρA) (140)
= Sf
(∑
i
piρi
)
= Sf
(∑
i
pi|ψi〉〈ψi|
)
. (141)
Using Lemma 8, the equality holds if and only if ρB = ρB´ or 〈ψj | ψi〉 = δi,j . This proves the
Lemma when ρi’s are pure. For mixed ρi’s, we use the above result to have
Sf
(∑
i,j
piqi,j |i, j〉〈i, j|
)
≤ −
∑
i,j
piqi,jf
(
1
piqij
)
, (142)
with equality if and only if ρi have support on orthogonal subspaces.
4 Generalized Data Processing Inequalities
In this section, we show that the f -generalizations of well-known quantum information theo-
retic quantities also satisfy the data processing inequalities [2, 20] as they do for f(t) = − ln(t).
4.1 Holevo information
Consider a state in the composite system consisting of A and B given by
ρAB =
∑
i
piρi ⊗ |iB〉〈iB|, (143)
where {|iB〉} is an orthonormal basis in B and ρi’s are strictly positive with unit trace.. Let
E(·) denote the CPTP quantum operation acting on A. Then f -Holevo χf (E) quantity is
defined as
χf (E) = max
{pi,ρi}
Sf [(E ⊗ IB) ρAB||E(ρA)⊗ ρB] , (144)
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where ρAB is given by Eq. (143), ρA = TrB(ρAB), and ρB = TrA(ρAB). For f(·) = − ln(·), this
quantity is the product state capacity for the quantum channel E(·) for transmitting classical
information as proved by Holevo, Schumacher, and Westmoreland (HSW theorem) [21, 22].
We note here that χf(E) is independent of the choice of {|iB〉}. To see this, let {U |iB〉} be
the new orthonormal basis chosen for the system B associated with χ´f (E). Then for V = I⊗U ,
we have
χ´f (E) = max
{pi,ρi}
Sf
{
V
[∑
i
piE(ρi)⊗ |iB〉〈iB|
]
V †
∣∣∣∣∣∣ (145)
V
[∑
i
piE(ρi)⊗
∑
j
pj |jB〉〈jB|
]
V †
}
(146)
= χf(E). (147)
Let E1(·) and E2(·) be two CPTP quantum operations, then using Eq. (108), we have
χf(E1) = max
{pi,ρi}
Sf [(E1 ⊗ IB) ρAB|| (E1 ⊗ IB) (ρA ⊗ ρB)] (148)
≥ max
{pi,ρi}
Sf [(E2 ⊗ IB) (E1 ⊗ IB) ρAB|| (E2 ⊗ IB) (E1 ⊗ IB) (ρA ⊗ ρB)] (149)
= χf(E2 ◦ E1). (150)
χf(E2 ◦ E1) = max
{pi,ρi}
Sf
{
(E2 ⊗ IB)
[∑
i
piE1(ρi)⊗ |iB〉〈iB|
] ∣∣∣∣∣∣
(E2 ⊗ IB)
[∑
i
piE1(ρi)⊗ ρB
]}
(151)
= max
{pi,σi:σi=E1(ρi)}
Sf
{
(E2 ⊗ IB)
[∑
i
piσi ⊗ |iB〉〈iB|
] ∣∣∣∣∣∣
(E2 ⊗ IB)
[∑
i
piσi ⊗ ρB
]}
(152)
≤ χf(E2). (153)
Hence,
χf(E2 ◦ E1) ≤ min {χf (E1), χf(E2)} , (154)
which is the data processing inequality.
4.2 Entanglement-assisted capacity
Bennett et al gave an expression for the capacity known as the entanglement-assisted classical
capacity if the sender and receiver have a shared quantum entanglement [23].
19
Let Q be the system of interest and the purification of a state in Q is given in the joint
system RQ. Then the f -generalization of the entanglement-assisted channel capacity is defined
as
CE,f(E) = max
ρQ
Sf
[
(E ⊗ IR) (|ψQR〉〈ψQR|)
∣∣∣∣∣∣ (E ⊗ IR) (ρQ ⊗ ρR)] , (155)
where |ψQR〉 is a purification of the density matrix ρQ and ρR = TrQ (|ψQR〉〈ψQR|).
CE,f(E1) = max
ρQ
Sf
[
(E1 ⊗ IR) (|ψQR〉〈ψQR|)
∣∣∣∣∣∣ (E1 ⊗ IR) (ρQ ⊗ ρR)] (156)
≥ max
ρQ
Sf
[
(E2 ⊗ IR) (E1 ⊗ IR) (|ψQR〉〈ψQR|)
∣∣∣∣∣∣ (157)
(E2 ⊗ IR) (E1 ⊗ IR) (ρQ ⊗ ρR)
]
(158)
= CE,f(E2 ◦ E1). (159)
Let us introduce an ancilla E1 with a Unitary operation V1 over the composite system
QRE1 to mock up the quantum operation E1 ⊗ IR, i.e.,
(E1 ⊗ IR) (ρQR) = TrE1
[
V1 (ρQR ⊗ |0E1〉〈0E1|)V †1
]
, (160)
where |0E1〉 is the initial state of the ancilla. Let |ψQRE1〉 = |ψQR〉|0E1〉 and ρE1 = |0E1〉〈0E1|.
Then
CE,f(E2 ◦ E1) = max
ρQ
Sf
{
(E2 ⊗ IR)
[
TrE1
(
V1|ψQRE1〉〈ψQRE1|V †1
)] ∣∣∣∣∣∣
E2
[
TrRE1
(
V1|ψQRE1〉〈ψQRE1|V †1
)]
⊗ ρR
}
(161)
= max
ρQ
Sf
(
TrE1
[
(E2 ⊗ IR ⊗ IE1)
(
V1|ψQRE1〉〈ψQRE1 |V †1
)] ∣∣∣∣∣∣
TrE1
{
E2
[
TrRE1
(
V1|ψQRE1〉〈ψQRE1 |V †1
)]
⊗ ρR ⊗ ρE1
})
(162)
≤ max
ρQ
Sf
{
(E2 ⊗ IR ⊗ IE1)
(
V1|ψQRE1〉〈ψQRE1|V †1
) ∣∣∣∣∣∣
E2
[
TrRE1
(
V1|ψQRE1〉〈ψQRE1|V †1
)]
⊗ ρR ⊗ ρE1
}
(163)
= max
E1(ρQ)
S
{
(E2 ⊗ IR ⊗ IE1)
(
|ψ´QRE1〉〈ψ´QRE1 |
) ∣∣∣∣∣∣
E2
[
TrRE1
(
|ψ´QRE1〉〈ψ´QRE1 |
)]
⊗ ρR ⊗ ρE1
}
(164)
≤ CE,f(E2). (165)
Hence,
CE,f(E2 ◦ E1) ≤ min {CE,f(E1), CE,f(E2)} , (166)
which is the data processing inequality.
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4.3 Coherent Information
Let Q be our system of interest with density matrix ρ that is purified in the composite system
RQ. We consider two CPTP quantum operations E1(·) and E2(·) that are mocked up by
introducing ancillae E1 and E2 respectively. The system after the operation E1(·) is denoted
by R
′
Q
′
E
′
1E2
′ and after the operation E2(·) by R′′Q′′E ′′1E2′′.
The f -generalization of the coherent information is defined as
If(ρ, E1) = −Sf
(
ρR′E′
1
∣∣∣∣∣∣I⊗ ρE′
1
)
, (167)
where ρR′E′
1
= TrQ′E′
2
(ρR′Q′E′
1
E2′
) and ρE′
1
= TrR′Q′E′
2
(ρR′Q′E′
1
E2′
). For f(t) = − ln(t), it was
shown by Shor that coherent information is related to the quantum channel capacity [24].
Lemma 10 For CPTP quantum operations E1(·) and E2(·), and strictly positive density ma-
trix ρ,
Sf (ρ) ≥ If(ρ, E1) ≥ If(ρ, E2 ◦ E1). (168)
For a non-affine and diffused operator convex function f(·), the equality holds in the first
inequality if and only if there exists a CPTP quantum operation E2(·) such that F (ρ, E2 ◦E1) =
1.
Proof We first prove the inequalities. Since E1(·) does not affect R, hence, ρR = ρR′ . Similar
reasoning for E2(·) yields ρR′E′
1
= ρR′′E′′
1
. We have using monotonicity
Sf(ρ) = −Sf (ρR||I) (169)
= −Sf (ρR′ ||I) (170)
≥ −Sf
(
ρR′E′
1
||I⊗ ρE′
1
)
(171)
= If(ρ, E1) (172)
and
If (ρ, E1) = −Sf
(
ρR′E′
1
||I⊗ ρE′
1
)
(173)
= −Sf
(
ρR′′E′′
1
||I⊗ ρE′′
1
)
(174)
≥ −Sf
(
ρR′′E′′
1
E
′′
2
||I⊗ ρE′′
1
E
′′
2
)
(175)
= If (ρ, E2 ◦ E1), (176)
where Eqs. (171) and (175) follow using Eq. (60).
To prove the equality condition, let us first assume that F (ρ, E2 ◦ E1) = 1. This implies
that
〈ψRQ|ρR′′Q′′ |ψRQ〉 = 1, (177)
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and since ρR′′Q′′ is a density matrix, hence, it follows that 〈ψRQ|ρR′′Q′′ |ψRQ〉 ≤ 1 with equality
if and only if |ψRQ〉 is an eigenvector of ρR′′Q′′ with eigenvalue 1, or
ρR′′Q′′ = |ψRQ〉〈ψRQ|. (178)
Since ρR′′Q′′ is in a pure state, hence, it follows that
ρR′′Q′′E′′
1
E
′′
2
= |ψRQ〉〈ψRQ| ⊗ ρE′′
1
E
′′
2
(179)
and by tracing out Q
′′
, we get
ρR′′E′′
1
E
′′
2
= ρR ⊗ ρE′′
1
E
′′
2
. (180)
Hence,
If (ρ, E2 ◦ E1) = −Sf
(
ρR′′E′′
1
E
′′
2
||I⊗ ρE′′
1
E
′′
2
)
(181)
= −Sf
(
ρR ⊗ ρE′′
1
E
′′
2
||I⊗ ρE′′
1
E
′′
2
)
(182)
= −Sf (ρR||I) (183)
= Sf(ρ). (184)
Result follows by using Eq. (168) and Eq. (184) to get
Sf(ρ) ≥ If (ρ, E1) ≥ If(ρ, E2 ◦ E1) = Sf (ρ). (185)
To prove the statement in the other direction, let us assume that
If(ρ, E1) = Sf (ρ). (186)
This implies that
Sf
(
ρR′E′
1
||I⊗ ρE′
1
)
= Sf (ρR′ ||I) . (187)
Using Eq. (60), it follows that the above equality is true if and only if
ρR′E′
1
= ρR′ ⊗ ρE′
1
, (188)
which is the same condition as the one for f(t) = − ln(t) in Ref. [25], following which, we can
construct a recovery operation E2(·) such that ρR′′Q′′ = ρRQ or F (ρ, E2 ◦ E1) = 1.
5 Conclusions and Acknowledgements
In conclusion, we have studied the fundamental properties of the quantum f -relative en-
tropy and the quantum f -entropy . We give the equality conditions under some properties
for a class of operator convex functions. These conditions are more general than the previ-
ously known conditions and also apply to the case of f(t) = − ln(t). We define the quantum
f -entropy in terms of the quantum f -relative entropy and study its properties giving the equal-
ity conditions in some cases. We also show that the f -generalizations of many well-known
information-theoretic quantities also satisfy the data processing inequality and for the case of
f -coherent information, we give the equality conditions.
The author thanks R. Bhatia for useful discussions on the operator convex functions.
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