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A statistical modelM is specied by a family of probability distributions,
characterised by a set of continuous parameters known as the parameter space.
This possesses natural geometrical properties induced by the embedding of
the family of probability distributions into the space of all square-integrable
functions. More precisely, by consideration of the square-root density func-
tion we can regard M as a submanifold of the unit sphere S in a real Hilbert
space H. Therefore, H eectively embodies the ‘state space’ of the proba-
bility distributions, and the geometry of the given statistical model can be
described in terms of the embedding ofM in S. The geometry in question is
characterised by a natural Riemannian metric (the Fisher-Rao metric), and
as a consequence various aspects of classical statistical inference can be for-
mulated in a natural geometric setting. In particular, we focus attention on
the variance lower bounds for statistical estimation, and establish generali-
sations of the classical Cramer-Rao and Bhattacharyya bounds, described in
terms of the geometry of the underlying real Hilbert space. The statistical
model M can then be specialised to the case of a submanifold of the state
space of a quantum mechanical system. This can be pursued by introducing
a compatible complex structure on the underlying real Hilbert space, thus
allowing the operations of ordinary quantum mechanics to be reinterpreted in
the language of real Hilbert space geometry. The application of generalised
variance bounds to quantum statistical estimation is shown to lead to higher
order corrections to the Heisenberg uncertainty relations.
I. INTRODUCTION
The purpose of this paper is twofold: rst, to develop a concise geometric formulation
of statistical estimation theory; and second, the application of this formalism to quantum
statistical inference. Our intention is to establish the basic concepts of statistical estimation
within the framework of Hilbert space geometry. This line of enquiry, although suggested by
Bhattacharyya (1942), Rao (1945), and Dawid (1975,1977), has not hitherto been pursued in
the spirit of the fully geometric construction that we undertake here. In 1945 Rao introduced
a Riemannian metric, in local coordinates given by the components of the Fisher information
matrix, on the parameter space of a family of probability distributions. He also introduced
the corresponding metric connection (the Levi-Civita connection) associated with the Fisher
information matrix, and proposed the geodesic distance induced by the metric as a measure
of dissimilarity between probability distributions. Thirty years after Rao’s initial work,
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Efron (1975) carried the argument a step forward when he introduced, in eect, a new ane
connection on the parameter space manifold, and thus shed light on the role of curvature in
statistical studies. In his case, it is not the Riemannian curvature that plays the signicant
role, but rather the embedding curvature of the statistical model in the relevant space of
probability distributions. The work of Efron has been followed up and extended in the
literature (see, e.g., Amari 1982, 1985, Barndor-Nielsen and Cox 1994, and Barndor-
Nielsen, Cox, and Reid 1986), particularly in the direction of asymptotic inference. However,
the fundamental applicability of dierential geometric methods to statistics remains in many
respects a surprising development, about which there is still much to be learned.
As a remark on Efron’s construction, Dawid (1975) raised an important question, that
is, whether there is a fundamental role played by the Levi-Civita connection in statistical
analysis. The aim of this paper in part is to answer this question, by studying inference
problems from a Hilbert space perspective. In particular, we shall study the geometric
properties of a statistical modelM induced when we embed M via the square-root map in
the unit sphere S in a real Hilbert space H. This leads in a natural way to the Levi-Civita
connection on M.
It was also pointed out by Dawid (1977), in the case of an embedding given by the square-
root of the likelihood function, that the Hilbert space norm induces a spherical geometry
(see also Burbea 1986). If the density function is parameterised by a set of parameters ,
then for each value of  we have a corresponding point on the unit sphere S in the Hilbert
space H. By choosing a prescribed basis in H, we can associate a unit vector a() with this
point, and work with the abstract vector a() instead of
q
p(x). This index ‘a’ is abstract
in the sense that we do not necessarily regard it as ‘taking values’, but rather it serves as a
kind of ‘place-keeper’ for various tensorial operations.
Our program is to exploit this methodology to study geometrical and statistical aspects
of quantum mechanics. The specialisation to quantum theory requires an extra ingredient,
namely, the complex structure. Thus, if we take our real Hilbert space and impose on it a
complex structure, compatible with the real Hilbert space metric, the resulting geometry is
suciently rich to allow us to introduce all of the standard operations of quantum theory.
While the conventional approach to quantum statistical estimation has essentially been
merely ‘by analogy’ with classical estimation, our approach diers in the sense that we view
quantum estimation theory as arising in essence as a ‘special case’ of the classical theory,
when the theory is ‘enriched’ with the addition of a complex structure. By way of contrast we
note that most of the current literature of quantum statistical estimation (see, e.g., Accardi
and Watson 1994, Braunstein and Caves 1994, Brody and Meister 1996a,b, Helstrom 1976,
Holevo 1982, Ingarden 1981, Jones 1994, Malley and Hornstein 1993, Nagaoka 1994, and
references cited therein) takes the space of density matrices as the relevant state space in
terms of which estimation problems are formulated, since the ‘space of density matrices’ is
taken to be the quantum mechanical analogue of the ‘space of density functions’ when we
consider the quantum estimation problem.
In our approach, however, we emphasise the role of the space of pure quantum states,
since in the Hilbert space based classical-quantum statistical correspondence this is the state
space that arises as the immediate object of interest. In fact, the space of density matrices
has a very complicated structure, owing essentially to the various levels of ‘degeneracy’ a
density matrix can possess, and the relation of these levels to one another. It can be argued
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that to tackle the quantum estimation problem head-on from a density matrix approach is
not necessarily advantageous. In any case, the consideration of pure states allows us to single
out most sharply the relations between classical statistical theory and quantum statistical
theory, and in such a way that the geometry takes on a satisfactory and appealing character.
The extension of our approach to general states will be taken up elsewhere.
The plan of the paper is as follows. In x2, the geometry of the parameter space in-
duced by the Hilbert space norm is introduced by means of an index notation. The index
notation is employed here for the purpose of simplifying complicated calculations, and is
thus not essential in what follows, though its usefulness will become evident. Attention is
drawn to the formula (2.4) for the Riemannian metric on M, and the argument given in
Proposition 2 that indicates the special status of the Levi-Civita connection. Our idea is to
reformulate a number of the standard concepts of statistics in the language of Hilbert space
geometry. In particular, in x3 and x4 we study the notions of the maximum likelihood esti-
mator (MLE) and the Cramer-Rao (CR) variance lower bound, for which novel geometrical
interpretations are provided. See, for example, Proposition 4 and Theorem 1. Also, note
Proposition 6 where a striking link is made between an essentially statistical quantity and
an essentially geometric quantity. We consider in some detail properties of the canonical
family of exponential distributions, which can be described concisely in terms of the given
Hilbert space geometry. This is reported in x4. In x5, a set of higher-order corrections to
the CR lower bound is obtained, leading to what might appropriately be called generalised
Bhattacharyya bounds, given in Proposition 8. However, unlike the classical Bhattacharyya
bound, our result generally depends upon features of the estimator. Nevertheless, in certain
cases of interest the result is independent of the specic choice of estimator. This will be
illustrated at length with some examples, when the techniques developed are applied to
problems in quantum estimation. A brief description of multi-parameter extension is given
in x6. After some comments regarding the transition from classical to quantum theory in x7,
a general geometric formulation of quantum mechanics within the framework of real Hilbert
space is then developed in x8 and x9. In x10 we specialise the estimation theory to the
quantum mechanical state space. Finally in x11, we apply the generalised variance lower
bounds to obtain a remarkable set of higher order corrections to the Heisenberg relations,
with further renements presented in x12.
II. INDEX NOTATION AND FISHERIAN GEOMETRY
Consider a real Hilbert space H, equipped with a symmetric inner product which we
denote gab. As mentioned above, we adopt an index notation for Hilbert space operations.
Let us write a for a typical vector in H. If H is nite, the index can be thought of as
ranging over the integers a = 1; 2;    ; n, while for the innite dimensional case, the index
is ‘abstract’. See Geroch (1971a,b), Penrose and Rindler (1984, 1986), or Wald (1994) for
further details of this notation. Our intention here is not to present a rigorous account of
the matter, which would be beyond the scope of the present work, but rather to illustrate
the utility of the index calculus by way of a substantial number of examples.
Suppose we consider the space of all probability density functions on the given sample
space. By taking their square roots we can map each density function to a point on the
unit sphere S in H, given by gabab = 1. A random variable in H is then represented by a
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symmetric bilinear form, e.g., Xab, with expectation Xab
ab in the state a, that is,
E[X] = Xab
ab : (2.1)
In terms of the conventional statistical notation, one can associate a with p(x)1=2, Xab with




x(x− y)p(x)1=2p(y)1=2dxdy ; (2.2)
which reduces to the expectation. This line of reasoning can be extended to more general
expressions. Thus, for example, XabX
b
c
ac is the expectation of the square of the random
variable Xab, and for the variance of Xab in the state 
a we have




where ~Xab = Xab − gab(Xcdcd) represents the deviation X of the random variable from
its mean. Note that if a is not normalised, then the formulae above can be generalised with
the inclusion of suitable normalisation factors.
We consider now the unit sphere S in H, and within this sphere a submanifoldM given
parametrically by a(), where i (i = 1;    ; r) are local parameters. We write @i for @=@i.
Proposition 1 (Fisher-Rao metric). In local coordinates, the Riemannian metric Gij on




is the Fisher information matrix.
The proof is as follows. First, note that the squared distance between the endpoints of
two vectors a and a in H is D2 = gab(a−a)(b−b). If both endpoints lie onM, and a
is obtained by innitesimally displacing a inM, i.e., a = a +@iadi, then the separation






where Gij is given as in (2.4). The factor of
1
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arises from the conventional denition of the




p(xj)@il(xj)@j l(xj)dx : (2.6)
Note that, by dierentiating gab




This formula turns out to be useful for investigations in statistical mechanics (see, e.g., Brody
and Rivier 1995, Streater 1996), where the geometry of the relevant coupling constant space
can be investigated. The induced geometry of M can be studied in terms of the metric Gij
and our subsequent analysis will be pursued on this basis. To start, we note the following
result:
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Gil (@jGkl + @kGjl − @lGjk) (2.9)
for the Levi-Civita (metric) connection. Now, let ri denote the standard Levi-Civita co-
variant derivative operator associated with Gij , for which riGjk = 0 and ri is torsion free.
A question that naturally arises is, are there any other ‘natural’ connections associated
with the given Hilbert space structure? This requires one to construct a tensor of the form
Qijk purely from the metric and covariant derivatives of the state 
a. The answer to this
question is of relevance, since we would like to know whether it is possible to construct
a set of ane connections (e.g., Amari’s -connection) purely in terms of the given basic
Hilbert space geometry, or whether extra structure is required. Clearly, the only possibilities
are riarjrka and arirjrka. However, some straightforward algebra leads us to the
following result.
Proposition 2 The expressions riarjrka and arirjrka vanish. Thus, no natural
three-index tensors can be constructed in Hilbert space, and the Levi-Civita connection is
distinguished among possible -connections.
The proof is sketched as follows. First, note that rkGij = 0 implies rk(riarja) = 0,
and hence rkriarja +rkrjaria = 0. On the other hand, since Gij = −4arirja it
follows, by dierentiation, that rkarirja = −arkrirja. Therefore, we deduce that
rkriarja = arirjrka, and that ar(irj)rka = 0. Since arirjrka is antisym-














for any smooth vector eld Vk. However, arla vanishes in (2.10), since aa = 1, and that
establishes the desired result.
Therefore, to introduce other ane connections on M, such as Amari’s -connection,
additional structure on the given Hilbert space is required. Although these ‘articial’ con-
nections are useful in certain statistical inference problems, such as higher order asymptotics,
from a Hilbert space point of view the Levi-Civita connection is the ‘natural’ connection
associated with the space of probability measures.
Note incidentally that in the case of one-parameter families of distributions, the Fisher
information is given by G = 4gab _a _b, where the dot represents dierentiation with respect
to . Thus, the Fisher information is related in a simple way to the ‘velocity’ along the given
curve, for the specied trajectory in Hilbert space. This is a result that, as we shall see later,
has profound links with an analogous constructions in quantum mechanics (Anandan and
Aharonov 1990; cf. Lemma 4).
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III. MAXIMUM LIKELIHOOD ESTIMATION
Suppose we are given a random variable Xab, and told that the result of a sampling of
Xab is the number x. We are interested in a situation where we have a one-parameter family
of states a() characterising the distribution of the data x. The parameter  characterises
the unknown state of nature, and we wish to estimate  by use of maximum likelihood
methods; that is, we wish to associate with any given value of x an appropriate value
of  that maximises the likelihood function. In this section, we describe a geometrical
characterisation of the maximum likelihood estimator (MLE), which has an elegant Hilbert
space interpretation once we have singled out a ‘preferred’ random variable Xab.
Proposition 3 Given the random variable Xab, the state 
a(), and the measurement out-














This can be seen as follows. We dene the projection operator ab associated with the













Then, p(xj) is the expectation of ab in the state a, i.e.,
p(xj) = ab
ab : (3.14)








which leads back to (3.12). The maximum likelihood estimator (x) for , assuming it exists
and is unique, is then obtained by solving
ab(X; x)
a _b j= = 0 : (3.16)
Geometrically this means that, along the curve a() on the sphere S, (x) maximises the
quadratic form ab
ab. Conversely, if (x) is the MLE for the parameter , then the random




(x)ab(X; x)dx : (3.17)
If we let x(
a) denote the quadratic form ab
ab on H, then equation (3.16) for the
MLE can be rewritten as _a(rax) = 0, where the ‘gradient’ operator ra is dened by
ra = @=@a, so ra(bcbc) = 2abb. Thus, for each xed value of x we can foliate S with
hypersurfaces of constant x. This leads us to the following characterisation of the MLE.
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Proposition 4 The maximum likelihood estimator (x) is the value of the parameter , for
each given value of x, such that the tangent of the curve a() is orthogonal to the normal
vector of the constant x surface passing through the point 
a().
Thus, we see that maximum likelihood estimation does indeed have a characterisation
in terms of our Hilbert space geometry, that can be achieved, however, only at the expense
of introducing extra structure on H, namely, by ‘singling out’ a particular observable. This
is natural in the context of some classical statistical investigations, though for quantum
statistical inference we wish to avoid the introduction of ‘preferred’ observables.
IV. CRAMER-RAO LOWER BOUND AND EXPONENTIAL FAMILIES
In the case of a general estimation problem, a lower bound can be established for the
variance with which the estimate deviates from the true value of the relevant parameter.
Our intention in this section is to present a geometric characterisation of this bound. In the
course of doing so, we are able to make some observations about the geometry of exponential
families of distributions, of relevance to statistical physics. Consider a curve a() in S. We
say that a random variable Tab is an unbiased estimator for the function () if
Tab
a()b() = () : (4.18)
For convenience, we dene a mean-adjusted deviation operator ~Tab  Tab − gab. Note that
~Tab




ab =  ,
we obtain 2Tab
a _b = _ , hence 2 ~Tab
a _b = _ . Therefore, if we dene b = ~Tab
a, we have
(b _
b)2 = _2=4. Whence by use of the Cauchy-Schwartz inequality (aa)( _
a _a)  (a _a)2,
we are led to the following result.
Theorem 1 (Cramer-Rao inequality). Let T be an unbiased estimator for a function ()
where  parametrises a one-dimensional family of states a() in S 2 H. Then, the variance





It is clear from the preceding argument that the CR lower bound is attained only if
_a = ca for some constant c which by rescaling  we can set to 1=2 without loss of generality.







where ~Tab is the mean-adjusted estimator. The solution is given by the canonical exponential










where qa = a(0) is a prescribed initial normalised distribution. This expression leads us to
an interesting geometrical interpretation of the exponential family. We have the unit sphere






be a quadratic form dened on S. Then S is foliated by surfaces of constant  . Since
according to (4.20) the tangent vector _a is parallel to the gradient of the function (a), we
conclude that:
Proposition 5 The canonical exponential family of distributions a(), with initial distri-
bution qa, is given by the unique curve through the point qa that is everywhere orthogonal to
the family of foliating -surfaces.
In particular, as we show in Proposition 6 below, the variance Var[T ] at the point 
a
is a quarter of the squared magnitude of the gradient of the surface through a, given by
ra . The Fisher information, on the other hand, is four times the squared magnitude of the
tangent vector to the curve at a. Since the inner product of the tangent vector _a and the
normal vector ra is the derivative _ , it follows that Var[T ]  _2=G, the CR inequality.
Proposition 6 Let ra = @=@a denote the gradient operator in H. Then the variance of
an unbiased estimator Tab for a function  , in the state 






on the surface S.
This can be veried as follows. By denition, we have a quadratic form  = Tab
ab=cc



























follows at once after we restrict to the sphere S.
In the case of the exponential family of distributions, the corresponding density function
is given by p(xj) = q(x) exp[x −  ()], where q(x) is the initial ‘background’ density, and
the normalisation constant  () is given by










It is interesting to note that the log-likelihood l(xj) for an exponential family has a nat-







jT a(j)b −  ()
a
b
1A35 qb : (4.27)
Our idea is to construct a random variable lab in H that represents the log-likelihood l(xj)
for this family of distributions.
Denition 1 The log-likelihood lab associated with the exponential family of distributions is




jT a(j)b −  ()
a
b : (4.28)





j(j)()−  () : (4.29)
The second expression is the familiar one for the Legendre transformation that relates the
entropy S() to the normalisation constant  (). In the case of a one-parameter family of
exponential distributions, the gradient ra can be written
1
2
ra = _labb. For the multi-
parameter case this result can be generalised to 1
2
ra(j) = @jlabb, which leads us to the
following formula for the Fisher information:
Proposition 7 The Fisher information matrix Gij can be expressed in terms of the log-




Thus in the case of an exponential family of distributions we nd the Fisher-Rao metric is
given by the covariance matrix of the estimators T(i):
Gij = (T(i)ac − @i ac)(T
c
(j)b − @j 
c
b)
ab  E[ ~T(i) ~T(j)] : (4.30)
V. GENERALISED BHATTACHARYYA BOUNDS
We have observed that the exponential family is the only family capable of achieving
the variance lower bound, if we choose the right function () of the parameter to estimate.
For other families of distributions, the variance exceeds the lower bound. In order to obtain
sharper bounds in the general situation, we now consider the possibility of establishing
higher-order corrections to the CR lower bound. Our approach follows that of Bhattacharyya
(1946, 1947, 1948). Nevertheless, in a Hilbert space context, we are led along a dierent route
from Bhattacharyya’s original considerations, since in his formulation the likelihood function
p(xj) plays a major role. First, we shall formulate a new Bhattacharyya style derivation
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of the CR inequality. We note that if Tab is an unbiased estimator for the function (),
then so is Rab = Tab + (a _b), for an arbitrary constant . We choose the value of  that
minimises the variance of Rab. This implies  = − _=2 _a _a, and hence




Since Var[R]  0, we are immediately led back to the CR inequality (4.19).
Now we try to improve on this by incorporating terms with higher order derivatives. Let
us denote the r-th derivative of a with respect to the parameter , by (r)a = dra=dr, and
write ^(r)a for the projection of (r)a orthogonal to a and to all the lower order derivatives,
so ^(r)a 
a = 0 and ^(r)a 
(s)a = 0 for s < r. If Tab is an unbiased estimator for the function
(), so is the symmetric operator Rab dened by






for arbitrary constants r, since Rab
ab = Tab
ab. We only consider values of r such
that ^(r)a 6= 0, assuming that the relevant derivatives exist and are linearly independent. A
straightforward calculation leads us to the values of r minimising the variance of R, and
we obtain







Since Var[R] is nonnegative, we thus deduce the following generalised Bhattacharyya bounds








The derivation above is ‘historical’ in flavour in the sense that it follows closely the
original argument of Bhattacharyya. However, Proposition 6 allows us to reexpress (5.34) in
the form of a simple geometric inequality. That is, given the gradient vector ra in H, the
squared length of this vector can be expressed as the sum of the squares of its orthogonal
components with respect to a suitable basis. To this end, we choose a set of vectors based on





b g. It follows from the basic relation (4.23) given in Proposition 6 that:
Proposition 8 The generalised variance lower bounds for an unbiased estimator T of a












Clearly for r = 1 we recover the CR inequality. Unlike the classical Bhattacharyya
bounds, the generalised bounds are not necessarily independent of the estimator T . In our
applications to quantum mechanics, however, we shall indicate some important examples of
higher-order bounds that are independent of the specic choice of estimator.
We remark incidentally that the denominator terms in equation (5.35) give rise to natural
geometric invariants. For example, for r = 2 we have 16^(2)a^(2)a = GK
2
 , where K
2
 is the
curvature of the curve a() in S. Furthermore, we have:
Lemma 2 In the case of the canonical exponential family of distributions specied in equa-







− 1 : (5.36)
As a matter of interpretation we note that the rst term in the right hand side of (5.36)
is the kurtosis (measure of sharpness) of the given distribution, while the second term is the
skewness (measure of asymmetry). A classical statistical inequality relating these quantities
(see, for example, Stuart and Ord 1987) ensures that K2  0. In the case of the exponential
family we nd that ^(2)ara = 0, i.e., the ‘acceleration vector’ ^(2)a lies in the tangent space
of the surfaces generated by constant values of the estimator function ().
VI. MULTIPLE PARAMETERS
The geometrical constructions so far considered are based mainly upon one-parameter
families of distributions. However, extensions to multi-parameter distributions are possible,
and for completeness it will be appropriate for us to sketch out a few results in this direction.
First, consider the case where we estimate a single function () depending upon several






where i = @i() and Gij is the inverse of the Fisher information matrix. In a more general
situation, we might have several estimators T()ab ( = 1;    ; n) labelled by an index ,
with T()ab
ab = (). For an arbitrary set of constants , we form the summations
Tab =
P
 T()ab and () =
P
 . It follows that the CR inequality (6.37) holds for






where C = Cov[T(); T()] is the covariance matrix for the estimators T(). Therefore, the







Gij@i@j  0 : (6.39)
Since this holds for arbitrary values of , we obtain the following matrix inequality for the
covariance lower bound.
Proposition 9 Let T() ( = 1; 2;    ; r) be unbiased estimators for the functions ().
The lower bound for the covariance matrix is given by
Cov[T(); T()]  G
ij@i@j : (6.40)
This equation is to be interpreted in the sense of saying that the dierence between the
left and right hand sides is nonnegative denite.
VII. FROM CLASSICAL TO QUANTUM THEORY
We have, in the foregoing material, reformulated various aspects of parametric statistical
inference in terms of real Hilbert space geometry. In particular, the abstract index notation
enabled us very eciently to obtain results relating to statistical curvatures and variance
lower bounds. One of the reasons we are interested in formulating statistical estimation
problems in a Hilbert space framework is on account of the connection with quantum me-
chanics, which becomes more direct when pursued in this manner, thus enabling us to unify
our view of classical and quantum statistical estimation.
In particular, in our approach to classical statistical estimation, the geometry in question
is a Hilbert space geometry, a result that physicists may nd surprising, since the general
view in physics is that the Hilbert space structure associated with the space of states in
nature is special to quantum theory, and has no analogue in classical probability theory
and statistics. We have seen, however, that a number of structures already present in
the classical theory are highly analogous to associated quantum mechanical structures; but
the correspondence is only readily apparent when the classical theory is reformulated in
the appropriate geometrical framework. If we supplement the real Hilbert space geometry
H with a compatible complex structure, then this paves the way for a natural attack on
problems of quantum statistical inference, and it becomes possible to see more clearly which
aspects of statistical inference are universal, and which are particular to the classical or
quantum domain.
Indeed, there are a number of distinct geometrical formulations of the classical theory,
corresponding, for example, to the various -embeddings of Amari (see, e.g., Amari 1985
or Murray and Rice 1993), but one among these is singled out on account of its close and
special relation to quantum theory; this is, of course, the geometry of square-root density
functions. This geometry is also special on account of the way it singles out the Levi-Civita
connection on statistical submanifolds, as indicated in Proposition 2 above. The approach
to quantum theory, on the other hand, given by starting with a real Hilbert space, then
imposing a complex structure on it, is in itself now a fairly standard construction, though
perhaps not as well known as it should be, and in the next section we shall develop some of
the formalism necessary for working in this framework.
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The specic point of originality in our approach is to make the link between the natural
real Hilbert space arising on the one hand in connection with the classical theory of statistical
inference, with the underlying real Hilbert space arising on the other hand in connection
with quantum theory. Once this identication has been made, then a number of interesting
results can be seen to follow, which are explored in some detail here. In particular, the
theory of classical statistical estimation can be extended directly to the quantum mechanical
situation, and we are able to show how the Cramer-Rao inequality associated with a pair of
conjugate physical variables can be interpreted as the corresponding Heisenberg relation in
the quantum mechanical context. One of the most exciting results emerging as a by-product
of this approach is the development of a series of ‘improved’ Heisenberg relations, formulated
in some detail in the later sections.
VIII. GEOMETRY OF QUANTUM STATES
Our approach will be as follows. We start with our formulation of classical inference,
based on a real Hilbert space geometry, upon which we will now impose additional structures.
Thus instead of ‘completely reformulating everything’ from scratch, to develop a quantum
statistical theory, as has conventionally been done, we shall essentially accept the classical
theory, but ‘enrich’ it with some extra structure. The additional ingredient that we must
introduce on our real Hilbert space H, in order to study quantum mechanical systems, is,











dXab = Xcd : (8.42)







states that Jab and X
a
b ‘commute’. This follows directly from the complex structure identity
(8.41) and the Hermiticity condition (8.42). We require that the complex structure be
compatible with the Hilbert space structure, by insisting that the metric gab is Hermitian.
As a consequence we have JacJ
b
dgab = gcd, which is to be viewed as a fundamental relationship
holding between Jab and gab.
In order to proceed further it will be useful to make a comparison of the index notation
with the conventional Dirac notation. We nd that if a and a are two real Hilbert space








From the Hermitian property of gab we nd that the tensor Ωab dened by Ωab  gacJcb is
automatically antisymmetric and invertible, i.e., a symplectic structure, which also satises
a Hermitian condition in the sense that JacJ
b
dΩab = Ωcd. Since the symplectic form Ωab is







That is, the Dirac norm agrees with the real Hilbertian norm (apart from the factor of two).
A real Hilbert space element a can be decomposed into complex ‘positive’ and ‘negative’









In the case of relativistic elds, this basic decomposition corresponds to splitting the elds
into positive and negative frequency parts, so occasionally we refer to a+ and 
a
− as the
‘positive frequency’ and ‘negative frequency’ parts of a. Note that a+ and 
a
− are complex






. As a consequence, it is easy
to see by use of the Hermitian condition (8.42) that two vectors of the same ‘type’ (e.g., a
pair of positive vectors) are necessarily orthogonal with respect to the metric gab. In other









For certain purposes it is useful to introduce Greek indices to denote positive and negative
parts, by writing a = (; ), where  is the complex conjugate of 
. Then, we can
identify  with the Dirac ‘ket’ vector ji, and  with the complex conjugate Dirac ‘bra’
vector hj, and write a = (ji; hj). To be more specic, a typical element in the complex
Hilbert space is denoted  , or equivalently j i in a conventional Dirac notation, and an
element in the dual space is denoted ’ = h’j. Hence, their inner product is written
’ 
 = h’j i. The complex conjugate of the vector   is   = h  j, and its norm is then
given by   
 = h  j i. If we denote the splitting of a real Hilbert space H into positive
and negative eigenspaces by H = H+ H−, then an ‘operator’ in quantum mechanics can
be regarded as a linear map T  from H
+ to H+, given, e.g., by T  
 = , for which the
corresponding complex conjugate operator is T  = T

 . Thus, if T is Hermitian, we have
T  = T







   
=
h  jT j i
h  j i
; (8.46)
and the variance of T is






   
; (8.47)
where ~T  = T

 − hT i

. Note that h ~T i = 0. Now let us say a few more words about the
Hermitian condition. Having the decomposition a = (; ) in mind, we can represent a



















Thus for the action of the complex structure tensor we nd a  Jab
b = (i;−i). In
other words, the eect of Jab is to multiply the ‘ket’ part of the given state by i, and the










Therefore, the requirement that Tab should be symmetric implies A = A(), D
 = D(),
and B  = C

. The Hermitian condition then implies A = 0 and D
 = 0, and the reality
condition implies B  = C

. A symmetric, real Hermitian operator Tab can be represented











 . It follows that the quadratic form Tab
ab for a Hermitian operator Tab is
given by Tab
ab = T 

 + T  







from which it follows that gab
ab =  + 














(gab + iΩab) 
ab ; (8.54)
which is consistent with equation (8.43), if we bear in mind that Ωab is antisymmetric. With
these relations at hand, the reformulation in ‘real’ terms of the standard ‘complex’ formalism
of quantum theory can be pursued in a straightforward, systematic way. For further details
of the ‘real’ approach to complex Hilbert space geometry and its signicance in quantum
mechanics, see for example Ashtekar and Schilling (1995), Field (1996), Geroch (1971a,b),
Gibbons (1992), Kibble (1978,1979), Schilling (1996), Segal (1947), and Wald (1976,1994).
IX. REAL HILBERT SPACE DYNAMICS
In this section we take the discussion a step further by consideration of the quantum
mechanical commutation relations, as seen from a ‘real’ Hilbert space point of view. This
then leads us to a natural ‘real’ formulation of the Schro¨dinger equation.
15
If Xab and Yab are a pair of symmetric operators, then their ‘skew product’ dened by
the expression X ca Ycb−X
c
b Yca is an antisymmetric tensor, and thus itself does not represent
a random variable. Nevertheless, in the case of Hermitian operators, there is a natural




bXcd = Xab and




bcd = ab, and the map in question is given by
contraction with Jab. This follows from the fact that if Xab is symmetric and Hermitian,
then ab = XacJ
c
b is automatically antisymmetric and Hermitian. Conversely, if ab is
antisymmetric and Hermitian, then acJ
c
b is automatically symmetric and Hermitian. Thus
to form the commutator of two symmetric Hermitian operators rst we take their skew
product, which then we multiply by the complex structure tensor to give us a symmetric
Hermitian operator. After some rearrangement of terms, these results can be summarised
as follows:
Lemma 3 The commutator Z = i[X; Y ] for a pair of symmetric Hermitian operators X
and Y is given by the symmetric Hermitian operator
Zab = (XacYbd − YacXbd)Ω
cd : (9.55)
Note that the symplectic structure Ωab (or equivalently, the complex structure) is playing
the role of ‘i’ in the relation Z = i[X; Y ] so as to give us a real, symmetric, Hermitian
operator Zab.
The anticommutator W = fX; Y g between two observables Xab and Yab is dened by
Wab = 2X
c
(aYb)c. This is a more ‘primitive’ operation on the space of observables since it
does not require introduction of a complex structure. The basic operator identity
ffA;Bg; Cg − fA; fB;Cgg = [B; [A;C]] (9.56)
shows that even in the absence of a Hermitian structure the incompatibility between a pair
of random variables can be expressed in terms of the nonassociativity of the symmetric
product.
A pair of symmetric Hermitian operators Pab and Qab are said to be ‘canonically conju-
gate’ to each other if their commutator i[P;Q] is the identity, that is,
(PacQbd −QacPbd) Ω
cd = gab : (9.57)
Equivalently, this implies 2P c[a Qb]c = Ωab.
Suppose the Hamiltonian is represented by the quadratic form Hab, assumed to be Her-





Note that again the role of the usual ‘i’ factor is played by the complex structure ten-
sor. Expressing this relation in terms of positive and negative parts, we then recover the




+, together with its complex con-
jugate. In Dirac’s notation this is of course i@tji = Hji. As a consequence of (9.58) it




is antisymmetric. Thus, as expected, the Schro¨dinger equation respects the normalisation
gab
ab = 1. The usual phase freedom in quantum mechanics can be incorporated by modi-






a. We can take
advantage of this freedom by consideration of the following result.
Lemma 4 There is a unique choice of phase such that the tangent vector _a for the dynam-
ical trajectory is everywhere orthogonal to the Cauchy-Riemann direction a = Jab
b. This
choice of ’ minimises the Fisher information 4gab _
a _b.
In fact, the relevant phase factor is easily seen to be given by ’ = −Habab=cc.
Physically, this choice of phase xing implies an adjustment of the mean of the Hamiltonian,
which also results in minimising the Fisher information. Clearly, we have ~Hab
ab = 0, and
it is not dicult to see that the same choice of ’ minimises 4gab _
a _b. In fact, for general ’
we have gab _







ab, from which it follows at once that
gab _
a _b is minimised for the choice of ’ indicated above. This result will be used extensively
in our work on quantum estimation. With this choice of phase the modied Schro¨dinger
equation reads












represents now the deviation of the Hamiltonian from its mean, in accordance with the
notation introduced earlier. Note that for the state dened by a = Jab
b, the dynamical
equation becomes _a = JabH
b
c
c, since Jab commutes with H
a
b. Thus, 
a also satises the
Schro¨dinger equation. We can think of the complex projective space (in general innite
dimensional) formed by projectivising the ‘positive’ Hilbert space H+ as being the ‘true’
space of pure states. Then the essence of Lemma 4 above is that there is a unique ‘lift’ from
this projective space P (H+) to the real Hilbert space H such that the tangent vector _a is
everywhere orthogonal to both a and a.
As a matter of interpretation we make the following observation in connection with
the ‘modied’ Schro¨dinger equation. In the standard treatment of quantum mechanics
one is taught that the time independent Schro¨dinger equation is given by Hji = Eji,
whereas the time dependent case can be written by use of the correspondence principle
E $ i@t. Although generally accepted, the basis of this correspondence has to be regarded
as somewhat mysterious, and to that extent also unsatisfactory. Now, in our modied
Schro¨dinger equation we have i@tji = (H−hHi)ji. Hence if the state is time independent,
we recover the usual time independent equation (H−E)ji = 0. In this way, we do not have
to specify which representation of the canonical commutation relations we work with. While
in general terms the theory is independent of the specic choice of phase, it seems that there
is a unique choice of phase that makes everything t in well from a physical point of view,
and interestingly we are led to the same result from purely statistical considerations.
The treatment presented here allows us to formulate standard quantum mechanical op-
erations in terms of an underlying ‘real’ Hilbert space geometry. This has been achieved
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by the splitting of a real state vector a into its positive and negative ‘frequency’ parts. In
this way, the transition between the real and the complex formalisms become more trans-
parent. We shall now turn to the problem of parametric estimation for quantum mechanical
states. In particular, we are interested in the variance lower bound for an estimate, which
is discussed in the following sections. By expressing quantum theory within a real Hilbert
space framework, and studying the corresponding ‘real dynamics’, we are now in a position
to take advantage of the geometrical formulation of statistical inference outlined earlier.
X. QUANTUM ESTIMATION
Suppose we consider a family of quantum mechanical states a(t), parameterised by the
time t, that satisfy the Schro¨dinger equation (9.59). Regarding this curve as a statistical
manifold, we shall study the variance in estimating the time parameter t. Let Tab denote an




= t ; (10.61)
for a system that is in the state (t). This is not quite the same as assuming Tab to be a
‘time observable’; we merely require a symmetric operator with the property that for any
initial state a(0) the expectation of Tab in the state 
a(t) is t, i.e., E[T ] = t. We assume





In other words, Tab and Hab are canonically conjugate in accordance with the prescription
given in equation (9.57). Conversely, we note that if the dynamical equation (9.59) and
the canonical commutation relation (10.62) are satised, then by integration, (10.61) follows
automatically as a consequence, where t is determined up to an additive constant. Although
the specic case of the time-energy uncertainty relation is considered here in some detail,
analogous results hold for other pairs of conjugate variables.
Our idea is to apply the generalised Bhattacharyya bounds established in x5 to the
quantum mechanical estimation problem, and consider the possibility of establishing sharper
variants of the Heisenberg uncertainty relations. The geometrical content of the generalised
Bhattacharyya bound is that given rat, the normal vector to the time-slice surfaces, we
can choose a set of orthogonal vectors in H and express the length of this vector in terms
of its orthogonal components. In the classical case, these orthogonal vectors are given by
^(k)a (k = 1; 2;   ), the k-th derivatives of the states a projected orthogonally to the lower
order derivatives. In the quantum mechanical situation, we have another set of orthogonal
directions determined by the complex structure; in particular, we nd that the Cauchy-
Riemann eld a = Jab
b is orthogonal to a, _a is orthogonal to _, and so on. Therefore,
we can construct a set of orthogonal vectors given in terms of a; a, and their higher order
derivatives.
Before considering the higher order terms, we study the two lowest order terms, to see
the familiar expressions from standard quantum mechanics that thereby arise. In this case,









Proposition 10 _arat = i[H; T ], where [H; T ] is the commutator of the variables H and
T in the state a. Also, _arat = −fH; Tg on S, where fH; Tg is the anticommutator of
the operators H and T in the state a.









de = −aH ba Tbc
c. We
then split this real expression into positive and negative frequency parts. This implies that
for a Hermitian operator Hab if the index a takes its positive frequency part, then the other
index b must take its negative part, and vice versa. For the two  terms appearing above,
if the index value for one of them takes the positive part ji, then the other must take
the negative part hj. Two such terms appear, so we obtain _arat = −hjHT + THji 
−fH; Tg. Similarly, we nd _arat = aH ba J
c
b Tcd
d = ihjHT − THji  i[H; T ].
Therefore, if we write hjT 2 − hT i2ji  T 2, then, for the lowest order terms in the






[H; T ]2 + fH; Tg2 : (10.64)
In obtaining this result we have substituted the following expression for the Fisher informa-









2 is the variance of the Hamiltonian (squared energy uncertainty). Thus, we have
recovered the standard ‘textbook’ result of the uncertainty relations (see, e.g., Isham 1995).
If we omit the second term in (10.64) while keeping the rst term, which corresponds to a







We have observed that a necessary condition for achieving the CR lower bound is for the
state vectors a to satisfy a dierential equation of the form equation (4.20), where ~Tab
is symmetric. On the other hand, the quadratic form dened by Jab ~H
b
c in the Schro¨dinger
equation (9.59) is antisymmetric, due to the Hermitian condition on the Hamiltonian. There-
fore, we conclude that the Schro¨dinger equation does not generate an exponential family of
distributions in the t variable.
XI. SECOND ORDER QUANTUM VARIANCE BOUNDS
Although the rst term in (10.64) is independent of the features of the estimator T , the
second term, which consists of the anticommutator, in general depends upon the choice of
T . Therefore, we now study contributions from higher order Bhattacharyya type corrections
to the CR lower bound to search for terms that are independent of T . What we nd is that
some of the corrections depend upon the choice of T , while others do not. Those terms that
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are independent of the choice of the estimator contribute to a set of generalised Heisenberg
uncertainty relations.
Before investigating the details, we present some general results useful in obtaining ex-
pressions for higher order corrections. We assume that the state trajectory a satises the
dynamical equation (9.59).
Lemma 5 Let (n)a denote the n-th derivative of the state a with respect to the time pa-
rameter t. Then, we have
gab
(n)a(n)b = h ~H2ni ; (11.66)
where h ~H2ni denotes the order 2n moment of the Hamiltonian about its mean.
This follows by direct substitution of the Schro¨dinger equation (9.59) into (11.66), and
use of the Hermiticity condition for the metric gab. An example for the case n = 1 is given
by the expression G = 4gab _a _b = 4h ~H2i for the Fisher information.
Lemma 6 For a Schro¨dinger state a, the even moments of the Hamiltonian about its mean
are independent of the time parameter t.





(n)d = 0: A consequence of this elementary result is as follows:
Lemma 7 Let (n)a denote the n-th derivative of the state a(t) with respect to t. Then
gab
(n+1)a(n)b = 0: (11.67)
A remarkable result which is essential in nding higher order corrections that are inde-
pendent of the choice of T is the following.
Proposition 11 Let Tab be an unbiased estimator for the parameter t, i.e., Tab
ab = t, and
let (n)a(t) denote the n-th derivative of the state a with respect to t. Then,
Tab
(n)a(n)b = tgab
(n)a(n)b + k ; (11.68)
where k is a constant.
This can be seen by splitting the state into its positive and negative frequency parts.
First, consider the case n = 1, and write _aTab _
b as h _jT j _i, where j _i satises i@tj _i = ~Hj _i,
the modied Schro¨dinger equation. Then, we nd i@th _jT j _i = h _j ~HT − T ~Hj _i = ih _j _i =
ih ~H2i, where we have used the commutation relation i[H; T ] = 1. Thus, by integration, we
have h _jT j _i = th ~H2i+ k, where k is an integration constant. In general, if ji satises the
modied Schro¨dinger equation, then j(n)i  dnji=dtn also satises i@tj(n)i = ~Hj(n)i, and
hence we obtain i@th(n)jT j(n)i = ih(n)j(n)i.
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Lemma 8 Let Tab be an unbiased estimator for the parameter t, and let 
(n)a(t) denote the




where m = (n− 1)=2.
We sketch the derivation of this result. First, for n = 1, it follows from Tab
ab = t
that 2Tab _




a _b = 0. On
the other hand, it follows from Proposition 11 that Tab _
a _b = th ~H2i + k, since _a _a =
h ~H2i. Lemma 6 then allows us to deduce that 2Tab¨a _b = h ~H2i = _a _a. This gives us
the desired result in the case n = 3, namely: 2Tab
:::
a b = −3 _a _a. Furthermore, if we
dierentiate Tab
ab = t ve times, we obtain Tab




a _b = _a _a twice, we nd Tab
(4)a _b = −3Tab
:::




a ¨b. However, since Tab¨
a¨b = t¨a¨a, we deduce by use of
Lemma 6 that 2Tab
:::
a ¨b = ¨a¨a, and hence the desired result in the case n = 5, namely:
2Tab
(5)ab = 5¨a¨a. Higher order terms can be calculated in a similar manner.
In the foregoing, we have demonstrated a number of useful results that are relevant in
studying higher order corrections to the variance lower bound. Armed with these results we












where ^(2)a and ^ (2)a are given, respectively, by











That is, we subtract the components of lower order derivatives from ¨a and ¨a. There are
only three terms appearing in these expressions since ¨a _a = ¨
aa = 0 and ¨
a _a = ¨
aa = 0.













− 1 : (11.74)
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We note incidentally that K2 is the curvature of the corresponding classical ‘thermal’ state






where the subscript ‘exp’ indicates an exponential family of states. The term ‘thermal state’
used in this context is meant to suggest that we identify the parameter in the dierential
equation (11.75) to be the inverse of the temperature (Brody and Hughston 1996d). The
Schro¨dinger trajectories are everywhere orthogonal to the corresponding classical thermal
states; that is, _aexp
_a = 0.
The numerators appearing in the second order terms in (11.70) can be calculated as
follows. We consider the term involving ^(2)a rst. This is given by four times the square of










ab = 1, we nd Tab¨
ab = −Tab _a _b. However, by use of Proposition 11, this is
t¨aa− k. As a consequence of the relation Tab _a _b = t _a _a + k and the Hermitian condition













which is the covariance of T with H2 at the initial time t = 0. In deriving relation (11.77)
we make use of the operator identity TH2 + H2T = 2HTH. On the other hand, from
the dynamical equation for a, we nd that Tab _
ab gives minus the expectation of the













f ~T ; ~Hg
1A2 : (11.78)
Let us turn to the term involving ^ (2)a. We nd Tab¨
ab = 0 and Tab
ab = 0. Therefore,














If we omit the terms involving anticommutators in (11.78), which depend upon the features
of the specic choice of estimator T , then by consideration of the terms represented in (11.79)
we obtain a generalised Heisenberg relation, given as follows.
Proposition 12 If T and H are canonically conjugate variables, then the following bound
applies to the product of their variances:









The inequality (11.80) is expressed in terms of the statistical ‘invariants’, namely, the
skewness h ~H3i2=h ~H
2i3 and the curvature K
2
 . Alternatively, it is useful to express (11.80)
directly in terms of the central moments of the Hamiltonian by writing




0@1 + h ~H3i2
h ~H4ih ~H2i − h ~H3i2 − h ~H
2i3
1A : (11.81)
The positivity of the denominator in the correction term can be veried by noting that this









assuming hji = 1, which is nonvanishing providing that ~H2ji does not lie in the span of
~Hji and ji. This also follows from the statistical identity noted in connection with formula
(5.36).
XII. HIGHER ORDER BOUNDS
As a further illustration of the general formalism, we exhibit another bound on the
variance, expressed purely in terms of the state a and its derivatives, that is independent
of the specic choice of estimator for the time parameter t. Such a term arises when we
consider the third order Bhattacharrya type correction, which is given by (Bara)2=4BaBa,
where Ba is the component of (3)a orthogonal to a; _a and ¨a. Now we know from Lemma 6
that _a _a is constant along quantum trajectories, so ¨
a _a = 0. Furthermore, ¨
aa = − _a _a, so
(3)aa = 0. Likewise, since ¨
a¨a is constant along quantum trajectories, we have 
(3)a¨a = 0.
Thus (3)a is automatically orthogonal to a and ¨a along quantum trajectories. It follows
that
Ba = (3)a −
0@(3)b _b
_c _c
1A _a : (12.83)
After some straightforward algebra, we obtain the following correction to the Cramer-Rao
lower bound (cf. Brody and Hughston 1996b).
Proposition 13 If T and H are canonically conjugate variables, then the following inequal-
ity holds:




0@1 + (h ~H4i − 3h ~H2i2)2
h ~H6ih ~H2i − h ~H4i2
1A : (12.84)
This correction is strictly nonnegative, depends only on the given family of probability
distributions determined by a(t), and is independent of the specic choice of the estimator
for time parameter. It is interesting to note that the numerator in the correction is the
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square of the fourth cumulant of the distribution, usually denoted by γ2. The distributions
for which γ2 > 0 are called leptokurtic, and for γ2 < 0 platykurtic. If the distribution is
mesokurtic (γ2 = 0), then this correction vanishes, and an example of such a distribution
is the Gaussian. For applications in quantum mechanics, we normally expect a distribution
for H that is not Gaussian, so (12.84) will generally give a nontrivial correction. In the case
of other choices of canonically conjugate variables, e.g., position and momentum, matters
are dierent, and it remains possible that a state can have a Gaussian distribution in these
variables, e.g., in the case of coherent states.
In order to have a crude estimate of the sort of numbers that might arise in connection
with these corrections, suppose we assume that there is a situation where the Hamiltonian





with 0  H  1 and ; γ > 0. In this case, the moments are hHni = (γ+n−1)!=n(γ−1)!,
and for the corresponding lowest relevant central moments we nd h ~H2i = γ=2, h ~H4i =
3γ(γ + 1)=4, and h ~H6i = 5γ(3γ2 + 26γ + 24)=6. It follows that the correction term in
(12.84) is independent of the values of the parameter . We thus obtain







3γ2 + 47γ + 42
!
: (12.86)
In general, for Bhattacharyya style corrections in the case of quantum states, without
consideration of the a direction, the even order contributions turn out to be dependent upon
the choice of the estimator T , while the odd order corrections are manifestly independent
of the specic choice of T . For example, the fth order correction can be shown to take the
form (Brody and Hughston 1996c)
~H2[ ~H8( ~H4 − 3( ~H2)2) + ~H6(8 ~H4 ~H2 − ~H6)− 5( ~H4)3]2
( ~H10( ~H6 ~H2 − ( ~H4)2) + 2 ~H8 ~H6 ~H4 − ( ~H8)2 ~H2 − ( ~H6)3)( ~H6 ~H2 − ( ~H4)2)
; (12.87)
where we have used the simplied notation ~Hn for the n-th moment of the Hamiltonian about
its mean. If we assume that the distribution of the Hamiltonian is given by an exponential
probability density p(H) =  exp(−H), which corresponds to the value γ = 1 for the
gamma distribution (12.85), then these corrections lead to the following value, independent
of the specic value of :













The results indicated here can be pursued further, allowing us to consider other natu-
ral statistical submanifolds of the quantum state space. For example, in a quantum eld
theoretic context it is natural to examine the coherent state submanifold of a bosonic Fock
space. The geometry of this manifold arises when we consider measurements of the ‘classical’
eld associated with the POM generated by the family of all coherent states. Another line
of investigation intimately related to the arguments considered here concerns the status of
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thermodynamic states in classical statistical mechanics (Brody and Hughston 1996d) which
we hope to address in greater detail elsewhere.
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