Abstract-An exact recursive formula is derived to describe the structure of an ideal first-order 6-1outputsequenceasafunction of its input. Specifically, it is shown that every 6-1 sequence generated by the constant input 
I. INTRODUCTION
T HE PROPERTIES of first-order -analog-to-digital (A/D) converters have been extensively analyzed in the past to quantify their spectral characteristics and noise-shaping ability [1] - [4] . In this paper, an exact analysis of the structure of a first-order -output sequence is derived for the first time, and an optimal decoding method is developed that maximizes average output signal-to-noise ratio (SNR) without requiring knowledge of the modulator's state or initial conditions.
Despite the widespread use of higher order -modulators in A/D converters due to their lower sampling requirements for a given output resolution, understanding the structure of the first-order sequence is important for many reasons. The ideal first-order -system with constant input is a discrete-time oscillator that outputs a pure frequency signal modulated by quantization noise. As such, it may be used in a phase-locked loop to analyze other binary data signals at or near the same fundamental frequency. Outputs of higher order -systems may be modeled as frequency signals modulated in phase and with added quantization noise. It is believed that algorithms may be developed for decoding higher order sequences based on their phase variations with respect to a first-order sequence near the same frequency. There are also applications in which first-order converters are preferred. In work by the author and by others, CMOS digital imagers have been designed with per-pixel A/D conversion using first-order -modulators [5] - [7] . These circuits have many advantages-simplicity, small size, and low power dissipation-that make them a good choice for embedding in large sensor arrays. In developing the optimal decoding procedure, the structure of an ideal first-order system with constant input is analyzed, based on the equivalent model of a sampled asynchronous oscillator, as first described by Candy and Benjamin [1] . This model is then used to prove that every -sequence generated by the input may be viewed as a construction from a smaller -subsequence with input , which is a function of . Based on this formulation, an algorithm is presented to recover the closest reliable estimate of the input. The improvement in output SNR this algorithm provides, compared with linear filtering, is demonstrated by applying it to a large number of simulated test cases with randomly chosen initial conditions. Finally, it is discussed how the algorithm can be adapted to accommodate bandlimited and noisy inputs.
II. STRUCTURE OF A FIRST-ORDER -SEQUENCE WITH CONSTANT INPUTS

A. Equivalence to a Sampled Asynchronous Oscillator
The canonical form of the synchronous first-order -modulator is shown in Fig. 1 . An input generated by sampling the continuous quantity at time is fed into an accumulator. If the accumulator output is above some threshold value , the output is set to 1, and a quantity is subtracted from the next sample. If the accumulator output is below threshold, is set to 0, and the next input sample passes unmodified to the accumulator. A typical waveform for a constant input is shown as the solid staircase pattern in Fig. 2 . The equivalence between a first-order -modulator and a sampled oscillator running asynchronously with respect to the sampling clock was first observed by Candy and Benjamin as 1053-587X/02$17.00 © 2002 IEEE Fig. 2 . Waveforms of a synchronous 6-1 modulator (solid staircase) and an equivalent asynchronous oscillator (dashed sawtooth) based on a continuous integration of the input. Fig. 3 . Periodic rectangular waveform generated by the asynchronous oscillator and the binary output from sampling at a rate f = 1=.
they developed a mathematical model to analyze -quantization noise [1] . The argument follows from considering a circuit that integrates an input until the accumulated value reaches the reference level . At this point, the accumulator is reset to zero, giving the sawtooth pattern shown in Fig. 2 . After dimensional scaling to eliminate , such that , it can be seen graphically that the continuous and discrete-time waveforms track each other. Furthermore, it can be observed that if the synchronous modulator crosses the threshold on a given clock edge , then the equivalent asynchronous oscillator must have reset during the interval . Suppose now that the asynchronous circuit generates a pulse of width each time it resets and that this pulse is sampled on the next clock edge to generate the output, as shown in Fig. 3 . The width of the pulse being set equal to the clock period guarantees that it will be sampled exactly once. Clearly, the binary output streams from the sampled oscillator and the first-order modulator will be the same.
One can, in fact, generate such a pattern from any type of oscillator, whether, internally, it follows the sawtooth pattern of Fig. 2 or not, as long as it is possible to remember that a reset has occurred until the next clock edge. It is only the frequency of the oscillator that is measured. In the case of the sawtooth waveform shown in the diagram, the period is equal to the time it takes to integrate from 0 to or . If , the output will saturate (all 1s), giving no further information. The maximum input that can be observed is thus , and the oscillator frequency can be expressed as
The synchronous first-order -output may thus be obtained by sampling the rectangular waveform with period and (2) at regular intervals of width . Without loss of generality, is redefined such that and . To derive a formula for the output pattern as a function of , the time origin is moved so that it coincides with the rising edge of the pulse for in (2) . As the sampling clock is asynchronous with respect to , it is known that the first sample for will occur at some time , and that the values of the output sequence are given by
For any given , the only value of that is relevant to whether or not the sample falls within a pulse is the one for which (4) or, equivalently, since
where represents the greatest integer less than or equal to the real number . The notation is also used to represent the least integer greater than or equal to , and represents the fractional part . Note that for these definitions to be consistent over the real numbers, it must be the case that such that if , . More generally, . Let , . Then, , and from (3), it can be seen that only if (6) or, using (5) for (7) This equation is the basic formula for generating the firstorder -sequence with constant input and initial condition . To illustrate its application, some example sequences are given in Table I for different values of and .
In order to develop the recursive algorithm to recover from with arbitrary , this equation will now be used to derive some basic properties of -sequences.
B. Runs of 1s and 0s
As long as the rectangular waveform is sampled at a rate greater than its own frequency , there is only one value of that will satisfy (4) for a given value of . The index corresponds to the sample number, whereas the index numbers the periods of the waveform. The quantity represents the time between the first sample and the origin, which has been defined as the rising edge of the pulse for period . In general, can be defined as the distance between the rising edge of the th pulse and the next sample (8) where is the sample index that satisfies (7) for the th pulse. These relationships are illustrated graphically in Fig. 4 . By rearranging the above inequality as (9) it can also be seen that , what is the range of positive integers for all for which is the next "0" sampled? The first question may be answered by direct reference to (11). If is the offset between the th sample and the rising edge of the th pulse and , must be given by (12) where has been defined in analogy to the definition of . Given that , it can be seen that may take on only one of two possible values in the general case
happens to be an integer, may have only one value, which is . Whereas, by construction, every pulse of the rectangular waveform is sampled once and only once, the same does not hold for the segments of the waveform in between the pulses. These may be sampled once, several times, or not at all. If , then (14) where is given by (5 (16) leading to the conclusion that if 0s occur in two or more contiguous samples, it must be the case that . It should be noted that this conclusion could also have been arrived at from (13), which requires that for . , and the 0s occur in runs of length and . In the second sequence, , and the 0s occur in runs of length and . Although it may seem odd to refer to a single 0 as a "run," the terminology is consistent if it is used to mean any number greater than or equal to one of contiguous samples of the same symbol type. It is a property of the first-order constant input -sequence that only one of the symbols may occur in runs of length 2. For the last sequence , it is the 1s that occur in the long runs, and these have lengths of and .
C. (Anti-)Symmetry About 1/2
The symmetry properties can be generalized even further as it can be proven that the sequences for and are bit-wise inverses of each other, offset by a constant difference in initial condition and reversed in time. In other words, there is an integer and , both constant for every pair , for which (27) for all . This is obviously true for the trivial end cases and , which have output sequences of all 0s and all 1s, respectively. This one-to-one mapping between the output sequences for and allows the analysis to be restricted to only the sequences for which as any property that can be derived for these must also apply in reverse to the sequences , with the 0s and 1s switched. One example of this symmetry has already been demonstrated in considering the run lengths of 0s and 1s.
D. Recursive Structure of
Having derived its run length and symmetry properties, the main theorem underlying the recursive construction of any firstorder -sequence with constant input can now be stated and proven.
Theorem 1: Let be a first-order -sequence generated by the constant input . Let be the sequence derived by counting the number of 0s between successive 1s such that if the length of the th run of 0s is equal to and if it is equal to . Then, is a time-reversed first-order -sequence generated by the input . Proof: Note that the statement of the theorem includes the case for which the theorem is trivially true, as it is for any other input for which is an integer. In this case, all runs are of one length ( ), and the derived sequence is all zeros, corresponding to the input . For the more general case , it suffices to show that satisfies the generating formula (7) for (32) for all and some constant offset and initial condition . From (12) and the fact that the minimum distance between two 1s is , it can be seen that (33) and thus, only if is a nonreversed first-order -sequence generated by the input . Proof: The proof follows directly from the symmetry of -sequences about 1/2. The theorems can be illustrated on the example sequences of Table I, as shown in Table II . Entries under the column heading "type" are the symbols 0 or 1 that correspond to the longest runs. Under the column heading "
," we have the lengths of the longest observed runs. Each of the derived sequences is obtained by application of the prescribed formula for the given type.
A method can thus be easily devised for constructing a firstorder -sequence with constant input from the subsequence with input . Deconstructing to determine is, of course, of more interest. In the next two sections, a recursive, fixed-point arithmetic algorithm is presented to decode the input to a first-order -sequence in both the ideal case and in the case of bandlimited or noise-corrupted sequences.
III. DECODING THE IDEAL MODULATOR WITH CONSTANT INPUTS
A. Base Cases
Up to this point, the general structure of an ideal -sequence has been derived without regard to the number of samples it contains. Consideration will now be given to obtaining the best estimate to the generating input of any finite sequence of length . For simplicity, only sequences generated by inputs are considered, and as by symmetry, the results will hold for .
The formula given in the main theorem requires that runs of both lengths and be present in order to derive the sequence . If both lengths are not present, there is not enough information to apply the formula unambiguously, and a statistical method must be used to determine . Given that the state of the modulator is unknown, one has to consider all possible sequences that could contain the observed pattern and compute observed sequence . Fortunately, there are only three cases that need to be examined. The first is when there are no 1s sampled, i.e., for . The second case is when only a single 1 appears in the sequence such that does not contain a single "complete" run of 0s, i.e., one that is bounded by 1s on each end. The third case is when more than a single 1 appears, but the observed runs of 0s are all of the same length.
In the first case, if is all zeros, it is known that . This follows from the fact that if , all runs of 0s would be of length . If , where is some arbitrary real number , the runs would be of lengths or . Recalling (1), represents the relative frequency of the modulator with respect to the sampling clock, , and thus, the average frequency of occurrence of 1s. The probability that any sample chosen at random from the series of 1s and 0s produced by the sampled modulator is a 1 is therefore , and the probability that not a single 1 occurs in samples is . Assuming to be uniformly distributed over , the overall probability of not sampling a 1 is therefore all s
and hence, the expected value of is and all s
In the second case, if a single 1 appears among the samples, the best estimate of depends on where the 1 occurs in the sequence. Let be the number of preceding 0s and the number of trailing 0s such that . There are, in fact, two subcases: one for and the other for . Considering first the subcase , let . By the same reasoning as above, it is known that . The expected value of is obtained by counting the number of times that the observed sequence can occur for each value of .
If , all runs of 0s are of length or greater. For each period of the modulator, there are exactly two sets of samples that will contain exactly 0s. As an example, consider and . The pattern output by the modulator is
The unique sequences of five samples that can be taken are: , , , , , and . There are two sequences for each of and and one for which the 1 occurs in the middle. This latter case corresponds to and is considered later. Since the average number of samples in a single period of the modulator is , it follows that single and s (39) If , the situation changes because not all runs are of length . From the main theorem, the underlying -sequence derived from the pattern of run lengths is generated by . Hence, the average number of runs that are of the longer length , i.e., the average number of 1s in , is . The probability of the observed sequence occurring given is thus single and s (40) Combining (39) and (40) and assuming that is uniformly distributed over such that the probability density function of is , the total probability of sampling a single 1 preceded or followed by 0s is single and s
The expected value of given the observed pattern is thus single and s
For the subcase of , the situation is different because two runs of length at least are observed, and the bound is not tight. If , the possible run lengths of 0s are and . The fact that two of the longer size would occur in succession implies that the derived sequence must be generated by an input . Hence, the upper bound on is . Furthermore, as previously noted, there is only one subsequence per modulator period of samples, with odd, in which the 1 occurs in the center. These considerations lead to the formulation in (43), following the same reasoning as used before. 
The sequence has four complete runs of . If it is assumed that , the derived sequence , and, using the result derived above, , which is the best estimate to , is . The estimate for would then be . If, however, one assumes , then ; ; and . Clearly, it is equally likely that the sequence could have been generated by either or . In general, if there are complete runs of length , the average of the two possibilities is only runs of length (45) Application of the base cases is illustrated in Table III , where the expected values of the inputs for the derived sequences have been computed.
B. Noise-Free Algorithm
From the previous discussion, it is clear that the value computed for will be a rational fraction. Let , where and are integers with . By computing and , instead of specifically evaluating the fraction as a floating-point number, the decoder algorithm can be performed with fixed-point operations. For practical purposes, this feature is desirable as it means that it can be programmed on an FPGA instead of requiring a floating-point DSP.
In its recursive implementation, the algorithm takes an arbitrary -length sequence and returns , , and a binary value "type" that indicates whether is greater or less than 1/2. It begins by creating a linked list of the runs of 0s and 1s and then determines the longest run length , and the type of run to which it corresponds. If falls into one of the base cases for which the algorithm terminates, the function returns the corresponding values for and . Otherwise, it generates a new sequence from the runs of 0s or 1s, depending on the type, and recursively calls itself to obtain , , and type . From the main theorem if if . The procedure clearly halts, as the length of the new sequence created in each call is less than or equal to half that of the original, and eventually, it must fall into one of the terminal cases. The computational complexity is thus as operations are required for processing each sequence. The memory requirements are only , however, as the storage for the input sequence may be reused for the new sequence.
Application of (47) and (48) are illustrated in Table IV , where the estimated values for the inputs to the sequences of Table I are computed.
C. Average SNR and Comparison with Other Methods
In evaluating the recursive decoder algorithm, a large number of inputs spanning the range and initial states , which are also varying over , were used to generate sample sequences of lengths between 8 and 256. In Fig. 5 , the average SNR is plotted versus sample size for the recursive decoder and for two linear finite impulse response filters: a triangularly weighted function, which is known to be "near" optimal for any linear filter [3] , and an averaging (square) filter.
The values plotted represent averages over all initial states of the modulator. It was found that the increase in SNR given by the recursive decoder over the triangularly weighted FIR ranged from 2.6 dB when the initial value was at the very ends of the modulator's range to over 5.3 dB close to the center. The average increase, given a uniform distribution of initial conditions, is approximately 4.2 dB and increases slightly with .
Other nonlinear decoding methods, such as the "zoomer" algorithm proposed in [4] , were also examined for the same set of input sequences. The results are not plotted in Fig. 5 because the average performance is poor with unknown initial conditions. While the zoomer algorithm may exhibit as much as an 8-dB improvement in SNR over the triangular filter if the initial condition is exactly known, it quickly degrades with uncertainty in the initial state so that, for , the overall performance is over 25 dB down.
To better understand how the initial condition affects the estimation error, consider as an example the sequences for inputs and in a sample size of 8. Using (7) with and , the output patterns would be which are certainly different. However, suppose eight samples of the pattern for 3/8 are taken, starting with . The sequence would then be which is identical to that for 2/5 starting from . Given the two input sequences for 3/8, the recursive algorithm would return 1/3 for the first and 36/94 for the second. If it were possible to know that the final 0 for the first sequence was, in fact, a minimum length run, the recursive decoder might have returned 3/8 instead. At issue is that there are many other inputs that could have generated the same pattern, and the algorithm tries to minimize the error by choosing the expected value within the given uncertainty interval. Knowing the initial state is an important piece of information, but unfortunately, it is not available in many practical implementations.
IV. DECODING WITH NOISY AND BANDLIMITED INPUTS
Any method for decoding -sequences is useless unless it is robust with respect to the nonidealities of real circuits with real inputs. One benefit of understanding the detailed structure of ideal -outputs is that it opens the possibility of developing error correction techniques. It is outside the scope of this paper to delve extensively into such techniques. However, a simple modification to the noise-free algorithm is demonstrated that does result in robust behavior in the presence of noisy or time-varying inputs.
The structure of the first-order -sequence that has been derived is the exact structure of the output of a perfect oscillator with constant frequency sampled at frequency . Many other systems, i.e., higher order modulators and "noisy" oscillators can be modeled as a perfect oscillator with added phase noise. An oscillator with time-varying input can be modeled as a perfect system with time-varying phase.
Subsets of two example sequences are given in Table V along with a sequence from an ideal constant input -modulator with relative frequency . In the first of the three examples, a zero-mean random noise process was added to the input of the first-order modulator such that the input SNR was approximately 25 dB. The actual input for 128 samples is plotted in Fig. 6 , with the mean value of overlaid as the dashed line. For the second example sequence, the input to the first-order modulator was a linearly varying quantity, starting at and ending at over 128 samples. One observation to be made from these two examples is that over short sample lengths, the structure of the noisy and timevarying sequences looks very much like that of the ideal sequence. In fact, over the 17 samples shown, the noisy sequence has a perfectly valid first-order -structure and would decode to 8/13 if passed through the algorithm. The time-varying sequence is also close to ideal. The 17 samples exhibit the same runs lengths as the ideal sequence. However, its derived sequence does not have a valid firstorder -structure.
These examples illustrate that even at 25 dB input SNR or with a rapidly varying input, some of the structure of the ideal sequence remains. The "fix" to the basic algorithm that suggests itself is then to apply the recursion as long as run lengths of and are observed for one symbol, whereas the other symbol occurs only as isolated samples. Once the derived sequence no longer follows this rule, compute an estimate from the average run length( 1) of the dominant symbol, if enough complete runs are available to do so, or from the mean value of the sequence itself.
The modified algorithm was tested on noisy data with input SNR ranging from 20 to 65 dB. Noisy input sequences were created for each of 65 536 data values ranging uniformly over [0, 1] by adding a zero-mean random noise process to give the prescribed input SNR, as was done for the example input sequence shown in Fig. 6 . The average output SNRs given by the modified recursive decoder and by the two linear FIR filters were computed as before. The combined results are plotted in Fig. 7(a)-(c) for sequence lengths of 32, 64, and 256. As might be expected, with higher input noise, the -structure is maintained over shorter sequence lengths. As a result, the crossover point where the modified recursive decoder gives better results than the triangular FIR occurs at higher input SNRs for longer sequences. Nonetheless, even with 64 samples, the recursive decoder outperforms the linear filters down to 30 dB input SNR. For time-varying inputs, similar results can be observed. The recursive decoder extracts the input to the modulator with higher precision than the linear filters, as long as the variation of the input over the sample size is not great enough to cause breakdown of the -structure at the top level of the algorithm.
V. CONCLUSION
An analytic formula has been derived to describe an ideal first-order -output sequence as a function of its input, and a robust recursive algorithm has been presented to recover the input values from an -length sequence. The algorithm does not require knowledge of the modulator's initial state, and it exhibits an average improvement of 4.2 dB in output SNR over a near optimal triangularly weighted FIR filter. The computational cost is a relatively small price to pay for typical sequence lengths, particularly given that all of the operations involve fixed-point arithmetic and that can easily be varied without needing to recalculate filter weights. FIR filters, in contrast, must use floating-point calculations unless the sequence lengths are limited to powers of 2, and the coefficients must be recalculated if the sequence length changes. The method presented results in better output performance than the triangular FIR filter for input SNRs of 30 dB or greater with sequence lengths of up to 64 samples.
Understanding the nature of first-order -sequences can have implications beyond merely building a better first-order decoder by providing a basis for developing error correction procedures for noise-corrupted pulsed data signals.
