: Modeling operations like sketching, ray intersection and trimming performed directly on trimmed NURBS models.
Introduction
Industrial design of products has shifted from using boxy shapes with straight edges to incorporate curved freeform surfaces. Non Uniform Rational B-Spline (NURBS) surfaces provide a convenient and compact representation of such curved surfaces that has become the representation of choice in mechanical CAD systems. Hence, real time interaction with NURBS surfaces is essential for any CAD package. However, since evaluation of a NURBS surface is inherently a compute-intensive process, commercial CAD packages deal with it by preprocessing NURBS surfaces. They usually tessellate NURBS surfaces and use the triangulated model for display as well as certain modeling operations like selection. With the advent of programmable graphics hardware, the need for tessellating the NURBS surface in the CPU for display was obviated, since the GPU can be used for the evaluation and direct display of the surfaces [Krishnamurthy et al. 2007; Kanai 2007; Guthe et al. 2005] . However, CAD packages still perform modeling operations using the CPU with either the tessellated NURBS surfaces or analytically using NURBS definitions. This reduces the interactivity for the user when designing these free form surfaces, since operations like sketching on the NURBS surface or fast evaluation of intersection curves are not possible. Leading commercial CAD packages do not allow the designer to sketch directly on the NURBS surface; instead, they restrict the user to sketching on a tangent plane. Because of this, the designer has to wait until the operation is completed to get visual feedback.
The process of finding the surface coordinates (x, y, z) for given parameter values (u, v) is called evaluation. Inverse evaluation is the process of finding the parameter values (u, v) given any point on the surface. We have developed a parallel algorithm for fast inverse evaluations of NURBS surfaces on the GPU. This algorithm forms the basis of many modeling operations like selection (ray-surface intersection), sketching on the surface, and interactive trimming. Moreover, since these algorithms exploit the parallelism of the GPU, these operations can now be performed at interactive speeds, making immediate visual feedback to the designer possible for the first time. We demonstrate the use of our fast inverse evaluation algorithm to directly sketch on the surface, which makes certain operations like interactive trimming intuitive to the designer.
Designers are usually trained to work with curves on surfaces, such as silhouette curves and intersection curves of free-form surfaces. Thus, they would like to see real-time changes in these curves as the underlying surfaces are edited, which requires an efficient algorithm to compute intersection curves of surfaces. Finding the intersection curve is in general a very complex operation, since two NURBS surface equations of arbitrary degree have to be solved simultaneously. Many commercial CAD packages use marching methods, where the algorithm uses a numerical root-finding technique to first find a single intersection point. The algorithm then finds another point along the intersection curve that is close to the first intersection point. This process is repeated and ultimately a complete piecewise linear approximation of the intersection curve is calculated. However, since this technique is inherently serial it cannot be parallelized for efficient evaluation on the GPU. We have developed a GPU-accelerated parallel algorithm to evaluate the intersection curves using bounds on the evaluated surface points. This algorithm is both fast and guaranteed to find the intersection curves within a user-defined tolerance.
In this paper, we present GPU-based algorithms to perform modeling operations efficiently on NURBS surfaces. Our main contributions include
• A new unified method to calculate exact derivatives and exact normals of arbitrary-degree NURBS surfaces on the GPU. Our method is designed so as to not require separate fragment programs for evaluating surfaces of different degrees.
• An efficient algorithm to perform inverse evaluation of NURBS surfaces on the GPU. This algorithm finds the parametric (u, v) coordinate given any (x, y, z) coordinate on the NURBS surface within an arbitrary user-defined tolerance.
• A novel method to interactively trim and sketch on a NURBS surface in real time. This is possible because our fast inverse evaluation algorithm enables us to sketch in the model space, not just in the parametric space, with the correspondence tracked simultaneously.
• A GPU-accelerated algorithm to perform fast and robust NURBS surface-surface intersections. The intersection curve, like the sketch curve above, is simultaneously output in the model space as well as in the parametric spaces of the two NURBS surfaces. The GPU is used to accelerate the operation by finding points on the intersection curves and the actual intersection curves are calculated from these points on the CPU.
We summarize our approach to evaluating and rendering NURBS surfaces on the GPU in Section 2; for more details please refer to [Krishnamurthy et al. 2007] . We then discuss the evaluation of first and second derivatives of the NURBS surfaces (Section 3) and then use these to compute bounding-boxes for NURBS surfaces (Section 4). Then, we describe how these bounds are used to perform inverse evaluations (Section 5) and to compute intersection curves (Section 6). Figure 2 shows these connections between the different parts of our algorithms; each of these operations are described in detail in the sections indicated. 
Previous Work
One of the main prerequisites for performing fast modeling operations on NURBS is to have a fast NURBS evaluator. We present a short outline of our algorithm to evaluate NURBS surfaces on the GPU that was explained in detail in [Krishnamurthy et al. 2007 ].
The main idea of our algorithm was to use a fragment program to evaluate a NURBS surface in several passes. This was different from previous approaches like [Guthe et al. 2005 ] that approximated and decomposed a NURBS surface into a set of bicubic rational Bezier patches and used a vertex program to evaluate them. One advantage of our approach is that we have two corresponding representations of the NURBS surface as 4-component vectors-(x, y, z, w) coordinates-in space as well as their corresponding parametric values-(u, v) coordinates. We exploit this correspondence during modeling operations like inverse evaluation and evaluation of intersection curves.
In our evaluation algorithm, we first evaluate the basis function values on the GPU in parallel for all the parameter positions where we want to evaluate the surface coordinates. The parameter positions can be chosen arbitrarily by the user; we chose an equally spaced grid of points to make the implementation simpler. We parallelize the de Boor evaluation algorithm ([de Boor 1978] ) so that it runs efficiently on the GPU. We use the de Boor evaluation method because B-spline basis functions of any degree can be evaluated using the same fragment program. Other NURBS evaluations on the GPU either require different fragment programs for different degrees ( [Kanai 2007]) or are restricted to cubic polynomials ( [Guthe et al. 2005] ). We perform the basis function evaluation separately for the u and v parametric directions on the GPU and store these values as textures. We multiply these basis function values with the corresponding control points to obtain the surface point coordinates. We can restrict the multiplication to the sub-mesh of the control points that affect a particular surface point because of the local support property of NURBS ( Figure 3) . We perform the multiplication operation in parallel for all the surface coordinates using another fragment program. The surface point coordinates thus calculated are stored directly in a texture on the GPU using the RGBA channels. While rendering, we interpret these values stored in the texture as vertex coordinates using a Vertex Buffer Object (VBO). We thus avoid the slow operation of reading back the computed data from the GPU to the CPU, directly rendering the NURBS surface on the screen. Previous work that used GPUs to render NURBS curves or surfaces focused only on efficient evaluation of the surface coordinates and/or normals ( [Guthe et al. 2005; Loop and Blinn 2005; Guthe et al. 2006; Kanai 2007] ). They did not use GPUs to perform modeling operations like inverse evaluations and intersection curve evaluations. Previous work on inverse evaluation of NURBS surfaces mainly focused on ray tracing NURBS surfaces. [Toth 1985; Nishita et al. 1990; Martin et al. 2000 ] perform ray tracing on parametric and rational surfaces by solving for the ray-surface intersection point using numerical methods. There has also been previous work on ray tracing using the GPU, which include [Purcell et al. 2002; Purcell et al. 2003; Carr et al. 2006] . Another application of inverse evaluation of NURBS is solving for geometric constraints. [Elber and Kim 2001] gave a method to solve geometric constraints by using multivariate splines, which can be used to solve several related problems like ray traps and sweep envelopes. Inverse evaluation has also been used for haptic rendering by [Thompson and Cohen 1999 ] to find the parametric (u, v) coordinates of a given point on a NURBS surface. They use inverse evaluation to solve for the contact point of a haptic probe with trimmed NURBS surfaces in a virtual environment.
The paper by [Carr et al. 2006 ] on ray tracing geometry images also presented a GPU algorithm to find the indices of the rendered texels in a texture, a sub-problem for our GPU algorithm for intersection calculations. This sub-problem falls under the class of stream-reduction, the process of removing unwanted elements from a stream of values and reducing it to a smaller list containing the required output. General Purpose computing on the GPU (GPGPU) uses stream reduction to remove defunct elements from the output of a previous pass before sending it as input for the next pass. Since the positions of the output elements do not have any fixed correspondence with the positions of the input, the stream-reduction process is considered non-uniform. A parallel O(k + log n) algorithm, where k is the output size, for non-uniform stream reduction based on prefix sums was given by [Blelloch 1990 ]. However, standard graphics cards do not have the capability to perform a scatter operation (random writes to different memory locations), which was an essential step in [Blelloch 1990 ]'s algorithm. [Horn 2005 ] presented another algorithm for non-uniform streamreduction on the GPU which runs in O(n log n), not as efficient due to workarounds required because of lack of scatter. [Greß et al. 2006] proposed a stream reduction algorithm specifically for 2D textures on the GPU that used the fragment processor to perform other operations while performing the scatter operation, thereby hiding the latency. Recently [Sengupta et al. 2007] proposed an O(n) GPU stream-reduction algorithm, also using prefix sums, that relies on the latest nVIDIA CUDA architecture for its scatter functionality. We propose a similar O(n) stream-reduction algorithm based on computing a parallel prefix sum, but implement it using the standard GPGPU framework so that it is both compatible with older hardware and not limited to a single brand of GPU.
Collision detection has always been an important problem with many applications in CAD and graphics. [Govindaraju et al. 2003 ] used occlusion queries on graphics hardware to detect collisions of polygonal meshes in large environments. [Kipfer et al. 2004; Kolb et al. 2004] calculate collisions between particles to simulate large scale particle systems on the GPU. Recently, [Greß et al. 2006] detect collisions between deformable parameterized surfaces using GPUs. They solve the collision detection problem by generating a bounding-box hierarchy for the surface and then detect collisions by checking overlap between the bounding-boxes.
Evaluation of intersection curves is a fundamental operation in computer aided geometric design and solid modeling ( [Requicha and Rossignac 1992; Hoffmann 1989] ). There have been several attempts to solve the problem, since it is hard to achieve all the desired characteristics of robustness, accuracy, and efficiency. [Patrikalakis 1993] presented a comprehensive survey of the different surface-surface intersection algorithms that have been developed. [Krishnan and Manocha 1997] presented a new algebraic algorithm for efficient surface intersection using lower dimensional formulations. They also classified the conventional methods for evaluating the intersection curves as analytical methods, lattice evaluations, subdivision methods, and marching methods. Many commercial CAD software packages use the numerical marching method outlined by [Barnhill and Kersey 1990; Kriezis et al. 1990 ] to evaluate intersection curves.
Derivatives of NURBS Surfaces
To perform geometric operations on NURBS surfaces, we not only require the surface point coordinates themselves but also the first and second partial derivatives with respect to the two parameter directions u and v at the surface points. As a very fast first-degree approximation, we can use the evaluated point coordinates to estimate the first derivatives using central differencing. However, this approach gives rise to artificial discontinuities at patch boundaries and at rational parts of the surface. Moreover, second derivatives estimated from these first derivatives in the same manner have larger errors associated with them. One way to overcome this issue is to evaluate the normals of the surface exactly at each surface point, similar to the evaluation of the surface coordinates. Since we already evaluate the higher order basis functions from lower order basis-functions, we can directly calculate the derivatives of the basis-functions within the same framework as our basis-function evaluation algorithm, and then use the basis function derivatives to evaluate the derivatives of the NURBS surface precisely, to within machine precision.
Differential Geometry for B-Spline Surfaces
In this section, we present a concise version of the equations that are required for computing derivatives of NURBS surfaces, adapted from [Piegl and Tiller 1997] . We present the exact equations for a Non-Uniform B-Spline (NUBS) surface first and then extend the derivation to include rational surfaces. For a NUBS surface, S(u, v), given by Equation (1), the derivatives can be computed by multiplying the control points (Pijs) with the derivatives of the basis functions. The N p i s and N q j s are the B-spline basis functions of degree p and q respectively, defined by Equations (2) and (3); the Pijs are the NUBS control points defined as a quadrilateral mesh; and the uis are the knots (similarly to vis).
The derivative of the basis function of degree p with respect to u is given by Equation (4). To evaluate the derivative of a basis function of degree p, the basis function of degree p−1 needs to be computed. We use the indicial notation N,u to denote the derivative with respect to u. Note that the p − 1 in the numerator of Equation (4) arises due to the fact that the B-spline basis function of degree p that we are differentiating is a piecewise polynomial of degree p in u.
The derivatives of the B-spline basis functions, N,u and N,v, are then multiplied by the control points Pij to get the derivative along the u or v parametric direction on the surface as given by Equations (5) and (6) respectively. We can then calculate the surface normal N (u, v) of the NUBS surface ( Figure 4 ) by taking the cross product of the u and v partial derivatives (Equation (7)). It should be noted that N (u, v) is not a unit vector field but it is well defined as long as S is a regular surface. 
Rational Derivatives
The derivatives of NURBS surfaces are not as straightforward to evaluate as in the NUBS case ([Abi-Ezzi and Wozny 1990] ). This is because the derivatives have to be evaluated using the chain rule due of the existence of the rational component. The NURBS surface coordinates are evaluated as the 4-component vector shown in Equations (8) and (9). Since we evaluate the 4-component vectors without performing the rational division on the GPU, we can effectively use this data to evaluate the surface derivatives.
The partial derivative with respect to u, derived using the chain rule (Equation (10)), can be calculated by first evaluating the product of the derivatives of the basis functions and the corresponding control points as a 4-component vector (Equation (11)) and then performing the required rational division operations. The partial derivative of the surface with respect to v can also be evaluated in a similar manner. In this work, we assume all the weights (w) are positive and hence no poles can occur in S or its partial derivatives.
GPU Implementation
The GPU implementation of the evaluation of surface derivatives is a direct extension of the evaluation of the surface coordinates as explained in Section 2. The GPU evaluation consists of four steps as given below. The first three steps are similar to the method for evaluation of the surface coordinates. We give the steps for evaluating the surface derivatives with respect to u; the steps for finding the derivative with respect to v are similar, exchanging u and v in step 2:
1. Locate the sub-mesh of control points that influence the evaluation point coordinates.
2. Compute the basis functions and the derivatives of the basis functions along the two-parameter directions respectively.
(a) Compute the non-zero basis function derivatives with respect to u.
(b) Compute the non-zero basis functions with respect to v.
3. Multiply the non-zero basis functions and the basis function derivatives with their corresponding control points from the sub-mesh and sum the results.
4. Evaluate the rational derivatives as given by Equation (10) using the evaluated surface coordinates and surface derivatives from the previous step.
One notable feature of this algorithm is that step 1 and step 2(b) are already performed while evaluating the surface coordinates using our NURBS evaluation algorithm. Moreover, computing the u derivative in step 2(a) is different from evaluating the B-spline basis function only in the final step of the evaluation. Since we are using the de Boor evaluation algorithm, evaluating the B-spline basis function of order k as well as its derivative require the evaluation of the B-spline basis function of order k − 1. In practice, since we are already computing the B-spline basis function of order k − 1, we store this intermediate result as a texture on the GPU. We then use this as input for evaluating both the B-spline basis function of order k as well as its derivative.
We evaluate separately the derivatives of the basis functions with respect to each parameter direction and store them in separate textures on the GPU. Once the derivatives with respect to the u and v directions are calculated as 4-component vectors, the surface normals are calculated. This is performed using a separate fragment program that takes the rational surface derivatives as input and then evaluates their cross product to calculate the surface normal (Equation (7)). Thus, the process of evaluating the NURBS surfaces as well as their normals can be performed efficiently within a single framework using our method.
Bounding-Boxes for NURBS Surfaces
Our parallel algorithms to perform modeling operations with NURBS surfaces require the calculation of axis-aligned boundingboxes (AABB) for the surfaces. With the help of such boundingboxes, several queries such as ray-surface intersections and surfacesurface intersections can be efficiently answered, which then form the building blocks for more complex operations like sketching on the surface and intersection curve calculations. There are different methods to construct bounding-boxes for free-form surfaces. One method is to fit bounding-boxes that enclose the control-points that define the surface. This method however does not produce very tight bounding-boxes and makes the bounding-boxes independent of the user-defined tolerance values. Another approximate method is to construct bounding-boxes enclosing sets of four adjacent points evaluated on the surface. [Greß et al. 2006 ] construct bounding-boxes with sets of four adjacent points on a parameterized surface for use in collision detection, but make sure their approximation of the surface is within the given tolerance by very finely subdividing the surface. However, this method does not guarantee that the surface will be completely enclosed by the boundingbox and it can potentially miss some intersections. We overcome these problems by evaluating the NURBS surface in a regular grid and then expand the bounding-boxes based on the curvature of the surface so that they are guaranteed to enclose the surface. Another advantage of this method is that the bounding-boxes automatically become tighter when we evaluate the surface at a finer resolution.
[ Filip et al. 1987] give the analytical expression for the factor that can be used to expand the bounding-boxes based on the surface curvature. They show that if a parametric C 2 surface is evaluated at (n + 1) × (m + 1) grid of points, the deviation of the surface from the piecewise linear approximation cannot exceed a constant K defined by Equations (12)-(15).
To compute the bounding-boxes for a NURBS surfaces, we first evaluate the surface S(u, v) in a grid of points using our NURBS evaluator on the GPU. We also evaluate the precise first derivatives of the surface, ∂S/∂u and ∂S/∂v, at these points as explained in Section 3. We approximate the second partial derivatives of the surface by central differencing (explained below in Section 4.1). We then find the value of K for the surface using Equation (12). The bounding-boxes themselves are constructed by constructing boxes that enclose sets of four adjacent surface points and then expanding this box by K, which ensures that no part of the surface penetrates out of the bounding-box ( Figure 5 ). 
Curvature Evaluation
Evaluating the exact curvature of the surfaces along the two parameter directions can be performed in a similar manner to evaluating the first derivatives. However, the number of additional calculation steps (16 passes for a bi-cubic surface) required for this operation is prohibitively many and therefore cannot be completed in a real-time setting. Nevertheless, since we have exact derivatives along the two parameter directions, we can approximate the second derivatives to a reasonable accuracy (error < O(1/n 2 ) for n evaluation points) by evaluating them using central differencing.
The central differencing formula for evaluating the second derivatives is given in Equation (16). The value of h is 1/n for the u direction and 1/m in the v direction since the surface is evaluated on a (n+1)×(m+1) grid of evaluation points. Three second-derivative values have to be calculated for each surface point: the second derivatives with respect to each parameter direction (∂ 2 S/∂u 2 and ∂ 2 S/∂v 2 ) and one mixed second derivative (∂ 2 S/∂u∂v). However, we can use our same fragment program written to perform the central differencing operation to evaluate the second derivatives with different first derivative textures as input. For example, Equation (17) shows how to calculate the second derivative with respect to u using the first derivative as input using central differencing. To perform this operation on the GPU, we first evaluate the constants M1, M2, and M3 on the GPU (Figure 6 ). We calculate these constants by first evaluating the three second-derivatives as explained above for each point on the grid in parallel using a fragment program written to evaluate the second derivatives. We then find the maximum value of each derivative; unfortunately such a "reduction" operation cannot be performed in a single pass on current GPUs but require log n passes for an n × n texture. We use these constants M1, M2, and M3 to find the expansion factor K for the surface, which is constant for a given surface patch. Finally, we construct the bounding-boxes by first using sets of four adjacent surface points to get an AABB and then expand this box in all three directions by K. The bounding-boxes themselves are stored as two textures, one each for the two extreme corners of the AABB, on the GPU. We evaluate all the bounding-boxes for a surface in a single pass using a fragment program written to evaluate the boundingboxes, which then outputs the values to the two different textures using multiple render targets.
Inverse Evaluation of NURBS Surfaces
Given a point that lies on the NURBS surface, inverse evaluation is the process of finding the parameter values corresponding to that point. Since the B-spline basis functions are non-linear, theoretical expressions for the inverse evaluation are very complex and differ based on the degree of the surfaces. Therefore, inverse evaluations are usually performed numerically to find a solution within a desired tolerance.
The standard numerical approaches based on solving the NURBS equations for inverse evaluation are not easily parallelizable to be performed efficiently on the GPU. Therefore, we chose a method based on axis-aligned bounding-boxes. The AABBs for the NURBS surface are constructed using the method outlined in Section 4. In the case of ray-tracing applications for selection and directly drawing on the surface, the AABBs are aligned parallel to the ray direction, which is perpendicular to the viewing plane. We then check for intersection between the ray and all the AABBs simultaneously using a fragment program written to perform this intersection test. The output of this program is a two-dimensional array of binary values with the value 1 corresponding to the intersection of the ray with any AABB (Figure 7 ). In addition, the intersecting AABB also contains information about the minimum and maximum parameter values of the surface sub-patch enclosed by the AABB. Using this correspondence, we can efficiently find the parametric (u, v) value corresponding to the ray intersection point on the surface.
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Figure 7: Bounding-boxes stored as min and max textures are tested with the ray using a fragment program; its output is a binary texture indicating the intersection.
Since the NURBS surfaces are usually curved, there can be many surface sub-patches intersecting the given ray. We find the addresses of all the intersecting bounding-boxes (locations with the value 1 in the binary texture) by using the GPU stream reduction operation explained in Section 5.1. We use this address to access information about the intersecting bounding-box as well as the parametric ranges of the surface sub-patch enclosed by the boundingbox. Using the bounding-box information, we get bounds on the location of the intersection point of the ray with the surface in both the model space as well as in the parametric space simultaneously. If the bounding-boxes are smaller than the required tolerance, we can take the midpoint of the bounding-box as the intersection point of the ray with the surface. Once all the ray intersection points on the surface are found, we output only the point that is closest to the view-plane by evaluating the distance of all the ray intersection points from the view-plane on the CPU and choosing the point with the smallest distance value.
GPU Stream Reduction
An essential operation in our inverse evaluation algorithm is to find the address of all the bounding-boxes that intersect with a particular ray so that we can use this address to access information about the intersecting bounding-box. In this operation, we find the indices (location) of the texels in the texture that have the given value (in this case, 1). This corresponds to a class of problems known as non-uniform stream reduction. Stream reduction is usually considered a serial operation since the number of elements in the output is not known and hence the whole input has to be operated upon to output the correct result. There has been some previous work on developing parallel algorithms based on parallel prefix sum for this operation which we summarized in Section 2. Implementing this parallel prefix sum on standard graphics hardware is not straightforward however, due to the lack of scatter functionality on standard programmable GPUs.
We first explain briefly the parallel stream reduction operation described by [Blelloch 1990 ]. It consists of three main steps: upsweep, down-sweep, and scatter. The up-sweep operation computes a hierarchy of log n levels where each element at a higher-level is obtained as a sum of two elements in the lower-level (Algorithm 1). An example of the up-sweep operation is shown using an 8-element 1D array (Figure 8 ). The last element at the end of the operation gives the total number of elements with the value 1 in the input array. After performing this operation, we obtain a binary tree with the last element as the root node and the original array as the leaf nodes; each node of this tree represents the sum of all the values in the sub-tree of that node. The down sweep operation given by Algorithm 2 computes the exclusive prefix sum of the original input array. The exclusive prefix sum of an array is defined as the sum of all the values preceding a particular position in the array not including the value in the position itself. Figure 9 gives an example of the down-sweep operation performed on the output shown in Figure 8 in order to calculate the exclusive prefix sum for the original input given in Figure 8 . The first step of the down-sweep operation is to replace the last element (root element) in the array obtained after the up-sweep operation with the value 0. Then in the consecutive steps, the parent element at each array is copied to the left element of the child array and the right element of the child array is calculated as the sum of the old left element and the parent element. In effect, every element now contains the sum of all the elements to the left of itself in the tree structure. The value of the exclusive prefix sum at the positions where the value of the input array is 1 gives the address to which that particular input value has to be scattered to perform the stream reduction. The final step is the scatter operation in which this address is used to reduce the input stream such that the elements with value 1 are collected at the front of the array.
However, we cannot directly use this stream reduction algorithm on the GPU due to three main reasons. The first reason is that the original algorithm was developed for 1-dimensional arrays and hence has to be adapted to operate on a 2-dimensional texture. The second reason is that the traditional GPGPU model does not allow the scatter operation, which is the last step of the stream reduction algorithm. Finally, the original formulation by [Blelloch 1990 ] computed the prefix sum in situ by modifying the input array. This is not possible using the standard GPGPU framework since we cannot read and write to the same location simultaneously.
We solve the first problem by first assuming that each row of the texture is a separate array and compute the first part of the up-sweep operation until each row array is reduced to a single element. Now we again perform the up-sweep operation on the array formed by concatenating all the single elements in a column along the column direction. In the example shown in Figure 10(b) , we perform the up-sweep operation on each row until we end up with the values in column 7. Then we perform the up-sweep operation on column 7 and output the results to column 8. As shown in the example, to overcome the restriction of reading and writing to the same memory location, we maintain a hierarchy of the input texture. This method uses only twice the storage as the original texture and a single fragment program written to perform the summation can be repeatedly used. We compute the up-sweep operation in O(log n) passes. We then perform the down-sweep operation in a similar manner but in reverse order, by first performing the operation along the columns and then extending it to the rows to obtain the exclusive prefix sum of the input. In the example shown in Figure 10 (c), each bold box contains the exclusive prefix sum of the corresponding bold box in Figure 10 (b).
Once we have the output from the down sweep operation we extract the address of only those texels which have the value 1 in the input texture (Figure 10(d) ). We reinterpret this texture as a VBO and use a vertex program written to output the addresses of the input values with value 1 as (x, y) coordinates, to write to two separate channels of the output texture. The size of the output texture varies based on the number of elements with value 1 in the input texture; it is equal to the first square number larger than the number of elements with value 1 in the input. This output texture is then directly used by the inverse evaluation and the surface-surface intersection applications for further processing.
GPU Implementation of Inverse Evaluation
The algorithm used for performing the full inverse evaluation is given pictorially in Figure 11 . The three steps in the top row of Figure 11 -evaluating the surface, constructing bounding-boxes, and finding intersecting boxes-are performed on the GPU. The data corresponding to the selected bounding-box is read back from the GPU. We then check on the CPU whether the ranges in the parametric domain of the surface as well as the size of the bounding-box are within the required tolerance; for example, we can use an absolute tolerance of 10 −6 in the parametric space and a relative tolerance of 10 −3 in the model space. If the tolerance conditions are met, we output the midpoint of the parametric range as the output of the inverse evaluation. If not, we re-evaluate the NURBS surface at a finer resolution within the previously output parametric range(s). The required tolerance conditions are usually met within two or three iterations since we evaluate the surface at a high resolution (1024 × 1024) during each iteration.
Applications of Inverse Evaluation
We can build different modeling operations using the inverse evaluation algorithm as the basic module. These operations include ray intersections, direct sketching on NURBS surfaces, and interactive trimming. Figure 12(a) shows an example where we compute all the intersection points (two in this case, marked in red) of a particular ray with the surfaces of a toy model. By aligning the ray direction perpendicular to the view plane, we can use the same algorithm for selecting a particular surface from a given set of NURBS surfaces. One of the most important advantages of a real-time algorithm to perform inverse evaluation is the ability to sketch directly on the NURBS surface. The advantage comes from the fact that the curve is simultaneously sketched both in the 3-dimensional model space as well as in the 2-dimensional parameter space. This helps in performing modeling operations like extrusions and trimming, where the parameter space sketches are typically used for defining these operations. Figure 12 (b) shows a curve sketched on a NURBS model and the curve in the parametric domain is shown in the inset. By combining our sketching interface with the algorithm that renders trimmed NURBS surfaces in real-time, we can perform interactive trimming operations (Figure 12(c) ). Using our interactive trimming application, the designer gets immediate feedback on the result of the trimming operation, unlike current commercial CAD systems.
NURBS Intersection Curve Evaluation
Calculating the intersection curve of a surface-surface intersection is a frequently encountered operation in CAD systems. It forms an essential part of important CAD operations like trimming, filleting, and b-rep generation from Boolean operations. However, since it is a slow operation, it is usually performed in the background and thus the user does not get real-time feedback except in the simplest of cases. We present a GPU-accelerated surface-surface intersection algorithm to calculate intersection curves both in the model space as well as in the parametric spaces of both the surfaces.
We now give a broad overview of our surface-surface intersection algorithm. Our algorithm makes use of bounding-box hierarchies to accelerate the intersection operation. We evaluate both intersecting surfaces using the GPU and then use the method described in Section 4 to construct the AABBs for the surfaces, using the same coordinate frame. We construct a hierarchy of bounding-boxes by combining four bounding-boxes at one level to construct a single bounding-box in the next level. To find the intersection curve, we then traverse along the hierarchy simultaneously for both the surfaces and find the intersecting bounding-boxes in the lowest level using the GPU. At the same time, we also get the ranges in the parametric domain corresponding to the intersecting surface patches. We then check if the size of the bounding-boxes as well the parametric ranges are within a user-defined tolerance. Once the tolerance conditions are met, we get a better estimate of the point on the intersection curve by intersecting the linearized surface patch within the intersecting bounding-boxes. We will explain the details of our surface-surface intersection algorithm with an example (Figure 13 ). Given two surfaces, S1 and S2, we evaluate them and construct their bounding-boxes as explained in previous sections. We also construct the bounding-box hierarchies for both the surfaces and store them on the GPU as textures.
Once we have the hierarchies, we use the CPU to test whether the bounding-boxes of the surfaces intersect at the top-most level, level 1. If so, we then test the bounding-boxes from the next level onwards on the GPU, using one pass per level. We perform the intersection tests for all the bounding-boxes in a level in parallel using a fragment program written to perform the bounding-box intersection test. The input to the fragment program is a texture called the address texture that contains the address of the bounding-boxes in the hierarchy (also stored as textures). For example, to test for intersection in the second level, we make use of a 4 × 4 address texture on the GPU, where we test for intersection of a bounding-box of S1 with all the four bounding-boxes of S2. In Figure 13 , the rows of the address texture (Level 2) corresponds to bounding-boxes from S1 and the columns correspond to bounding-boxes from S2. The address texture is a 4-component texture consisting of the address corresponding to bounding-boxes of S1 and S2 in the bounding-box hierarchy textures ((u1, v1, u2, v2 ) stored using RGBA channels). The intersection test is performed on the GPU using a fragment program, which uses the address information to retrieve the data for the bounding-boxes from the bounding-box hierarchy and subsequently tests them for intersection. The output of the fragment program is a binary texture with a value of 1 indicating an intersection. We use the stream reduction algorithm explained in Section 5.1 to find the address of the intersecting bounding-boxes. In the example shown, we find that bounding-box 3 of S1 intersects with bounding-boxes 1 and 3 of S2 at level 2.
In the next level (pass), we test for the intersection of the children of the intersecting bounding-box pairs of the previous level simultaneously on the GPU. Thus, the size of the address texture varies dynamically based on the number of intersections in the previous levels. The size of the address texture is always a multiple of 4 since we test for intersection between S1 and S2 in blocks of 4 × 4 intersection tests. However, we make sure that this is a square texture and its size is a power-of-2 to optimize the stream reduction algorithm. The parallelism of the GPU is exploited in checking for intersection of all the intersecting bounding-box pairs at any given level and this helps in accelerating the intersection algorithm as the address texture grows in size. Once we reach the base level of the bounding-box hierarchy, we get a list of the bounding-boxes that intersect at this level ( Figure 14) . This list can then be used for further processing on the CPU to get the actual intersection curve. In addition, we use this list to render the points on the intersection curve of each surface to a dynamic texture in the parametric domain. We map this texture back onto each surface, providing realtime feedback to the designer about the shape of the intersection curve ( Figure 15 ).
Fitting an Intersection Curve
To get a better estimate of the intersection point lying on the intersection curve of two surfaces, we intersect the surface sub-patches enclosed by the intersecting bounding-boxes on the CPU. We approximate each surface sub-patch inside the bounding-box with two triangles that share an edge. We intersect these two triangles contained inside the bounding-box of the first surface with the two other triangles contained in the bounding-box of the second surface. This gives rise to four pairs of intersection tests between the triangles of the two surfaces; each intersection test can be true or false, generating 16 different cases. We show one particular case in Figure 16 , where one triangle of surface S1 intersects with another triangle of surface S2. The four triangles are denoted as A0A1A2 and A1A2A3 for surface S1, and B0B1B2 and B1B2B3 for surface S2 in the figure. We find the midpoint of the intersection line-segment and use this midpoint as a point on the intersection curve if it lies within the intersecting region of the bounding-boxes. The intersecting region of the bounding-boxes is denoted by (xmin, ymin, zmin) and (xmax, ymax, zmax) in the figure. In the case of multiple intersections, we take the centroid of the midpoints of the intersection line-segments computed for each intersecting triangle pair as a point on the intersection curve. Only if this centroid lies inside the intersecting region of the bounding-boxes do we use this point for fitting a curve. We then extract the 7-tuple (x, y, z, u1, v1, u2, v2) for each point found on the intersection curve using the above method, where (x, y, z) is the point on the intersection curve in 3D space, (u1, v1) and (u2, v2) are the corresponding points in the parametric space of surface S1 and surface S2 respectively. The parametric points are found by computing the barycentric coordinate of the (x, y, z) intersection point in each of the corresponding intersecting triangles and then interpolating the parametric coordinates at the three vertices of the triangle linearly using the barycentric coordinates.
Finally, to compute the actual intersection curves themselves from the list of points, we make use of a greedy algorithm (Algorithm 3) that computes the intersection curves by successively merging polylines that are close to each other. We work in the 7-dimensional space 7 , integrating the data from both the model space as well as the two parametric spaces.
Input : List of points on the intersection curves in 7 .
Output : Polyline list L, corresponding to the intersection curves (an ordered list of connected edges).
1. Make all points into a polyline of length 0 and add to L. 2. For all polylines in L, find the pair, P1 and P2 ∈ L, that is the closest (between two end points of P1/P2 in 7 ). 3. If distance is larger than the maximal distance to merge Quit; Otherwise, (a) Merge P1 and P2 into a new polyline P .
Algorithm 3: Algorithm to fit polylines to the points on the intersection curves.
Since our input list of points on the intersection curve is sufficiently dense, we fit a polyline that passes through these points. If a more compact representation is required, we can fit a NURBS curve of any required order that approximates the points on the intersection curve using standard curve fitting techniques. Since the intersection points obtained from our algorithm are enclosed within their corresponding bounding boxes both in the model space and in the parametric space, we can guarantee a required bound on the results. In addition, if the arbitrary user-defined bounds are small enough, we are guaranteed not to miss any portion of the intersection curve. Since we also give instantaneous visual feedback to the user, the user can immediately know if there are any features missing and can reduce the tolerance to obtain the correct result.
The time taken to fit a polyline depends on an efficient closest neighbor query. Currently, we perform this operation through an exhaustive search that takes O(n 2 ) time, which could be optimized by using more efficient search techniques. For the example shown in Figure 15 , the polyline fitting for over 7000 points takes about 0.1 seconds on a 2GHz PC for a tolerance value of 2 × 10 −3 .
Intersection Points Computation Timing
We timed our GPU-accelerated algorithm for evaluating the points on the intersection curves on a 3GHz CPU with 2GB of RAM equipped with a nVIDIA Quadro FX4500 graphics card with 512MB graphics memory. We performed a surface-surface intersection of the two NURBS surfaces shown in Figure 17 . The surfaces were bi-cubic NURBS with 403 × 199 and 298 × 313 control points respectively. We compare our timings to evaluate the intersection curves to the required user-defined tolerance with those of the commercial solid modeling kernel ACIS. Note that we are evaluating many more points on the intersection curve for a given resolution (Figure 19 ). Figure 18 compares the time for evaluating the points on the intersection curves by varying the tolerance values. In the case of of our algorithm, these times do not include the time to fit the polyline as described above. Our GPU-accelerated evaluation is about 40 times faster than ACIS in computing the intersection curves to the standard tolerance of 10 −3 used in ACIS. The output from ACIS is an interpolated polyline where the points on the polyline are within the user-defined tolerance value from the exact intersection curve. ACIS does not guarantee any tolerance on the piecewise linear line segments that make up the polyline [Corney and Lim 2001] . On the other hand, we evaluate dense intersection points with their spacing adjusted based on the tolerance to achieve a guaranteed tolerance on the piecewise linear segments of the polyline as well. We compute almost 50 times as many points on the intersection curve as ACIS does for the standard ACIS tolerance value of 10 −3 (Figure 19 ). Figure 19 : Number of points evaluated on the intersection curve for different resolutions. Table 1 gives the breakdown of the timing of our intersection algorithm for evaluating the intersection curves shown in Figure 15 for a tolerance value of 10 −3 . The evaluation of the NURBS surfaces is a large fraction of the total time. Note that we do not require such high tolerance values for giving visual feedback; hence, it can be performed at interactive rates. Figure 15 for a tolerance value of 10 −3 .
Conclusions
We present fast algorithms to perform interactive modeling operations on NURBS surfaces. Our algorithms do not require the latest graphics cards and are backward compatible with any graphics card that has basic programming capabilities. This is essential for the actual adoption of our algorithms in commercial CAD systems. We expect the performance of our algorithms to only improve with the advent of new and faster graphics cards.
Both our GPU algorithm to sketch on NURBS surfaces as well as our GPU-accelerated algorithm to calculate intersection curves give real-time feedback to the designer about the shape of the curves in the parametric space. This gives a direct handle for the designer to check for inconsistency if models fail during rebuilds in a CAD system. Our interactive trimming tool helps the designer to easily interact with and edit the NURBS models. Moreover, the applications that we have outlined in our paper form only a small part of the different kinds of applications that can be developed with the help of GPU-accelerated basic modeling operations. There is large potential for developing diverse applications that use these operations as building blocks.
