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I. INTRODUCTION
Carbon dioxide (CO 2 ) is the most important anthropogenic GHG that caused global environmental degradation and climate change. Its annual emissions have grown between 1970 and 2004 by about 80%, from 21 to 38 gigatonnes (Gt) [1] . Especially between 2007 and 2008, global CO 2 emissions increased by 0.4 Gt, which represented a growth rate of 1.5% [2] . China, the most important developing country, emitted about 6 billion tones of CO 2 in 2007 (accounting for 21% of global emissions) [3] . Correspondingly, China topped the list of CO 2 emitting countries, surpassing the USA by an estimated 8% [4] . Moreover, the total amount of CO 2 emission will keep at high speed for decades since China is just in the process of industrialization and urbanization [5, 6] . Responding climate change and reducing CO 2 emission has become a hot discussion topic and the most important target for china's sustainable development. Chinese Government made a commitment to reduce CO 2 emission intensity to 40-45% of the 2005's level by 2020 just before the 2009 U.N. Climate Change Conference in Copenhagen. Therefore, modeling and forecasting future CO 2 emission trend in China provides the basis for policy makers to draft scientific and rational energy and economic development policies.
There are certain representative literatures on forecasting energy or carbon dioxide emissions for China. Meng adopted logistic function to simulate emission form fossil fuel combustion, and applied this model to China [6] . Pi used improved grey forecasting model to forecast China's electricity demand and energy production [7] . He estimates China's future energy requirements and projects its CO 2 emission from 2010 to 2020 based on the scenario analysis approach [8] . Yu proposed particle swarm optimization and genetic algorithm optimal energy demand estimating (PSO-GA EDE) model for China's Energy demand projection [9] .
Grey (1, 1) model (GM (1, 1) ), based on grey system theory proposed by Deng in 1982 [10] , has the ability to deal with the system with incomplete information. It requires only a limited amount of data to estimate the behavior of unknown system. So, GM (1, 1) has the advantages of not needing a large number of sample data, small amount of calculation and without assuming the distribution of data series. GM (1, 1) has been widely used in many fields [11] [12] [13] [14] [15] , such as energy-related indicator forecasting, engineering, social issues, financial, etc. Although the grey model has been widely adopted, its forecasting performance still can be improved. Some studies have proposed the improved grey model for better forecasting accuracy [15] [16] [17] . To increase the accuracy of the grey model, this study proposed a novel Harmony Search optimization GM (1, 1) forecasting model (HS GM (1, 1) ).
For building low-carbon energy and economy system, it is necessary for policy makers to establish CO 2 emissions model and formulate reasonable polices for country's sustainable development, which is also the most important motivation of this study. Therefore, this study presents Harmony Search based optimization grey forecasting model to forecast CO 2 emissions in China. This model could guide the formulation of low-carbon development policy and sustainable development of economy and energy system. II. TRADITIONAL GM (1, 1) MODEL GM (1, 1) is one of the most frequently used models for forecasting model dealing with small data.
is original data series of real numbers with irregular distribution. Generate the first-order accumulated generating operation (AGO) sequence based on the original data sequence .
where the background value is replaced by the equal weight moving average of before and after the two time point, shown as Eq. (2).
The coefficients a and b are the interim parameters that can be obtain by using the OLS method, shown in Eq. (3).
The time response function of the whitening equation
Finally, the inverse accumulated generating operation (IAGO) process is employed to obtain the grey forecasting mode for original sequence .
In reference [18] , Zhuang pointed that the accurate calculation formula for the background value should be written as Eq. (6) instead of equal weight form in Eq. (2).
where ( )
; when β is smaller, α is close to 0.5; when β is larger, α deviates 0.5. So it is not suitable to take α a constant value 0.5, and that is the reason why the forecasting accuracy is not satisfactory when β is a large value. In this paper, the background value vector 
Combined Eq. (3) and (7), the coefficients a and b of optimization GM (1, 1) can be determined. Thus we can conclude that the key of optimization GM (1, 1) is how to determine vector
Seeing from time response function, the optimal vector α cannot be got through traditional method. So Harmony Search optimization technique is adopted in this paper to determine the adaptive α vector.
Harmony Search (HS) is a new meta-heuristic optimization algorithm named proposed by Geem et al [19] . It mimics the improvisation process of music players for a perfect state of harmony. The HS algorithm behaves excellent effectiveness and robustness when applied to several optimization problems and presents lots of advantages when compared to other heuristic optimization algorithms [20, 21] . Figure 1 shows the HS optimization procedures which consists of Steps 1-5 shown as follows.
Step 1. Initialize the optimization problem and algorithm parameters.
where is the objective function;
x is the set of each design variable ( ); is the set of the possible range of values for each design variable; N is the number of design variables.
In addition, the HS algorithm parameters including harmony memory size (HMS), harmony memory considering rate (HMCR), pitch adjusting rate (PAR), and termination criterion should also be specified in this step.
Step 2. Initialize the Harmony Memory (HM). The HM is a memory location where all the solution vectors (sets of decision variables) are stored. In this step, the HM matrix is filled with as many randomly generated solution vectors as the HMS and sorted by the values of the objective function .
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Step 3. Improvise a new harmony from the HM. A new harmony vector is generated based on three rules: memory consideration, pitch adjustment and random selection.
Step 4. Update the HM.
On condition that the new harmony vector showed better fitness function than the worst harmony in the HM, the new harmony is included in the HM and the existing worst harmony is excluded from the HM.
Step 5. Repeat steps 3 and 4 until the termination criterion is satisfied.
IV. SIMULATION AND RESULTS

A. Training Data
To demonstrate the applicability and effectiveness of HS optimization GM (1, 1) model, the proposed model is applied to China for carbon dioxide emissions forecasting. The data of CO 2 emissions from fossil fuel consumption were collected from BP (British Petroleum) Statistical Review of World Energy (BP2010) [22] .
China has experienced a rapidly increasing economy and fossil fuel energy consumption accompanied by large amounts of carbon dioxide. China is the top one carbon dioxide emitter of the world. In 2009, China contributed a comparable share of world emissions (24%) while accounting for 20% of the world population. Currently, coal is filling much of the growing energy demand in China, where energy-intensive industrial production is growing rapidly and large coal reserves exist with limited reserves of other energy sources. The future trend in China's CO 2 emissions will be growing continuously which is similar with growth trends of exponential function. So China is selected as a sample to confirm the effect of proposed model.
B. Simulation and Results
The selection of HS algorithm parameters is as follows. HMS=5, PAR=0.6, HMCR=0.99, lb=0, ub=1. HMS: harmony memory size； HMCR: harmony memory considering rate； PAR: pitch adjusting rate; Max: max iteration number lb: the lower bound for variables; ub: the upper bound for variables. In the HS algorithm, bandwidth (short for BW) is fixed which doesn't consider different phase of the algorithm needs different BW value to gain better searching performance. In order to make full use of new vector information and reduce parameters initialized, new vector is added to calculate BW value shown as Eq. (8). All the programs were run on a 2.27GHz Intel Core Double CPU with 1 GB of random access memory. In each case study, 30 independent runs were made for the HS optimization method in MATLAB 7.6.0 (R2008a) on Windows 7 with 32-bit operating systems. Table I represents the different background value for different time point determined by HS optimization technique. Figure 2 shows the actual data curve and the forecast data curve for China's CO 2 emissions. Table II shows the actual data and forecasting data using traditional GM (1, 1) model and HS optimization GM (1, 1) model for the same period. To evaluate the forecast accuracy of the presented model's performance, the mean absolute percentage error (MAPE) was calculated for the traditional GM (1, 1) model and the Harmony Search optimization GM (1, 1) model respectively. The MAPE of Harmony Search optimization GM (1, 1) is 3.934%, while the MAPE for traditional GM (1, 1) model is 4.35%. It means that the optimization GM (1, 1) model can increase the forecasting accuracy compared with traditional GM (1, 1) model.
In addition, we also carried out the posterior-variance test and small error probability test for HS optimization GM (1, 1) model. The posterior-variance test is a technique according to the statistical state between forecasting data and actual data, which is transplanted from probability prediction method. The posteriorvariance test is the ratio between root mean square of the variance for residuals and root mean square of the variance for actual data, shows as Eq. (9). 
