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a b s t r a c t
We propose a Generalized Pattern Search (GPS) method to solve a class of nonsmooth
minimization problems, where the set of nondifferentiability is included in the union of
known hyperplanes and, therefore, is highly structured. Both unconstrained and linearly
constrained problems are considered. At each iteration the set of poll directions is enforced
to conform to the geometry of both the nondifferentiability set and the boundary of the
feasible region, near the current iterate. This is the key issue to guarantee the convergence
of certain subsequences of iterates to pointswhich satisfy first-order optimality conditions.
Numerical experiments on some classical problems validate the method.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
In a recent paper [8] we proposed a Generalized Pattern Search (GPS) method for solving the classical discrete `1-
approximation problem. GPS methods are derivative-free methods where the current iterate is updated by sampling the
objective function at a finite number of points along a suitable set of search directions; the aim of the sampling is to
find a decrease in the function value. It is well known [2,14,21] that when the objective function is not continuously
differentiable, standard GPSmethods might converge to points of nondifferentiability which are not stationary; indeed, to
ensure that a limit point is stationary one needs to assume strict differentiability at that point; i.e., the generalized gradient
is a singleton [3]. However, since the `1-approximation function is not strictly differentiable at its minimizers, standard GPS
methods may not be successful. In [8] we overcame this difficulty by observing that the function is nonsmooth on the union
of known hyperplanes, and exploiting this structure to define an ad hoc GPSmethod converging to minimizers. In fact, we
incorporated the ideas developed in [17] for smooth linearly constrained problems in order to handle nonsmoothness.
Here we extend the results of [8] in two respects. First, we study the followingmore general class of composite functions
f (x) = F(x, z(x)), z(x) = |ATx− b|, (1)
where F : Rn × Rm → R is a continuously differentiable function, A ∈ Qn×m, b ∈ Rm, and the operator | · | denotes the
componentwise absolute value. Let ρ(x) = (ρ1(x), . . . , ρm(x))T denote the residual ATx − b and H denote the union of
the hyperplanes H1, . . . ,Hm, with Hi = {x ∈ Rn : ρi(x) = 0}. Then, since F is continuously differentiable and z is locally
Lipschitz continuous, the objective function f is locally Lipschitz continuous over Rn and continuously differentiable over
Rn \H .
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Second, we consider both the unconstrained problem, minx∈Rn f (x), and the constrained problem, minx∈Ω f (x), with
Ω = {x ∈ Rn : CTx ≤ h}, (2)
where C ∈ Qn×p and h ∈ Rp. Notice that assuming A and C rational is a typical theoretical requirement to fit in the GPS
framework; in practice, it is always fulfilled, since all floating point numbers are rational.
Well-known instances of (1) are the exact `1-penalty function for smooth linearly constrained problems [11] and the
functions used in the total variation reconstruction of signals [9]. Moreover many classical test problems in the field of
nonsmooth optimization can be recast in the form (1).
It is easily seen that, by introducing two slack vectors u, v ∈ Rm, the problem
min
x∈Ω F(x, |A
Tx− b|) (3)
can be restated as the following smooth problem of dimension 2m+ n
min
x,u,v
F(x, u+ v)
subject to x ∈ Ω
ATx− u+ v = b
u ≥ 0
v ≥ 0
uTv = 0.
(4)
The complementarity condition uTv = 0 is superfluous in some special cases, for example in the `1-approximation problem
considered in [8] or, more generally, when F has the form φ(x)+ ‖ATx− b‖1 with φ smooth (e.g., see [7]). Of course, when
F is a nonlinear function, (4) is a general constrained nonlinear programming problem, which would typically be solved by
general-purpose methods. Our aim here is to show that (3) can be solved efficiently in its original form and dimension by
the class of GPSmethods presented here.
The paper is laid out as follows. In Section 2 we briefly review the features of GPS methods. In Section 3 we study the
directional derivatives of f introducing a family of polar cones, which are very important from both the theoretical and
practical point of view. In Section 4 we consider the unconstrained problem. First, we give conditions on F and/or A which
allow us to construct for x ∈ H a finite set of directions Γ (x) with the following crucial property: if further decrease
from x is possible, then Γ (x) includes at least one descent direction. On this basis we then define a strategy to adaptively
choose the search directions at each iteration, so that the existence of some stationary limit points can be proved under
mild assumptions. The results of Section 4 are extended to linearly constrained problems in Section 5. The issue of how to
actually compute the search directions is briefly discussed in Section 6. Finally, in Section 7 we report on some numerical
experiments.
Notation. The Euclidean norm is denoted by ‖ · ‖; for a given q ∈ N, the symbol Sq denotes the set {σ ∈ Zq : σj =
±1 for j = 1, . . . , q}; for a matrix M , mj denotes its j-th column and N(M) its nullspace; for given vectors u1, . . . , ur , the
symbol 〈u1, . . . , ur〉+ denotes the cone generated by u1, . . . , ur ; i.e., {u ∈ Rn : u = ∑ri=1 λiui, λ1, . . . , λr ≥ 0}; for a
cone K , the symbol K◦ denotes the associated polar cone; i.e., K◦ = {v ∈ Rn : uTv ≤ 0 for all u ∈ K}; for a given set
X , the symbol ∂X denotes the boundary of X; for a given Lipschitz function f and a point x, the symbol ∂ f (x) denotes the
generalized gradient [10], which is defined by ∂ f (x) = {s ∈ Rn : f ◦(x; d) ≥ sTd for all d ∈ Rn}.
2. Generalized Pattern Search
GPS methods are a class of direct search methods, originally introduced and analyzed in [22] for unconstrained
minimization problems, and then extended by Lewis and Torczon to problems with bound [16] and general linear
constraints [17]. A summary of the work on GPSmethods can be found in [14].
Let f be the objective function. Starting from an initial guess x0 and an initial value ∆0 > 0 of the step length control
parameter, a GPSmethod generates a sequence of iterates {xk} such that f (xk+1) ≤ f (xk).
Each iteration consists of an optional SEARCH step and a POLL step. Both steps evaluate the objective function at a finite
number of trial points on ameshMk in order to find an improvedmesh point, that is, a point whose objective function value
is lower than f (xk). The meshMk is centered at xk and is defined by a finite set of directions Γ , which positively span Rn.
Denoting as q the cardinality of Γ , the mesh is given by
Mk = {xk +∆kΓ z : z ∈ Nq}, (5)
where, for simplicity, we use the symbol Γ to also denote the matrix whose columns are the directions in the set Γ . The
following structure is assumed on Γ : Γ = GZ , where G ∈ Rn×n is nonsingular and Z ∈ Zn×q. In our framework Γ ∈ Qn×q,
so that Γ = 1
ν
Γ¯ for suitable ν ∈ N+ and Γ¯ ∈ Zn×q; hence G = 1ν In and Z = Γ¯ .
The difference between SEARCH and POLL steps is in the way the trial points are selected. Any strategy, including none,
can be used in the SEARCH step, and it is often tailored to the particular application to obtain specific efficient algorithms.
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The true kernel of the iteration is the POLL step, which is more rigid than the SEARCH step. In this phase the objective
function is evaluated at all or part of the points in a set Pk = {xk+∆kd, d ∈ Γk} ⊂Mk, where Γk ⊆ Γ is a suitable set of poll
directions, which also positively spans Rn. If either the SEARCH or the POLL step finds an improved point, say ξ , then the
new iterate xk+1 = ξ is accepted, and the step length is updated so that∆k+1 ≥ ∆k; otherwise, xk+1 = xk and the steplength
is reduced. Below, we sketch a generic GPSmethod which is valid both for unconstrained and constrained problems. In the
latter case, a feasible initial guess x0 ∈ Ω is needed; then feasible iterates are generated by using the so-called ‘‘barrier’’
approach: infeasible trial points are ignored and f is evaluated only at feasible points.
Outline of a generic GPSmethod
1. Choose x0,∆0 > 0, τ ∈ Q and αL, αU ∈ Z such that τ > 1 and αL < 0 ≤ αU .
2. For k = 0, 1, . . . until convergence, do:
2.1. Perform the optional SEARCH step in order to find an improved point; this step evaluates f on a finite number of
trial points on the mesh (5), chosen by any strategy defined by the user.
2.2 If the SEARCH step fails to generate an improved point, create the poll directions set Γk and perform the POLL step,
again in order to find an improved point; this step evaluates f on the poll set Pk = {xk +∆kd, d ∈ Γk}.
2.3 If an improved point ξ has been found, then set xk+1 = ξ and ∆k+1 = τ αk∆k, with αk ∈ Z ∩ [0, αU ]; else set
xk+1 = xk and∆k+1 = τ αk∆k, with αk ∈ Z ∩ [αL,−1].
3. End.
In order to prove global convergence to a first-order stationary point it is crucial to show that Γk contains at least one
(feasible) descent direction for f at xk, unless, of course, xk is stationary itself. Let us consider unconstrained problems. In the
smooth case, this property is guaranteed by using positive spanning sets ofRn. For the nonsmooth function (1) the situation
is much more complicated. If xk ∈ H , then the set of descent directions can be (much) smaller than a half-space, and the
question is how to ensure that the intersection between this set and Γk is not empty, taking into account that the choice of
Γk is restricted to a finite set of poll directions. Moreover, if xk 6∈ H but is near H , then the use of (too) small steps may
eventually lead the algorithm to stall at some point of nondifferentiability, which is not stationary. In practice, we need to
choose directions in Γ that allow us both to move parallel to the hyperplanes of nondifferentiability and to cross some of
them. If Γk satisfies these requirements, we say that it conforms to the geometry ofH near xk. In Section 4 wewill rigorously
characterize this concept. Finally, as shown in [17], the presence of linear constraints requires that Γk contains directions
parallel to the constraint boundaries near xk as well.
3. Directional derivatives
In order to extend the results of [8] to the function (1), we need to study the directional derivatives. In the following, ∇x
and ∇z denote the gradient of F(x, z) with respect to x and z, respectively. Moreover, Fzi denotes the partial derivative of F
with respect to the i-th component of z. We introduce for x ∈ H the set IH (x) = {i : ρi(x) = 0}. Let d ∈ Rn be given. By
the mean value theorem, there exists θ ∈ (0, 1) such that
f (x+ td)− f (x)
t
= ∇xF(xθ , zθ )Td+∇zF(xθ , zθ )Tq(x),
where xθ = x + θ td, zθ = (1 − θ)|ρ(x)| + θ |ρ(x + td)|, and q(x) = (|ρ(x + td)| − |ρ(x)|)/t . It is easy to show that, for
sufficiently small t ,
qi(x) =
{|aTi d| for i ∈ IH (x),
sgn(ρi(x))aTi d for i 6∈ IH (x). (6)
It follows from (6) that the classical directional derivative f ′(x; d) is given by
f ′(x; d) = ∇xF(x, z)Td+
∑
i6∈IH (x)
Fzi(x, z) sgn(ρi(x))a
T
i d+
∑
i∈IH (x)
Fzi(x, z)|aTi d|, (7)
where z = |ρ(x)|.
Let l(x) be the cardinality of IH (x), and assume, in order to avoid cumbersome notation, that IH (x) = {1, . . . , l(x)}. A
key role in our analysis is played by the polar conesK◦σ (x), σ ∈ Sl(x), whereKσ (x) = 〈σ1a1, . . . , σl(x)al(x)〉+. It is easily seen
that
Rn =
⋃
σ∈S(x)
K◦σ (x), S(x) = {σ ∈ Sl(x) : K◦σ (x) 6= {0}}. (8)
This allows us to obtain a linearity result for f ′(x; ·) over the conesK◦σ (x).
Lemma 3.1. Let x ∈ H . Then for each σ ∈ S(x), there exists gσ ∈ Rn such that f ′(x; d) = gTσd for d ∈ K◦σ (x).
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Proof. Let d ∈ K◦σ (x) and z = |ρ(x)|. Then |aTi d| = −σiaTi d for i ∈ IH (x), and the result follows from (7) with
gσ = ∇xF(x, z)+
∑
i6∈IH (x)
Fzi(x, z)sgn(ρi(x))ai −
∑
i∈IH (x)
Fzi(x, z)σiai.  (9)
Let us now consider the Clarke generalized directional derivatives f ◦(x; d) for x ∈ H . The chain rule [10, Theorem
2.39] ensures the regularity of f at x (i.e., f ◦(x; d) = f ′(x; d) for all d ∈ Rn) if all partial derivatives of F at (x, |ρ(x)|)
are nonnegative. Taking into account the particular structure of (1), this assumption can be relaxed as follows.
Lemma 3.2. Let x ∈ H and z = |ρ(x)|. If Fzi(x, z) ≥ 0 for all i ∈ IH (x), then f is regular at x.
Proof. Let d ∈ Rn. By the mean value theorem, for any given y ∈ Rn there exists θ ∈ (0, 1) such that
f (y+ td)− f (y)
t
= ∇xF(yθ , zθ )Td+∇zF(yθ , zθ )Tq(y), (10)
with yθ = y+ θ td, zθ = (1− θ)|ρ(y)| + θ |ρ(y+ td)|, and q(y) = (|ρ(y+ td)| − |ρ(y)|)/t . For (y, t) close enough to (x, 0)
and i 6∈ IH (x), we have qi(y) = qi(x) = sgn(ρi(x))aTi d; then from (10) we obtain
f (y+ td)− f (y)
t
≤ ∇xF(yθ , zθ )Td+
∑
i6∈IH (x)
Fzi(yθ , zθ )sgn(ρi(x))a
T
i d+
∑
i∈IH (x)
|Fzi(yθ , zθ )||aTi d|,
and, taking the limit as (y, t)→ (x, 0+) yields
f ◦(x; d) ≤ ∇xF(x, z)Td+
∑
i6∈IH (x)
Fzi(x, z)sgn(ρi(x))a
T
i d+
∑
i∈IH (x)
|Fzi(x, z)||aTi d|.
If Fzi(x, z) ≥ 0 for all i ∈ IH (x), then f ◦(x; d) ≤ f ′(x; d) by (7). Since the opposite inequality holds by definition, f is regular
at x. 
The next theorem follows immediately from Lemmas 3.1 and 3.2.
Theorem 3.1. Let x ∈ H and z = |ρ(x)|. If Fzi(x, z) ≥ 0 for all i ∈ IH (x), then f ◦(x; ·) is linear over K◦σ (x) for each σ ∈ S(x).
If f is not regular, the same result can be still obtained under a suitable nondegeneracy assumption. In the following, the
matrix A(x) = [a1 . . . al(x)] collects the normals to the active hyperplanes of nondifferentiability at x.
Theorem 3.2. Let x ∈ H and z = |ρ(x)|. If rank(A(x)) = l(x), then f ◦(x; ·) is linear over K◦σ (x) for each σ ∈ S(x).
Proof. The assumption that rank(A(x)) = l(x) implies that the polar cone K◦σ (x) has full dimension n for each σ ∈ Sl(x)
because Kσ (x) ∩ −Kσ (x) = {0} [20]. This also yields S(x) = Sl(x). Then by [10, Theorem 2.5.1] and Lemma 3.1 we can
represent the generalized gradient ∂ f (x) as the convex hull of {gσ , σ ∈ S(x)}, with gσ as in (9). Using this fact together with
[10, Proposition 2.1.2] we have
f ◦(x; d) = max{gTd, g ∈ ∂ f (x)} = max{gTσd, σ ∈ S(x)} (11)
for all d ∈ Rn.
Now consider a given σ ∈ S(x) and its corresponding polar cone K◦σ (x). For any d ∈ K◦σ (x), by (9), the maximum is
attained at σˆ defined by σˆi = 1 if Fzi(x, z)σi ≥ 0 and σˆi = −1 otherwise. Then f ◦(x; d) = gTσˆd for each d ∈ K◦σ (x). 
Now we can summarize the main results of this section:
Theorem 3.3. Let x ∈ H and z = |ρ(x)|. If
Fzi(x, z) ≥ 0 for all i ∈ IH (x) or rank(A(x)) = l(x), (12)
then f ◦(x; ·) is linear over K◦σ (x), σ ∈ S(x).
4. The unconstrained problem
The aim of this section is to show that, under appropriate assumptions on the function F and on the poll directions, a GPS
method leads to a (Clarke) stationary point, according to Definition 4.1. We recall that stationarity is a necessary optimality
condition for unconstrained optimization problems with locally Lipschitz continuous objective function [13, pag. 14].
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Fig. 1. The polar cones for the function of Example 4.1.
Definition 4.1. Let f be Lipschitz near x ∈ Rn. Then x is said to be a stationary point if 0 ∈ ∂ f (x), or equivalently if
f ◦(x; d) ≥ 0 for all d ∈ Rn.1
The linearity of f ◦(x; ·) over the conesK◦σ (x) established in Theorem 3.3 can be used to derive sufficient conditions for
the stationarity of points inH , which include a useful definition of the poll directions.
Theorem 4.1. Let x ∈ H be given such that (12) holds, andΓ (x) =⋃σ∈S(x) Gσ (x)whereGσ (x) is a set of generators forK◦σ (x).
If f ◦(x; d) ≥ 0 for all d ∈ Γ (x), then x is a stationary point.
Proof. By (8), for each d ∈ Rn there exists σ ∈ S(x) such that d ∈ K◦σ (x). Let Gσ (x) = {c1, . . . , cp} be a set of
generators for K◦σ (x); then d =
∑p
i=1 αici for some nonnegative coefficients α1, . . . , αp, and by Theorem 3.3 we have
f ◦(x; d) =∑pi=1 αif ◦(x; ci). Since, by assumption, f ◦(x; ci) ≥ 0 for i = 1, . . . , p, the thesis follows immediately. 
The following example shows that the assumption (12) in Theorem 4.1 is tight.
Example 4.1. Consider the function F(x, z) = −x1 − 2x2 + z1 + 2z2 − z3, with z1 = |x2|, z2 = |x1|, and z3 = |x1 + x2|,
and the point x = (0, 0)T. Since x lies on all the three lines of nondifferentiability, the matrix A(x) does not have full
rank. Furthermore, the partial derivative Fz3 is negative at x. So assumption (12) is not satisfied. Fig. 1 shows the polar
cones K◦σ (x) 6= {0}, with each σ denoted as a signs combination. Simple computations show that for d = (d1, d2)T
the generalized directional derivative is given by f ◦(x; d) = −d1 − 2d2 + max{|d1 − 2d2|, |3d1|}. Then, taking Γ (x) =
{u, v,−u,−v, u − v,−u + v}, with u = (1, 0)T and v = (0, 1)T, we have f ◦(x; d) ≥ 0 for all d ∈ Γ (x). But this does not
ensure f ◦(x; d) ≥ 0 for all d ∈ R2: for example, f ◦(x; d) = −2 for d = (1, 2)T.
As in [8], in view of the definition of a working GPS algorithm, we have to consider the portion ofH near a given point
x. In fact, when an iterate xk approachesH , the poll directions set must conform to the geometry ofH near xk in order to
avoid stalling at a non-stationary point in H . To be more precise, let IH (x, η) be the set of the indices of the hyperplanes
within distance η from x; i.e., IH (x, η) = {i : |ρi(x)| ≤ η‖ai‖}. In a similar way, we define l(x, η), S(x, η), A(x, η),Kσ (x, η)
with σ ∈ S(x, η), and say that a set of directions conforms to the geometry ofH near x if it contains generators for all of the
conesK◦σ (x, η), σ ∈ S(x, η). This is surely true if the set contains
Γ (x, η) =
⋃
σ∈S(x,η)
Gσ (x, η), (13)
where Gσ (x, η) is a set of generators forK◦σ (x, η).
A reasonable way to define the poll directions is the following. At iteration k, we compute IH (xk, η): if IH (xk, η) = ∅,
then xk is far enough from H , and the poll directions set Γk can be any positive basis B of Rn; otherwise, we take Γk =
Γ (xk, η). We observe that if xk 6∈ H and IH (xk, η) 6= ∅, then Γ (xk, η) includes a positive basis of Rn.
In the following theorem,we state, under standard assumptions, the convergence properties of aGPS algorithm, adopting
the proposed choice for the poll directions. In order to fit within the GPS framework, so that we can use in the proof
1 The equivalency follows immediately from the first equality in (11).
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some basic results of [3], we assume that all search and poll directions belong to a finite subset of Qn. This means, in
particular, that B,Γk ⊂ Qn, and recall that the assumption A ∈ Qn×m guarantees the existence of rational generators for
the conesK◦σ (x, η) [14]. Furthermore, we can ensure that the set of poll directions is finite by assuming Γk = Γj whenever
IH (xk, η) = IH (xj, η), k 6= j.
Theorem 4.2. Assume that A ∈ Qn×m and (12) holds for all x ∈ H . If the sequence {xk} lies in a compact set and all search and
poll directions belong to a finite subset of Qn, then {xk} admits a limit point which is stationary.
Proof. Since {xk} lies in a compact set, [3, Theorem 3.6] guarantees the existence of at least one convergent refining
subsequence {xk}k∈K ; let xˆ be its limit.2
If xˆ 6∈ H , then f is strictly differentiable at xˆ and ∇f (xˆ) = 0 by [3, Theorem 3.9]. Suppose instead xˆ ∈ H . For x close
enough to xˆ we have IH (xˆ) ⊆ IH (x, η) ⊆ IH (xˆ, η), which, in turn, implies that IH (xˆ) ⊆ IH (xk, η) ⊆ IH (xˆ, η) for all
but finitely many k ∈ K . Then there exists an infinite subset of indices K¯ ⊆ K such that IH (xk, η) and Γk are constant, say
IH (xk, η) = I¯ and Γk = Γ¯ , for k ∈ K¯ . Since f is evaluated infinitely many times along any direction d ∈ Γ¯ , [3, Theorem
3.7] yields f ◦(xˆ, d) ≥ 0 for all d ∈ Γ¯ .
Assume I¯ = {1, . . . , l¯}. Evidently, since IH (xˆ) ⊆ I¯, the polar cones K◦σ (xˆ), σ ∈ S(xˆ), are defined by a subset of the
hyperplanes associated with a1, . . . , al¯. More precisely,K
◦
σ (xˆ) is the union of the polar cones K¯
◦
σ¯ 6= {0} with σ¯ ∈ Sl¯ such
that σ¯i = σi, i = 1, . . . , l(xˆ), where K¯σ¯ = 〈σ¯1a1, . . . , σ¯l¯al¯〉+. Since Γ¯ contains generators for all the cones K¯◦σ¯ , it also
contains a set Γ (xˆ) as required in Theorem 4.1. Then xˆ is a stationary point. 
5. The linearly constrained problem
In this section we consider the linearly constrained problem
min
x∈Ω f (x), (14)
where f is as in (1) andΩ is given by (2), that isΩ = {x ∈ Rn : CTx ≤ h} with C ∈ Qn×p and h ∈ Rp. As in many previous
works on GPSmethods for constrained optimization, we adopt the ‘‘barrier’’ approach, which consists in evaluating f only
at feasible (SEARCH or POLL) trial points. Formally, the algorithm is applied to the ‘‘barrier’’ function fΩ , which is set to f (x)
for x ∈ Ω and+∞ for x 6∈ Ω .
For a given point x ∈ ∂Ω , we introduce the set of binding constraints indices IΩ(x) = {i : cTi x = hi}. We recall that
the tangent cone T (x) is defined by T (x) = {d ∈ Rn : cTi d ≤ 0, i ∈ IΩ(x)}. If x ∈ Ω \ ∂Ω , the tangent cone is the whole
space Rn. It is well known that T (x) is the set of feasible directions at x; i.e., d ∈ T (x) if, and only if, there exists t > 0 such
that x + λtd ∈ Ω for all λ ∈ [0, 1]. Finally, we recall the following first-order necessary optimality condition for linearly
constrained optimization problems with locally Lipschitz continuous objective function.
Definition 5.1. Let f be Lipschitz near x ∈ Ω . Then x is said a stationary point for problem (14) if f ◦(x; d) ≥ 0 for all d ∈ T (x).
We are interested in stating sufficient conditions for the stationarity of a point x ∈ ∂Ω ∩ H . In particular, we claim
that for such a point there exists a finite set of directions such that if f ◦(x; d) is nonnegative for all d in this set, then x is a
stationary point.
Recalling that IH (x) = {1, . . . , l(x)} and assuming IΩ(x) = {1, . . . , r(x)}, we consider the cones KΩ,σ (x) =
〈σ1a1, . . . , σl(x)al(x), c1, . . . , cr(x)〉+ with σ ∈ S(x). The polar cones K◦Ω,σ (x) play the same role in the constrained case
as the conesK◦σ (x) in the unconstrained case. Indeed,K◦Ω,σ (x) = K◦σ (x) ∩ T (x), and from (8) we obtain⋃
σ∈SΩ (x)
K◦Ω,σ (x) = T (x), SΩ(x) = {σ ∈ S(x) : K◦Ω,σ (x) 6= {0}}. (15)
The inclusionK◦Ω,σ (x) ⊆ K◦σ (x) immediately yields the following corollary of Theorem 3.3.
Corollary 5.1. Let x ∈ ∂Ω ∩H such that (12) holds, and z = |ρ(x)|. Then f ◦(x; ·) is linear over K◦Ω,σ (x) for each σ ∈ SΩ(x).
The theorem below states the desired sufficient conditions for stationarity. For sake of brevity we omit the proof, which
proceeds as in Theorem 4.1, using (15) and Corollary 5.1
Theorem 5.1. Let x ∈ ∂Ω ∩ H be given such that (12) holds and ΓΩ(x) = ⋃σ∈SΩ (x) GΩ,σ (x), where GΩ,σ (x) is a set of
generators for K◦Ω,σ (x). If f ◦(x; d) ≥ 0 for all d ∈ ΓΩ(x), then x is a stationary point.
2 We recall from [3] that an infinite subsequence of iterates {xk}k∈K is said a refining subsequence if {∆k}k∈K tends to zero and each xk is a mesh local
optimizer; i.e., f (xk) ≤ f (x) for each trial point x visited during the iteration k.
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Problem (14) is technically more difficult than (1) because, at each iteration, the poll directions must be properly chosen,
with respect to the geometry of bothH and ∂Ω near the current iterate. This can be attained by combining our approach
to handle the nonsmoothness, with the one of Lewis and Torczon to handle linear constraints [17].
Given x ∈ Ω and  > 0 we introduce the set IΩ(x, ) = {i : |cTi x − hi| ≤ ‖ci‖} and the -tangent cone
T(x) = {d ∈ Rn : cTi d ≤ 0 for all i ∈ IΩ(x, )}. Following Lewis and Torczon [17], we say that a set of directions
conforms to the geometry of the constraints near x when it includes generators for all of the cones T(x),  ∈ [0, δ], for
some δ > 0. Now, given η > 0, let us suppose IH (x, η) 6= ∅ and consider the cone K◦,σ (x, η) = K◦σ (x, η) ∩ T(x)
with σ ∈ S(x, η) = {σ ∈ S(x, η) : K◦,σ (x, η) 6= {0}}. Let G,σ (x, η) be a set of generators for K◦,σ (x, η). Since⋃
σ∈S (x,η)K
◦
,σ (x) = T(x), the set
⋃
σ∈S (x,η) G,σ (x, η) is a set of generators for T(x) and
Γ (x, η, δ) =
⋃
σ∈S (x,η),∈[0,δ]
G,σ (x, η) (16)
conforms to the geometry of ∂Ω near x; moreover, from the arguments developed in the previous section, Γ (x, η, δ)
conforms to the portion ofH near x as well.
This suggests the following strategy to choose Γk. Once IH (xk, η) and IΩ(xk, δ) have been computed, four different
situations may occur:
(i) IΩ(xk, δ) = IH (xk, η) = ∅: xk is far enough from bothH and ∂Ω , and we take Γk = B, where B is any rational positive
basis of Rn;
(ii) IΩ(xk, δ) = ∅ and IH (xk, η) 6= ∅: xk is far enough from ∂Ω but not fromH , and we take Γk = Γ (xk, η) as described
in the previous section;
(iii) IΩ(xk, δ) 6= ∅ and IH (xk, η) = ∅: xk is far enough fromH but not from ∂Ω , and we take Γk as suggested in [17];
(iv) IΩ(xk, δ) 6= ∅ and IH (xk, η) 6= ∅: we take Γk = Γ (xk, η, δ), as defined in (16).
The convergence properties that can be derived from this choice of the poll directions are now stated.
Theorem 5.2. Assume that A ∈ Qn×m, C ∈ Qn×p, and (12) holds for all x ∈ H ∩Ω . If all search and poll directions belong to a
finite subset of Qn, x0 is feasible, and the sequence {xk} lies in a compact set, then {xk} admits a limit point which is stationary.
Proof. The existence of at least one refining subsequence {xk}k∈K converging to some xˆ ∈ Ω follows from [3, Theorem 3.6].
If either xˆ 6∈ H , or xˆ ∈ H but xˆ 6∈ ∂Ω , the stationarity of xˆ is proved in [3, Theorem 3.14] and Theorem 4.2, respectively.
Therefore, we need only to consider the case in which xˆ ∈ ∂Ω ∩ H . As in Theorem 4.2, there exists an infinite subset of
indices K¯ ⊆ K such that, for k ∈ K¯ , IH (xk, η) = I¯ ⊇ IH (xˆ), S(xk, η) = S¯ and K◦σ¯ (xk, η) = K¯◦σ¯ , σ ∈ S¯. Moreover, for
sufficiently large k ∈ K¯ and sufficiently small  ∈ [0, δ], we have T(xk) = T (xˆ) and then
K◦,σ¯ (x
k, η) = K◦σ¯ (xk, η) ∩ T(xk) = K¯◦σ¯ ∩ T (xˆ)
for σ¯ ∈ S¯Ω = {σ¯ ∈ S¯ : K¯◦σ¯ ∩ T (xˆ) 6= {0}}. Hence Γk includes a constant set Γ¯ of feasible directions made up of generators
for K¯◦σ¯ ∩ T (xˆ), σ¯ ∈ S¯Ω . So, we can invoke [3, Theorem 3.7] to conclude that f ◦(xˆ; d) ≥ 0 for all d ∈ Γ¯ .
Let σ ∈ SΩ(xˆ). It is easily seen that K◦Ω,σ (xˆ) is the union of the cones K¯◦σ¯ ∩ T (xˆ) with σ¯ ∈ S¯ such that σ¯i = σi, i =
1, . . . , l(xˆ). Therefore, since Γ¯ comprises generators for all such cones, it also includes a setΓΩ(xˆ) of generators forK◦Ω,σ (xˆ).
Then by Theorem 5.1 xˆ is a stationary point. 
6. Construction of the poll directions
The main practical issue to be discussed is the construction of the poll directions. We consider first the most technical
case, where for given x, η and δ we have to compute the set Γ (x, η, δ).
Consider the matrix M = [A(x, η))(C(x, δ)], where the columns of C(x, δ) = [c1 . . . cr(x,δ)] are the normals to the δ-
active constraints at x. IfM has full column rank, a simple procedure to obtain Γ (x, η, δ) is available. Indeed, let V+(M) be
a positive basis for N(MT) andW(M) = {w1, . . . , wl(x,η)+r(x,δ)} be the set of the columns of the matrixW = −M(MTM)−1.
Then by [17, Proposition 8.2] the set
Γ˜ (M) = W(M) ∪ −W(M) ∪ V+(M) (17)
includes a set of generators for all of the cones K◦,+(x) = K◦+(x, η) ∩ T(x),  ∈ [0, δ], where K+(x, η) =
〈a1, a2, . . . , al(x,η)〉+. It is also easily seen that Γ˜ (M) comprises generators for K◦,σ (x, η) = K◦σ (x, η) ∩ T(x), for each
 ∈ [0, δ] and σ ∈ S(x, η). Indeed, defining Mσ = [A(x, η)Σ)(C(x, δ)] with Σ = diag(σ1, . . . , σl(x,η)), it is sufficient to
observe that V+(M) is a positive basis also for N(MTσ ) and that
Wσ = −Mσ (MTσMσ )−1 = Wdiag(Σ−1, Ir(x,δ))
= [σ1w1 . . . σl(x,η)wl(x,η))(wl(x,η)+1 . . . wl(x,η)+r(x,δ)].
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We can conclude that Γ˜ (M) includes a set Γ (x, η, δ) as defined in (16). Notice that if x ∈ ∂Ω , then Γ˜ (M) also contains
some infeasible directions. However, because we use the ‘‘barrier’’ approach, infeasible points will not be evaluated, and so
this is not an issue.
The construction of Γ (x, η, δ) is much more complicated when M does not have full column rank. The computation of
generators of polar cones in degenerate cases has been considered in previous work (see [1,14,15]). One possible approach,
which uses a result of [19], is based on the identification of the familyM of the full column rank (sub)matrices made up of
maximal linearly independent subsets of columns ofM . Thenwe can construct a set Γˆ (M)which includes a set of generators
forK◦,+(x),  ∈ [0, δ], by applying (17) to any Mˆ ∈ M and taking the union overM; that is, Γˆ (M) =
⋃
Mˆ∈M Γ˜ (Mˆ). Since
the signs in the first l(x, η) columns ofMσ can be treated as above, we can conclude that Γˆ (M) ⊇ Γ (x, η, δ). Obviously, the
implementation of this idea involves the enumeration of all possible Mˆ ∈ M; in order to reduce the overall computational
cost, some ideas developed in [1] or the vertex enumeration scheme [4,5] suggested in [14,15] could be applied.
If IΩ(x, δ) = ∅, we can still use the previous construction with M = A(x, η). In this case Γ˜ (M) coincides with a
set Γ (x, η) as defined in (13); if M is column rank deficient, Γˆ (M) ⊇ Γ (x, η). Analogously, if IH (x, η) = ∅, we define
M = C(x, δ); this reduces to the ideas developed in previous works on linearly constrained problems (see [1,14]).
7. Numerical results
In this section we report on some numerical experiments performed in the MATLAB environment. Since the aim of the
experiments is just to show that our approach allows us to cope with highly structured nonsmoothness loci, we did not try
to tune any specific strategy or parameter. For this reason, we always used empty SEARCH steps and full rank matrices
Mk = [A(xk, η))(C(xk, δ)], possibly Mk = A(xk, η) or Mk = C(xk, δ), according to circumstances; furthermore, in all
experiments we fixed δ = η. Below, we give some details of our algorithmic choices.
POLL step
Given xk and η, we use the classical poll directions set Γk = [I)(−I], whenever IH (xk, η) = IΩ(xk, η) = ∅. If IH (xk, η)
and/or IΩ(xk, η) are not empty, we use the SVD to compute rank(Mk) and – in the case of full column rank – a basis V for
N(MTk ) and the set W of the columns of −Mk(MTkMk)−1; then, we use the poll directions set Γk = W ∪ −W ∪ V+, with
V+ = V ∪ −V . All vectors in Γk are normalized with respect to the∞-norm. If Mk is column rank deficient, we adopt
the backtracking strategy suggested in [14] to find a proper value for η: in practice, η is (repeatedly) reduced by a factor γ
until the cardinality of IH (xk, η) and/or IΩ(xk, η) is decreased and Mk has full rank. The procedure is stopped and failure is
declared if η falls below a fixed threshold value. The initial value for η, the reduction factor, and the threshold value used in
the experiments are 0.25, 0.25 and 10−12, respectively.
The POLL step can perform complete polling or opportunistic polling (referred to as the strong and weak exploratory
moves, respectively, in the original paper on GPS [22]). In the complete polling, all of the trial points in Pk = {xk +∆kd, d ∈
Γk} are visited; if ξ ∈ Pk exists such that f (ξ) = minx∈Pk f (x) < f (xk), then we set xk+1 = ξ ; otherwise, we set xk+1 = xk.
In the opportunistic polling, the POLL step terminates as soon as an improved trial point in Pk is detected and accepts this
point as the new iterate. We can observe that, for unconstrained problems, the complete polling strategy always requires 2n
functions evaluations per iteration; some evaluations are saved in the constrained case because of the ‘‘barrier’’ approach.
The cost of the opportunistic strategy is variable instead (≤ 2n function evaluations per iteration), both for unconstrained
and constrained problems.
Step length update and stopping criterion
The initial value of the step length is ∆0 = 1. Whenever xk+1 = xk, we set ∆k+1 = ∆k/8. Instead, if the POLL step
is successful and xk+1 6= xk, the step length is doubled unless either the previous iteration was unsuccessful or the poll
set is the same for five or more consecutive iterations; in such cases, we set ∆k+1 = ∆k. The execution is stopped when
∆k ≤ 10−10(‖xk‖ + 1).
In the tables below, the following symbols are used: It is the number of performed iterations; Eax = ‖xIt− x∗‖, where
x∗ is the known solution; Eaf = |f (xIt)− f (x∗)|; Erx = ‖xIt−x∗‖/‖x∗‖; Erf = |f (xIt)− f (x∗)|/|f (x∗)|; Nfe is the number
of function evaluations.
Example 7.1. Consider the problem 86 in the Hock–Schittkowski collection [12]: minimize g(x) = eTx+ dTx3 + xTBx over
Ω = {x ∈ R5 : ATx ≥ b, x ≥ 0}, where the power x3 is intended to be a componentwise operation, A ∈ R5×10, and b ∈ R10.
All data e, d, C, A, b can be found in [12], along with the solution x∗ = (0.3, 0.33346761, 0.4, 0.42831010, 0.22396487)T,
which gives g(x∗) = −32.348679048 and aTj x∗ − bj = 0 for j = 3, 5, 6, 9. By using the `1-penalty approach with penalty
parameter µ > 0, the problem can be rewritten as
min
x≥0 f (x), with f (x) = g(x)+ 0.5µ
(
‖ATx− b‖1 −
10∑
j=1
(aTj x− bj)
)
. (18)
We solved problem (18) by our GPS algorithm for several large values of µ and several starting points. In all cases, we
obtained the solution x∗ up to seven significant digits. In Table 1, we show some results obtained with µ = 102. Since the
backtracking strategy to reduce ηwas often activated for this problem, we also show in the table the final value of η denoted
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Table 1
Results for the bound constrained problem (18).
x0 complete polling opportunistic polling
It Nfe ηfin It Nfe ηfin
(1, 1, 1, 1, 1)T 190 1860 6.3e−2 163 1165 6.3e−2
(1.1, 0, 0, 0, 0)T 159 1522 6.3e−2 219 1487 1.6e−2
0.3× (1, 1, 1, 1, 1)T 173 1712 6.3e−2 186 1387 6.3e−2
10× (1, 1, 1, 1, 1)T 152 1435 6.3e−2 183 1260 6.3e−2
(1, 2, 3, 4, 5)T 183 1757 6.3e−2 197 1453 6.3e−2
(0, 0, 0, 0, 0.2)T 152 1477 1.6e−2 171 1291 1.6e−2
(1e−6, 0, 0, 0, 0)T 283 2691 9.5e−7 191 1270 1.6e−2
(1e−3, 0, 0, 0, 0)T 184 1722 9.8e−4 222 1556 1.6e−2
1e−6× (1, 1, 1, 1, 1)T 240 2368 9.5e−7 193 1335 1.6e−2
Table 2
Results for the unconstrained and constrained McKinnon function (19).
x0 Unconstrained problem Constrained problem
It Erx Erf Nfe It Erx Erf Nfe
(0, 0)T 15 0 0 61 15 0 0 56
(−2, 3)T 20 0 0 68 20 0 0 61
(−0.21, 1.23)T 63 6.6e−9 2.2e−8 203 61 6.6e−9 2.2e−8 181
(0.05, 2.9)T 69 1.2e−8 1.1e−8 223 69 1.2e−8 1.1e−8 210
(0, 1.3)T 38 6.0e−9 0 129 38 6.0e−9 0 120
(0.1, 3)T 48 7.5e−10 2.2e−8 160 48 7.5e−10 2.2e−8 149
(−2, 1.7)T 44 6.0e−9 0 144 39 6.0e−9 0 118
(−1, 2.3)T 38 6.0e−9 0 126 38 6.0e−9 0 114
(1e−6, 0)T 27 4.5e−10 1.4e−8 97 27 4.5e−10 1.4e−8 92
by ηfin. For each starting point, we used both the complete polling strategy, and the opportunistic one. The table shows that
the former generally requires fewer iterations than the latter, but the number of function evaluations is often higher.
Observe that the traditional coordinate search GPS method, which moves along the coordinate directions to take
account of the nonnegativity constraints, fails to converge to a stationary point for all starting points of Table 1. For
example, when starting from x0 = (1, 1, 1, 1, 1)T, the method converges to a point of nondifferentiability xˆ '
(0.2999878, 0.2758547, 0.3999939, 0.4328492, 0.4107748)T, which is not stationary. Indeed, aTj xˆ − bj = 0 for j = 5, 6
and f ◦(xˆ; d) ' −2.6× 103 for d = (−0.9, 0,−0.4, 0, 0.2)T.
In next Examples 7.2 and 7.3, we only report results obtained by the opportunistic polling strategy, which was generally
more efficient than complete polling.
Example 7.2. Let us consider the McKinnon function [18]
f (x) :=
{
θφ|x1|τ + x2 + x22 if x1 ≤ 0
θ |x1|τ + x2 + x22 if x1 > 0
with τ = 1, θ = 15 and φ = 10, which is not differentiable on the line x1 = 0. Easy calculations show that f belongs to the
class (1); namely,
f (x) = x2 + x22 + 0.5θ(1− φ)x1 + 0.5θ(1+ φ)|x1|. (19)
For this function we considered the unconstrained minimization problem and a box constrained version, with bounds
−2 ≤ x1 ≤ 0.1 and −3 ≤ x2 ≤ 3. In both cases, the minimizer is x∗ = (0,−0.5)T. Fig. 2 shows the level sets and the
feasible region. Looking at the figure, we see that the descent direction cones for f at points of nondifferentiability become
more andmore narrow as x approaches x∗. This implies that standardGPSmethods can stall at (in fact, converge to) points on
the x2-axis, if they are not provided with suitable poll directions. To illustrate this point, we tried to solve the unconstrained
problem by the Evolutionary Operation method of G.E.P. Box (see [22]), which moves along the bisecting lines. As expected,
this method failed to converge to x∗ for all starting points. For example, starting from the point of nondifferentiability
x0 = (0, 1.3)T, themethod generated a sequence {xk}with xk = x0 for all k; starting from x0 = (0.1, 3)T, which is far from the
line of nondifferentiability, it stalled at the point (3.7e−10, 3.05)T without reaching x∗; and so on. These phenomena never
occurred with our choice of the poll directions. The results obtained with various starting points for both the unconstrained
and the constrained problem are given in Table 2.
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Fig. 2. Level sets and feasible region for Example 7.2.
Fig. 3. Level sets and feasible region for Example 7.3.
Example 7.3. This is a classical test problem for unconstrained nonsmooth optimization due to Bertsekas [6]. The objective
function is
f (x) =
(
1+
n∑
j=1
j|xj|
)2
, (20)
which attains its minimum at x∗ = (0, . . . , 0)T. In Table 3 we show the results obtained starting from points of the form
x0 = √n (1, . . . , 1)T for several values of n and . The table shows that, in all cases, the problemwas successfully solved. For
n = 2, we also considered a constrained version of this problemwithΩ = {x ∈ R2 : 1 ≤ x1− x2 ≤ 3, 1.5 ≤ x1+ x2 ≤ 3.5}.
The level sets and the constraints are shown in Fig. 3; the solution, marked by ∗, is x∗ = (1.5, 0)T, which lies on the
intersection betweens the line of nondifferentiability x2 = 0 and ∂Ω . The results for this constrained problem are given
in Table 4, where several feasible starting points are considered.
8. Conclusions
Wehave proposed aGPSmethod for a class of nonsmoothunconstrained and linearly constrained optimization problems,
where the nonsmoothness locus is (included in) the union of known hyperplanes. Convergence to stationary points is
ensured under mild assumptions, despite the search being restricted to a finite set of directions. Numerical experiments
show that the method performs well. It actually generates sequences that converge to stationary points, no matter how
C. Bogani et al. / Journal of Computational and Applied Mathematics 229 (2009) 283–293 293
Table 3
Results for the unconstrained Bertsekas function (20).
n  It Eax Eaf Nfe
5 0.01 68 1.7e−10 2.3e−9 219
1 119 5.8e−13 7.7e−12 681
100 138 5.8e−11 7.7e−10 889
10 0.01 183 9.7e−11 3.4e−9 2187
1 185 9.5e−11 3.3e−9 1844
100 320 4.0e−11 1.4e−9 3665
15 0.01 323 1.1e−10 7.1e−9 6505
1 319 3.0e−10 1.8e−8 6143
100 453 2.2e−10 1.4e−8 8524
20 0.01 388 1.7e−10 1.6e−8 6905
1 427 5.2e−10 5.0e−8 8783
100 497 5.8e−11 5.4e−9 9078
Table 4
Results for the constrained Bertsekas function (20).
x0 It Erx Erf Nfe
(2, 0)T 15 1.8e−17 0 41
(2.25, 1.25)T 13 1.5e−16 0 34
(1.8, 0)T 42 7.4e−10 8.9e−10 94
(2.1,−0.17)T 68 2.5e−10 4.2e−10 143
(2.25, 1.18)T 87 2.0e−10 4.8e−10 177
(3.21, 0.24)T 74 6.6e−10 1.1e−9 153
(1.25, 0.25)T 13 0 0 38
(3, 0.1)T 72 3.2e−10 5.2e−10 150
(1.78,−0.19)T 67 1.2e−9 1.2e−9 137
the initial guess x0 is chosen. Moreover, convergence is attained even when the cones of descent directions are narrow. In
general, this situation can prevent standard GPS methods from converging to stationary points, while it does not create
difficulties for our method.
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