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1. STATEMENT OF THE PROBLEM AND 
DEDUCTION OF THE INTEGRAL EQUATION 
We consider the problem of diffraction by a nonhomogeneous cylindrical body of an H-polarized 
plane wave propagating orthogonally to the cylinder's axis. To model the problem, we use an in- 
tegral equation for the vector of the electric field. In the case of E-polarization, a similar equation 
over the cross-section of the cylinder can be easily obtained and is often used for modelling [1]. 
Problems of H-polarization are less investigated for the reason that integral equations for the 
scalar potential are charged (i.e., they contain both a two-dimensional integral and an integral 
over the boundary); noncharged equations can only be deducted for the vector of the electric 
field. Let us obtain the integral equation used in the method we describe. 
Let us start with Maxwell's equations as follows: 
ro tH  = - iw¢0E +j  + j(0), (1) 
rot E = iwpoH, 
where j = -iw(s- ¢o)E is the polarization current, j(0) corresponds to exciting sources, and time 
dependence is exp(- iwt) .  The following representation for the electric field holds: 
E = k~l-I + grad div Yi, k0 = wv/~#0, (2) 
where Hertz vector II can be represented as 
H(x ) -  iw~01 J/s G(koR)(j(y)+j(°)(y)) dy. (3) 
0898-1221/00/$ - see front matter (~) 2000 Elsevier Science Ltd. All rights reserved. Typeset by ~4~¢S-TEX 
PIh S0898-1221 (00)00245-5 
1364 A.S .  ILINSKI et al. 
Here x = (Xl,X2), y = (Yl,Y2), R = Ix-  yh and S _D suppj(x); G(koR) = (i/4)H(oZ)(koR) is the 
fundamental solution of Helmholtz equation that corresponds to the chosen time dependence. 
Substituting (3) in (2), we obtain the following well-known integrodifferential equation for the 
full electric field in the domain S of nonhomogeneity: 
E(x) = E(°)(x) + k~ fs (c(Y) - l) Co 
+graddiv fs  \(c(Y)co - 1) G(koR)E(y)dy. 
(4) 
Here c(y) is the dielectric permittivity function in the domain S of nonhomogeneity, and E (°) (x) is 
either a field of the exciting plane wave or a field created by the current j(0)(x) in a homogeneous 
space characterized by parameters c0, #0. 
Let us evaluate in (4) operation grad div for x E S under a simplifying assumption that the 
function c(x) is smooth over some neighborhood of the point x. Let K~ be a circle of rather 
small radius 5 centered at the point x. Obviously, 
= grad/K~ 
graddiv fs \(c(Y)co - 1) G(koR)E(y)dy 
divx (G (koR) f(y)) dy + [ (f(y), V~) ~7~G (koR) dy, 
Js 
(5) 
where 
f(Y) = {Sl(Y),I2(Y)} = ~ (c(y) _ 1) \ E(y), 
\ Co / 
equality grad xdiv~ G(koR)E(y) = (E(y), V~)VxG(koR) can be checked immediately. 
Transform the first integral in the right-hand side of (5) by the Gauss formula 
fg fK aG(x,y) fK aG(x,y) dy divz (G (koR) f(y)) dy = ~ fl(y)--Oxl dy + ~ f2(Y) Oz----~ 
= -/~: divy(G(koR) f (y))dy+/K a(koR)divf(y)dy 
=-£ a(koR)Sn(~)el +f~ a(koR)dive(~)e~, 
(6) 
where E~ is the boundary of K~, and fn(Y) denotes the projection of f(y) on an external normal n. 
Using operation gradx, we obtain 
f 
grad~ ] div~ (G (koR) f(y)) dy 
JK~ 
= - / /~(y)grad~G(k0R) dl + / divf(~), grad~G(k0R) dy. 
Jy E~ Jg 
The last term is infinitesimal s 5 ~ 0. It is easy to see, using asymptotics ofHankel's functions, 
that the first integral in the right-hand side of the last formula converges to -(1/2)f(x) as 5 --+ 0. 
Thus, the integral equation finally has the following form: 
.(x) + 0 
-V.p. Jfs \ (~(y)eO -1)<E(y),Vz)~TxG(koR)dy=E(°)(x), 
(7) 
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where x is the point of continuousness of ~'(x). On lines of discontinuity of ~'(x), the condition 
of continuity for the tangential components of the electric field vector holds. The operator of the 
integral equation is considered as the operator mapping L2(S) to itself to provide equivalence 
of (7) and the original problem [2,3]. 
2. METHOD AND ALGORITHM 
FOR SOLVING THE PROBLEM 
To find an approximate numerical solution, integral equations are reduced in general to a linear 
set of algebraic equations in values of unknown functions at selected nodes (collocation method) 
or expansion coefficients by some basis functions (projection methods). Consider the former 
approach noting that the problems described below take place for projection methods as well. 
Let N be the number of the node points in S. Then, vector integral equation (7) can be 
approximated by a 2N-dimensional linear set. It takes around (2N) 3 mathematical operations 
if solving this by direct methods such as the Gauss method. Also, it is necessary to keep a 
2N × 2N-dimensional complex matrix in the computer memory. For instance, if the number 
of node points N = 1000 (the resonance case), then the size of the allocated memory will be 
around 50 megabytes; calculations with a computer carrying out million operations per second 
will take a lot of hours. These values grow very much as N increases, o the use of a more powerful 
computing devices does not solve the problem in principle. The use of iterative methods under a 
condition of plausible convergence enables us to reduce ssentially both volumes of computations 
and dimensions of the allocated memory (in this case, it is necessary to keep in memory only 
different elements of the system). 
Iterative methods have been used in the last years for solving problems of electrodynamics in 
a number of works [4,5]. Generally, the conjugate gradient method and its variations have been 
used. In this case, convergence speed decreases as the dimension of the linear system grows so 
the number of iterations reaches rather large values 300-500 for a lot of problems. In the present 
work, we use the iterative minimum discrepancy method and its generalization [6]. According to 
computer samples of using these methods, the speed of convergence of iterations does not depend 
on the system dimension, in fact, and is defined only by the physical character of the problem. 
Consider the general equation 
~iu = f. (s) 
Here u, f are elements of Hilbert space H, and A is a linear continuous operator acting in this 
space. Define a sequence un, n = 0, 1 , . . . ,  by the following formulas: 
un+l = un - rnr~, r~ = 2u~ - - / ,  (9) 
(10/ 
where (-, .) denotes a scalar product in H. 
The following statement has been proved [3]: if for any u E H 
(Au, u I > po(u,u), po > o, (11) 
then solution (8) exists and is unique in H, the norm of the inverse operator 3 -1  satisfies the 
bound ~-1 < 1 
P0 
and iterations (9),(10) converge to the solution of (8) for an arbitrary initial approximation 
u0 E H. Analogously [7], it can be proved using integral relations of Poynting's theorem that 
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inequality (7) holds for the operator of integral equation (7) in the space of square integrable 
vector functions L2(S). 
One of the main questions of a numerical realization of the minimum discrepancy method is 
the number of iterations necessary to perform in order to reach a given precision. The following 
iterative procedure generalizes the minimum discrepancy method (9),(10): 
r (0) ~ rn = -~Un -- f, u~ ) = un,  
r °) 1 = 1, n , 
Vl = _( l -1)  l -1  
'rn -- E ~lkvk' l > l, 
k=l  
, Arn ] 
f l vk  2 , r l  = Avz  2 
U(n/) ---~ U(n/-1)_ Tl?Jl, r(/) _ - - ? . ( / -1 )_  Tl2~Vl ' 
Un+l = U(n m), n = 0, 1 , . . . .  
(12) 
(13) 
(14) 
(17) 
Here E~ °) (p), 1 -- 1, 2, are the Cartesian components ofthe vector function E (°) at the node point 
x(p), matrix .4 is compiled with blocks and can be represented as 
2~= ~)__ /ZB11 B~12~ j~lrn_~ {Blm(p,q) Ip, q :x(p),x(q) E S}  
\/~21 B22 ) ' 
( ) 1 (c'(p) + 1) 2 
Au =- -- - E E Blm(p,q)umq = E~°)(p), lp 2 \ c'(p) 1 Ulp q: m=l  
x(q)eg 
p: x(p) E S, 1 = 1, 2. 
Iterative procedure (12)-(16), which could be named as multistep minimum discrepancy method, 
converges to the solution of (8) under condition (11). As it is shown in Section 3, higher values 
of m provide faster convergence. Hereafter, we will call the number of multiplying system matrix 
by vector the number of iterations. 
We use the collocation method to reduce integral equation (7) to a linear system. Introduce in 
the Cartesian coordinate system Xl, x2 the grid ~h = {x(p), p = (Pl,P2), x(p) = (xl(Pl), x2(P2)), 
xk(pk) : (Pk + 0.5)h, Pk -= 0 , . . . ,  Nk - 1, k -- 1, 2} so that the domain S is entirely encompassed 
by the rectangle H {(0,0), (Nlh,0), (0, N2h), (Nlh, N2h)}. Thus, rectangle H is compiled with 
blocks lip, p = (Pl,P2), pl = 0 , . . . ,  N1 - 1, P2 = 0, . . . ,  N2 - 1. Choice of the grid is determined 
by the configuration of S and also by the requirement that the desired solution, the external 
field E (°) and the function z(x), vary a little over each block. To approximate the function of 
relative dielectric permittivity #(x), we introduce a discrete argument function ~'(p), 
~'(p) = 1 + ~p (~' (x(p)) - 1), 
(7 (S A lip) where or(Q) is the area of Q. 
OLp --  h2 , 
Note that due to such approximation ofthe function #(x), an arbitrary cross-section S is replaced 
with a union of k blocks Hp, k _~ N1N2. Denote the resulting domain as S, 
S= U ii,. 
We introduce a vector of unknown values u = {ul, u2}, where ul = {Ulp = (#(p) - 1)El(x(p)) I 
p : x(p) E S}, 1 = 1, 2. Then, integral equation (7) can be approximated by the following finite 
set of linear equations: 
(15) 
(16) 
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and/ )  is a corresponding diagonal matrix. According to (7), values of Blm(p, q) are defined by 
the following formulas (p ~ q): 
B~m(p,q) = 51mk2G(koRpq) h 2+Glm(x(p),y(q))h 2, l,m = 1,2, (18) 
where Rpq = Ix(p) - y(q)h 5ira is the Kronecker delta. The values Gtm in (18) correspond to 
derivatives of G(koR) and are determined by the following formulas: 
Cll/X / 2,, ( )2 = koG (koR) xl - yl + ko G' (koR) 
R 
G' (koR) 
+ ko R 
1 (zl 
(1- ( ~y)2)x2  
G12(x, y) : k2G 'z (koR) (xl - Yl)R 2(x2 - Y2) - koG' (koR) (xl - Yl)R 3(x2 - Y2) 
(19) 
Here G'(koR), G"(koR) denote the derivatives of G(koR) with respect o one's argument; hey 
are determined by the recurrence relations for Bessel's functions, 
_ i  HO) G'(koR) = 4 1 (koR), 
i Tj(1 ) i---~-H(1) (koR) G" (koR) = --~*'o (koR) + 4koR 1 
(20) 
Thus, formulas (18)-(20) define elements of the arrays Btm(p,q), 1, m = 1,2, p,q : x(p) E S, 
x(q) e S, p ~ q. 
Consider the case of p = q. Seeing explicit notation for the derivatives of the Green's function, 
we conclude that the coefficients B~m(p,p), 1~ m, are zero. As 1 = m, corresponding elements 
are put on the matrix diagonal and have the form 
1 (¢'(p) +~)  
Azl(p,p) = -~ \¢ , (p ) -  -Bu(p,p), 
where Blt(p,p) =V.p. ~ (k2G(koR) +Gtz(x(p),y)) dy, R= Ix(p)-y l .  
P 
(21) 
Note that Bn(p,p) = B22(p,p) since lip is a square. We use the fact that 
A G (koR) + k~G (koR) = 0, for R ~ 0. 
Replacing square lip with circle Sp of some radius A whose center is at the point x(p), let 
us introduce the polar coordinate system (p,~) centered at the same point. Using (19), we 
evaluate (21) 
Bu(p,p) = lim d~ p k~G (kop) + (kop) cos 2 ~ + koG' (kop) dp 
e--*+O 
fo ( l oa(kop) A A 02G (kop) + = 7ok 2 pG(kop) dp+ r ~n~o p Op 2 p Op 
A 
= f pa (kop) dp. 
- - + k20 G (kop)) dp 
Choose radius A so that the area of circle Sp equals, for instance, h 2. Evaluate the resulting 
integral using the expansion of Hankel function at zero. Since the coefficients Blm(p, q), p ~ q, 
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are proportional to h 2, it is reasonable to calculate coefficient Bu(p,p) with the same precision. 
Finally, we have the following expression for the diagonal matrix elements: 
1 (~'(P)+I)  - (kOh'~2 (2  1 koh'~ 
Au(p,p)= ~ \e ' (p ) - - i  \2v~)  " -C+~- ln~- -~] ,  
where C = 0.57721566... is Euler's constant. 
(22) 
Without loss of generality, we will assume hereafter that S = H; i.e., indexes Pk may be equal 
to 0 , . . . ,  Nk - 1, k = 1, 2. We conclude from (18),(19) that elements of the arrays {Btm(p, q)} 
satisfy the following symmetrical relations: 
where 
Blm(p, q) = Bml(p, q), 
Blm (P, q) = sign (Pl - ql ) sign (Pro - qm )Blm (Po, q') , 
Bu (Po, q) = B22 (Po, q"), 
Po = (0,0), q'= (Iqi -P l ] ,  Iq2 - P2I), q'= (q2,ql) - 
(23) 
The last relation holds as 0 _< qk < N(1) -- min(N1,N2), k = 1,2. It is clear from (23) that 
3N1N2 - (N(1)) 2 memory units are enough to keep the arrays/~lm. 
The foundation of the numerical algorithm (17) based on use of the iterative minimum dis- 
crepancy method consists of calculations of expressions (.4v)pt, i.e., multiplications of the system 
matrix by arbitrary vectors. The most time is spent when obtaining sums of the form 
2 N I - I  N2-1 
Vm(Pl'P2)= E E E Bmn(Pl-ql,P2-q2)Vnq. 
n=l  ql=0 q~=0 
(24) 
Here, the functions Bmn(Pl, P2) of discrete argument are defined for such Pl, P2 that - (N1 - 1) < 
pl < (N1 - 1), - (N2 - 1) < p2 _< (N2 - 1). Using (24) to compute Vm for all p such that x(p) E H, 
the number of mathematical operations necessary equals 4(N1N2) 2. In order to decrease the 
number of operations when calculating (24), let us apply the discrete Fourier transform. 
Let H2 be a rectangle {(0, 0), (2Nlh, 0), (0, 2N2h), (2Nlh, 2N2h)} which encompasses rectan- 
gle H. Continue the functions Bmn(Pl,p2) of discrete argument to all whole values of Pl and P2, 
putting them periodically with respect o each variable with periods 2N1 and 2N2, 
Bmn (Pl::k2Nl,P2):Bmn (Pl,P2), 
Bmn (Pl,P2 ± 2N2) =Bmn (Pl,P2)' 
(25) 
Define the functions Bm~(pl,p2) zero at the points 
Brnn (Pl,  N2) = 0, Bmn(Nl ,P2 ) = O, 
where Pl, P2 are arbitrary whole numbers. 
Define the vector v zero at each node point of H2 that does not belong to H. Write the 
expression 
2 2N1-1 2N2-1 
Z Bmn(pl-ql,p2-q lv q. (26) 
n=l  ql=0 q2=0 
It is clear that Vm(Pl ,P2) calculated by (26) equals the value of (24) for each p such that x(p) E H. 
Now the discrete argument function V~(pl,p2) is defined by (26) for all p. 
Consider a discrete argument function f(Pl,P2) that is defined at the node points of the rect- 
angle 1-i2. It is bounded with a discrete argument function ](qx, q2) (q : x(q) ~ H2), that is the 
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discrete Fourier transform of f (Pl, P2), as follows: 
2N1-1 2N2-1 
/ (q l  q2)= Z Z f(Pl'p2) Wmqlw'P2q2 1 2 
pl=O p,~=O 
1 2Na-i 2N2-I 
f (Pl ,P2)-  4N, N2 Z ~ /(ql'q2) W~mq'w2P2q2" 
ql =0 q,~ =0 
Here, 
(27) 
(28) 
W1 =exp ~ , W2=exp z . 
We conclude from (27) and (28) that we have to perform ,-~ 8N1N2(N1 + N2) mathematical 
operations in order to compute the two-dimensional direct or inverse Fourier transform, because 
computations (27) or (28) are fulfilled first with one coordinate and then with the other. Per- 
forming the discrete Fourier transform (27) on both sides of (26), we obtain 
2 
9m (ql, q2) = (ql, q2) (ql, q: x(q) e (29) 
n=l  
Now applying the inverse discrete Fourier transform (28) to the function Vm(ql, q2), we obtain 
desired values of Vm(pl, P2). 
Fourier images {Bm,~(ql, 2)} should be calculated only once for a given grid, therefore, most 
of the time necessary to calculate Vm(pl,p2),p : x(p) C H, is spent on direct and inverse discrete 
Fourier transforms. Note that components Vmp are nonzero nly if x(p) E H. On the other hand, 
values of Vm (Pl, P2) are calculated only at the node points of H. We obtain thus from (27) and (28) 
that the number of mathematical operations required to compute Vm(Pl,P2), p : x(p) C H, is 
estimated by the formula 
T~ UO)U (2) (N (21 + 2N(11). (30) 
Here N (1) , N (2) are the numbers N1, N2 ordered in ascent. In fact, calculations may be performed 
in any order of priority when finding Fourier transforms by (27),(28). Therefore, the sequence 
above takes the least number of mathematical operations. 
The number of mathematical operations per one iteration has the following character if using 
the fast discrete Fourier transform algorithm: 
TF '~ N(1)N (2) ( lnN (2) + 21nN(1)) . (31) 
Note that if domain S is not rectangular, the only change of the described algorithm of multipli- 
cation matrix by vector is to set zero components of the vector v that correspond to the points 
x(p) e n \ 3. 
3. APPL ICAT ION OF  MULT ISTEP  
MIN IMUM DISCREPANCY METHOD 
By combining expressions for any two successive iterations (12)-(16) in the case of m = 1, we 
arrive at the following formula 
hn+2 = hn - (Tn ÷ Tn+l) fi, hn + Tn'rn+1,42h,~. 
It is obvious that the pair of ~-n + Tn+l and -znT~+l generally does not define the orthogonal 
projection of h~ to the span of ,4h~, _A2h~. Therefore, the use of iterations (12)-(16) with m > 1 
provides better convergence than m successive iterations of (9),(10). However, large values of 
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m require more memory, and increase the computational cost of high iterations. A number of 
numerical experiments were conducted in order to estimate an optimal value of m. According 
to these experiments, the most important parameter affecting total calculation time is available 
memory. 
Table 1 contains the number of iterations which the algorithm executes to reach the accuracy 
Ilhnll/llfll < 10 -5 (we calculated the problem of scattering by 7 × 7 cylinder with c = 4). 
Table 1 
m=10 m=20 m=30 m=40 I m=50 I 
147 60 38 32 32 
It is easy to see that the number of iterations decreases until m = n (obviously, for m > n 
iterations end up inside the first loop of (12)-(16)), which is also true for other combinations of 
scatterer parameters. Despite the fact that the average number of operations per one iteration 
grows together with m: 
T(N,m)  = T + 3N1N2(m 4- 1), (32) 
the least total time can always be achieved if the value for m is chosen as greater than, or equal 
to, the expected number of iterations. 
For fixed m, iteration convergence does not depend on discretization density, and is generally 
determined by electrical volume of scatterer and permittivity distribution. Figure 1 depicts 
typical dependence of the number of iterations on these parameters. If n <_ m, then the number 
of iterations has nearly linear dependence on electrical volume for a given permittivity. 
200 ,! 
! 
160 
120 
CZ 
80 
a e=2,/~=l 
e=3,#=l  
• e--4,,u = 1 
- e = 5,//= 1 
e=6,#=l  
A 
40 
a 
._ o o 
g 
0 ~ r T 1 V 
- -U  - - -0  
0 -0  
9 18 27 36 45 54 63 72 
Figure 1. Typical dependence of the number of iterations on electrical volume and 
average permitt iv i ty of the domain. 
4. TESTS AND COMPARISONS 
Below we will discuss some comparisons with the results obtained by using other methods. 
The problem of scattering by homogeneous dielectric an be solved under the method of regular 
integral equation over the domain boundary [8]. Figure 2 shows amplitudes of current j (m) = 
- [n,  El obtained under each of the methods along the boundary of a square cross-section. The 
point of origin on the figure corresponds to the center of the cross-section side. The number 
of collocation odes under the singular integral equation method equals 22 per each coordinate. 
Maximum discrepancies arise at the angles of the square, which is caused by a certain difference in 
the two problems under consideration. The method described in [9] requires a smooth boundary, 
and the edges of the square were thus replaced with small conjugating arches. On the other hand, 
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1.6 
boundary integral equation method 
singular integral equation method 
1.2 
E 
0.8 
0.4 k : . - -  
0 - -  - v 
0.17 2.15 3.78 5.76 7.74 9.72 11.35 13.33 
Figure 2. Magnetic current amplitude calculated by using boundary and singular 
integral equation methods. The scatterer is 7 × 7 cylinder with e --- 2. 
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Figure 3. Normalized scattering patterns for homogeneous circular cylinder. Cylin- 
der's diameter is 12, e = 2. 
the currents obtained by applying the singular integral equation method were calculated in the 
collocation odes, i.e., within a small distance from the boundary. 
It is of interest o compare the results under this method with the well-known analytic solution 
of the problem of scattering by circular cylinder. Figure 3 represents scattering patterns for the 
solutions obtained under the eigenfunction method and the singular intergal equation method. It 
is necessary to note that even for rather small cross-section diameters the relevant method may 
require a dense collocation grid in order to reach plausible accuracy. This method is applied most 
effectively in relation to domains compiled of rectangles or parallelograms. Other approaches, 
which can be applied for solving problems of scattering by smooth boundary inhomogeneous 
body, rely on projection-type methods, such as the Galerkin method [9]. 
One of the principal properties of electromagnetic f eld is continuity of its tangential compo- 
nents at the interface between different media. It is convenient to verify this condition if the 
scatterer is compiled with two homogeneous blocks differing in their permittivity. Figure 4 de- 
picts Re(E l (X l ,X2))  at the nodes -5(k) = {x(pl ,k)[pl  = 0, N1 - 1}, k -- L - 2, L + 1, where 
n = N~/2. 
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Figure 4. Verification of tengential field continuity at the interface between two 
media. 
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Figure 5. Scattering patterns for 6 × 6 homogeneous cylinder. 
As average permittivity increases, the field inside domain of inhomogeneity becomes more 
oscillating, which requires more collocation nodes to achieve an accurate numerical solution. A 
number of calculations were performed in order to estimate the number of collocation odes in a 
quasi-static and resonant frequency range. Figure 5 contains cattering patterns for homogeneous 
square cylinder. According to numerical experiments, behavior of the field inside the domain 
depends heavily on the domain permittivity and diameter. For example, scattering patterns for 
-- 6 are stabilized earlier than those for ~ = 5. But in general, it is necessary to increase the 
number of nodes for larger permittivity and domain size, using 16-20 collocation odes per wave 
length inside the domain. Noteworthy, the number of collocation odes can be slightly decreased 
if the domain is lossy. 
To give an example of how this method is applied, Figure 6 contains the scattering pattern for 
an inhomogeneous 6 × 6 cylinder which permittivity has the following form: ~(Xl, x2) -- 1 +xl /0.6.  
The three diagrams correspond to different collocation densities. The exciting field is a plane 
wave propagating orthogonally to the side of the square. 
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Figure 6. Scattering pattens for 6 x 6 inhomogeneous cylinder. 
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