Many models of beyond Standard Model physics connect flavor symmetry with a discrete group.
INTRODUCTION
The standard model (SM) does not explain quark and lepton masses, nor does it explain how quarks and leptons mix. The most studied and perhaps the most aesthetic approach to parameterizing the masses and mixing angles is to extend the SM by a discrete group Γ into whose irreducible representations (irreps) the standard model particles are assigned. Many choices of this discrete flavor symmetry have been tried. As expected, larger groups can typically provide a fuller description of flavor physics, but there are examples of relatively small nonabelian discrete groups like A 4 and T ′ that are somewhat more economical. Here we take an agnostic approach as to the choice of discrete group and study a representative set of examples that have been used in model building.
Notable early extensions of the standard model with discrete symmetries include the work of Pakvasa and Sugawara [1] who used Γ = S 3 and focused on the quark sector, as well as Ma and collaborators [2, 3] who used Γ = A 4 to describe the lepton sector. Many other choices for Γ have been used in model building, several of which will be discussed below.
For an early brief review of possible discrete groups that can be used for SM extensions see [4] . Recent extensive reviews with more complete and up to date bibliographies are also available. See for instance [5] [6] [7] [8] .
Extending the SM by a discrete group is not without its perils. Global discrete symmetries are violated by gravity [9] , the discrete group can be anomalous [10] , unwanted cosmic defects can be produced [11] , etc. To avoid as many of these problems as possible the most expedient approach is to gauge the discrete symmetry, i. e., extend the SM by a continuous group G in such a way that no chiral anomalies are produced. Then one breaks this gauge group to the desired discrete group, G → Γ, where now Γ is effectively anomaly free and avoids problems with gravity.
Various examples of Lie groups breaking to discrete groups have been discussed in the literature, but only in a few cases have the details of the minimization of the scalar potential and the extraction of the scalar spectrum been investigated. Here we plan to include these important details for many of the discrete groups of interest via the following procedure:
(i) First we provide irreps of G that contain trivial Γ singlets. These results are summarized in the Appendix.
(ii) Next we set up scalar potentials V with scalars in one of these irreps.
(iii) Then we find a vacuum expectation value (VEV) via the Reynolds operator [12] (similar to the perhaps more familiar Molien series [13] ) that can break G to Γ.
(iv) Next we minimize V to show that the VEV indeed does properly break the symmetry.
(v) Finally, we provide the spectrum of scalar masses at the Γ level after the breaking. Our calculations are carried out with Mathematica and checked by hand where practical.
Many of the methods we employ were developed in work by Luhn [14] and by Merle and Zwicky [15] , where some of the results summarized here can be found. We believe our results will be of interest to many model builders, since it will allow them to include the minimal set of scalars necessary to break a gauge symmetry to a discrete symmetry of interest. A few examples that go beyond the minimal set of scalars are also included, where the symmetry breaking is carried out from a nonminimal G irrep or a non-minimal G.
II. LIE GROUP INVARIANT POTENTIALS
Our task in this section is to construct Higgs potentials invariant under Lie groups G for specific irreps. But first we must see which irreps are suitable for spontaneous symmetry breaking (SSB), i.e., irreps whose decompositions include a trivial singlet of the desired subgroup Γ ⊂ G to which we hope to break. Using the Mathematica package decomposeLGreps [16] along with GAP to generate the groups [17] , one can easily produce tables of branching rules from Lie group irreps to subgroup irreps and find such singlets. We have done this for a number of cases and have included them in a short appendix for convenience and to make the paper self contained.
A. Gauge group irreps containing discrete gauge singlets
The discrete groups Γ we will discuss and the gauge groups where they can be minimally embedded are A 4 , S 4 , A 5 ⊂ SO(3); Q 6 , T ′ , O ′ , I ′ ⊂ SU(2); and T 7 , ∆(27), P SL(2, 7) ⊂
SU(3).
These discrete groups can also be embedded non-minimally. For example, we include the case A 4 ⊂ SU(3). Minimal and non-minimal embedding of other discrete groups can be handled in a way similar to what is discussed here, and we hope that the examples we discuss are sufficiently informative to aid in other cases.
To spontaneously break G to Γ with some irrep R of G, it is necessary that R contains a trivial Γ singlet. It is straightforward to look at the decomposition of R from G to Γ to make this determination. The decomposition can be carried out by standard techniques starting from character tables. Since it is the character tables that are usually provided in the literature, we here provide an appendix with the tables of decompositions of the first few irreps of SO(3), SU(2), and SU(3) to discrete groups of interest. For example, as one can see in Table XVII of the Appendix, the 7 and 9 dimensional irreps of SO(3) have trivial A 4 singlets, therefore these irreps are candidates for the scalar potential that allows the spontaneous symmetry breaking SO(3) → A 4 .
B. SO(3) Potentials
We will begin our study of SSB by starting with relatively simple examples and then proceed to more sophisticated cases. But first, a note on cubic terms in the potential; a general renormalizable potential has quadratic, cubic, and quartic terms, but the cubic terms tend to significantly complicate the analysis. We exclude these terms for simplicity by imposing a Z 2 symmetry (or, like in some cases, they vanish upon summation), so the following potentials are actually SO(3) × Z 2 invariant. (The Z 2 symmetry can be avoided by including the cubic terms or by gauging it too.) The effect of including the cubic terms is studied for some cases where the analysis is tractable in Section IV. We now proceed to our first example, the breaking pattern SO(3) → A 4 .
A 4
We begin by constructing an SO(3) invariant potential 1 . As stated above, which irrep we use depends on the discrete subgroup of interest. For example, if we want to break to the tetrahedral group A 4 , which has been used to describe the tri-bimaximal neutrino mixing pattern [6] [19] and co-bimaximal mixing [20] , we look at Table XVII and see that the lowest dimensional irrep we can use is the 7. For references to other recent work with A 4 models see [21] [22] [23] . In terms of the fundamental 3 of SO (3), we obtain a 7 as a direct product of three 3s.
This product gives a generic rank 3 tensor with 27 independent components. To isolate the 7, we take only the totally symmetric part, which reduces the number of components from 27 to 10, giving the symmetric tensor S ijk . Then, using the fact that the Kroenecker delta δ ij , is an invariant of the fundamental irrep of SO groups (for a discussion of Lie group invariant tensors see [24] ) we subtract off the three traces,
, to obtain the traceless symmetric tensor T ijk , which is our 7 dimensional SO(3) irrep. As mentioned above, the most general renormalizable potential is constructed from the independent quadratic, cubic, and quartic contractions of this tensor. In this case there are two quartic terms, but notice that all the cubic terms, which necessarily include the anti-symmetric Levi-Civita Tensor, ǫ ijk vanish upon summation. Hence the potential for the 7 is
In subsequent sections we find a vector (in a particular basis) pointing in the A 4 direction, then minimize the potential and find the mass eigenstates and show that they can all be positive which implies the minimum is stable. Minimization implies certain constraints on the coupling constants must be satisfied as will be discussed. We proceed in analogous fashion for other G → Γ cases, but first we will collect all the potentials we need for the purpose.
S 4
To break to the octahedral group, S 4 , we see from Table XVIII that the lowest irrep we can use is the 9. From examining Kroenecker products, we see that we must begin with the direct product of four 3s. Similar to the results in the previous subsection, we take the symmetric part of this rank 4 tensor, S ijkl , which reduces the number of components to 15.
We then subtract off the six trace elements, δ kl S ijkl , to obtain the desired 9-component tensor. The associated potential is
For examples where the octahedral group has been used to build models see [25, 26] .
Another subgroup of interest, which has been used in a number of recent models [27] [28] [29] [30] , is A 5 . From Table XIX we see that the 13 is the lowest irrep that contains a trivial A 5 singlet. Again starting from the fundamental SO(3) triplet one can show that the Kroenecker product of six 3s is needed to get an irrep of this dimension. The symmetric part of this rank 6 tensor, S ijklmn has 28 independent components, which is then reduced to 13 by subtracting off the 15 trace elements, δ mn S ijklmn . The potential is constructed in a fashion similar to the A 4 case.
We now proceed in a similar vein to construct SU(2) invariant potentials. In fact, for the odd dimensional (real) representations, invariants must be constructed from triplets which furnish an unfaithful representation of SU (2) . As such the true symmetry of the theory is not given by the potential alone and must be determined from the specifics of the model,
i.e., from the full Lagrangian. In the following cases, the omission of the cubic terms means the potentials have a SU(2) × U(1) symmetry, where the U(1) is a phase. This phase can also be gauged and then broken if necessary to avoid problems with global symmetries, or in some cases cubic terms can be added that do not respect the U(1).
Q 6
If we want to break to Q 6 we see from Table XX that the lowest dimensional irrep we can use is the 5. However, as explained in [31, 32] , this irrep will actually break to the continuous subgroup P in (2) . So we must look at the next lowest irrep with a trivial SU(2) singlet, the 7. We cannot break with a real 7 as in Eq.(2) because there are no triplet representations of Q 6 that can be used to find a VEV in the unfaithful SO(3) representation. Thus we must use the complex 7, which has the same potential as needed for the T ′ case which is given in Eq. (5) below.
T ′
To break from SU(2) to T ′ , the binary tetrahedral group, we see from Table XXI that the smallest SU(2) irrep we can use is the 7. Since we must construct it from triplets the potential is the same as in equation (2). The VEVs will also be the same.
Another possibility is to do the breaking to T ′ with a complex 7, which can be thought of as a pair of real 7s. We can now build our representation out of the fundamental doublets of SU (2), where we get the 7 by taking the direct product of six 2s and isolating the tensor symmetric on all indices. The potential is
where the indices now run from 1 to 2. All cubic terms have vanished upon summation.
T ′ models are economical and have been used to explain both quark and lepton sector parameters [4, [33] [34] [35] [36] [37] [38] [39] . A more complete set of recent T ′ model references can be found in [39] .
O ′
To break to from SU(2) to O ′ , the binary octahedral group, we see from Table XXII that the smallest SU(2) irrep we can use is the 9. As in the S 4 example, we can construct our potential from triplets so the potential is the same as in equation (3) and the VEVs will again be the same.
We can also consider the case of a complex 9 and build the representation out of SU (2) doublets. We obtain the 9 through the symmetric product of eight 2s. The potential is (2), so the proper SSB is assured for a VEV that is O ′ invariant.
I ′
The final SU(2) breaking case we consider is I ′ , the binary icosahedral group, which has been used in both three and four family extensions of the SM [40, 41] . Here the lowest SU (2) irrep we can use is the real 13, which yields the same potential as we used for A 5 (Eq. (4)).
Alternatively for the case of a complex 13 we see that it is given by the symmetric product of twelve 2s. The potential has seven quartic invariants, and the first few terms are
Potentials for higher tensors can be cumbersome to write, so let us introduce a new notation to deal with them. For instance for the potential for the 13, let us define
etc. Specifically we write na for the collection of indices a 1 a 2 a 3 ...a n , etc. Then the full potential is for the complex 13 takes the form
This notation is consistent when the tensor T is totally symmetric on all of its indices 2 .
Again, since I ′ is maximal in SU(2), the proper SSB is assured for an I ′ invariant VEV.
D. SU (3) potentials
Similar to the previous section, the omission of cubic terms means that the following potentials have an SU(3) × U(1) symmetry, where the U(1) can be dealt with as described above.
A 4 and T 7
In addition to SO(3), A 4 can originate from a broken SU(3) symmetry. Looking at Table
XXIV we see that the lowest dimensional irrep containing a trivial A 4 singlet is the 6, but as explained in [14] , neither the 6, 10, nor 15 ′ will break SU(3) uniquely to A 4 , i.e., giving these irreps an A 4 VEV will necessarily leave a group larger than A 4 unbroken. This leaves us with the 15 as the smallest irrep that will uniquely break to an A 4 subgroup, and the same logic applies to T 7 . (A variety of T 7 models have been proposed, see [42] [43] [44] [45] .) To obtain a useful form of the 15 we first take the product 3 × 3 ×3 in SU(3); then by specifying the part that is symmetric on 2 indices, S k ij , we reduce the number of independent components from 27 to 18. Finally, subtracting off the three traces:
gives us the desired 15 component tensor. The associated potential [14] is
2. ∆ (27) From Table XXVI we see that we can use the 10 to spontaneously break from SU(3) to ∆ (27) . We can get to this irrep by taking the product of three triplets and specifying the 2 We could write an even more compact notation in generalized dyadic form, e.g., the ν term would be
8 T ) which again defines how the tensor contractions are to be made, but we find this form unnecessary here, but it could be useful for expressions involving more complicated group invariants.
Cvitanovic's "Bird Track" notation [24] can also be useful for this purpose fully symmetric part of the resulting tensor, which reduces to the desired ten independent components. The potential is
where the cubic terms have vanished upon summation. This result can also be found in [14] .
Examples where ∆ (27) has been used are [46, 47] .
Another group that has garnered considerable interest as a flavor symmetry is P SL(2, 7) [48] . Looking at 
The generic rank 4 tensor has 81 independent components, requiring it be symmetric on all four indices reduces it to 15 ′ as required. The associated potential is
Also of interest is the next lowest irrep suitable for breaking from SU(3) to P SL(2, 7), the 28. We build this irrep by taking the symmetric product of six triplets, giving a fully symmetric rank 6 tensor with 28 components. The associated potential is
III. VACCUUM ALIGNMENTS FOR SPONTANEOUS SYMMETRY BREAK-ING
A.
Vacuua for SO(3) Potentials
The invariant tensors from the previous section can be written in terms of a d-dimensional orthonormal bases, where d is the number of independent tensor components. To illustrate this consider the 5 of SO (3) which is a second rank symmetric traceless tensor T ij . It has a
Where |ij is the ij th component of the tensor. Using this basis the matrix form of T ij is
With an explicit basis, it now makes sense to look for a d-component vacuum alignment that minimizes the potential and is invariant under the desired discrete subgroup. How do we find this specified direction? First, note that we can express our basis above in polynomial form, assigning component 1 to x, 2 to y, and 3 to z:
So if we find a polynomial that is invariant under the desired subgroup we can convert it into a vacuum alignment by expressing it as a vector in terms of these basis functions [15] . To find a polynomial, I(x, y, z), invariant under a group H, one employs the Reynolds Operator
[12]
Where R(H) is a representation of the group, |R(H)| is the number of elements in the group,
) signifies the result of a group element h acting on the vector (x, y, z) and then input into a trial function f (x, y, z). Trial polynomials of the form x n y m z d−n−m will typically be most useful in finding invariants of degree d. Note we have specified polynomials in three variables here, but we can use the same procedure to find invariants in terms of any number of variables, real or complex. E.g., in two real dimensions we can find an invariant I(x, y) with a trial function f (x, y).
A 4
As an initial practical example lets examine the symmetry breaking pattern SO(3) → A 4 .
The irrep of interest is a 7 which is the symmetric, traceless part of 3 × 3 × 3. Expressed it in terms of 7 independent components we have
Using xyz as a trial polynomial in equation (16), (d = 3, n = m = 1) gives us back xyz as our invariant polynomial. Expressed in terms of this basis our A 4 invariant vacuum alignment is remarkably simple:
The VEV for spontaneous breaking will be this unit vector multiplied by a constant which minimizes the potential. We must show that this VEV is unique to A 4 . The gauge group will spontaneously break to the largest subgroup which leaves that VEV invariant.
So G will only break to a desired subgroup, H, if there is no other group, H ′ , which is invariant under the specified VEV and satisfies H ⊂ H ′ ⊂ G. It is difficult to systematically determine which subgroup will be left invariant for a given breaking, and in particular if there is a higher invariance than the desired discrete group, so each case must be considered individually. For the present case we start with the fact that the only groups that contain A 4 and are subgroups of SO (3) are S 4 and A 5 . Examining the branching rules for both these groups, one sees that a 7 of SO(3) does not break to a trivial singlet of either S 4 or A 5 , and thus the largest group left invariant by this VEV must be A 4 . Hence we have obtained the desired result for the case at hand.
S 4
For the 9 of SO (3), it is more convenient to express our basis in terms of spherical harmonics:
We find that the polynomial, x 4 + y 4 + z 4 is S 4 invariant. Expressed in terms of our basis this is
S 4 is also a maximal subgroup of SO (3), so we can be certain our alignment breaks SO (3) uniquely to S 4 .
A 5
As mentioned previously, to break from SO(3) to A 5 the irrep of interest is the totally symmetric traceless tensor with 13 independent components contained in 3 × 3 × 3 × 3 × 3 × 3.
In this case it is again easier (and yields equivalent results) to express the components in terms of spherical harmonics 3 of degree l = 6, Y m 6 (where m = −6, −5...0... 5, 6) . In order to get real basis vectors, we define them as
We find that a degree six invariant polynomial is (
. The associated VEV is proportional to
Because A 5 is a maximal subgroup of SO (3), i.e., there is no group H ′ that nontrivially
for any VEV of the 13, and again we can be sure the VEV in eq. (22) breaks SO(3) uniquely to A 5 .
B.
Vacuua for SU(2) Potentials
For the breaking SU(2) → Q 6 we use the same basis as with T ′ above. We find the polynomial 1 2 (x 6 + y 6 ) is left invariant by Q 6 , and this leads to a VEV proportional to
To make sure we have broken to Q 6 and not any larger subgroups, we first note that the 7 does not break to any Q n with n > 6 (see page 6 of [32] ). The only other larger SU (2) subgroup that can be spontaneously broken with a 7 is T ′ , but we find that T ′ has only one degree six invariant which is given in the subsection above. Therefore, the VEV in Eq. (23) is the result we were seeking.
T ′
Because SU(2) breaks to T ′ from the same real seven dimensional irrep that breaks SO (3) to A 4 , the potentials are the same and the basis will be the same as in the A 4 section above.
In addition, the Reynolds operator yields the same polynomial invariant xyz, so the VEV is identical. On the other hand the complex 7 has a different basis 4 , specifically that of the symmetric tensor with 6 indices.
We find that the polynomial 
To make sure we have broken to T ′ we must show that this VEV does not break SU(2) to any larger group. The only SU(2) subgroups that contain T ′ as a subgroup are I ′ , the binary 4 Because this is a complex irrep there are actually 14 basis states; the basis states listed are the 7 real parts of the tensor components, while bases 8 through 14 are the imaginary parts. These conjugate components have been suppressed here since they will always be set to zero at vacuum in order to have a real VEV.
This will be the case for most of the complex irreps we consider.
icosahedral group, and O ′ , the binary octahedral group. Looking at tables of branching rules we see that the 7 of SU(2) does not contain a trivial singlet of either of these groups, so we can be sure the breaking is to T ′ as desired.
O ′
Like the other double cover groups, the basis and vacuum direction for the breaking of O ′ with a real 9 of SU(2) will be the same as its SO(3) → S 4 counterpart above.
The complex 9 arises from the basis of the symmetric tensor with 8 doublet indices: 
Where |1 = |2 and |9 = 14 √ 70
|1 .
O ′ is a maximal subgroup of SU (2), so we can be certain our alignment breaks SU (2) uniquely to O ′ .
I ′
Similar to the spontaneous symmetry breaking behavior of the T ′ case relative to the A 4
case with a real 7, the basis for the symmetry breaking to I ′ with the real 13 will be the same as for A 5 above. Additionally, both groups have the same invariant polynomial so the vacuum directions will be the same.
On the other hand, a complex 13 arises from the basis of the symmetric tensor with 12 doublet indices:
Here the I ′ invariant polynomial is x 11 y+11x 6 y 6 −y 
Where clearly |4 = − |3 and |13 = 11 12 · |3 .
I
′ is a known maximal subgroup of SU(2), so we can be certain our alignment breaks SU(2) uniquely to I ′ .
C. Vacuua for SU (3) Potentials
First let us show that we can get discrete subgroups from continuous groups in a nonminimal way. For this purpose we use the example SU(3) → A 4 where we break with a 15 of SU(3). Then we find vacuua for the minimal cases discussed above. Then finally, for P SL(2, 7) we give both a minimal case with a VEV for the 15 ′ of SU(3) and a nonminimal breaking via a 28 of SU(3) using the potential given in eq. (13).
A 4
The complex 15 dimensional basis needed to break SU(3) to A 4 is that of the traceless 3 × 3 ×3 tensor that is symmetric on the first two indices [14] .
Because this tensor is symmetric on only two indices we find that the invariant should be of degree 2 in the variables x, y, z and degree 1 in the conjugate variables, x * , y * , z * .
Inputting the trial polynomial xyz * into the Reynolds operator produces the invariant: 
i.e., where |13 = |14 = |15 with all other components zero.
One can examine the generators of A 4 and SU(3) to see that this VEV breaks SU (3) uniquely to A 4 , see [14] .
T 7
The invariant tensor object and therefore our basis for T 7 is the same as for A 4 above.
The invariant polynomial in this case is x 2 y * + y 2 z * + z 
where |7 = |9 = |11 .
Similarly to the A 4 case, one can verify this VEV uniquely breaks SU(3) to T 7 by examining how the T 7 generators operate on v, see [14] .
∆(27)
For ∆ (27) , the relevant invariant tensor is the fully symmetric part of 3 × 3 × 3 with 10 independent components
The invariant polynomial is x 3 + y 3 + z 3 , which gives us a VEV proportional to 
Again explicit forms of the generators can be examined in order to verify the uniqueness of this VEV for breaking from SU(3) to ∆(27) [14] .
P SL(2, 7)
Our basis for the 15 ′ is that of the fully symmetric 3 × 3 × 3 × 3 tensor
The relevant invariant polynomial is 
where the nonvanishing vacuum components are |5 = |6 = |9 . We can be sure we have broken to the correct subgroup 5 because P SL(2, 7) is known to be a maximal in SU(3).
Finally, for the 28 of SU (3) we have the basis for the fully symmetric 3 6 tensor of the
The necessary invariant polynomial is x 5 y + y 5 z + z 5 x − 5x 2 y 2 z 2 [15] , which gives real 5 Luhn [50] has shown that the VEV in eq. (36) has a Z 28 symmetry and the vacuum of the potential V 15 ′ in eq. (12) is also symmetric under this symmetry. However, other terms in the Lagrangian will violate this Z 28 , e.g., the Yukawa terms. As it is a discrete symmetry, its breaking can not lead to a pseudo Goldstone boson, but there could be other phenomenological consequences of this Z 28 that would be interesting to explore. ) i.e., where |4 = |7 = |8 , and |28 = − 5 3 · |4 and where we recall that all conjugate components are set to zero.
IV. VACUUM EXPECTATION VALUES AND MASS SPECTRA
Thus far, we have discussed how to set up potentials corresponding to specific gauge group representations and then found vacuum alignments that can be used to break the gauge symmetry to desired subgroups. In this section we minimize the scalar potentials and
show where symmetry breaking in the desired directions are allowed. We will find the scale of the symmetry breaking and resulting tree level scalar mass states in terms of the coupling constants of the potential. As usual, the minimization conditions of the potential will lead to constraints on the values of these constants.
A. SO(3) Cases
A 4 scalar spectrum
We found earlier that a VEV in the direction (18) will break SO(3) to A 4 . The actual VEV is proportional to this direction vector, with the constant of proportionality being the scale of the breaking. To determine this scale one must minimize the potential (2).
To achieve this we compute the first derivative with respect to each basis state, insert the alignment from (18) , and set this equal to zero. This alignment (and all of our alignments below) will give an equation in terms of one basis state (or one linear combination of basis states). For the present case we solve for |7 and take the positive solution to obtain the
As for any non-trivial stable vacuum, m 2 must be positive. To have a real value for our breaking scale 3λ+κ must also be positive. We find the scalar mass states by calculating the matrix of second derivatives (the Hessian), inserting the VEV from above, and computing the eigenvalues of the matrix. The resulting values and their multiplicities are given in Table   I . Looking at Table XVII in the Appendix, we see that the multiplicities of the eigenvalues match up with the branching of the 7 for SO(3) → A 4 , as expected. We see that there are three zero eigenvalues as expected corresponding to the three Goldstone boson from the breaking of all the generators of SO (3). Constraints on the coupling constants arise from the requirement that at a minimum of the potential, the eigenvalues must all positive or zero. Since m 2 and 3λ + κ must be positive, requiring the third eigenvalue to be positive leads to the constraint κ > 0 in this case.
S 4
For S 4 we minimize the potential from (3) using the alignment (20) . We obtain a VEV
A real value for our breaking scale requires 90λ + 10κ + 7ρ + 2τ > 0.
The scalar mass states are found in Table II 6 and are all non-negative if 5κ + 8ρ − 2τ > 0.
The three zeros correspond to the broken SO(3) generators. 6 In order to normalize the eigenvalues for S 4 to those in other cases when we use the spherical harmonic basis, we have multiplied all quadratic terms by a factor of 
A 5 scalar spectrum
For A 5 , we minimize the potential from (4) using the alignment (22) . We obtain a VEV
A real value for our breaking scale requires 420λ + 140κ + 84ρ + 65τ + 14ν + 9σ − 2χ > 0.
For the scalar mass states 7 are given in Table III . We see we have the three zeros corresponding to the broken SO(3) generators and must 7 Again by expressing our states in terms of spherical harmonics, we obtain different normalizations for our basis states which lead to a different normalization scale for the VEV scale and scalar mass states. To correct this for A 5 we have multiplied the quadratic term by a factor of We break the symmetry of the potential given in Eq. (5) with the alignment in Eq. (23) to obtain a VEV
Thus we require κ + 2λ + ρ + τ > 0. The eigenvalues of the Hessian are given in Table   IV .
Value Multiplicity 0 4
TABLE IV. Scalar mass eigenstates for the SSB pattern SU (2) → Q 6 using a complex 7 of SU (2).
The constraints from these mass eigenvalues are
2ρ + 3τ, 6ρ + 7τ, 8ρ + 9τ < 0 There are clearly stable minima when λ > 0, κ > 0, ρ < 0 and τ < 0. The extra zero eigenvalue comes from breaking an accidental U(1) phase symmetry. This gives rise to a pseudo-goldstone boson that can gain a mass through quantum corrections.
T ′ scalar spectrum
The potential and the vacuum alignment of the breaking of of SU (2) to T ′ with a real 7
are the same as for SO(3)→ A 4 . Therefore the breaking scale and the mass states will be exactly the same, as the two models can only be differentiated by the non-scalar part of the Lagrangian.
For a the breaking with a complex 7 we minimize the potential in Eq. (5) 
which leads to the constraint that 12λ + 6κ + 4ρ + 3τ > 0. The eigenvalues of the Hessian are shown in Table V .
3 TABLE V. Scalar mass eigenstates for the SSB pattern SU (2) → T ′ using a complex 7 of SU (2).
From the requirement of positive eigenvalues we deduce the constraints
τ > κ > −8ρ − 9 8 τ As in the Q 6 example, the extra zero eigenvalue is a result of breaking the accidental U(1) phase symmetry in the potential.
O ′ scalar spectrum
The breaking scale and scalar mass spectrum of SU (2) to O ′ with a real 9 is exactly the same as that for SO(3) to S 4 , where differences between two models would come from the non-scalar part of the Lagrangian.
For a complex 9 we minimize the potential in Eq. (6) 
Thus 60λ + 30κ + 20ρ + 15τ + 14σ must be > 0. The eigenvalues of the Hessian (see Table   VI ) are all real and positive semidefinite for positive scalar quartic couplings, while more detailed constraints on the scalar quartics can clearly be extracted from the individual mass eigenvalues. There are 3 zeros corresponding to the 3 broken SU(2) generators, as well as an extra zero from breaking the U(1) phase symmetry.
We have the additional constraints 
3
TABLE VI. Scalar mass eigenstates for the SSB pattern SU (2) → O ′ using a complex 9 of SU (2).
I ′ scalar spectrum
The breaking of SU(2) to I ′ and SO(3) to A 5 with a real 13, are completely analogous to the breakings of SU(2) and SO(3) to T ′ and A 4 respectively with a real 7.
For a complex 13 we minimize the potential of Eq. (8) 
Thus 420λ + 210κ + 140ρ + 105τ + 84ν + 70σ + 65χ must be > 0. The eigenvalues of the Hessian (see Table VII 
4
TABLE VII. Scalar mass eigenstates for the SSB pattern SU (2) → I ′ using a complex 13 of SU (2).
C.
SU (3) 
Thus 3λ + η + κ + ρ + τ must be > 0. The eigenvalues of the Hessian are are shown in Table VIII .
We expect eight zeros corresponding to the broken generators of SU (3), but again an extra zero eigenvalue arises from breaking the accidental U(1) phase symmetry. As for constraints, we can readily see that 
are required. An example of where all these constraints can be satisfied is 2ρ = 3κ, ρ + κ = −2|η|, and 5κ + 3ρ > 0, where κ, ρ, and τ > 0.
T 7 scalar spectrum
For this breaking we again minimize Eq. (9), now using the alignment Eq. (32) 
Thus 3λ + κ + ρ + τ must be > 0. The eigenvalues of the Hessian are shown in Table IX, where α, β, γ are the three roots of the polynomial 10368η
We have the constraints The extra zero is once again due to breaking an accidental U(1) symmetry. We cannot remedy this by including cubic terms this time, because we need the couplings on those terms to vanish in order to have a stable minimum. Numerical studies show that there is a range of scalar quartic coupling constant values where the minimum is stable. An example of such numerical analysis will be discussed below. 
giving the constraint 3λ + κ > 0. The eigenvalues of the Hessian are in Table X 
Thus 6λ + 2κ + ρ > 0. The eigenvalues of the Hessian are found in Table XI 
TABLE XI. Scalar mass eigenstates for the SSB pattern SU (3) → P SL(2, 7) using a 15 ′ of SU (3).
we get the constraints ρ > 0 and 7κ + 8ρ > 0.
We once again have an extra zero, but this time it is possible to include cubic terms to break the U(1) phase. The two cubic terms we can include are
which are Hermitian conjugates and are included in the potential with the same real coupling constant, ζ. The VEV scale for the potential including the cubic is now
Notice that there may be two possible solutions. The constraint that must hold in both cases is 9ζ 2 + 4m
Calculating the eigenvalues of the Hessian produces solutions involving the roots of very large polynomial which is much too large to display, but it is notable that it does produce 8 zeros rather than 9. Furthermore, following the usual procedure, but this time numerically
where for simplicity setting all quartic coupling constants to unity, the quadratic coupling to rules SU(3)→ P SL(2, 7), as shown in Table XII . The degeneracy of the pseudo-Goldstone mass with that of the true Goldstones is lifted as expected, as can be seen in Table XII .
Finally note that although we have set all the coupling constants except for the cubic to integer values, we can easily rescale them to smaller values to be sure we are in the perturbative regime of the theory without disturbing the stability of the result. Specifically, while the scalar quartic couplings in the numerical example are not in the perturbative range, we can rescale all the quartics by a factor s and ζ by a factor √ s. This leaves the eigenvalues unchanged and puts us into the perturbative regime.
Moving on to the 28, we minimize the potential in Eq. (13) with the alignment Eq. (38) to obtain a VEV 
Thus 42λ + 14κ + 7ρ + 6τ > 0. The eigenvalues of the Hessian are given in Table XIII Further constraints are Table XIII and a stable minimum when the other constraints are also satisfied. We see that there are eight zeros from the broken generators of SU (3), and one zero from breaking the broken U(1) phase. But unique to this breaking we have seven extra zeros, which implies that there are seven more broken generators from an accidental symmetry of the Lagrangian that we have so far been unable to identify, leading to a total of 8 pseudo-Goldstone bosons.
D. Symmetry Breaking Summary
Let us briefly summarize our results. We have shown that we can break from G to Γ for the gauge and discrete groups listed in the introduction. The minima can be stable since none of the eigenvalues of the scalars are negative for allowed regions of parameter space.
Zero eigenvalues correspond to Goldstone bosons in each case and to additional pseudoGoldstone bosons in several cases. Specifically for the cases we have studied of SO (3) breaking to a discrete symmetry the results are summarized in Table XIV . The G subscript indicates the Goldstones. In each case the masses of the particles in different discrete group irreps are all different, so the initial degeneracy of the scalar masses is lifted to the extent allowed by the discrete group. For the cases of SU(2) breaking to discrete symmetries, the results are summarized in Table XV . Again all the discrete group irreps correspond to different masses except for the zero eigenvalue states where we have indicated the true Goldstones and the pseudo-Goldstones (by subscripts pGB) due to breaking of the phase symmetry on the potentials. The subscript c indicates that the irreps are complexified and the decompositions are written in terms of real components. The results begin to become more complicated for the SU(3) cases we have investigated, and this can be seen in Table   XVI . Now some irreps masses have become degenerate and we have indicated these cases by collecting those discrete group irreps with parentheses and labeling the collection with a deg. subscript. All the cases have a pseudo-Goldstones associated with breaking of phase invariance. The breaking to T 7 with a 10 leads to two additional pseudo-Goldstones as discussed in [14] and the breaking to P SL(2, 7) with a 28 has seven additional pseudoGoldstones. Since the 28 was derived from 3 6 one could conjecture that the potential has a Spin(6) ∼ SU(4) accidental symmetry that contains the gauged SU (3), and that the VEV breaks all 15 SU(4) plus the phase to give a total of 16 massless states. Finally, recall that for the breaking to P SL(2, 7) with a 15 ′ we have shown that phase symmetry can be avoided if we add cubic terms, hence there is no pseudo-Goldstone after SSB in that case, see Table   XII . using various complex irreps of SU (3).
SSB pattern decomposition
SO(3) → A 4 7 → 1 + 3 G + 3 SO(3) → S 4 9 → 1 + 2 + 3 G + 3 SO(3) → A 5 13 → 1 + 3 G + 4 + 5
SU (2) → Q 6 7 c → 1 + 1 ′ + (1 ′ + 2 ′ ) G + 2 ′ + 1 pGB + 1 ′ + 1 ′ + 2 ′ + 2 ′ SU (2) → T ′ 7 c → 1 + 3 G + 3 + 1 pGB + 3 + 3 SU (2) → O ′ 9 c → 1 + 2 + 3 G + 3 + 1 pGB + 2 + 3 + 3 SU(
V. DISCUSSION AND CONCLUSION
The standard model includes 28 unspecified parameters, some of which describe fermion masses and mixing angles. Consequently, we do not know why the quark and lepton masses
and mixings are what they are. To fix these parameters, a standard approach has been to extend the SM by a discrete symmetry, but this approach is not without its difficulties as discussed above. What would seem more natural would be to increase the gauge group to SU(3) × SU(2) × U(1) × G and extend the scalar sector. Then this model can be of the same general type as the SM, i. e., an anomaly-free gauge theory with fermions that gets spontaneously broken by VEVs of scalar fields. If the SSB of G results in a discrete subgroup Γ then we arrive at a SU(3) × SU(2) × U(1) × Γ via a route that avoids the problems just mentioned, without choosing an ad hoc discrete group for extending the SM.
Here, based on the techniques of Luhn [14] [51] [52] [53] . For a discussion of breaking SO(3) to dihedral groups see [49] . Further information about the classification of the discrete subgroups of SU(3) can be found in [15, [54] [55] [56] . In addition products of discrete groups are often employed, where the products often contain Z n factors.
To gauge these cases we can start with a product gauge group and break to the desired discrete group, G 1 × G 2 × ... → Γ 1 × Γ 2 × .... As long as there are no cross terms in the scalar potential, then we can proceed as above. In some cases the cross terms can destabilize the minima, so they must either be eliminated, or dealt with by other means. If the fundamental charge of a U(1) gauge group is q, then by breaking a U(1) with scalar particle of charge nq one arrives at Z n . Results given here could be applied to extend recent work on gauging two
Higgs doublet models [57] . Using our results to extend models currently in the literature can solve some existing problems, and the inclusion of new scalars in the spectrum may be of interest since some may be detectable either directly or indirectly depending on the details of the model. Such phenomenological investigations need to proceed on a model by model basis, and we plan to look at some specific examples in future work.
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