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Abstract 
At present, fixed rules for classifier fusion are the most used and widely investigated ones, which, with no second-
level training, compete with the more sophisticated rules. But, one problem with fixed rules is, that although they 
have good overall performance, it is not clear which one is good for a particular data set. In this paper, an 
experimental comparison of well-known six fixed rules (product, mean, maximum, minimum, median and majority 
voting) was done on some data sets of KDD’99, UCI and ELENA. The experimental results allow one draw some 
preliminary conclusions about comparative advantages of them. 
© 2011 Published by Elsevier Ltd. 
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1. Introduction
A traditional pattern recognition system is always using a single classifier. However, in recent years, it
had been observed in experiments that the samples incorrectly classified by distinct classifiers were 
generally not the same. It means that different classifiers can potentially offer complementary information 
about the object to be recognized. Driven by this discovery, Multiple Classifier System (MCS) attracts 
more and more concerns and has become one of the research hotspots of the pattern recognition field. 
Effective fusion of the complementary information is expected to considerably improve the performance 
of the pattern recognition system. By a large number of experiments and applications, scholars have 
proved that fusing classifiers not only can show better performance than the best single classifier used in 
isolation, but also can improve the efficiency and robustness of the pattern recognition system. At present, 
* Corresponding author. Tel.: +86-0391-3987739 . 
E-mail address: miaizhong@163.com . 
Open access under CC BY-NC-ND license.
Open access under CC BY-NC-ND license.
430  Aizhong Mi and Zhanqiang Huo / Procedia Engineering 23 (2011) 429 – 4332 Aizhong Mi et al. / Procedia Engineering 00 (2011) 000–000 
the viewpoint of doing pattern recognition based on MCS has been adopted by many applications areas, 
such as text analysis (character and handwritten recognition), fingerprint recognition, natural language 
understanding, medical diagnostics, voice recognition, text mining, remote sensing image recognition and 
analysis, earthquake prediction, automatically recognition of military objective and so on.  
Classifier fusion rules can be divided into two groups: fixed rules and trained rules [1]. The former 
means that the fusion rule is a function or an algorithm and can do classification without any training after 
the trained classifiers for decision fusion are selected. Product, mean, maximum, minimum, median and 
majority voting [2] are familiar fixed rules. The latter considers the fusion also as a classification problem 
and regards the fusion rule as a second-level classifier who takes the multiple classifier outputs as its input 
pattern. This kind of rules have to be trained for classification after the classifiers are chosen, e.g., 
Decision Templates (DT) [3], Dempster-Shafer theory [4], etc. 
At present, fixed rules for classifier fusion are the most used and widely investigated ones, which, with 
no second-level training, compete with the more sophisticated rules. But, one problem with fixed rules is, 
that although they have good overall performance, it is not clear which one is good for a particular data set. 
Therefore, it is necessary to produce clear guidelines for the choice from the fixed rules. In particular, the 
conditions under which a fixed rule can significantly outperform the other ones should be investigated in 
detail. 
The rest of the paper is organized as follows: Section 2 describes the well-known six fixed fusion rules. 
Experiments including the data sets, experiments design and results are reported in Section 3 and 
conclusions are drawn in Section 4. 
2. The fixed fusion rules 
Let { }nxxxX ...,, 21=  be the n-dimensional feature vector; nR , the n-dimensional feature space; 
},...,,{ 21 mωωω=Ω , a set of potential class labels; },...,,{ 21 lCCCC = , a set of trained classifiers for 
decision fusion. Given the input pattern nRX ∈ , the output of the i-th classifier is denoted 
as
T
miiii XcXcXcXC )](),...,(),([)( ,2,1,= , where )(, Xc ji  is the value of possibility measurement provided 
by classifier Ci to the hypothesis that X comes from class jω . The value given by diverse classifiers has 
distinct representations, e.g., the posterior probability from Bayes classifiers and the Euclidean distance 
produced by some distance classifiers, etc.  
The fused output of l classifiers is constructed as ))(),...,(),(()( 21 XCXCXCFXC l= , Where F is a 
fusion rule.  
The classifier outputs can be organized in a decision profile DP(X) [3] as the ml×  matrix 
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)( XC is denoted as 
T
m XdXdXdXC )](),...,(),([()( 21= . To judge the class of the input pattern usually finds the 
maximum of dj(X), j=1…m. If the maximum is dk(X), kX ω∈ .
The familiar fixed fusion rules are described as follows: 
1) product, mean, maximum, minimum, median 
             ))(()( , XcfXd jij = , mjli ...1,...1 ==                                                                            (2) 
431Aizhong Mi and Zhanqiang Huo / Procedia Engineering 23 (2011) 429 – 433 Aizhong Mi et al. / Procedia Engineering 00 (2011) 00 –000 3
In (2), f is the fixed rule. The product (mean, maximum, minimum, median) rule computes the product 
(mean, maximum, minimum, median) of every DP(X) column as the fused output C(X). For the median 
rule, if l is an even number, the mean of two medians is taken as the result of a column. 
2) majority voting 
The class label assigned to X is the one that is most represented in the set of m class labels 
},...,,{ 21 mωωω=Ω . Using the (crisp) decision profile DP(X), the majority voting method is 
implemented by summing up the DP(X) columns and taking the index of the column with the highest 
score as the class label of X. Ties are broken randomly. 
3. Experiments 
3.1. Data sets 
1) KDD Data sets 
We selected experimental samples from KDD’99 intrusion detection database 
(http://kdd.ics.uci.edu/databases/kddcup99/kddcup99.html). The database is made up of a mass of 
network connection patterns extracted from TCP/IP packets. Each connection pattern is represented with a 
41-dimensional feature vector and labelled as belonging to one out of five classes, i.e., normal traffic, 
Denial of Service (DoS) attacks, Remote to Local (R2L) attacks, User to Root (U2R) attacks, and Probing 
attacks. Extracted features can be divided into three groups: intrinsic features, traffic features and content 
features.  
The connection patterns related to the ftp service were selected from two data sets with corrected labels 
and a training set A including 800 samples and a test set B including 5212 samples were obtained 
correspondingly. Each pattern was processed as follows: 1) Dimensionality reduction. Selected 29 
features out of the 41 available features (4 features belong to the “intrinsic” category, 19 to the “traffic” 
category, and 6 to the “content” category), and discarded 12 features out of 41 (the discarded features 
were related to other services and exhibited a constant value over all ftp connections). 2) Quantification of 
symbolic features. 3) Normalization. Separately for each feature, a linear transformation was used so that 
it took values within the range [0, 1]. This group of data sets with five-class data was denoted by ftp5c. 
Combing the four attack classes into an abnormal class, we got a group of data sets with two-class data 
and denoted it by ftp2c. 
Through a similar process, we chose the connection patterns related to the http service from two data 
sets with corrected labels and obtained two groups of data sets, which were denoted by http4c and http2c. 
Http4c has four-class data and http2c has two-class data. For the number of the connection patterns related 
to the http service is large, in the selection process, we added a restricted condition: duration is above zero. 
In dimensionality reduction, we selected 28 features out of the 41 available features (4 features belong to 
the “intrinsic” category, 19 to the “traffic” category, and 5 to the “content” category), and discarded 13 
features out of 41. The training set A includes 410 samples and the test set B includes 3380 samples.  
2) UCI and ELENA Data sets 
We selected 8 data sets (glass, bupa, pima, thyroid, wine, German, heart, vehicle) from UCI database 
(http://www.ics.uci.edu/~mlearn/MLRepository.html) and 3 data sets (clouds, satimage, phoneme) from 
ELENA database (http://www.dice.ucl.ac.be/neural-nets/Research/Projects/ELENA/elena.htm). In the 
selected data sets, all the features are digital and there is no missing features. For each feature, a linear 
transformation was used so that it took values within the range [0, 1].  
3.2. Experiments design 
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The experiments were carried out in Matlab and the Matlab Toolbox “PRTools4” [5] was used. On 
each training set of the ftp and http data, three k-NN classifiers (k was self-optimized with respect to the 
leave-one-out error on the set A) were trained using distinct group of features, respectively aiming at 
intrinsic features, traffic features and content features. On the UCI and ELENA data sets, 6-fold cross 
validation was used: the data set was divided into 6 subsets which have similar distribution and size. Each 
time, 5 subsets were chosen as the training set and the remainder subset was the test set. On each subset, a 
k-NN classifier was trained similarly. After 5 training subsets were chosen, the corresponding 5 k-NN 
classifiers construct the classifier set for fusion. The test results are the average of 6-fold cross validation.  
3.3. Results 
Firstly, the six fixed rules were tested on the two-class data and table 1 is the experimental results. 
Then, the fixed rules were tested on the remainder multi-class data and the results are in table 2 (the 
number in the brackets follows the name of the data set is the number of classes, the last line is the overall 
average of the error rates on all the data sets).  
Table 1. The error rates of fixed rules on the two-class data (given in %) 
Data sets product mean maximum minimum median majority voting  
ftp2 0.979 0.518 1.343 1.343 1.132 1.132 
http2 0.207 0.207 0.237 0.237 0.296 0.296 
bupa 22.939 26.447 24.094 24.094 33.787 33.787 
pima 22.786 22.917 23.307 23.307 24.479 24.479 
German 25.658 25.556 24.755 24.755 28.055 28.055 
heart 16.667 16.667 17.037 17.037 16.296 16.296 
clouds 11.049 11.029 10.929 10.929 11.288 11.288 
phoneme 5.632 7.853 5.576 5.576 11.535 11.535 
average 13.240  13.899  13.410  13.410  15.859  15.859  
Table 2. The error rates of fixed rules on the multi-class data (given in %) 
data sets product mean maximum minimum median majority voting 
thyroid(3) 5.675 5.675 1.429 7.090  6.614 5.688 
wine(3) 2.897 2.897 2.381 3.452 2.262 2.817 
http(4) 0.325 0.473 1.065 0.207 0.473 0.473 
vehicle(4) 29.847 29.966 35.235 31.698 22.986 25.600  
ftp(5) 1.746 1.746 1.861 0.979 0.576 0.480  
satimage(6) 9.754 9.785 9.909 9.925 10.111 9.987 
glass(6) 41.068 41.558 40.550  39.161 35.022 33.143 
average 13.045  13.157  13.204  13.216  11.149  11.170  
overall average 13.149  13.553  13.314  13.319  13.661  13.670  
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It can be seen from table1: 1) Maximum and minimum are identical for two classes and so are the 
median and the majority voting, which illustrates the theoretical results in literature [2]; 2) Product has the 
lowest average error rate, but has no obvious advantage than mean, maximum and minimum; 3) Median 
and majority are obviously inferior to the other rules.  
It can be seen from table2: 1) Maximum and minimum are similar and so are the median and the 
majority voting; 2) Median and majority voting have obvious advantages than the other rules, especially 
when the class number is above 4; 3) Product has the lowest average error rate among the other four rules, 
but also has no obvious advantage. 
Considering the overall performance, product is the best rule. Product, mean, maximum, minimum are 
fit for the data with less classes, while median and majority voting have obvious advantages for multi-
class data, especially when the class number is above 4. 
4. Conclusions 
In this paper, an experimental comparison of well-known six fixed rules (product, mean, maximum, 
minimum, median and majority voting) was done on 15 data sets of KDD’99, UCI and ELENA. The 
experimental results allow us draw the following preliminary conclusions about comparative advantages 
of them: 1) product has the best overall performance; 2) Maximum and minimum are similar and so are 
the median and the majority voting; 3) Product, mean, maximum, minimum are fit for the data with less 
classes, while median and majority voting have obvious advantages for multi-class data, especially when 
the class number is above 4. 
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