Abstract-Road Enforcement Monitoring System (REMS) is one of the traffic monitoring systems to monitor the enforcement of a specific route for public transportation in cities. The aim of this system is to automatically and efficiently monitor the enforcement to ensure it is adhered by the traffic users. This aim is difficult to be achieved in current practice that relied on human observation by the authorities. Due to that, we proposed to combine REMS with vehicle type recognition (VTR) method known as Sparse-Filtered Convolutional Neural Network with Layer Skipping-strategy (SF-CNNLS). The purpose of using this method is to recognize and classify the vehicles that use the specific route. It is to prevent any vehicle other than public transportations use that route. The output from VTR will be used by REMS to trigger an immediate message to the authorities for further action. The major challenge of our method is to differentiate taxi and bus as public transportations with car and truck. This is because these vehicles have almost similar features. We tested our method with a self-obtained video that captured from a mounted-camera to observe if the challenge is able to be overcome. For the initial stage, the test is deployed on 4 major vehicle classes; car, taxi, truck and bus. The highest accuracy is obtained from car class with 92.5% and an average accuracy is 81.76%. Based on the test, we proved that our method is able to recognize and classify the vehicle classes although the vehicles are sharing almost similar features.
INTRODUCTION
Intelligent transportation systems (ITSs) are advanced technology that works with Artificial Intelligence (AI). It is able to improve safety and efficiency of road transportation [1] . One of the applications is vehicle type recognition which can be applied in various systems including automated toll collection (ATC), traffic control and forecast, traffic monitoring, traffic census and many other transportation management systems.
In this paper, we focus on traffic monitoring, specifically on the road enforcement monitoring system (REMS). Currently and especially in big cities, specific routes are provided for public transportations such as bus and taxi. This implementation could prevent traffic jam thus providing infrastructure that is more convenient to public transportation users.
However, the main problem with current implementation is that many other vehicles that are prohibited from using these routes often disobey the rule. This is due to the lack of systematic enforcement from the authorities in preventing this situation, especially in Malaysia. The current enforcement relies on the conventional manual monitoring hence leading to inefficiency of public transportation service. This is making the aim to promote public transportation as a popular transportation beyond reach.
A systematic monitoring system that does not solely rely on human supervision is greatly needed. One of the systematic monitoring systems is worked out by utilizing a combination of computer vision and machine learning. The utilization is widely used in many problem domains decades ago [2] . In this research, the combination is able to automatically classify the vehicles based on vehicle type for further actions by the authorities.
Therefore, we propose to utilize this combination by using deep learning method which is Sparse Filtering Convolutional Neural Network with Layer Skipping Strategy (SF-CNNLS) in classifying the vehicle type. This combination is known as Vehicle Type Recognition (VTR) and is camera-based. The classification process in VTR will be used as the main process in recognizing the vehicle type that is allowed to use the special routes. This approach imitates the way human recognizes objects.
In the following sections, we will discuss on the related works; explain our research methodology; and present the 
II. RELATED WORKS
This section mainly focuses on existing works related to REMS and VTR. Among these, there are also REMS almostrelated works, for example, a study about using traffic camera and RFID installed on vehicle license plate to monitor anomalous vehicle behaviour for the purpose of road transport law enforcement [3] . The purpose of this research is to assist traffic inspectors to identify any vehicles with crime record and anomalous behaviour. Another related work has utilized WiFi Channel State Information (WiFi CSI) to detect and classify vehicles into class of truck and passenger vehicle as well as speed estimation in monitoring traffic flow [4] . This approach performed poorly when being tested on busy road, for example, in big cities where overlapped vehicles are common. One other study presented the use of traffic monitoring system to control traffic using an image processing technique in detecting the density of vehicles (quantity) and then implemented the IoT in giving immediate response to the traffic light [5] . For work done by [6] , they use computer vision to count vehicles using the road at one particular time and to detect the speed of those vehicles from a video. The vehicles are detected based on the provided lines in the video.
All of the aforementioned works basically aim to monitor the traffic flow and assist in speed limit enforcement. Thus, we found that the existing works related to REMS are very limited. For that reason, we broaden our research on the existing works that are related to VTR. This is to observe the trend of how vehicle type being recognized. For example, VTR is implemented using a surveillance camera and traffic camera from top view to track and count vehicles [7] [8] [9] [10]. The vehicles are classified as general (vehicle or nonvehicle) without any specific vehicle type. Simple background subtraction, color image-based adaptive background subtraction and vehicle box region are used to differentiate the vehicle and background. These approaches are able to count the vehicles, however, unable to give an accurate outcome as expected in our research. There is also a work that counts vehicles by classifying its class in general using a motion estimation with Taylor series approximation [11] . A work done by [12] presented the use of Principle Component Pursuit (PCP) that is based on Principle Component Analysis (PCA) to extract features of vehicles from satellite image, and vehicles are counted based on that extracted features without considering the class of vehicle. [13] proposed VTR that is based on vehicle types to count vehicles. They classified the vehicles as small car, van and motorcycle using Gaussian Mixture Model (GMM) in detecting the vehicles, Kalman filter for shadow removal and blob size to classify the size of vehicle. The drawback of this approach is that the extracted features to be used in classifying the vehicle is too limited as it only relies on the size of blob. Thus, it will lead to misclassification when almost similar size but different class of vehicle is being classified. A work proposed by [14] is about implementing the combination of computer vision and machine learning in counting vehicles for traffic control analysis. They applied Fast Region-based Convolutional Neural Network (FR-CNN) to detect moving vehicles. However, this approach was only able to detect and count the moving vehicles classifying the vehicles type.
Based on the existing works, we found that the REMS and VTR can be improved with intelligent techniques in machine learning to classify the vehicle type. Therefore, we propose to implement Sparse Filtering Convolutional Neural Network with Layer Skipping Strategy (SF-CNNLS) based on deep learning method. This framework is able to learn vehicle features in detail and classify the classes of vehicles into its specific type, for instance, car class, taxi class, truck class, etc. The aim of this proposed approach is to provide accurate outcome for VTR for further benefits in REMS. The explanation on the methodology of REMS based on VTR with SF-CNNLS is provided in the next section.
III. METHODOLOGY
There are two stages of methodology in this paper: first is REMS and second is VTR with SF-CNNLS. We will explain the first methodology to show the process flow of REMS and later is the explanation on VTR based on SF-CNNLS framework.
A. Road Enforcement Monitoring System (REMS)
In our design, the vehicle images are captured from a mounted-camera video that is installed on the specific route. The route that is specified to the public transportation is a single lane road. The vehicles need to be detected prior the cropping process. To detect the vehicle in the video, we use a simple region of interest provided in the video to detect the region of a vehicle. The vehicle image will be captured from that region of interest. The process of REMS begins with the vehicle detection as mentioned earlier. Later, vehicle type recognition (VTR) will be deployed based on SF-CNNLS framework. If the detected vehicle is classified as car class or truck class (in this study, we assume all heavy vehicles as truck class), the REMS will trigger an alert message. It means the vehicle is prohibited to use the route. However, if the vehicle is classified as taxi class or bus class, no alert message will be triggered.
B. Vehicle Type Recognition (VTR)
This section consists of a description on how SF-CNNLS is implemented in classifying the vehicle class based on the vehicle types in REMS. Fig. 1 shows the overview framework of SF-CNNLS. The SF-CNNLS is a feature extraction technique that has capability to extract both local and global features of a vehicle to be classified. There is a pre-processing process after the vehicle image is captured prior the SF-CNNLS implementation. Sparse filter (SF) is deployed before further processes in the feature extraction are implemented. There are 3 main processes in SF-CNNLS, namely, unsupervised training, supervised training and testing. The respective path arrows show the path for each process. Note that the supervised training and testing share similar path. Basically, SF-CNNLS has 4 main parts; stage 1 hidden layer, stage 2 hidden layer, post hidden layer and fully connected. There are 2 SFs being implemented to generate an optimized sparse filter. Some components in each part will be explained later.
In this research, training and testing images that contain frontal-view of the vehicle are recorded using a surveillance camera. The pre-processing technique that has been used is a combination of existing works done by [15] , [16] , [17] and [18] . The processes involved in the pre-processing are converting from RGB colour space to grayscale; histogram equalization (HE); resizing with maintained aspect ratio; normalizing to zero mean and unit variance; and local contrast normalization (LCN). The pre-processing steps are explained in the algorithm in Figure 3 .
The input image is first converted to grayscale prior to HE is performed on that grayscale image to normalize brightness and contrast of the image by using OpenCV 2.4 built-in library. After that, the image is resized with the maintained aspect ratio. The resized image is normalized to zero mean and unit variance. LCN is applied as the final process to eliminate light illumination and image shading. The aim of LCN is to avoid variation in the image. The output in this layer is a set of LCN normalized features in 3 dimensional that is normalized with minimum 0.0 to maximum 1.0. This is to avoid an exponent underflow and overflow happens during convolutional layer in the stage 2 hidden layer.
As illustrated in Figure 2 , the SF-CNNLS requires two stages of optimized SF to extract local and global features from the pre-processed input image. Stage 1 hidden layer uses the optimized stage 1 SF to extract local features of a vehicle and feeds the extracted features into stage 2 hidden layer. Stage 2 hidden layer uses the optimized stage 2 SF to extract global features of a vehicle from the extracted local features. The optimization of SF begins by initializing the SF with normal distribution. The pre-processed input is delivered into the SF process in patches and will be vectorised into 1 dimensional vectors. The vectorised input will then be configured by Broyden-Fletcher-GoldfarbShanno (BFGS) optimization algorithm. The BFGS implementation is based on GNU GSL package. Optimizing Sparse Filter is done by minimizing SF objective function through backpropagation method of the optimization algorithm. The optimization process is executed iteratively on forward and backward pass for 200 iterations.
Each hidden layer consists of five components (layers) which are convolutional, AVR, LCN, average pooling and subsampling without zero padding. The output from each layer is the extracted features that will be an input features to another layer, accordingly. The components in the post hidden layer for the stage 1 and stage 2 are different where for the stage 1, it contains the average pooling and subsampling with zero padding, while for the stage 2, it contains only the subsampling with zero padding.
In the convolutional layer, the pre-processed image will be convolved with the optimized Sparse Filters. The purpose of convoluting image is to extract the image features. The convolutional operation is demonstrated in Figure 4 . Equation 1 and 2 used for the convolution operation. For example, the pre-processed image with 256x174 pixel will be convolved with the 64 optimized Sparse Filters (9x9 pixel). From here, the convolved images are produced and a sigmoid activation function is applied on each convolved image. Later, the 64 extracted features with 248x166 pixel are obtained.
AVR is inspired from biological system that human eyes do not perceive images in negative values. This layer applies absolute value operation on the extracted features from the previous layer and the output will have absolute value elements.
LCN applied during CNNLS hidden layers is different compared to the LCN applied during the pre-processing process. Both LCNs have similar subtractive and divisive operations except that the input is a set of extracted features from the convolutional layer and different maximum value.
The output from this algorithm is a set of LCN normalized extracted features.
The purpose of applying an average pooling on the extracted features is to ensure that the extracted features are robust to geometric distortion. Thus, the features become less sensitive to a variation in angle and size of a vehicle. The extracted features with size m by n pixels are convolved with an average filter with kernel size of t by t pixels. The purpose of the convolution is to produce an average features with size p by q. The size of the average features is smaller due to the border effect from the convolution operation where the border pixels is discarded.
The procedure for the subsampling layer without zero padding is similar to the procedure of resizing with the maintained aspect ratio in the pre-processing process. The size of the features will be reduced from 240x158 pixel to 64x42 pixel based on 64 pixel of the resized size. However, the shape of the vehicle is maintained based on the aspect ratio that remains for example 79:120.
The subsampling layer with zero padding is applied on the extracted features to ensure that every feature has the same size and the aspect ratio of 1:1 before being delivered into Softmax Regression classifier. To describe the procedure, suppose that an input features with size of 158 by 240 pixels are to be reduced to 64 pixels. Firstly, the input features are resized to 64 pixels with the maintained aspect ratio. Later, the shortest side of the resized input features will be padded with zero pixels to ensure that the shortest side has the same length with the longest side.
A fully connected vector is a vector where the elements are in 1-dimensional. For example, suppose that the features from stage 1 hidden layer consists of element {1,2,3,.,9} with size of 3×3 and the features from the stage 2 hidden layer consists of element {A,B,C,.,I} size of 3×3 as well. Each image feature will be firstly vectorized into a onedimensional vector and then concatenated to form a single one-dimensional vector {1,2,3,.,9,A,B,C,.,I}.
Classification of vehicles is performed by executing Softmax Regression hypothesis function. The hypothesis is calculated for each vehicle classes to find the probability value in order to decide on which class the extracted features belong to. There are two phases of the Softmax Regression implementation; supervised training and testing. The Softmax Regression for the supervised training is trained to produce optimum weights and biases. The weights and biases are prepared by minimizing both negative loglikelihood and MSE using gradient descent method. The optimization is executed on 10000 iterations to ensure the weights and biases achieve optimal convergence. Note that the Softmax Regression used in this research contains nonnegative regularization parameter, λ, with the purpose to control the generalization performance of the Softmax Regression. A small amount of generalization could improve the classification accuracy because the classification will be more flexible where it is not too dependent on the training dataset. The preferred value of λ is between 0.20 to 1.00. Setting λ to zero will disable the regularization. The optimum weight and bias later will be used in the testing phase where it will be loaded and the hypothesis is calculated instead of minimizing the negative log-likelihood. The testing is performed on each vehicle class dataset. Accuracy is calculated based on number of vehicles that is correctly counted and classified to the total number of vehicles in the video IV. RESULT AND DISCUSSION We tested our approach with the video captured from a mounted-camera. The vehicle image was captured based on frontal view in a single-lane and during daylight (9am-6pm). The distance between the vehicle image that is detected and the mounted-camera is 10 meter. The classification performance was observed based on the captured video and we recorded the processing time in classifying the vehicles to observe the efficiency of REMS. We divided the vehicle classes into 4 classes, namely, car, taxi, truck and bus. Training phase was conducted prior to the testing phase to observe the classification performance. Note that total samples for each vehicle class in a training dataset is 100 images, thus overall total is 400 images.
For testing phase, we were able to capture 65 vehicles for car class, 19 vehicles for taxi class, 20 vehicles for truck class and 10 vehicles for bus class. Thus the total number of vehicles for the testing dataset is 114.
Based on our experiment, we obtained the average of correctly classified percentages and misclassified percentage for each vehicle class as shown in the confusion matrix in Table I . Based on the confusion matrix, car class has the highest correctly classified percentage with the average of 92.5%, followed by bus class with 81%, truck class with 78.57% and taxi class with 75%. Overall, the average of correctly classified is 81.76%. However, in terms of the misclassification, 6% of car class has been misclassified as taxi class, and 19% of taxi class as car class. Truck class and bus class have the highest misclassification percentage compared to the earlier classes with 33% and 25%, respectively. This is due to the inability of the feature extraction technique to determine unique features of these classes especially for truck class and bus class. Nevertheless, bus class and truck class have 0% misclassification to car class and taxi class, except 1.05% of truck class has been misclassified as car class. For the processing time, we found that the average time to classify one vehicle is 6 seconds. It is reasonably efficient in terms of the classification for a modest busy road. Figure 2 
V. CONCLUSION
We proposed the implementation of road enforcement monitoring system (REMS) based on vehicle type recognition (VTR) using deep learning method which is SF-CNNLS. The aim is to provide an accurate classification result to guarantee the efficiency of REMS. Using our approach, we able to automate the classification of the vehicle classes and make a quick response by triggering an alert message for further action by the authorities. In this paper, we proved that taxi class and bus class can be classified as different class from car class and truck class, respectively. However, as mentioned in the previous section, car class being misclassified as taxi class and vice versa is significantly high. This is due to lack of unique features able to be extracted in order to differentiate the class. Thus, this approach need to be improved especially in extracting the features that able to significantly differentiate the class.
We also unable to compare this approach with benchmark databases for example BIT-vehicle database, UPM-vehicle database and Caltech database. This is because the databases do not provide video image and the vehicle class is limited to certain classes such as car and motorcycle only. In future, we will gather more data for each class to make it balance in each class to evaluate the accuracy performance in detail. This is due the disadvantages of SF-CNNLS, where the classification process will bias to the dataset with more sample. Most importantly, the processing time need to be increased in order to enhance the efficiency of the REMS. Other than that, our approach unable to classify a vehicle that overlapped which is appeared in the same video frame. Thus, an improvement of vehicle detection approach is need to solve this problem.
