The objective of this study is to develop an effective approach for product quality prediction in Computer Numerical Control turning of cantilever bars. A systematic predictive modelling procedure based on experimental investigations, neural network modelling and various statistical analysis tools is designed to produce the most accurate, practical and cost-effective prediction model. The modeling procedure begins by exploring the relationships between cutting parameters known to have an influence on quality characteristics of machined parts, such as dimensional errors, form errors and surface roughness, as well as their sensitivity to the process conditions. Based on these explorations and using numerous statistical tools, the most relevant variables to include in the prediction model are identified and fused using several artificial neural network architectures. An application on CNC turning of cantilever bars demonstrates that the proposed modeling procedure can be effectively and advantageously applied to quality characteristics prediction due to its simplicity, accuracy and efficiency. The experimental validation reveals that the resulting prediction model can correctly predict the quality characteristics of machined parts under variable machining conditions.
Introduction
Turning is one of the most commonly used metal cutting processes because of its ability to remove material faster, giving reasonably good quality for cylindrical parts. The turning process is used in a variety of manufacturing industries including the aerospace and automotive sectors where quality is an important fac-tor. The quality of finished products plays a crucial role in the functional capacity of the part and, therefore, a great deal of attention should be paid to maintaining consistent geometrical and dimensional tolerances and acceptable surface roughness. Producing a part with the desired specifications presents both technological and economic issues. The production processes used to reach the appropriate specifications affect not only the functional attributes of the product but also the manufacturing costs. Working under ideal conditions, engineers can control the product quality by controlling the cutting process parameters. Usually, engineers set these parameters based on experience or handbook data. In the case of turnings tiff materials clamped in a chuck, it is known that it is possible to arrive at a good precision for diameter, surface roughness and geometrical forms only if the length to diameter ratio of the work piece is relatively low.
Otherwise, the turning operation could result in poor specifications and fail to meet the required tolerances.
Effectively, the quality characteristics of machined parts (QCMP) may deviate from the expected values due to many factors: geometric machine errors, thermally induced distortions of machine tool elements, static deflections of the machine-fixture-workpiece-tool system (MFWTS) under cutting forces, and other error sources such as tool attributes variation (geometry, material, fixture, tool wear, etc.), workpiece attributes change (material, hardness, dimension, geometry, fixture, etc.), machining process parameters (cutting speed, feed rate, depth of cut, etc.), and machining operation conditions (cutting forces, temperature, MFWTS vibration, cutting fluid, and other dynamic variables. The complex correlations between these factors make it difficult to develop an intuitive quality control and improvement approach based only on human experience. All of these factors must be considered simultaneously in order to build up an appropriate and successful process quality enhancement plan. An intelligent integration strategy of the most influential factors and the most significant information sources is the key element in developing an effective approach to quality control and an efficient prediction system for the CNC turning process.
The quality of machined parts is recognized as a key element for competitive production, due to tolerance requirements of mechanical parts designed for high precision applications [1] . Many research works have been conducted in order to improve the performance of the machining processes [2] - [8] . Among the most reported works are several studies based on the development of modelling approaches using analytical models, finite element method models, regression models, response surface models and Taguchi analyses to estimate, predict and improve the performances of the machining process [9] - [15] . In recent years, artificial neural networks, fuzzy logic, sensor fusion and genetic algorithms are increasingly used to develop predictive models for various part quality characteristics [16] - [22] . Some of these modelling techniques are combined with various measurement techniques. The main measurements that have been identified as major indicators of machined part quality include cutting forces, cutting torque, vibrations, acoustic emissions, temperature and motor current [23] - [28] [32] . Generally, these models are focused on particular applications and materials with a limited range of experimental conditions, and oriented to specific types of errors and tolerances. These models are therefore ill-adapted to many applications.
Other efforts have also been made to develop a number of on-line measurement techniques to assess the QCMP using sophisticated instrumentations. The analysis of data from these measurements demonstrated the difficulties involved in extracting representative sets of all quality characteristics from only one source of information. Data simultaneously acquired from several sensors is needed.
This analysis also shows that two main requirements need to be satisfied when developing predictive models: the measurements must reflect the process behavior under its varied operating conditions and the generated data must allow for some refinement in order to discriminate the effect of various cutting parameters and conditions. The integration of several sensors can greatly improve the accuracy and efficiency of the modeling process in various applications. This approach remains nevertheless a tributary to the used processing and modeling methods.
The literature review clearly shows that there is no structured approach or comprehensive and integrated predictive approach combining dimensional errors, form errors and surface roughness at the same time. This research proposes an effective approach for dimensional error, form error and surface roughness prediction in the CNC turning of cantilever bars. After a structured experimental investigation, relationships and interactions between cutting parameters, cutting conditions and the quality characteristics of specific machined parts are analysed, and their sensitivity to the process conditions is evaluated. Based on the experimental results and various statistical tools, the variables most relevant to the prediction model are identified and fused using several artificial neural network (ANN) architectures. An application to CNC turning of cantilever bars is developed to illustrate the feasibility and the effectiveness of the proposed modeling procedure.
Machined Part Quality Characteristics
To demonstrate the proposed predictive modelling procedure, three parts quality characteristics are considered: diametral errors (De), circularity errors (Ce), and surface roughness (Ra). Note that the dimensional and geometrical specifications of the final parts are expressed in drawings in terms of dimensional and geometrical tolerances. There is no direct relationship between deviations resulting from the cutting process and tolerance values. However, it is important to understand these interdependencies for analysing the effects of machining parameters on the machined part dimensional and geometrical specifications.
As illustrated in Figure 1 , a bar with an initial diameter (Di) is considered for turning operation using a nominal depth of cut d in a cantilever mounting con- 
Experimental Study
Numerous factors have an important influence on machined part dimensional and geometric accuracy during tuning operations. This study will employthirteen of them to illustrate the proposed approach. The first five factors are related to cutting parameters and workpiece geometry: cutting speed (S), cutting feed rate (f), depth of cut (d), workpiece diameter (Di), and workpiece length (L).
The eight other input factors are related to the process' dynamic conditions, and are recognized to have a significant influence on diametral errors (De), circularity errors (Ce) and surface roughness (Ra). These factors are: radial, tangential and axial cutting forces (Fx, Fy, Fz), radial and axial machine-workpiece-tool vibrations (Vbx and Vbz), acoustic emission (AE), and radial and axial workpiece deflections (dfx and dfz).
Experimental Design
In any experiment, the quality of the acquired data depends mainly on the data collection method. In a lot of cases, full factorial experiments are conducted.
However, this design cannot be implemented when there are too many factors under consideration because the number of repetitions required would lead to prohibitive costs. By contrast, the use of a strategy such as orthogonal arrays (OAs), developed by Taguchi, can led to an efficient and robust fractional factorial design of experiments that can collect all of the statistically significant data with the minimum possible number of repetitions [33] . Accordingly, OAs will be used in this paper for the design of experiment and the modelling procedure.
The experiments are carried out on a CNC turning machine tool using a carbide insert for turning aluminum 6061-T6. The cutting tool is fixed on a Kistler piezoelectric dynamometer fixed rigidly on the tool turret so that the three components of the cutting force could be measured. A three-component accelerometer and an acoustic emission transducer mounted close to the cutting zone measured, respectively, the accelerations due to the MFWTS vibrations and the acoustic emissions generated by the machining operation. Two capacitance probes mounted close to the tool holder measured the tool deflections in the feed and speed directions.
Experiments are performed in two stages using L 32 and L 16 orthogonal arrays.
In the first stage, a set of 32 experimental tests is performed to obtain the input data for training the ANN in the modelling procedure. In the second stage, an additional set of 16 experimental tests is performed to obtain the input data for evaluating and confirming the capacity of the resulting model. Cutting parameters used in both first and second stage experiments are summarized in Table 1 .
In order to ensure the validity of the experimental results, all 48 tests are repeated three times. Single pass cuts are executed according to the factor levels of each repetition. Feed and cutting speed levels are chosen within the range recommended by the manufacturer. The cutting depth is limited under 3.5 mm to represent finishing and semi-finishing conditions. The inserts are changed regularly in order to maintain small cutting tool wear and to avoid tool wear as additional factor. All sensor signals are acquired and conditioned so that only the steady-state portions are retained. For each repetition, the min, max and mean values of the radial, tangential and axial cutting forces (Fx, Fy, Fz), MFWTS vibrations in the X and Z directions (Vbx and Vbz), acoustic emission (AE), and tool radial and axial deflections (dfx and dfz) in the steady state portions are calculated. The max values are considered to be the most representative. The machined parts are inspected for the three considered quality characteristics. The diametral and circularity errors are measured using a 3-axis moving bridge type coordinate measuring machine with an accuracy to less than 1 μm. The machined parts are measured at six uniformly distributed locations along its length to determine the form and dimensional errors. Each measurement, taken over a specific area, is repeated three times and the average values are considered. The surface roughness is inspected on three separate profiles using an accurate Mitutoyo Surftest profilometer, and again the average of three readings is recorded. The average dimensional, circularity and surface roughness errors obtained after inspection as well as other sensor measurement data are used to evaluate de the cause and effect relationships between machining parameters, machining conditions and QCMP. Figure 2 presents 12 typical profiles selected from the 32 profiles obtained using experimental factors presented in Table 1 for turning of cantilever bars.
Analysis Strategy
The experimental data is analyzed using three statistical tools: the graph of the average effects of each factor level, the percent contribution of factors extracted from the analysis of variance (ANOVA), and the correlation between the QCMP and various factors and sensor measurements. The percent contribution of a factor reflects the portion of the total variation observed in the experiment that is attributed to that factor. Ideally, the total percent contribution of all considered factors must add up to 100. Any difference from 100 represents the contribution of other uncontrolled factors and experimental errors. As the experiments are designed using an OA, the estimates of the average effects of a given factor on various responses will not be biased. Two ANOVA are performed in The correlation analysis reported in Table 2 indicates that feed is correlated to De, Ce and Ra by up to 75%, while Di is correlated to De, Ce and Ra by less than Figure 3 . Effects of cutting parameters on quality characteristics of the machined parts. 25%. Accordingly, one can presume that De and Ce can be controlled using f, d
Experimental Data Analysis
and L, while Ra can be controlled using S, f and d. Similar conclusions can be clearly established from the percent contributions analysis. The percent contributions analysis also confirms that the contributions of these factors to the variation of De, Ce and Ra exceed 95%. The error remains within acceptable levels (less than 5%), implying that the most important process conditions influencing these QCMP are all included in the experiment. Figure 4 shows the average effects of process cutting parameters on sensor measurements data.
The cutting forces and workpiece deflection are strongly affected by f and d.
The radial deflection appears to be more sensitive to L than the axial deflection.
Acoustic emissions and vibrations are much more affected by cutting speed than cutting feed. However, the error associated with these sensor measurements is high, indicating that other factors, such as tool wear and variations in the characteristics of the workpiece and cutting tools could perturb the generated acoustic emissions and vibrations during the cutting operations. Accordingly, these variables cannot be reliably used to control globally the considered QCMP.
Furthermore, correlation analysis results in Table 2 shows that the QCMP is correlated to different degrees with various machining parameters and conditions. Thus one can expect to use all of these factors in any modelling procedure. However, even if these factors could be selected based on the above analysis, it still remains expensive to implement. Thus, a systematic and rigorous procedure to select the best combination of variables to include in the model is required.
Building the Prediction Model

Proposed Modelling Strategy
Turning operations are dynamic processes with various nonlinearities and stochastic disturbances. The difficulty of building an effective prediction model lies in the selection of the appropriate modelling technique and the variables to be included in the model. These choices represent the basic ingredients of any modelling methodology. Selecting the model form and the modelling technique is not sufficient to produce the best model. Since deterministic models are typically valid only for a limited range of cutting conditions, ANNs present the best modelling alternative. While various neural techniques can be used in this approach, a multilayer feed forward network seems to be one of the most appropriate choices because of its simplicity and flexibility. In order to determine the best combination of variables to be included in the modelling procedure in a fast and cost effective way, OAs are used again. The selection of variables is based on analyzing the effect of each combination of variables on the performance of the designed models, as well as the contribution of each variable to modelling, validation and prediction errors.
Many criteria can be used to assess whether a reduced model adequately represents the relationship between the QCMP and the cutting parameters under various process conditions. Measuring the performance of fitted models is based on the principle of reducing several statistical criteria. These include the residual sum of squared errors (SSE), the residual mean square error (MSE), the total squared error (Mallow's C p ), and the coefficient of determination (R 2 ). For the majority of modelling techniques, the model is determined by minimizing the residual sum of squares (SSE). All of the criteria, MSE, C p , and R 2 , are a linear function of the SSE. The combination of variables that minimizes the SSE creates MSE and C p as the minimum and R 2 as the maximum under a fixed number of variables. Among these criteria, R 2 does not have an extreme value and shows a gradual increasing trend when the number of variables in the model is increased.
Thus, the use of R 2 as a criterion for the selection of variables can allow some subjectivity. If p variables among q variables are selected, the residual mean square is MSE p = SSE p /(n − p − 1), where n is the total number of observations. The terms SSE p and n-p both decrease with an increase in the number of inde-pendent variables p. Therefore, MSE p have the ability to show an extreme value. In this study, the judgment function used consists in minimizing the training residual mean square error (MSE t ) and the validation residual mean square error (MSE v ) for each quality characteristic, as well as the total residual mean square error (MSE tot ).
Application of the Proposed Strategy
To illustrate the proposed modelling approach, twelve variables are considered.
Before selecting the variables and training the ANN models, it is important to establish the size of the hidden layer and to optimize the training performances.
The idea is to approximate the relationship between the size of the hidden layer, the number of input variables and the complexity of the parameters to be estimated. For all trained models, an average error of less than 1% is used, irrespective of the hidden layer size. Consequently, to avoid long training and over-fitting that could affect accuracy, the [NP*2NP + 1*3] network structure is selected (NP: number of inputs). For variable selection, the procedure begins by selecting the OA for the model design. The OA that best fits this modelling procedure is a L 16 . The procedure used for models design is illustrated in Table 3 . The (1) and (0) To reduce the number of variables and simplify the variable selection procedure, the variables Di and L are combined into a single variable identified as L/D and defined as workpiece length/diameter ratio. The data structure used to produce the designed models is showed in Table 4 . Typical results representing the performances of the designed models as a function of the seven selection criteria are presented in Table 5 . Table 5 shows that all models fit the data relatively well, as indicated by the MSE values. Using these results, the average effect of each variable on each model's performance is evaluated. The graphs of average effects demonstrate that the Table 3 . Designed models for the variables selection procedure.
Modelling variables is obviously desirable to include f, d, dfx and dfz in the proposed quasi-optimal model (QOM). Accordingly, the model including the selected variables is built using a multilayer feedforward network. The topology of the ANN implemented is described in Figure 5 . The network configuration selected have 4 neurons in the input layer corresponding to feed rate (f), depth of cut (d) and workpiece radial and axial deflections (dfx and dfz), and 3 neurons in the output layer corresponding to diametral errors (De), circularity errors (Ce) and surface roughness (Ra). Figure 6 shows the variation of the network's prediction accuracy for the three quality characteristics. The maximum prediction errors are less than 3.50%, 4.75% and 5.75% respectively for De, Ce and Ra, and present an excellent distribution of predicted points. Thus, it can be concluded that the ANN is able to learn complex relationships very well and can be used as an effective predictive tool. The model is then used for prediction using the validation data. Figure   7 shows the variation of the QOM's prediction accuracy for the three quality characteristics. The maximum prediction errors are under 10%.
A global evaluation of the achieved results demonstrates that the resultant model successfully estimates the QCMP during CNC turning of cantilever bars. The proposed quality prediction approach can successfully contribute to a reducing machined part error by approximately 90%. This model demonstrates that it is not necessary to massively instrument the machine tool in order to find the relevant information needed for modelling the quality characteristics of machined parts. Only two sensors probing the tool deflections in the feed and speed directions are necessary. These deformations can be eventually estimated with good precision using a simplified model based simply on the cutting parameters.
Conclusion
The present study is devoted to the development of an integrated model for Among all these variables, feed rate, depth of cut and workpiece deflections are found to provide the needed information for an accurate and efficient prediction model. Using these variables, a quasi-optimal model is produced by training an ANN using data obtained from structured experiments conducted under a large variety of cutting parameters and conditions. The achieved results are very encouraging. The dimensional errors, circularity errors and surface roughness are predicted with a global error fluctuating between 3.50% and 10% under variable machining conditions. These results demonstrate that the proposed modeling procedure can be effectively applied to quality prediction and monitoring due to its simplicity, accuracy and robustness.
