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Abstract 
Over recent decades, a wide range of rivers and lakes draining peat-dominated 
catchments across the UK have exhibited statistically-significant increases in 
water colour and dissolved organic carbon (DOC) concentration. This has 
implications for the carbon budget of those peatlands, and for the long-term 
viability of water treatment works which must remove the colour in the treatment 
process. Suggested causes for such increases include lower water tables in 
the peat, and changes in the peat chemistry through decreasing atmospheric 
acid deposition. 
One factor potentially affecting the peat water tables, and therefore possibly 
related to the increases in DOC, is the practice of peatland drainage, which may 
affect both the production of DOC and the hydrological behaviour of the peat. 
Drainage is no longer believed to be beneficial in increasing the amenity value 
of peat and so there is a need to understand whether blocking the drains will be 
an effective strategy in decreasing DOC export and mitigating the observed 
increases at water treatment works. 
This thesis presents the results of monitoring individual blocked drain, 
unblocked drain, and stream catchments. The results are used to construct 
detailed DOC export budgets and to compare the behaviour of the catchments. 
This enables identification of the extent to which drainage increases DOC 
export; of differences in behaviour between blocked and unblocked drains, and 
of whether drain blocking is likely to reverse any such increase in DOC export. 
Results from these individual small catchments are considered in the context of 
the overall DOC export across the larger scale catchment of a large water 
treatment works. DOC sources across the larger catchment were also 
monitored and, using novel statistical techniques, catchment export is related to 
catchment properties including the presence of drainage. These results are 
used to assess the likely benefits of a large scale drain blocking programme 
with respect to the DOC concentration observed at the water treatment works. 
Results are presented showing that drainage does substantially increase the 
DOC export from peat, with DOC export being highest from flat, extensively 
drained peat areas. Blocking does decrease the export from individual drain 
catchments, but not to pre-drainage levels, even a decade after blocking. The 
decreases due to blocking are shown to be due primarily to changes in the 
hydrological behaviour of the drains rather than changes in the production of 
DOC. 
Therefore a catchment-wide drain blocking programme is recommended as a 
strategy for reduction, but not total amelioration, of the increasing DOC trend 
that is observed at water treatment works. However, before this is implemented 
further understanding of the large scale changes in peatland hydrology that may 
follow blocking will be required, as the results do not indicate a reduction in 
DOC production. 
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1.1 Project Rationale 
1.1.1 The problem at Water Treatment Works 
Broken Scar is a water treatment works in Darlington, England, owned and run 
by Northumbrian Water Ltd. The works obtains its water from the River Tees 
and is responsible for providing fresh water to approximately 100,000 people 
across Darlington and the surrounding area, making it the eighth largest water 
treatment works in England. 
Long term records exist for the observed riverine dissolved organic carbon 
(DOC) levels, as water colour, at Broken Scar (Worrall et al, 2003a). These 
data, illustrated in Figure 1.1 and backed up by empirical observations from 
managers of the water treatment works, suggest an approximate doubling in 
average water colour levels over the last 30 years. Since colour is generally 
proportional to the concentration of DOC (e.g. McKnight et al, 1985), this 
implies a similar increase in the concentration of DOC in the river water at the 
treatment works. 
This trend is not confined to the Broken Scar catchment: records for DOC 
concentration at a wider range of sites across the UK show similar increases in 
the majority of cases. Worrall et al (2004a) examined records from 198 sites 
around the UK and found significant (P<0.05) increases in DOC concentration 
at 153 sites. The remaining sites showed no significant trend: no sites showed 
a significant (P<0.05) decrease. Freeman et al (2001 a) found significant 
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Figure 1.1 River water colour in Hazen units as observed at Broken Scar water treatment 
works. 
Adapted from Worrall et al (2003a). Least-squares trend fit is significant with P<0.0005. 
On these data DOC (mg r1) = 0.051 (Hazen) + 1.09 (R2 = 0.82, Worrall et al, 2003a). 
There are strict requirements governing the colour levels of output (treated) 
water from water treatment works. The prime motivation for such limits is the 
unwanted formation of disinfection by-products (DBPs) such as trihalomethanes 
(mainly chloroform, CHCb, but also brominated THMs where bromide is present) 
and haloacetic acids (mono-, di-, and trichloroacetic acids). Such compounds 
are formed upon chlorination of water which contains organic compounds such 
as those that make up DOC (Singer, 1999). Trihalomethanes are of particular 
concern because their ingestion has been linked to bladder and rectal cancer 
(Morris et al. 1992, Hildesheim 1998). Additionally, due to the fact that the 
chlorine is consumed by formation of these compounds, the residual chlorine 
required to provide ongoing disinfection while the water is transported to the 
consumer is not present. Furthermore not only does DOC present in the water 
enable microbial regrowth by removing residual free chlorine, but it actually 
encourages the process, as it acts as a food source for microbial growth 
(Fearing et al 2004). DOC levels are also of great concern beyond the context 
of drinking water treatment, as transport of DOC to the marine environment via 
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rivers is a significant part of the global carbon cycle. DOC dominates the total 
carbon flux in many peatland streams (Dawson et al, 2002) and Hope et al 
(1994) estimate the global riverine flux to be between 1 and 1011 kg C yf1; 
despite the inevitable large uncertainty in such estimates any increase in DOC 
is of concern. 
1.1.2 Options for DOC removal 
DOC remaining in the water at the filtration stage of treatment causes further 
problems through clogging of microfilters and blocking adsorption sites in 
granular activated carbon (GAC) filters (Fearing et al 2004 ), a process known 
as "blinding". DOC compounds should therefore be removed in the water 
treatment process before microfiltration, GAC filtration, or chemical disinfection. 
The conventional treatment method for removal of the organic compounds 
causing water colour is coagulation and flocculation followed by removal of the 
floc through a combination of sedimentation in settling tanks and filtration. 
Coagulation is achieved most commonly through the addition of iron sulphate 
compounds or alum, which causes negatively charged "dirt" particles and 
compounds to clump together, attracted to the positively charged coagulant 
(Adgar et al, 2005). Where filtration is through granular activated carbon this 
can also contribute directly to colour removal, through adsorption of colloidal or 
dissolved DOC in addition to the trapping of floc particles, but this shortens the 
lifespan of the GAC, reducing its effectiveness at adsorbing other pollutants, 
and increases costs. 
The amount of colour that can be removed by coagulation and flocculation is 
limited by the capacity of the mixing and settling tanks and, due to the holding 
time required for the process, by the current demand for fresh water. 
Furthermore, the flocculation chemicals become a major cost in the water 
treatment process. Newer approaches to DOC removal are also being 
developed such as the use of the proprietary magnetic ion exchange (MIEX®) 
resins. The MIEX resin is an anion exchange resin, used in the form of small 
beads, which is artificially manufactured to encompass many of the 
characteristics leading to high DOC adsorption (macroporous structure, high ion 
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exchange capability, small particle sizes) with the key additional advantage of a 
magnetic component. This greatly improves and speeds up the coagulation of 
the resin beads when the stirring process ceases and allows for greater 
recovery of the loaded resin (Bursill, 2001 ). Greater resin recovery reduces 
costs both in terms of the amount of resin required and because filters do not 
become clogged so rapidly, and so the MIEX resin combines the high ion 
exchange rates made possible by small particle sizes with easy recovery 
normally precluded by small particle size. The resin is regenerated through 
contact with brine - an extremely cheap process compared with the 
regeneration of GAC. The artificial resin approach therefore offers promise for 
improving the ability of water treatment works to continue treating highly 
coloured water. Whilst the MIEX resin process potentially extends the level to 
which water colour can be successfully treated, the upward trend in DOC levels 
still suggests that colour removal will become an ever greater part of treatment 
costs. 
These "end-of-pipe" approaches to colour treatment (whereby the water is 
treated to the required standard at the point of use, without regard to improving 
the quality of the input water) have hitherto been adequate. However, if this 
trend of increasing colour levels was to continue then eventually a point would 
be reached where the water treatment works would no longer be viable (Worrall 
and Burt, 2005). Even before this point is reached then ever greater investment 
will be required in flocculation chemicals and filtration systems in order to 
maintain a consistent quality of output water, meaning that the point at which 
the treatment works is no longer economically viable may be reached even 
sooner. 
Water companies, particularly those treating water from upland peat catchments 
where high colour loads are to be expected, are therefore seeking alternatives 
to this end-of-pipe approach to colour removal. From the point of view of water 
treatment, clearly a better approach would be either to prevent or to exclude the 
colour at source. Rather than seeking and investing in new technologies to 
meet the rising colour trend, there is an increasing desire to understand the 
underlying causes behind it and to identify the sources of increasing colour. 
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There is therefore a pressing need to set the causes and sources of this 
increasing colour trend in a spatial context such that colour production can be 
explained and predicted, enabling catchment managers to ensure that the water 
incoming for treatment is already of the best possible standard. 
1.1.3 Causes of increased colour production 
Peat soils have been shown (Urban et al, 1989) to be a major source of 
dissolved organic carbon to the drainage network, and Aitkenhead et al (1999) 
linked the presence of extensive peat cover in a catchment to high riverine DOC 
concentration. The production of dissolved organic matter in peat soil was 
described by McKnight et al (1985) as a microbially-driven oxidation process; 
that is, a process of organic matter decomposition. McDonald et al (1991) 
continued by describing water colour production in peat soils as a two stage 
process: aerobic conditions enabling greater bacterial decomposition, followed 
by increased wash-out upon re-wetting. This link to aerobic conditions was 
demonstrated for DOC by Tipping et al (1999) who linked increased DOC 
production to drying of the soil. 
The question of why DOC concentration increases are occurring is currently an 
active research area. Evans et al (2005) provide a recent summary of the key 
potential causes; namely changes in temperature, rainfall, acid deposition, land-
use, nitrogen, and C02 levels. 
One possible reason for the increase is a general decrease in mineral acidity, 
following decreases in acid rain deposition. This was linked by Krug and Frink 
(1983) to increased DOC production, and subsequently Grieve (1990) showed a 
similar link when lime applications to catchments (causing increased pH) were 
observed to correlate with increased DOC concentrations in the stream network. 
More recently, Evans et al (2006) argued that decreasing mineral acid 
deposition, particularly decreases in sulphur deposition, together with increases 
in temperature, were the most likely driver for increasing DOC trends in the UK. 
A second possible reason for the increase in DOC concentration is through 
changes in hydrology, particularly introduced through changing patterns of 
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rainfall. Burt et al (1998) note a trend in UK rainfall patterns towards wetter 
winters and drier summers, and Osborn and Hulme (2002) found that the wetter 
winters were particularly manifested by an increase in heavy rainfall events. In 
the context of a relationship between water table drawdown or drought periods 
and increased DOC export (discussed below) the drier summers may lead to 
increased DOC export in the autumn rewetting period (e.g. Mitchell and 
McDonald, 1992; Scott et al, 1998). However, the relationship between DOC 
concentration and DOC export, which is also dependent on changes in flow 
patterns, is less clear. Forsberg (1992) found that increased precipitation was 
responsible for the majority of increases in DOC export into several Swedish 
lakes, but Tranvik and Jansson (2002) show that changes in the annual cycle of 
precipitation may be important. Tranvik and Jansson (2002) showed that 
decreasing precipitation may decrease overall DOC export, as decreasing 
discharge leads to longer retention times in lakes, allowing greater DOC 
removal, but equally that decreased discharge will cause increased DOC 
concentration in the soil runoff. Therefore although decreasing precipitation 
may lead to decreased DOC export from a catchment, this will depend on the 
scale of the system and effect on the overall hydrology of the system. 
A third possible reason for the increases is through increases in temperature. 
Freeman et al (2001 a) connected the increases in DOC that they observed with 
rising atmospheric and peat temperature, due to increases in the activity of the 
phenol oxidase enzyme at higher temperatures - phenol oxidase itself was 
shown by Freeman et al (2004) to have a key role in increasing DOC production 
as the phenolic compounds it removes are themselves responsible for inhibiting 
the activity of hydrolase enzymes involved in decomposition. Worrall et al 
(2003a) also observed a correlation with temperature and linked this to an 
increase in microbial decomposition of peat. Tipping et al (1999) demonstrated 
this directly by transporting peat cores to warmer, drier locations and observing 
a subsequent increase in the production of dissolved organic matter relative to 
control sites. Furthermore, temperature may play a role through increased 
faunal activity, particularly that of enchytraeid worms, the activity of which is 
strongly related to DOC concentration (Cole et al, 2002). 
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Analyses of long term records of DOC export show clear positive correlation 
between periods of water table drawdown and subsequent increased export 
(e.g. Naden and McDonald, 1989). This is due to the nature of the production of 
DOC from organic soils. Freeman et al, (2001b) proposed the theory of an 
"enzyme latch" mechanism by which colour production is understood not simply 
as an aerobic process, but rather as one where hydrolase enzymes responsible 
for decomposition and DOC production are inhibited by the presence of 
phenolic compounds. These build up under anaerobic conditions because the 
activity of the phenol oxidase enzyme is inhibited in the absence of oxygen. 
Given a period of water table drawdown, leading to previously anaerobic 
conditions becoming temporarily aerobic, the action of phenol oxidase is 
increased and these repressive phenolic compounds are removed. Activity of 
hydrolase enzymes can then increase (Freeman et al 2004 ), enabling greater 
DOC production which can continue even following water table restoration and 
the return of anaerobic conditions. This theory implies that water table 
fluctuations can potentially have a large effect on DOC export, which may 
extend for several years after restoration of the water table. Several studies 
since have found evidence to back up the theory and suggest that this is indeed 
the case, for example Worrall et al (2004b ). 
In summary, increased temperature may lead to increased DOC production 
directly through increased microbial and faunal activity, through lowering of 
water tables leading to increased oxidation, and - combining these factors -
through an "enzyme latch" mechanism which also encourages step changes in 
production that do not quickly return to prior levels. It is therefore proposed that 
land management strategies which result in a lowering of the water table in 
peatlands may be implicated in the increased colour production; the key such 
management strategy is peatland drainage or gripping. 
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1.2 Background to peatland drainage 
1.2.1 Peatland management 
For decades upland peat moorlands in the UK have been managed as a major 
part of the rural economy in the areas throughout which they are found. Key 
goals, as with any land-based economy, have been to maximise the economic 
potential of the land. Blanket peatland is largely unsuitable for cropping and so 
the main farming in these areas has traditionally been sheep grazing. In 
addition the habitat is also that of grouse and other game birds, which has led to 
the development of large estates where the main economic use of the areas is 
as grouse moors for shooting and sport. 
This has led to a system whereby many areas of peatlands are managed by a 
team, often employed by the estate to whom the land belongs, from permanent 
estate managers through to beaters and temporary staff employed during the 
busy shooting periods. Areas that may appear to be bleak wilderness are in 
fact managed extremely closely on a day to day basis by these teams to 
maintain the habitat in the optimum condition for the grouse and sheep, both of 
which have specific requirements such as sufficient new, edible, shoots of 
heather, and areas which are not entirely waterlogged. Techniques for this have 
been developed and refined over time - varying of grazing patterns and areas in 
which in grouse are bred and shot in any particular year; burning areas of 
heather on a suitable timescale to encourage sufficient regrowth without 
damaging the underlying ecology; and in recent decades modifying the natural 
drainage of the peatlands. The purpose of this work is to study the effect of 
these drainage modifications on the DOC export of the drained catchments. 
1.2.2 Rationale for and problems with drainage 
One of the perceived problems in peatland management has been insufficient 
drainage in many areas, especially large, relatively flat areas of blanket peat. 
The hydraulic conductivity of blanket peat can vary greatly (Rycroft et al 1975) 
and is much higher in the topmost, aerobic layer than in the underlying 
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permanently saturated layers. This gives rise to a two-layered or "diplotelmic" 
model of peat behaviour with the layers being known respectively as the 
acrotelm and catotelm (Ingram, 1978). The acrotelm is the region within which 
the water table fluctuates and along with higher hydraulic conductivity has a 
greater density of microorganisms and living plant material (Holden and Burt, 
2003a). Particularly in flatter areas where lateral drainage is slower due to the 
lack of slope, the water table can often be at or extremely near to the surface 
and the acrotelm is thin. The lower layers remain waterlogged, with the 
associated much lower catotelmic hydraulic conductivity of the order of 
1 o-7 em s-1 (Holden and Burt, 2003b ). 
Sheep in particular were observed to be affected by the waterlogged surface, as 
they avoid areas that are entirely waterlogged and "boggy" with the water table 
at or near to the surface; they become vulnerable to conditions such as footrot 
in the absence of dry land. In addition these conditions encourage in particular 
the growth of Sphagnum spp. over the other major habitat flora, Eriophorum 
vaginatum and Gal/una vulgaris which provide food for sheep, and food and 
shelter for grouse respectively. Furthermore, waterlogged boggy ground is less 
suitable for the most profitable activity to take place on the land - grouse 
shooting. Grouse shooting requires ready access to the land by substantial 
teams of people, animals, and often vehicles. This is much less practical to 
achieve, and less desirable for the paying customers of the shoot, in areas of 
sphagnum bog than it is on heather moorland. Thereby draining was perceived 
to improve land for grouse shooting both through improvement of the habitat for 
grouse through increased heather growth, and through improved access. 
The advent and ready availability of mechanical diggers and the development of 
the Cuthbertson plough in the 1930s encouraged the development of extensive 
networks of drainage ditches, also known as grips, across large areas of 
blanket peat moorland in response to government grants for "improvement" of 
the land for forestry and agriculture (SNH, 2006; Holden et al, 2004). The aim 
of the process of gripping was to improve the land for grazing, game, agriculture 
and access (Ratcliffe and Oswald, 1988). The process of gripping was 
conceived to increase the runoff from the upper layers of peat, as a lateral 
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drainage path is made available into the side wall of the grip, thus lowering the 
water table around the grip. Ratcliffe and Oswald (1988) estimated that, of the 
approximately 8% of the UK that is covered by blanket peat moorland, 
approximately 75% has been gripped. 
When dug, the grips are largely uniform (due to the use of the standard 
Cuthbertson plough) in having a trapezoidal cross-section, 50cm deep, 90cm 
broad at the top, and 40cm broad at the base. Grip networks vary from a few 
grips whose primary purpose was to modify an existing natural drainage pattern 
or reduce erosion, to extensive networks of grips of a branching or herringbone 
structure, where spacing between grips can be as little as 7m - with typical 
spacings traditionally being of the order of 1 chain (20m) apart. 
However, despite the aims of drainage, Watson and O'Hare (1979) found no 
evidence for increased grouse numbers on drained bog, and indeed over the 
last decade there has been an increasing feeling among land managers and 
other stakeholders that the grip networks are not an unqualified success in 
providing the benefits for which they were intended. Even prior to this shift, 
Stewart and Lance (1983) found no documented evidence of any actual 
economic benefits from drainage. The failure of drainage programmes to 
achieve the desired results is manifested in two main ways. 
Firstly, dense grip networks cause problems in themselves. From the point of 
view of grazing, sheep will avoid areas criss-crossed by numerous grips which, 
at 90cm wide, are to them substantial obstacles. Grazing patterns therefore 
change and sheep become harder to herd and manage. Sheep prefer drier 
land, which is likely to occur close to the grip channels and in particular on top 
of the ridge of peat spoil left alongside the channel by the plough. However a 
tendency by sheep to congregate in these linear patterns will only cause greater 
erosion at the grip edges, increasing waterlogging once again (Stewart and 
Lance, 1983). Grips at their originally dug size can pose a danger to lambs, 
and grips that have become wider and deeper through erosion can even trap 
adult sheep, especially where heather growth overhangs the edge of the grip 
(Stewart and Lance, 1983; Thompson, 1948). Similarly for grouse, grips cause 
a problem especially during the vital nesting season (Phillips and Moss, 1977). 
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Flightless chicks often fall into grips and at this stage in their lives they are not 
waterproofed. They are therefore unable to escape and usually drown. In 
densely gripped areas this substantially reduces yields. 
Secondly, grips are often not successful at lowering the water table to a useful 
extent other than in the immediate vicinity of the grip, meaning that an 
extremely dense grip network is required in order to reduce the waterlogging of 
the land to the extent desired. This effect is discussed more fully in section 
1.2.4. 
1.2.3 Context of peat drainage outside the UK 
Drainage of peatland is also widespread outside the UK (Holden et al, 2004) -
Joosten (1997) states that approximately 60% of European peatlands have 
been altered through processes such as drainage. However, the reasons for 
drainage differ - peatlands are rarely managed for game outside the UK, but 
drainage is undertaken to alter peatland hydrology, to improve the suitability of 
peats for forestry or agriculture, or prior to harvesting of the peat. For example, 
Stephens and Symons (1956) describe a shift in the rationale for drainage in 
Ireland from flood reduction to a need for increased productivity in upland farms. 
Bowler (1980) reports extensive drainage with similar aims in New Zealand. 
Cooper et al (1991) stated that in Northern Ireland only 169km2 of a total 
1190km2 of peat were undrained. In Finland, where drainage is undertaken 
chiefly to lower water tables to enable afforestation, necessitating very dense 
drainage networks (Holden et al, 2004 ), 57 ,000km2 of peatland have been 
drained since the 1930s (Laiho et al, 1998; Joensuu et al, 2002). 
In other parts of the world, drainage has been shown to have serious 
environmental consequences: a recent report by DELFT Hydraulics and 
Wetlands International (Hooijer et al, 2006) describes the extent of peatland 
drainage and burning in Indonesia, where a key and increasing motivation for 
drainage is the use of land for the production of bio-fuels. Of 21 0,000km2 of 
peatland in Indonesia, 90,000km2 are currently drained. The decomposition of 
peat caused by this leads to annual C02 emissions from peat degradation, in 
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Indonesia alone, of around 2000 Mt- this is approximately one third of the total 
annual C02 emissions of the USA (Hooijer et al, 2006). These figures suggest 
that producing biofuels on drained peatland can lead to the overall C02 
emission of the biofuel being 1 0 times greater than that of the same quantity of 
fossil fuel. 
Peatland protection and restoration programmes are also widespread in several 
countries outside the UK, such as Ireland (Dail Eireann, 1998), Canada (e,g, 
Waddington and Price, 2000), Estonia, Sweden and Finland (Vasander et al, 
2003). However, the magnitude of drainage such as that described by Hooijer 
et al (2006), together with current biofuel subsidies, mean that globally the 
effects of new drainage seem likely to greatly outweigh those of current peat 
restoration projects 
1.2.4 Hydrological effects of drainage 
The key expected and desired effect of peatland drainage in the UK was to 
lower the water table in the peat, resulting in a "firmer'' surface more suitable for 
grazing, walking and other access. However due to the low hydraulic 
conductivity of peats and the often low relief of the areas over which they are 
found, the water table is generally not found to drop in the manner which was 
originally desired (Stewart and Lance, 1991 ). 
Studies dating back as far as the eighteenth century have suggested that 
peatlands store water in a similar manner to a sponge, soaking up water during 
storms and releasing it gradually over a significant period of time, thereby 
reducing flood peaks and sustaining baseflows (Turner, 1757). However the 
opposing view has been demonstrated by many more recent studies, showing 
that the water table rarely drops far enough in blanket peats that substantial 
storage capacity is available to attenuate flood peaks (e.g. Eggelsmann, 1971 ). 
This supports observational data that blanket peats produce a great deal of 
runoff with extremely flashy hydrographs and relatively small baseflow 
contributions (for example, Burt et al, 1990; Burt et al, 1997; Evans et al, 1999). 
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A flashy hydrograph may seem to suggest that waterlogged peats can easily be 
made to give up their water and that drainage should be successful, probably 
adding further to the flashy nature of the hydrograph response. However many 
studies have shown that the vast majority of flow in peats takes place over the 
surface and through the upper few em (e.g. Holden and Burt, 2003b; Ingram, 
1967; Rycroft et al., 1975). Drainage may well play a part in increasing the 
flashy nature of the hydrograph response, by increasing surface runoff as 
overland flow has only to travel as far as the nearest drain channel before it is 
rapidly removed, with flow in drains being even faster than flow over the peat 
surface or through the near surface layers. However the implication of this 
near-surface dominated flow is also that the water table drawdown caused by a 
grip may not extend a great distance laterally from the grip. Any drop in the 
water table caused by lateral flow from the lower peat layers into the side walls 
of a drain channel will be slow enough that it is easily replenished by infiltration 
from above. Silins and Rothwell (1998) also made the point that drainage is 
likely to lead to some subsidence and compaction of the peat layers, which will 
decrease hydraulic conductivity and increase water retention, acting against the 
aim of drainage by limiting flow of water into the drain channels. 
Any lowering of the water table by drains may cause additional carbon 
production. Increased soil C02 respiration has been observed upon drainage of 
peatlands by Silvola et al (1985), and Komulainen et al (1999) showed that the 
soil respiration of C02 decreased following restoration of the water table at a 
peatland in Finland. Methane exhibits the opposite behaviour: Tuittila et al 
(2000) have shown that upon restoring a cut-away peatland there was a 
significant increase in CH4 flux. With respect to DOC Clausen (1980) found that 
concentrations increased upon drainage, and Mitchell and McDonald (1995) 
showed that at a catchment scale, the most densely drained areas were the 
largest sources of DOC. 
Overall then, the likely effect of drainage seems to be to increase the flashy 
nature of the hydrograph response, chiefly from a relatively narrow zone either 
side of the drains in which the water table is lowered, while not lowering the 
water table enough over the peatland as a whole to gain the intended benefits 
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(Stewart and Lance, 1991 ). The reasons for increased DOC export following 
drainage - either due to hydrological changes, or to increased production 
through a mechanism such as the enzyme latch proposal of Freeman et al 
(2001 b) following lowering of the water table - are less clear: developing a 
better understanding of these is one of the aims of this thesis. This study 
therefore hypothesizes that drained areas are a major source of DOC within an 
upland catchment, and that the blocking of drains will facilitate decreases in 
DOC export throughout the catchment. This hypothesis implies that blocking of 
peat drainage could represent an effective management strategy that would 
decrease loss of carbon from drained peatlands, increase carbon storage, and 
mitigate the rise of DOC being experienced by water treatment works. 
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1.3 Aim and Objectives 
The aim of this thesis to monitor and model the production and export of DOC 
and colour throughout the Broken Scar catchment and, in more detail, at the 
level of individual peat drains. Peat drainage is now believed to be generally 
unsuccessful in achieving the objectives for which it was intended, chiefly 
increased amenity value of the land by improving its quality for grazing and 
gamekeeping. With this in mind, and the possibility that drainage can be 
implicated in increased DOC export through lowering of the water table, water 
companies are eager for a better understanding of the likely benefits or 
otherwise of drain blocking programmes - how far can the increased DOC 
exports be attributed to drainage, and can this be remediated by blocking the 
drains? 
By comparing blocked and unblocked peat drains, in addition to a natural 
stream, this study constructs detailed export budgets for a range of these small 
peat catchments and, by comparison of the differences in DOC export and other 
behaviour between the catchments, assesses the likely effect of blocking drains 
on DOC export. A larger scale study across the entire catchment of the River 
Tees above the Broken Scar water treatment works allows this to be set in the 
context of the sources of DOC throughout the Broken Scar catchment. 
The specific objectives of the study are: 
1. To conduct an intensive monitoring programme of several peat drains which 
have a range of management treatments, and to use the results of this 
programme to create detailed DOC export budgets for the drains 
2. To examine the differences in behaviour between the drains and determine 
to what extent such differences are due to blocking 
3. To identify key source areas of water colour throughout the catchment of the 
River Tees above Broken Scar in order to describe those areas chiefly 
responsible for the problematic increase in water colour at Broken Scar 
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4. To relate the presence of such areas to their spatial characteristics including 
both catchment morphology and management techniques such as drainage 
5. To review the statistical methods used in this latter form of spatial catchment 
modelling, and compare the results and reliability of several such statistical 
techniques. 
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1.4 Thesis outline I framework 
The format of this thesis is as follows. 
Chapter 2 describes and presents the results of a long-term (>2 years) 
campaign to monitor DOC concentration and flow in the discharge from several 
small peat drain catchments, with the aim of understanding the DOC export 
contribution of such drains through the creation of a temporally detailed 
discharge and concentration record. The catchments have a range of 
treatments - blocked drain, unblocked drain, and pristine stream - and the 
results are used to compile detailed DOC export budgets and compare these 
between the catchments. 
Chapter 3 uses further monitoring and sampling of the peat drain catchments in 
order to identify any behavioural differences between them and further elucidate 
the ways in which blocking does or does not affect the export behaviour of the 
catchments. Several experiments are described based on several datasets: the 
detailed sampling campaign described in chapter 2; on additional grab-sample 
based monitoring; on quasi-continuous monitoring of flow and conductivity; and 
on a tracer flow study. The results of these experiments are used to compare 
differences between the catchments, with particular reference to the unblocked 
drain and the nearest blocked drain. 
Chapter 4 describes the results of a campaign to monitor DOC concentration at 
a larger spatial scale, in streams around the Broken Scar catchment, and to 
relate this concentration to catchment characteristics such as the extent of peat 
cover and drainage. The results are presented using GIS mapping to compare 
the observed and modelled source areas and, through the use of logistic 
regression models, to identify specifically those areas which contribute to 
observed water colour at Broken Scar. This work extends the results of several 
previous studies, and as such the modelling is conducted in the context of a 
comparison of the validity of various statistical techniques which are used in this 
and other studies to model colour export from spatial characteristics. 
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Chapter 5 assesses the mixing of waters throughout the Broken Scar catchment 
using multivariate analysis techniques and based on the same grab sampling 
campaigns described in chapter 4. This is done in order to identify the sources 
of different types or end-members of water, with particular relevance to high 
colour water, enabling a different approach to the spatial mapping of colour 
sources. 
Chapter 6 presents the conclusions of the work. The conclusions of the 
previous chapters are summarised and the links between the results of the two 
main monitoring scales are discussed. The relevance of the results in context 
of the water treatment works at Broken Scar is described and suggestions for 
further investigations are presented. 
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2 DOC Budgets of small peat catchments 
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2.1 Introduction 
This chapter describes a study that was conducted with the aim of monitoring in 
detail the export behaviour of five small peatland catchments, in order to 
construct budgets for the dissolved organic carbon export of each catchment. 
The catchments are all situated in blanket peat and are distributed across three 
sites in the North Pennines, England. The first three catchments are adjacent 
and located on Hexhamshire Common, within the Strathmore Estate above the 
village of Allenheads in the Derwent Valley, at grid reference (NY869475). The 
other two catchments are located approximately 2 km from each other and 
approximately 17 km SSW of the Hexhamshire Common site, on the north and 
east shores of Cowgreen Reservoir, Teesdale, at grid references NY802317 
and NY818304 respectively. Location of the sites within the UK is shown in 
Figure 2.1. The sites were selected to represent a range of drainage 
treatments: four are artificial drains and the fifth is a pristine peatland stream. 
Of the drained catchments, one was blocked in 1995, two were blocked at the 
outset of this study, and one remains unblocked. Data were also obtained for a 
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Figure 2.1 Location of the study sites. Data source © Crown Copyright/database right 
2005. An Ordnance Survey/EDINA supplied service 
2.1.1 Restoration of drained peat 
The purpose of this chapter is to develop an understanding of the effect of 
drainage on the DOC exported from peatlands. As described in chapter 1, 
peatland drainage has been implicated as one possible cause of the increasing 
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trends in colour and DOC export observed in many peatland rivers. Drainage 
has also been shown to increase the concentrations of many solutes, including 
Ca2+, Mg2+, Na+, NH/, and conductivity (Prevost et al, 1999). 
One potential method of reversing the effects of drainage is to block the grips. 
Several different methods are used for blocking grips. Dams made of imported 
materials such as plastic or wood can be extremely effective and reduce mean 
flow velocity by as much as three orders of magnitude (Holden et al, 2005). 
Dams may alternatively be made of locally available materials such as bales of 
heather, or blocks of peat cut from areas between grips (known as the "cut-and-
shut" method). Such dams are somewhat less effective but can still reduce 
mean flow velocity by two orders of magnitude compared to open drains 
(Holden et al, 2005). Filling-in of the entire grip channel is not a common 
method, as it can be difficult to find sufficient material to fill in the channel 
without creating a new grip where the material was removed from, especially 
where the spoil ridge from the original digging of the grip has eroded or 
otherwise diminished. Whatever the construction of the dam, the much slower 
flow velocities generated by damming methods encourage the deposition of 
sediment and promote re-vegetation, which in turn helps to trap further 
sediment. 
The aim of grip blocking has been seen as firstly, to restore the water table to 
pre-drainage levels, and therefore reduce DOC production; and secondly to 
reduce the flashy nature of the hydrograph that is caused by rapid flow through 
open drain channels. Focussing in particular on the first aim, this study 
develops a detailed assessment of the DOC export budget from small peatland 
catchments with a range of drainage treatments. The DOC budgets of 
catchments that have been managed in different ways are compared in order to 
test the hypothesis that the export can be reduced through a grip blocking 
program, and to assess the extent of such a decrease that is potentially 
achievable. 
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2.2 The Study Sites 
This study has involved the detailed monitoring over a two year period of five 
individual moorland drainage catchments, spread across three separate sites in 
the North Pennines, England. All are situated in blanket peat and the 
catchments were selected to represent a variety of management interventions, 
while being geographically and physically as similar as possible. 
Four are artificial catchments, which have been drained by the digging of grips 
at one stage. At the start of the study period, three of these catchments had 
open, functioning drainage, and the fourth had its drain blocked in 1995. The 
fifth catchment is a natural first-order stream, which is taken to represent a 
"pristine" catchment for the purposes of control. This site has no artificial 
drainage within its catchment. 
The five catchments are distributed across three locations, at Hexhamshire 
Common, Allendale; Pikestone Hurth on the northern side of Cowgreen 
Reservoir, T eesdale; and Widdybank Fell on the eastern side of Cowgreen 
Reservoir (Figure 2.1 ). 
In addition to the data collected for the study from these sites, data were also 
obtained from the UK Environmental Change Network (ECN) monitoring 
programme at Trout Beck in the Moor House NNR (Sykes and Lane, 1996). 
Trout Beck is an upland peat catchment but is significantly larger, at 11.4km2 , 
than the other catchments in this study. 
2.2.1 Hexhamshire Common 
Three of the catchments are at the first site. This lies on Hexhamshire 
Common, within the Strathmore Estate above the village of Allenheads in the 
Derwent Valley, at grid reference NY869475 at an altitude of 520m O.D. The 
underlying geology is a succession of carboniferous sandstones, siltstones and 
limestones, and there are no apparent drift deposits underlying the peat. The 
vegetation of the common is dominated by Eriophorum vaginatum. (cotton 
grass), Call una vulgaris (heather) and Sphagnum spp. (moss) and the poor 
drainage has led to the development of extensive blanket peat of depths up to 
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2m. The field site lies within an area of the peat that has been gripped 
extensively and extremely densely, with grip spacing varying from the 
"standard" 20m (1 chain) down to as little as 7m. The three grips studied are at 
approximately 7m spacing. Due to the depth of the peat at this site, grips 
across the common are almost entirely within the peat and the grips studied are 
entirely within the peat: there is no contact with the underlying rock or till. The 
site is shown in Figure 2.2. 
The grips on the common were dug in at least three phases, with the most 
recent being in 1995. The grips studied were dug in this most recent phase. In 
January and February 2003, just after the monitoring in this study began, the 
grips across an area of the common were blocked as part of a study by English 
Nature (unpublished), using a peat dam method (section 2.1.1) with peat for the 
dams being taken from the channel walls, causing pools upstream of the dams. 
The three grips selected for this study are adjacent and approximately parallel. 
(Figure 2.5). Two of these, denoted Hexham 1 and Hexham 3, were blocked in 
the programme detailed above on the 5th January 2003, using peat dams at 
approximately 10 metre intervals along the length of the grip channels. The 
remaining grip, Hexham 2, was left unblocked. The catchments of the grips 
Hexham 1, Hexham 2 and Hexham 3 are approximately 1800m2, ?500m2, and 
2400m2 respectively. Hexham 2, the central grip, is significantly longer than the 
adjoining Hexham 1 and Hexham 3. The channel cross sections of Hexham 2 
and Hexham 3 are broadly similar at the lower ends of the catchments where 
samping took place, in line with the dimensions produced by the Cuthbertson 
plough. Hexham 3 is somewhat shallower towards the upper end, above the 
blocks. Hexham 1 is partially filled in with sediment particularly in the lower 
reach, and the channel is therefore somewhat shallower than the other two 
grips at this site. 
2.2.2 Upper Teesdale - Pikestone Hurth 
Cowgreen Reservoir is a large reservoir managed by Northumbrian Water in the 
headwaters of the River Tees. The reservoir was created in 1971 and has an 
area of approximately 3 km2. Areas around it have been gripped at varying 
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times since the 1950s, in patterns that are generally less extensive and dense 
than at Hexhamshire Common. Pikestone Hurth, on the northern side of the 
reservoir, has been gripped with an average spacing of approximately 20m. 
The grip chosen for this study lies at grid reference NY802317, at an altitude of 
560m O.D. The grip was blocked in 1995 using the same peat dam method 
that has been used more recently at the Hexhamshire Common site. The grip 
has partially healed in the decade since blocking and is now substantially 
narrower and shallower in places than the Hexhamshire Common grips. The 
area of the catchment is approximately 3500m2 and the catchment is referred to 
in this study as Cowgreen. 
Vegetation at this site is dominated by Eriophorum vaginatum. (cotton grass) 
and other grasses, and Sphagnum spp. (moss). There is little or no Gal/una 
vulgaris (heather). The peat is underlain by a succession of limestones of the 
Alston and Yoredale groups, with glacial till underlying the peat deposit. The 
peat depth is approximately 50cm. This is sometimes referred to as "shallow" 
peat, as the severest droughts would drop the water table below the peat and 
into the underlying glacial till, effectively cutting off the peat from the drainage 
system during those periods. The shallower peat means that, unlike at 
Hexhamshire Common, grips are sometimes cut into the underlying glacial till. 
However, in order to ensure maximum comparability between the sites, the grip 
in this study is not and is entirely within the peat. The grip is shown in Figure 
2.3. 
2.2.3 Upper Teesdale - Widdybank Fell 
Widdybank Fell lies to the east of Cowgreen Reservoir and falls within the Moor 
House NNR (see section 2.2.4). The study site lies at the base of Widdybank 
Fell, at grid reference NY818304 and an altitude of 51 Om O.D. Vegetation is 
dominated by Eriophorum vaginatum. (cotton grass), Gal/una vulgaris (heather) 
and Sphagnum spp. (moss), and the site is underlain by limestone of the Great 
Scar limestone group. The site consists of a small first-order natural stream 
which at some points along its channel contacts the underlying limestone as 
well as the blanket peat. The study catchment is the south-eastern branch of 
the stream named on Ordnance Survey mapping as Slapestone Sike. The 
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catchment lies entirely within the Moor House NNR, and no part of it has ever 
been artificially drained. The area of the catchment is approximately 27500m2 
and the site is referred to in this study as Widdybank; the stream and monitoring 
equipment are shown in Figure 2.4. 
2.2.4 Moor House - Trout Beck 
In addition to the sampling and monitoring campaigns that were conducted at 
the sites detailed above, flow and DOC concentration data were also obtained 
from the Environmental Change Network (ECN; Sykes and Lane, 1996) for the 
Trout Beck catchment in the Moor House National Nature Reserve (NNR). The 
Trout Beck (ECN 2006a) is a blanket peat catchment in the headwater of the 
River Tees (outlet at OS grid ref. NY758335) lying entirely within the Moor 
House NNR. The Moor House NNR (ECN 2006b) is both a terrestrial and 
freshwater site within the ECN: the ECN collects various hydrological data from 
the Trout Beck catchment (Sykes and Lane, 1996). The catchment lies largely 
above 500m O.D. with the highest point being the summit of Great Dun Fell, at 
848m O.D. The underlying geology is a succession of Carboniferous 
limestones, sands and shales with intrusions of the doleritic whin sill (Johnson 
and Dunham, 1963). This solid geology is covered by glacial till whose poor 
drainage facilitated the development of blanket peat, which covers 90% of the 
Trout Beck catchment (ECN, 2006a; Evans et al, 1999). The vegetation of the 
whole NNR is dominated by Eriophorum vaginatum. (Cotton grass), Gal/una 
Vulgaris (heather), and Sphagnum spp. (moss). The area of the Trout Beck 
catchment above the gauging and sampling station is 11.4km2. The mean 
annual temperature at Moor House (1992 - 2000) is 5.8·c and air frosts are 
recorded on over 100 days per year. Mean annual precipitation (1953 - 1997) 
is 1953mm (Burt et al, 1998) and snow forms a significant proportion of 
precipitation - annual average snow cover at 500m is 55 days (Archer and 
Stewart, 1995). Any rainfall in the catchment produces a rapid runoff response: 
previous studies at Moor House have shown that the lag between peak rainfall 
intensity and peak flow can be as little as 30 minutes (Burt et al, 1998), with a 
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Figure 2.2 Hexhamshire Common field site 






































































2.3 Fieldwork programme 
In order to calculate the DOC export budgets for the catchments and compare 
these between catchment treatment types, a detailed fieldwork programme was 
undertaken between November 2002 and January 2005. Few data exist on the 
relationship between DOC concentration and flow in very small catchments 
such as those in this study; developing a further understanding of this was one 
aim of this study. Therefore rather than attempting to develop rating curves for 
flow vs. DOC concentration, the fieldwork programme was designed to collect 
as much data as possible in order to calculate the DOC budgets directly through 
calculation of flow and concentration sums of products. To achieve this flow 
was monitored on a quasi-continuous basis using V-notch weirs with stage 
measurement by pressure transducers. DOC concentration was not monitored 
on a continuous basis (for instance by turbidity monitoring), but by frequent 
automatic sample collection and laboratory analysis. 
2.3.1 Sampling equipment description 
The outlets of the five catchments detailed in sections 2.2.1 - 2.2.3 were 
instrumented with automatic water samplers (Buhler-Montec Xian 1 000) fitted 
with automatic distributors and 24 500ml sample bottles. The samplers are 
capable of taking samples at preset intervals, or in response to an external 
trigger. Samples are obtained using an indirect pneumatic pump mechanism, 
which reduced likelihood of equipment failure in dirty water and also reduced 
cross-contamination of samples as there are no locations within the sampler for 
a portion of a previous sample to become stuck and then mix with a subsequent 
sample. 
The sampler was fitted with a hose of sufficient length that the sampler unit 
could be situated away from the stream channel to avoid the risk of it becoming 
flooded. The end of the hose was fitted with a brass weight to ensure the 
samples were taken from the base of the stream, and no filter was fitted to the 
. -~-bo_se.; The~hoses"were-.carefully .. placedc·in"the"grips<with'th·e"bra·ss·weiglited~erid 
on top of a flat stone, and further weighted down by another flat stone. This 
was to ensure that the intake did not become stuck in and blocked by the deep 
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soft sediment at the base of the grip. Care was also taken not to place the 
intake directly below the pressure transducers (see section 2.4.2) to minimise 
the disturbance to these caused by the sampling process. 
The samples were taken by first purging the chamber and sample hose with air 
to remove any water stagnated in the hose from the previous sample. The 
direction of airflow is then reversed causing the sample to be aspirated into a 
fixed sample chamber, fitted with a level cut-off that serves to determine the 
volume of the sample as 500ml. After a preset delay the sample is then 
released into one of the 24 sample bottles. The fixed sample chamber and 
other parts of the system were regularly cleaned on site visits to minimise cross-
contamination of samples. 
2.3.2 Sampling frequency 
For the purposes of this study samples were taken at regular preset intervals. 
Throughout the seasons of higher expected flow (approximately September-
May) samples were taken every 8 hours where possible. During the grouse 
shooting season (October 121h - late November) and the breeding season (mid 
April- early June) access to the sites was sometimes restricted. During these 
periods, and during the summer months (June- August) when extremely low or 
non-existent flow in the grips was expected for the majority of the time, samples 
were taken every 24 hours. 
This sampling pattern was maintained throughout the period of the study with 
the only exceptions to the sample timing being caused by lack of access to the 
sites or by equipment failures. Periods when there was no water in the grips, or 
when the grips were frozen, also resulted in gaps in the sample record. 
Sampling commenced at Hexham 1 , Hexham 3, and Cowgreen in September 
2002 and, due to an early equipment failure, at Hexham 2 in January 2003. 
The Widdybank site was instrumented slightly later and sampling commenced 
here also in January 2003. 
Sites were visited for the collection of samples usually on the day before the 
programmed end of the sampling run, to minimise breaks. For example, when 
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the samples were taken every 8 hours the 24 bottles would take 8 days to 
become full. Therefore, the sites were visited every 7 days. This implies that 
samples in the storage bottles in the machine were stored for up to a week 
before collection throughout winter, and sometimes for up to three weeks during 
summer. Laboratory tests conducted in the same research group on the 
stability of DOC samples kept in the dark (as in the storage base of the sampler 
unit) and at field temperatures showed no significant change (P<0.05) in DOC 
concentration over these periods (F. Worrall, pers. comm., unpublished data). 
On field site visits, samples were collected into washed 60ml containers which 
were first rinsed with the sample. This volume was sufficient to perform all the 
analyses required. Samples were transported back to the laboratory and stored 
in the refrigerator prior to analysis the following day. 
2.3.3 Catchment delineation 
For the purposes of areal DOC export calculation, the catchments of each of the 
grips and of the stream were delineated. In many cases moorland grips are dug 
approximately parallel to the contour of the slope and so the grip channel itself 
represents one lower boundary of the catchment. However this assumption 
could not be made in the case of the grip catchments in this study, as they are 
situated either in areas of minimal slope, in the case of the Hexhamshire grip, or 
running downslope, in the case of the Cowgreen grip. 
Due to the flat terrain, and very small catchment size, the catchments of the 
Hexhamshire grips could not practically be outlined conventionally from maps or 
digital terrain models by using high points to estimate the watershed, as the 
relief of the catchments was less than the vertical resolution of the data 
available. The catchments of the Hexhamshire grips were therefore estimated 
manually in the field by assuming that each grip drained an area extending 
laterally halfway to the next grip in each direction. The area represented by this 
was marked out with a tape measure and the coordinates of the outlines 
produced were recorded using· a differential GPS, to produce the catchment 
outlines as shown in Figure 2.5 
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Figure 2.5 Outline diagram of the three Hexhamshire Common grip catchments 
A similar process was followed at Cowgreen, however here there was 
significant slope which aided the process of visual catchment identification in 
the field. 
At Widdybank Fell the catchment was large enough, and with sufficient relief, 
for an estimate of the catchment to be produced automatically in a GIS from a 
DTM (see chapter 4 for details of method). The catchment was also marked out 
manually in the field using a differential GPS and the results compared to the 
automatically-generated catchment to produce a "best estimate" for the 
catchment outline. 
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2.4 Hydrological monitoring programme 
2.4.1 Flow monitoring methods 
Flow was monitored from each catchment using V-notch weirs, with stage 
measurement via pressure transducers. The flow regime in such small 
peatland catchments as these was expected to be extremely flashy with peak 
flows being as much as two or even three orders of magnitude higher than 
baseflows (e.g. Evans et al, 1999). This is the case for the Trout Beck, which 
nevertheless has a baseflow component, and for the shallow within-peat grips in 
this study the baseflow will therefore be even lower in comparison to the peak 
flows. 
Measurement of flow across such a wide range is extremely difficult. At low 
flows, such as the <0.02Ls·1 experienced during dry periods in all of the grips, 
any errors in the measurement of stage with a weir installation become 
relatively more significant - such errors could be caused by inaccurate 
transducer installation or by suspended matter in the water blocking the lowest, 
narrowest portion of a V-notch and acting as a dam to raise the water level 
behind the weir. Under such conditions a tipping bucket would be more 
appropriate for flow measurement. However under storm flow conditions where 
flows could rapidly rise to as high as 1 Ols-1, most tipping bucket systems would 
be overwhelmed. 
Tipping buckets were also rejected as unsuitable because the water must 
somehow be channelled from the grip into the gauge, and then leave the gauge 
to drain away. This requires sufficient head to keep the water flowing through 
the system, and at the sites in this study this was not possible due to the 
relatively flat terrain. This was established as an attempt was made to augment 
the flow monitoring using a tipping bucket gauge (Unidata) for periods of low 
flow. It was found that the tipping bucket unit could not be situated below the 
catchment outlet point without itself being below the water table and therefore 
becoming flooded. 
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V-notch weirs were therefore selected as the best compromise, because the 
stage increases in less than a linear manner with increasing flow, producing as 
high a resolution as possible at low flows while also being capable of handling 
large flows. 
For a V notch weir, stage is related to flow by Equation 2.1 
Q = c *~ '2:=g *tan e h2"5 
e 15 V"'~ 2 
Equation 2.1 Stage I discharge relationship for a V-notch weir 
where 
• Ce is the discharge coefficient for the weir, taken as 
• Ce = 0.578 for the half-90. weirs 
• Ce = 0.586 for the quarter-90. weirs. 
• 8 is the angle of the V-notch in degrees 
• g is the acceleration due to gravity, taken as 9.81 ms·2 
• h is the depth of water over the weir in meters 
Derivations of the equation are to be found in 180(1980) and a summary is 
available in LMN0(1999). 
Weirs were selected to match the expected comparative flow from each 
catchment based on their size: the largest catchments, Widdybank Fell and 
Hexham 2 were instrumented with half-90 weirs (notch angle = 53.1.) and the 
remaining catchments with quarter-90 weirs (notch angle = 28.1.). The terms 
· half-90 and quarter-90 refer to the flow produced at a given stage being half and 
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quarter of that produced by a 90 degree weir at the same stage. That is, tan() 
2 
for a quarter-90 weir is half that for a half-90 weir. 
The weirs were constructed from marine plywood and installed across the grips 
such as to extend at least 30cm beyond the sides and bottom of the grips, to 
eliminate bypassing flow. 
Flow data was obtained for the Trout Beck catchment from the ongoing ECN 
monitoring programme. Flow was measured at a compound crump weir; 
meteorological parameters including rainfall and air temperature were also 
obtained from the ECN monitoring programme (Sykes and Lane, 1996). 
2.4.2 Stage Measurement 
Stage measurement was achieved in the grips using pressure transducers to 
sense water depth, and calibrating the sensed depth to water head over the 
weir. Pressure transducers (Druck PDCR1830, approx 2mm resolution, details 
at Druck (2004)) were fixed directly to the back of the weir plates. The 
transducers were fixed towards the side of the plate and away from the notch, in 
order that they were in relatively still water and away from the depression in the 
water column as it flowed out of the notch. Transducers were connected to the 
dataloggers (CR10X, Campbell Scientific, details at Campbell (2006)) using a 
four wire technique. The six wire technique, which corrects for the variation of 
the resistance of the cable with temperature, is only necessary with longer cable 
lengths than were used, and measurements made with the four-wire technique 
were found to be well temperature compensated. All transducers were sampled 
every 1 0 seconds with the average reading being recorded every 15 minutes. 
Dataloggers were each powered by a 7Ah lead-acid battery with backup power 
and trickle charge to the batteries provided by solar panels, ensuring that the 
dataloggers could run without interruption even where visits to the site were 
precluded for the reasons discussed in section 2.3.2. The datalogger memory 
was sufficient to store at least 6 weeks of data ensuring that no data was 
missed where site visits were infrequent. On field visits data were downloaded 
to a portable PC using the Campbell Scientific PC200W software. 
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Pressure transducers work by sensing changes in the electrical resistance of a 
quartz crystal under varying pressure. The PDCR1830 transducers used were 
of millivolt output type, whereby the transducer is supplied by the datalogger 
with a regulated excitation voltage, and the output voltage, as a proportion of 
the excitation voltage, varies in a manner that is ratiometric to the pressure. 
The dataloggers were programmed to supply a 1 Ov excitation, at which voltage 
the full scale output of the transducers was 50mV. 
This change in the output voltage of the pressure-sensing element is also 
dependent on temperature and so accurate temperature compensation is 
required. The Druck transducers are well compensated against temperature 
change using a factory-set routine built into the transducer circuitry. No further 
compensation was found necessary as minimal correspondence was observed 
between the transducer readings and water temperature. To correct for any 
drift in the transducers and error in the weir calibration constants, manual flow 
measurements were taken on field visits where flow was high enough to 
measure accurately, by directing the flow into a container of known volume and 
measuring the time taken to fill this. The effective actual weir head required to 
produce this flow could then be calculated from Equation 2.1, and this actual 
head compared to the transducer reading at that time. 
The PDCR1830 transducers are vented, so pressure measurements were of 
relative (gauge) pressure and therefore not affected by fluctuations in 
atmospheric pressure. 
Transducer measurement with the PDCR1830 transducers proved largely 
accurate and reliable while the weather conditions allowed them to operate 
within their specified conditions. However problems were experienced in winter 
when the grips froze. If the grips froze deeply enough to reach the transducer 
then this would lead to an extreme rise in pressure at the sensor head as ice 
around the transducer expanded. This phenomenon damaged several 
transducers and is the main cause of gaps in the data, especially since the 
damage tended to happen at times when field site visits were precluded due to 
the weather, meaning the damage was not immediately discovered or 
remedied. Other data gaps were caused, especially at the Cowgreen site, 
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when transducers suffered damage through wildlife such as rabbits and sheep 
gnawing through the cables. 
In March 2004 the transducers in the Hexham 1 and Hexham 3 grips failed. 
They were replaced with pressure transducers from lntelisys Ltd which were 
connected to a Sentry II datalogger, produced by the same company. A third 
lntelisys transducer was also installed in the Hexham 2 grip, alongside the 
remaining functional Druck transducer. The lntelisys transducers operate on 
the same principle as the Druck PDCR1830s and are also fully vented. (These 
transducers are now discontinued and the company defunct; however details of 
the datalogger are available at Salamander (2006).) 
This change of equipment was due to a lack of spare Druck transducers and the 
desire to find a system that was more robust against freezing. However, the 
lntelisys system did not prove to be an entirely satisfactory alternative. Due to 
limitations with the Sentry II datalogger, the lntelisys transducers were sampled 
only every 15 minutes: the 15-minute data recorded therefore represent 
individual transducer samples rather than average readings over the 15 minute 
period. This leads to a somewhat noisier record that required more manual 
processing to eliminate inaccuracies. Additionally, the factory-set temperature 
compensation in the lntelisys transducers proved to be entirely insufficient, with 
strong correlations being observed between temperature and transducer output 
that were not explained by actual fluctuations in the water level as measured 
manually or via the Druck transducer, and which could not be entirely filtered 
out from the data. Furthermore, gaps in the data from the lntelisys transducers 
were caused by premature failure of the data logger power supply. 
2.4.3 Flow modelling 
The various gaps in the flow record caused by equipment problems, together 
with the poor quality of the data from the lntelisys systems, meant that for the 
Hexham 1, Hexham 3, and Cowgreen sites in particular the DOC export 
budgets could not be calculated for the entire period from the recorded data. 
However, good rainfall data was available for the whole study period for the 
Hexhamshire site and so to reconstruct the flow record where necessary, 
38 
rainfall-runoff models were constructed for each site using an extension of the 
unit hydrograph method. For the Cowgreen site, the rainfall record itself was 
partially reconstructed from the record of a neighbouring site, before using this 
to reconstruct the flow record as for the Hexhamshire sites. 
Jakeman and Hornberger (1993) provide an analysis of the accuracy of rainfall-
runoff modelling and conclude that once actual rainfall is converted into 
"effective" rainfall (based on a non-linear loss function accounting for factors 
such as varying evaporation), the rainfall-runoff response of a wide range of 
catchments can be accurately represented by relatively simple models without 
the need for more complex parameter optimisation. This supports the use of 
the unit-hydrograph method over more complex techniques which seek to take 
account of details such as catchment terrain and vegetation properties. 
2.4.3.1 Unit Hydrograph Method 
The basic assumption of the unit hydrograph method is that for a given 
catchment, a normalised "unit" of rainfall, for example 1 mm, falling over a fixed 
time period, for example 15 minutes, will produce a single and predictable 
hydrograph pattern known as the unit hydrograph. For a given catchment, this 
unit hydrograph is established empirically by selection and analysis of suitable 
storms in the rainfall-runoff record. 
Once the unit hydrograph for the catchment is known, the hydrograph resulting 
from a particular storm event can be estimated by superimposing the unit 
hydrograph in the same way that the rainfall produced by that storm is a 
superposition of a unit rainfall. For example, 2 units of rain falling over one unit 
of time is assumed to produce a hydrograph with ordinates twice as large as 
those of the unit hydrograph, whilst a unit of rain falling in each of two 
subsequent time units produces a hydrograph that is given by summing the 
ordinates of two unit hydrographs starting one time unit apart. 
For each site, the Unit Hydrograph method was applied manually in an attempt 
to calibrate the rainfall-runoff relationship, by identification of storms and 
comparison to runoff hydrographs to construct the unit hydrographs. However 
this approach met with limited success as the unit hydrograph developed for 
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any one part of the catchment record was found to produce very poor 
predictions of runoff at other times. It seems likely that for such small 
catchments the non-linearity between rainfall and streamflow, due to the effect 
of temperature and associated evapotranspiration rate changes, cannot be 
neglected as is assumed by the unit hydrograph approach. Therefore results 
from this direct approach are not discussed further. 
2.4.3.2 IHACRES Model 
A more sophisticated approach was taken by extending the unit hydrograph 
approach to include losses due to evaporation. The software package 
IHACRES (Identification of unit Hydrographs And Component flows from 
Rainfall, Evaporation and Streamflow) was adopted for this modelling. The 
IHACRES software consists of a PC based package (Littlewood et al, 1997; 
Jakeman et al, 1991) which was subsequently extended into a Java-based 
implementation (Croke et al, 2006). The latter version was used in the present 
study as it provides greater facility for searching and comparing different model 
calibration parameters. The IHACRES model enables rainfall-runoff modelling 
which is based on the unit hydrograph method, but the model is extended to 
include evapotranspirative water losses from the catchment. 
The system has two main parts or modules: a non-linear loss module, and a 
linear module. In the non-linear loss module, actual rainfall from the input 
record is converted to an effective rainfall (the portion of rainfall that actually 
contributes to runoff), by taking account of evapotranspirative losses and 
current catchment wetness. This module takes temperature data (or direct 
evapotranspiration data) for input, and the model is then calibrated to determine 
the relationship between rainfall, potential evapotranspiration, and effective 
rainfall for that catchment. Once calibrated, the effective rainfall rather than the 
actual rainfall is then passed to the linear module which models effective rainfall 
against runoff using the unit hydrograph principle. 
This method proved vastly more successful than a simple unit hydrograph 
approach for modelling the rainfall-runoff relationship of the catchments in this 
study. The catchment with the most complete existing runoff record was 
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Hexham 2, so the IHACRES system was tested initially on the records from this 
catchment, as the model could be calibrated and then validated successfully 
and more extensively than was possible in the other grip catchments. Once the 
efficacy of the method had been established, models were also developed for 
the other catchments and used to fill in the gaps in the runoff record. 
Due to limitations of the modelling software, the model could not be successfully 
run to predict flow on the 15-minute timestep of the original data. Therefore the 
flow, temperature and rainfall records were first aggregated from the 15-minute 
data to 6-hour data, with mean values for flow and temperature and total values 
for rain being taken for each 6 hour period. This approach is justified as the 
DOC sample data with which the flow values were multiplied for export 
calculations was never more frequent than 8-hourly and so little additional 
inaccuracy was introduced by this aggregation, as discussed further in section 
2.6.1. To check this assumption, export budgets were also calculated for the 
Hexham 2 and Widdybank catchments from the original 15-minute data in 
addition to the 6-hour aggregated observed record, for periods of continuous 
good data; this enabled comparison of the budgets calculated from each 
timestep to identify any loss of accuracy in the coarser data. 
The non-linear loss module of the I HAC RES model is calibrated using 5 related 
parameters: 
• Catchment drying rate at reference temperature (Tw) 
• Temperature dependence of drying rate (f) 
• Reference temperature (Trer) 
• Moisture threshold for producing flow (/) 
• Power on soil moisture (p) 
Once a calibration period in the data record has been selected, suitable values 
for these parameters are found by empirically searching through a matrix of 
possible values, and testing the efficiency of the resulting models for each 
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combination of parameter values. Further details of the parameter selections 
that were made for each catchment are presented in section 2. 7 .1. 
The linear (unit hydrograph) model has only two configuration options: 
• Delay between peak rainfall and peak flow 
• The physical store configuration of the catchment 
For all the catchments, the best value for the delay was found to be 0 model 
timesteps; that is less than 6 hours. For catchments of this size, this is as 
expected as peak flow does not lag peak rainfall by more than 6 hours. Indeed, 
for the much larger peatland catchment of the Trout Beck in the Moor House 
NNR, the lag has been shown to be as little a"s 30 minutes (Burt et al, 1998) and 
therefore it seems reasonable to accept that the lag in each of these much 
smaller drain catchments would be shorter. 
The physical store configuration of the catchment refers to the way in which the 
model assumes water is stored in and released from the catchment, in terms of 
the relative contributions of quickflow and baseflow. All of the grip catchments 
are observed and expected to have little or no baseflow component to the flow, 
and so the model was set up with the catchments each represented as a single 
exponential store. If the catchment structure was represented as having 
quickflow and baseflow components, it was found that the model could not be 
successfully calibrated for any of the drain catchments, confirming that no 
significant baseflow component could be identified in the flow data. The 
Widdybank catchment was modelled using a two parallel store structure, 
representing a significant observed baseflow component to this catchment. 
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2.5 Sample Analysis 
Samples were analysed both for DOC content to calculate DOC export, and for 
other characteristics to assess character of the source (data from these 
additional analyses are presented in Chapter 3). Due to the large number of 
samples produced each week during the study, actual DOC was measured only 
on a subset of samples from each site, using the colorimetric method of Bartlett 
and Ross (1988). Absorbance, being quicker to determine, was measured on 
every sample and for each site a regression fit was developed between 
absorbance at 400nm and DOC content (Hautala et al, 1999). This regression 
was used to calculate DOC content for each sample from the absorbance 
measurements. 
2.5.1 Sample preparation 
The analysis of samples, both for absorbance and for colourimetric 
determination of DOC concentration, was conducted on unfiltered samples. 
Although in contrast to the most common protocol, this approach was deemed 
acceptable for several reasons. Firstly, all samples remained in the 
autosampler bottles for periods ranging from several hours to one week prior to 
collection, and on collection the 50ml subsample was carefully decanted to 
avoid disturbing the settled sediment. Prior to laboratory analysis, these 50ml 
vials were stored upright for 24-48 hours and the sample was transferred to the 
cuvettes using a pipette placed in the uppermost portion of the container. This 
double decanting ensured minimal sediment in the aliquots. Secondly, a 
number of samples were filtered to 0.45~m as part of a separate experiment 
(not included in this study). The results of this indicated only a slight decrease 
in absorbance following filtration, of the order of 10%, and Hope et al (1997a) 
found the decrease in apparent DOC measured following filtration to differ by 
less than 5% from unfiltered samples. Finally, the colourimetric method used 
for DOC determination is affected only by dissolved carbon - any present as 
particles will not contribute to the reaction. With all these reasons taken into 
consideration, the much greater number of samples that could be analysed 
without filtration, and the more detailed DOC budgets thus produced, was 
deemed to be more beneficial. 
43 
2.5.2 Absorbance measurement 
Sample absorbance was measured at 400nm using disposable polystyrene 
cuvettes and a spectrophotometer (Camspec Ltd M1 00). Each sample was 
placed in a separate cuvette and blank absorbances with milli-RO purified water 
were first determined for each individual cuvette at each wavelength, to counter 
the effect of any variation between cuvettes (which were on the order of 15% -
any greater than this were discarded). The spectrophotometer was regularly 
calibrated, and the zero point was checked after measurement of every sample 
at each wavelength. Cuvettes were replaced when their blank absorbance 
deviated more than 10% from the value when the cuvette was new. 
2.5.3 Determination of DOC content 
The method of Bartlett and Ross (1988) was used to determine actual DOC 
content in a subset of samples from each site throughout the study. Samples 
were also taken from streams elsewhere within the catchment of the River Tees 
(see Chapter 4) and these were also used in the calibration. 
2m I aliquots of sample were used with 1 ml each of H2S04 and the manganese 
complex. Samples were transferred to clean cuvettes on which blank 
absorbance had first been determined, and absorbance was then determined at 
495nm after 18 hours. Calibration standards were produced from dilution of a 
stock solution of oxalic acid made up to 1 OOppm C. Dilution was with milli-RO 
purified water. 
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2.6 Export budget calculation methods 
In order to assess the changes in DOC export related to grip blocking, the 
results from the measurement programme described above were used to 
produce a detailed DOC budget for each of the monitored catchments, over the 
period of the study. The DOC budget was also calculated for the Trout Beck 
catchment from the data supplied by the ECN monitoring programme. 
The derivation of a total budget from non-continuous measurements involves 
interpolation or extrapolation of concentration and flow measurements to 
produce a continuous export estimate, which can be integrated to estimate total 
export. A wide range of methods of varying complexity have been proposed for 
this (for example, Verhoff and Yaksich, 1982; Phillips et al, 1999; Olive and 
Rieger, 1988) and were summarised and compiled by (Phillips et al 1999). 
Although Phillips et al (1999) compiled the methods with reference to sediment 
loads, Littlewood (1995) suggests that these are generally applicable to mass 
load estimates, which would include DOC load. This will particularly be the 
case for those methods, including interpolation methods, that do not take 
account of differences between rising and falling hydrograph limbs or other 
hysteresis or exhaustion effects - such effects are likely to be process-based, 
and therefore less transferable between different systems such as sediment 
and DOC. 
The application of each methodology involves error: the different natural 
behaviours emphasized by interpolation and extrapolation methods, inherent 
error in the method, and error due to varying sampling frequency. Load 
estimation methods assume a continuous (that is, short-interval) flow record 
and a non-continuous concentration record. In general, extrapolation methods 
first extrapolate the non-continuous concentration record into a continuous 
synthesised record based on some form of regression relationship or rating 
curve between flow and concentration. This synthesised record is then used to 
calculate flux for each interval of the high-frequency flow data. 
Interpolation methods, by contrast, do not attempt specifically to rate or model 
the relationship between concentration and flow. Concentration at any 
particular point in the detailed flow record is estimated by interpolation of the 
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nearest actual concentration measurements without necessarily attempting to 
explain the variation of the concentration between those points in terms of flow 
or any other causatory factor. 
The commonly-used interpolation methods, as summarised by Phillips et al 
(1999) and Littlewood (1995) are: 
Equation 2.2 "Method 1" 
Load = K~( C~Q) 
Equation 2.3 "Method 2" 
n 
Load= KL( C;Qp) 
i=l 
Equation 2.4 "Method 3" 
( 
n CJ-Load = K t;:-;:- Qr 
Equation 2.5 "Method 4" 
i=l 
Equation 2.6 "Method 5" 
where 
C; = instantaneous concentration (with "instantaneous" defined by the interval of 
the flow record); 
Q = instantaneous flow; 
n = number of samples in the record; 
Q P = the mean discharge between concentration samples; 
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Q, = the mean discharge for the entire record period 
K = conversion factor for the period of record, e.g. if Q is in L s-1 and the 
interval is 15 minutes, K = 15*60 = 900 to give the total load per interval 
All these methods still require some instantaneous concentration value for each 
point of the flow record. Extrapolation and interpolation methods differ in how 
this instantaneous concentration estimate is developed from the non-continuous 
record. Extrapolation methods are less appropriate for species that have a 
strong seasonal component, such as DOC, as this will not be accounted for in 
the derived relationship between flow and concentration without the 
development of specific rating curves, which is beyond the scope of this study. 
For the purposes of this study, method 2 (Equation 2.2) was adopted with 
instantaneous concentration values taken as being equal to the most recent 
actual concentration sample. This method is widely used, for example by the 
Department of the Environment to calculate fluvial pollutant loads to the North 
Sea (Littlewood, 1995). 
2.6.1 Estimation of calculation errors 
In any estimation of total export from non-continuous measurements of 
concentration and I or flow, there will be a degree of error caused by incorrect 
estimation of the change in either of these variables between measurements. 
The less frequent the sampling, the greater the probability of error as, for 
example, peaks in the hydrograph or concentration may fall between samples 
and be missed. Interpolation methods such as those given in Equation 2.2 -
Equation 2.6 assume a flow record that is frequent enough to be assumed to be 
continuous, and concentration measurements which are less frequent. The 
approximation of the behaviour of the concentration record between samples 
will clearly involve a degree of error, as the change in concentration throughout 
events is not addressed directly. 
These errors are often found by empirical studies to be surprisingly small, 
particularly in the case of dissolved loads - with sediments there is the 
possibility for huge peak loads, for example following a bank collapse during a 
47 
flood, which can lead to far higher errors. One example of a study into the 
effects of decreasing sampling frequency is given by Johnson (1979). The 
study estimated phosphorus loads from a catchment with a flashy hydrograph, 
based on a total of 281 samples collected over a year. This sample set was 
then reduced in two ways. Firstly, by dividing the stream discharge into 
quartiles and taking the same size subset of samples from each quartile. 
Secondly, by taking a subset of samples without reference to hydrograph- this 
second method is comparable to the present study where samples were taken 
at fixed intervals without reference to flow. In both cases, even weekly samples 
were found to provide a satisfactory estimate of the load compared to the full 
dataset (Johnson, 1979). Another example is given by Robertson and Roerish 
(1999): that study compared budgets calculated from daily flow and 
concentration records to those calculated from various sub-sampling strategies. 
It was found that semi-monthly fixed-interval sampling provided the best 
estimate relative to the daily series, and that augmenting the fixed-interval 
sampling with flow proportional sampling in an attempt to ensure that storm 
peaks were captured actually decreased the accuracy of the estimate over 
longer (>1 year) record periods (Robertson and Roerish, 1999). 
The data collected in this study for the four grip sites and the stream at 
Widdybank consisted of a flow record that was collected originally at a 15-
minute frequency, and DOC concentration measurements at a frequency of 8 
hours for the majority of the record period. However, the modelled 
reconstruction of the flow series for each site was produced on a 6 hour 
timestep, whilst for Trout Beck although flow records were available on a 15 
minute timestep, DOC concentration samples were only available on a weekly 
timestep. 
Two separate assessments of the error in the budget calculations are therefore 
required for these budgets. Firstly, to estimate the error that is involved in 
calculation of export budgets by interpolation methods, based on the 15 minute 
timestep flow record and 8 hour timestep DOC record. Secondly, to estimate 
the extent to which this error increases with both decreasing sample frequency 
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(for Trout Beck) and decreasing flow record frequency (for the modelled flow 
records at the grip sites). 
Littlewood (1995) showed that the inherent error in the budget calculation 
methods cannot be calculated rigorously due to the large number of unknown 
factors including both the response time of the flow and concentration, and the 
relationship that in reality may exist between the two variables but which is 
ignored by interpolation methods. However, Harrison et al (1990) provided a 
method for estimating the inherent error in the budget calculation methods. 
Applied to the 15 minute flow and 8 hour sampling records, this gives an 
estimate for the error in the load calculated by Method 2 of 8.9% (F. Worrall, 
pers. comm). This error is inherent in the budget calculation method and is not 
due to measurement error: it must therefore be considered to be consistent 
between the monitored sites. 
In order to assess the likely error in the Trout Beck estimates introduced in the 
change from sub-daily sampling to weekly sampling, 1 00 sets of 52 data points 
were selected at random from the full-resolution Widdybank dataset. This gave 
1 00 estimates of the yearly flux for Widdybank calculated from a "weekly" 
dataset, against which the flux calculated on the basis of the full sub-daily 
sampling dataset can be compared. This approach is similar to that of the 
SMILER algorithm described by Littlewood (1995). The mean difference in the 
budget estimations from the two sampling frequencies was 3.3%. 
Therefore, taking the 8-hour sampling frequency as a "continuous" record, the 
estimated error for the grip sites and Widdybank sites is 8.9% where budgets 
are calculated from the 15-minute flow record. For Trout Beck the estimated 
error is (8.9 + 3.3) = 12.2%. 
Furthermore, as discussed in section 2.4.3.2 the final flow record produced by 
modelling for each site was a 6-hourly record rather than the 15-minute raw 
data. For consistency between sites, where observed rather than modelled 
data was used this was also aggregated to a 6-hour record. To estimate the 
errors caused by this aggregation of the flow in comparison to the 15-minute 
flow record that was originally envisaged for all sites, budgets were also 
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calculated following the same method for the Hexham 2 and Widdybank sites 
(where 15-minute flow data was available) from the original 15-minute 
continuous flow record, in addition to the 6-hour aggregated record, with 
identical values for the concentration record in each case. 
In order to match up the 6-hour flow record with the irregular (but always 
coarser than 6-hour) concentration record, both datasets were converted to a 
common divisor timestep, chosen as 15 minutes for ease of comparison with 
the original logged data. For the 6-hour modelled flow record, this was 
achieved as for the concentration data, by taking flow at each timestep to be 
equal to the most recent 6-hour flow value. This will introduce further error, in 
addition to that introduced by the interpolation of the concentration record, as 
the flow is assumed to remain constant for 6 hours, then change as a step 
function for the next 6 hours. The same process was followed to convert the 
observed 15-minute flow record, where available, to a 6 hour record. Taking 
the mean value for each 6 hour period, rather than the first sample in the period 
as was done, would arguably be a more accurate method but this would not be 
consistent with the structure of the modelled flow record. 
Results from budgets calculated both from the 6-hour data (modelled or 
observed) are presented along with those calculated from the 15-minute flow 
record in section 2.7 The difference between the two budget calculations was 
generally low, only exceeding 10% at Hexham 2 in one month (Table 2.13). 
With reference to the above discussion on error estimation techniques, it should 
also be noted that the majority of the work in this study is focused on comparing 
the differences between the blocked and unblocked sites. Since the same 
change from 15-minute to 6-hour data was applied to all sites except Trout 
Beck, the impact of the difference in timesteps in terms of the comparison 
between those sites will be reduced. 
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2.7 Results 
2. 7.1 Flow modelling 
I HAC RES flow models were developed from different periods of observed data 
for each catchment, dependent on the availability of good flow data. 
Calibrations were selected to cover periods with as wide a variety as possible of 
flow and temperature conditions to ensure a robust model. Due to the 
extremely flashy nature of the hydrograph from all catchments, calibrating only 
over a storm event or only over a low flow period would result in an extremely 
inaccurate model. 
The quality of fit of the IHACRES flow models were assessed during model 
development based on the R2 value of the regression between observed and 
modelled flow for the calibration period, and also on the overall model bias (the 
annual error in runoff, in mm). The modelled and observed hydrographs were 
also compared visually, especially to ensure that fit was satisfactory during both 
high and low flow periods. Results are presented in the order models were 
developed, starting with Hexham 2 which had the best flow record of the 
drained catchments. 
2.7.1.1 Hexham 2 
The Hexham 2 model was developed and tested first, as this site had the most 
complete flow record, and therefore the best range of calibration periods. The 
model was calibrated over the period 21st February 2004- 2nd December 2004, 
this being the longest continuous period in the record with no missing data in 
the flow, rainfall, or temperature records. For this period, the model was 








Table 2.1 Hexham 2 IHACRES parameters 
With this calibration the model predicted flow during the calibration period with 
R2 = 0.789 and Bias (overall error in flow volume) of 21.84 mm y(1. The highest 
efficiency model that could be found was R2 = 0.800, which was achieved for 
several calibrations by setting lower values for both T w and T ref than those 
above. However in all these cases the bias was much higher, ranging from 
174.76 mm y(1 to 206.74 mm y(1. The model calibration given above was 
therefore accepted and used to simulate flow for periods of no flow record. The 
modelled and observed hydrographs for the calibration period are shown in 
Figure 2.6(b). 
2.7.1.2 Hexham 3 
Two models were produced for the Hexham 3 site, based on the flow record 
produced by the Druck I Campbell logging system, and that produced by the 
lntelisys system. For the Campbell data the longest continuous period in the 
flow record which contained no data gaps and which represented a suitable 
range of flow conditions, as opposed to only dry periods of no flow, was the 
period 26th September - 3rd December 2003. This period was preceded by a 
drought period of little or no flow in the catchments, but itself contained a wide 
range of events. For this period, the following settings were chosen for the non-






Table 2.2 Hexham 3 Campbell IHACRES parameters 
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Compared with the Hexham 2 model, the drying rate at the reference 
temperature is higher. This is as expected for a smaller catchment which would 
have a flashier hydrograph response. The temperature dependence of the 
drying rate is also higher. This could be explained by the fact that the drain 
channel in this catchment is somewhat shallower than the Hexham 2 drain, and 
therefore will drain water only from the shallower peat layers which are more 
exposed to temperature fluctuations. This calibration produced a model 
efficiency during the calibration period of R2 = 0.841 and bias = 50.67 mm y(1. 
For the lntelisys data, the calibration period chosen was 28th March 2004- 28th 
October 2004, being the period from the installation of the lntelisys equipment 
to the first equipment failure. This period included a wide range of flow 
conditions from periods when the grip was observed to be dry, to extreme storm 
events in August and October. It was found that models developed for this data 
had low efficiencies, although visually the fit to between the observed and 
modelled hydrographs was good. It was not possible to entirely filter out 
temperature effects from the poorly-compensated lntelisys sensor data and 
therefore the observed flow record contains a daily temperature-derived 
fluctuation. This causes scatter in the relationship between modelled and 
logged values, and therefore the R2 value for the model is low. Furthermore, all 
the models produced from this data tended to systematically overpredict flow. 







Table 2.3 Hexham 3 lntelisys IHACRES parameters 
This resulted in an R2 for the calibration period of 0.583 and bias of 488.26 mm 
yr"1. Despite these results the output from the Campbell and lntelisys models 
over the whole record period correlated well, with R2 = 0.947. Therefore the 
output of the Campbell model was selected to simulate flow for the periods of 
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no flow record, despite the short calibration period. The modelled and observed 
hydrographs for the calibration period are shown in Figure 2.6(c). 
2.7.1.3 Hexham 1 
For the Hexham 1 site, models were also produced based on both the Campbell 
and the lntelisys system data. The calibration period for the Campbell data was 






Table 2.4 Hexham 1 Campbell IHACRES parameters 
Model fit for the calibration period was R2 = 0.839 and Bias= -1.569 mm y(1. 
Modelling the lntelisys data for this site produced similar behaviour to modelling 






Table 2.5 Hexham 1 lntelisys IHACRES parameters 
The fit of the resultant model was low owing to uncorrected temperature effects 
in the data, with R2 = 0.597 and bias = 30.243 mm yr -1• However the correlation 
between the output from the Campbell and Sentry models was good, R2 = 
0.860, and so once again the output from the Campbell model was selected to 
simulate flow for the periods of no flow record. The modelled and observed 
hydrographs for the calibration period are shown in Figure 2.6(a). 
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2.7.1.4 Cowgreen 
Due to animal interference, weather damage and consequent restricted site 
access, and other equipment failures, the recorded flow record for this site had 
many breaks and relatively few uninterrupted periods of good data as required 
for calibration. Even a single missing data point must be filled in, for the 
IHACRES model to be calibrated. Reconstruction of the flow record for this site 
presented a further challenge, as in addition to temperature-related damage to 
transducers causing gaps in the flow record, the site also suffered from gaps in 
the rainfall record caused by animal damage to the rain gauge installation and 
to datalogger connections, unlike at the Hexhamshire sites where an 
uninterrupted rainfall record was available. 
Transducer failure is identified in the logged record from the negative apparent 
pressures recorded by the datalogger and a subsequent warning value being 
recorded by the datalogger program. However, rain gauge failure is often silent 
and it is not always possible to tell from the record when the instrument failed, 
as either a failed rain gauge or the genuine absence of rain will both result in no 
rain being recorded. Equally, at times rainfall values were recorded when the 
rain gauge was known to be broken; this was due to short circuits in a damaged 
cable causing the datalogger to register a pulse that was recognised as a rain 
gauge signal. 
The ECN monitoring site at Moor House located at NY758335, approximately 
4.5km from the Cowgreen site, operates a rain gauge installation (ECN 2006b) 
from which hourly data was obtained for the period of the project. Regular 
monitoring of this site, in addition to animal-proof fencing, ensures that this data 
record has few gaps, and that those gaps which do exist are well documented. 
The Moor House rainfall dataset was used firstly to identify periods in the 
Cowgreen record where the rainfall series was potentially inaccurate or missing. 
Secondly, for these periods the Moor House record was used in place of the 
Cowgreen record, as the correlation between the records at other times was 
found to be good. 
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------------------------------------------------
Analysis of the Moor House data record for the period September 2002 - June 
2005 revealed only 7 periods of over 7 days with no recorded rainfall (Table 2.6) 
whilst the Cowgreen data showed more significant gaps (Table 2.7). 
Dates 
13/02/2003 - 22/02/2003 
03/04/2003 - 13/04/2003 
29/08/2003 - 06/09/2003 
27/12/2003-04/01/2004 
24/02/2004 - 04/03/2004 






04/06/2004- 29/07/2004 55.5 days (known equipment failure) 
18/02/2005 - 27/02/2005 9 days 
Table 2.6 Dry periods over 7 days in the Moor House rainfall record 
Dates 
19/03/2003 - 31/03/2003 
01/04/2003- 14/04/2003 
24/05/2003 - 04/06/2003 
08/07/2003- 17/07/2003 
01/08/2003- 10/08/2003 
14/08/2003 - 04/09/2003 
04/11/2003 - 26/12/2003 
29/12/2003 - 27/05/2004 
14/08/2004 - 25/08/2004 










25/09/2004-07/10/2004 13 days 
12/01/2005- 30/06/2005 169.25 days (equipment removed) 
Table 2.7 Dry periods over 7 days in the Cowgreen rainfall record 
During the periods where rainfall data was good for both sites the correlation 
between rainfall at the two sites was good, in terms of the total rainfall over the 
period under comparison, and also the number of days on which rain occurred. 
The rainfall record for the Cowgreen site was therefore reconstructed as 
follows: 
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• Substituting Moor House rainfall values where the Cowgreen rainfall gap 
was greater than 7 days 
• Using the Cowgreen rainfall values in all other places except 
• 20th - 31st October 2003 
• August 2004 
• October 2004 
• During these times, the Cowgreen raingauge is known to have been non-
operational or not installed, but some spurious data points were generated 
by short circuits or other wiring faults, meaning that gaps of over 7 days are 
not observed in the rainfall record. 
The IHACRES model was calibrated and run using the rainfall series as 
described, over the calibration period 29th May - 11th July 2004. It is 
acknowledged that the calibration period for this site was short; this was the 
longest period without any missing data points. However the calibration was 
also repeated for another period of similar length (6th April - 19th June 2003) 
and the resultant flow simulations were similar; the 2004 calibration was used 
as it included a wider range of storm events. The resultant IHACRES model 
parameters were as shown in Table 2.8. R2 for the calibration period was 0.57 
and Bias = -57 mm y(1. The modelled and observed hydrographs for the 
calibration period are shown in Figure 2.6(d). The somewhat lower quality of 
the model for this site can be observed in the hydrographs with the model in 
particular predicting small flow events following slight rainfall in generally dry 
periods that are not observed in the recorded hydrograph. However, the model 
inaccuracies are biased towards small transient "events" in dry periods, which 







Table 2.8 Cowgreen (Campbell) IHACRES model parameters 
2.7.1.5 Widdybank Fell 
The flow record for this site suffered from few gaps. The higher flow and 
greater depth of the stream compared to the grip sites meant that the stream 
froze less often, and never to an extent that the transducer was damaged. The 
physical situation of the site and its location within the Moor House NNR also 
meant that it was less prone to damage by animals, and cables could be more 
completely buried to further minimise this risk. 
The only gaps in the recorded flow record occurred from 11/08/2004 -
16/08/2004 and 30/08/2004 - 22/09/2004, where the datalogger itself was 
damaged by flooding after extreme storm events. The following IHACRES 






Table 2.9 Widdybank IHACRES model parameters 
However, for this site a significant baseflow contribution is observed in the field. 
This was confirmed in the flow modelling, where a better model was achieved 
by calibrating the linear module as a "2 exponential stores in parallel" structure, 
i.e. a baseflow store and a quickflow store, both with access to the stream. 
Model efficiency with these parameters was R2 = 0.820 and bias = 24.166 mm 
yf1• Output from this model was used to fill in the flow record during the periods 
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detailed above. The modelled and observed hydrographs for the calibration 
period are shown in Figure 2.6(e). 
There was no raingauge at the Widdybank Fell site and the rainfall record used 
was that from the Cowgreen site, itself partially reconstructed from the 
Moorhouse rainfall record as detailed in section 2.7.1.4. 
2. 7.2 Hydrograph choice 
The rainfall records for the Hexhamshire Common and Teesdale sites are 
shown in Figure 2.7(a) and Figure 2.8(a), along with the final hydrographs 
resulting from the observed data and the IHACRES modelling. Due to the many 
irregular gaps in the flow record from Hexham 1, Hexham 3, and Cowgreen, the 
final hydrograph from these sites consisted entirely of the IHACRES model 
output based on the Campbell input data. For Hexham 2 the hydrograph was 
partially modelled and partially observed, as indicated by the shading in Table 
2.11, while at Widdybank the hydrograph was observed at all times with the 
exception of August - September 2004 where the modelled data were used. 
For Trout Beck, the discharge dataset was that provided by the ECN, 
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Figure 2.6 Modelled and observed hydrographs for the model calibration periods 
a) Hexham 1 b) Hexham 2 c) Hexham 3 d) Cowgreen e) Widdybank 
0\ 
tv 
29 Oct2004 12 Nov 2004 
a) 
b) 






















o 1 "~IIJ\JIJWI~ IJ.MI..l..JoU'l ~~'I.JU~VI ~IJU...JUYI" 11H.~1~iji'\JI.IIUI.II'Vu........ 
I 
Sep2002 
Legend on p.64 
0\ 
VJ 









0 -j ~I.N~U 1\.J' ~I I !UIIII""- Lo I 0 , ·"-"''W'-""'-AA"V"'""'-1 ~-U~I...___N'U'V' V\JI'-l\1'-"--./U ..... '-'~'--1\JI..J ~ 
I 







0 -1 -•'lllll!O~U'I•uu··mu~"n~J\I,...JJW • • u . .J ·'II1..JJI.J"ILILIIru.ll''"ll.l '"Mu ... u.-ouru~'-!~V' T\AI.J\JU\.-..1\.JIII"' IIII.!'WII'1.f.J........ll'-l..Allol~ 
Sep2002 Mar2003 Sep 2003 Mar2004 Sep2004 Mar2005 
Figure 2.7 Hexhamshire common rainfall and combined observed I modelled hydrographs for the study period 
a) 6 hourly rainfall 
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Figure 2.8 Teesdale rainfall and combined observed I modelled hydrographs for the study period 
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Mar2005 
a) Teesdale 6-hourly rainfall for the study period. Shaded portions of the chart indicate where rainfall record is reconstructed from the Moorhouse 
data. 
b) Cowgreen hydrograph 
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c) Widdybank hydrograph d) Moorhouse hydrograph (shaded portions indicate missing data) 
2.7.3 DOC calibration 
DOC calibration experiments were conducted on samples taken from all five 
study catchments, in addition to other upland streams studied in Chapter 4. 
Analysis was performed throughout the study period on samples covering a 
wide range of flow conditions. A consistent linear fit was found between DOC 
content as determined though this method, and sample absorbance at 400nm 
(Figure 2.9). No significant differences (P < 0.05) were observed between the 
different sites in the calibration coefficients of the absorbance vs. DOC 
relationship. 
However, it should be noted that this is not always the case; in particular recent 
work by Wallage et al (in review) does suggest that a stable relationship may 
not be a robust assumption and that in some circumstances the relationship 
between colour and DOC content may exhibit variation with time since blocking 
of a drain. In these data, the gradient of the relationship between absorbance 
at 400nm and DOC content was not found to differ significantly between sites 
(P < 0.05), so a single calibration relationship was adopted as indicated by the 
best-fit line in Figure 2.9 and by Equation 2.7. There is considerable scatter in 
the relationships for all grip sites which may obscure any differences in the 
relationships based on time since blocking in line with those observed by 
Wallage et al (in review); but nevertheless such a hypothesis is not implicitly 
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• Widdybank • Stream sites (chapter 4) 
Figure 2.9 Calibration for sample absorbance vs. DOC content 
Best fit line shown for all samples taken together representing Equation 2.7. Gradient of 
calibration was not significantly different between sites (P<O.OS) 
DOC(mg I L) = 156.08Abs400 - 0.4347 (R2 = 0.956, n=205) 
Equation 2.7 Calibration equation for sample absorbance vs. DOC content 
The calibration obtained was used to calculate DOC content for all samples 
from the corrected 400nm absorbance measurements. This calibration 
equation implies a minimum detection threshold for DOC when Abs40o<= 0.0028 
(that is, 0.4347/156.08) , below which a DOC concentration of 0 mg r1 was 
recorded. However, this is on the limit of accuracy of the spectrophotometer, 
and in any case values this low were only ever recorded in a small number of 
samples from the Widdybank catchment and some non-peat stream 
catchments. 
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2.7.4 DOC Sampling 
The DOC sampling record was largely consistent between sites, with similar 
total numbers of samples from each catchment (Table 2.1 0). A total of 5800 
samples were collected and analysed for absorbance during the study period. 
The slightly lower number of samples obtained from the Hexham 1 catchment is 
due to this grip, being the smallest catchment studied, drying up more 
frequently in summer and also being more prone to freezing in winter. The 
Hexham 2 and Widdybank catchments were not instrumented with samplers 
until the beginning of January 2003. Samples were collected manually from 
Trout Beck on a weekly basis. 
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Month Hexham 1 Hexham 2 Hexham 3 Cowgreen Widdybank 
Nov-02 51 51 51 
Dec-02 54 65 55 
Jan-03 48 26 47 30 26 
Feb-03 6 23 4 9 25 
Mar-03 16 83 49 57 39 
Apr-03 36 44 52 42 48 
May-03 56 57 57 42 55 
Jun-03 17 21 25 25 25 
Jul-03 15 31 27 30 31 
Aug-03 5 16 18 43 48 
Sep-03 32 32 32 61 23 
Oct-03 88 77 63 85 38 
Nov-03 82 81 81 81 75 
Dec-03 53 36 49 44 50 
Jan-04 50 51 51 48 57 
Feb-04 41 47 48 29 31 
Mar-04 50 65 63 23 23 
Apr-04 41 75 76 41 55 
May-04 25 57 75 61 75 
Jun-04 30 26 19 29 
Jul-04 30 30 28 30 31 
Aug-04 17 24 18 24 32 
Sep-04 34 61 61 61 62 
Oct-04 93 93 93 93 93 
Nov-04 70 78 78 79 78 
Dec-04 26 26 33 29 34 
Jan-05 16 16 16 
Total 1052 1180 1286 1194 1088 
Table 2.10 Number of samples collected and analysed for DOC content from each 
catchment in each month of the sampling campaign 
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2.8 DOC Budget Calculations 
From the results given in section 2.7, dissolved organic carbon budgets were 
calculated according to Method 2 and are presented in Table 2.11. In 
summary, for each of the five main sites these budgets are calculated from the 
following data: 
• Flow records that were derived from a combination of observed and 
modelled data, as indicated. For the Hexham 1, Hexham 3, and Cowgreen 
sites, budgets for every month are calculated from the modelled flow series 
as periods of good observed data were shorter and more broken up at each 
of these sites. For the Hexham 2 and Widdybank sites the budgets are 
calculated from observed data where available and modelled data at other 
points. The hydrograph records used in each budget calculation are shown 
in Figure 2.7 and Figure 2.8. Hydrographs are on a 6 hour timestep. 
Modelled data is produced on a 6-hour timestep, and observed data is 
aggregated from 15-minute observations to 6-hour data. The exception is 
the Hexham 2 and Widdybank 15-minute budgets included for comparison in 
Table 2.13, which are calculated from the 15-minute observed flow series. 
• DOC concentration that was calculated from absorbance measurements at 
400nm and the DOC vs. absorbance calibration relationship described in 
section 2.7.3 and Figure 2.9. 
• Net catchment exports are calculated by integration following Method 2 
(Equation 2.3). Instantaneous loads are calculated for each 15 minute 
timestep based on the flow value taken to apply to that timestep and the 
most recent DOC measurement, and loads are summarised for each month 
and year. 
• Areal exports are calculated from catchment areas and net catchment 
exports, as described in section 2.2 and section 2.6 respectively. 
~~ The Trout-Beck budgets are calcdlated'Usihg Method 2 from ·the d-ischarge 
and weekly DOC data supplied by the ECN from their monitoring 
programme. 
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Budgets are calculated separately for each calendar month over the record 
period and are expressed in terms of tC km-2 month-1. Budgets are given in 
Table 2.11 and the table is colour coded to represent the flow series that was 
used to derive the budget for each month (key in Table 2.12). The monthly 
budget time series are also represented graphically in Figure 2.1 0. 
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Month Hexham 1 Hexham 2 Hexham 3 Cowgreen Widdybank Fell Trout Beck 
Nov-02 3.832 5.825 3.646 
Dec-02 4.322 12.281 6.333 
Jan-03 3.921 1.680 10.458 10.159 1.872 0.522 
Feb-03 0.371 0.366 1.052 1.926 2.008 0.634 
Mar-03 1.942 1.602 5.183 2.341 2.292 0.524 
Apr-03 0.762 0.851 0.822 5.295 0.762 0.207 
May-03 1 . 798 6.556 2.699 8.590 4.839 1.365 
Jun-03 0.508 1.838 0.858 3.053 0.061 0.127 
Jul-03 0.692 2.991 1.741 3.061 1.625 0.801 
Aug-03 0.032 0.422 0.302 0.500 0.144 0.799 
Sep-03 0.843 1.376 1.651 1.144 0.507 0.322 
Oct-03 0.487 0.337 1.330 0.560 1.315 0.932 
Nov-03 1.835 2.976 4.765 3.892 8.586 2.789 
Dec-03 2.804 6.429 7.501 3.389 5.456 1.419 
Jan-04 4.206 10.911 10.612 11.995 6.687 1.846 
Feb-04 5.079 7.798 12.072 15.555 3.043 1.013 
Mar-04 2.979 3.733 7.557 2.877 0.496 1.016 
Apr-04 3.776 2.629 7.140 4.387 3.043 0.674 
May-04 2.377 1.353 1.078 2.936 0.404 0.331 
Jun-04 3.387 2.580 2.360 1.597 0.946 
Jul-04 1.677 2.436 1.733 2.191 2.744 1.210 
Aug-04 4.004 18.744 6.246 25.192 17.016 6.862 
Sep-04 1.327 4.379 2.008 3.011 2.260 1.583 
Oct-04 4.634 13.554 11 .169 11.879 10.214 2.603 
Nov-04 2.374 6.107 4.827 3.647 4.862 2.087 
Dec-04 2.814 9.928 5.217 3.749 0.790 1.339 
Jan-05 8.590 10.799 15.770 
2003 Total 15.995 27.424 38.362 43.910 29.467 10.441 
2004 Total 35.247 84.959 72.239 89.779 53.156 21.509 
Table 2.11 Monthly DOC export budgets for each catchment. All units are in tC km·2 
month ·lor tC km·2 year'1 
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Key in table Flow record type used for month 
Observed 6-hourly data only 
Modelled 6-hourly data only (used where >20% of observed data is missing) 
Partially modelled, partially observed data (>1 day/month modelled) 
ECN data 
No DOC samples taken in month so no budget calculated 
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Figure 2.10 Monthly export budgets for each catchment, as presented in Table 2.11 
Budgets were also calculated for the Widdybank and Hexham 2 catchments 
from the observed 15-minute data, where this was available, and the 
percentage difference between the budget estimates according to the 6 hour 
observed data and the 15 minute data was calculated for each month (Table 
2.13). It was found that the two estimates agreed well, and therefore the 6-hour 
aggregated flow record was considered suitable for budget calculations. 
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Month Widdybank 15 Widdybank % diff Hexham 2 Hexham 2 % diff 
minute budget 6hrbudget 15 minute 6hrbudget 
budget 
Jan-03 1.872 1.872 0.00 
Feb-03 2.002 2.008 0.30 
Mar-03 2.291 2.292 0.03 
Apr-03 0.755 0.762 0.84 
May-03 4.839 4.839 0.01 
Jun-03 0.067 0.061 -8.13 
Jul-03 1.613 1.625 0.79 
Aug-03 0.139 0.144 3.61 
Sep-03 0.480 0.507 5.61 
Oct-03 1.330 1.315 -1.13 
Nov-03 8.779 8.586 -2.20 
Dec-03 5.398 5.456 1.08 
Jan-04 6.575 6.687 1.71 10.914 10.911 -0.03 
Feb-04 2.956 3.043 2.93 7.110 7.798 9.68 
Mar-04 0.490 0.496 1.36 3.626 3.733 2.95 
Apr-04 3.074 3.043 -1.02 2.654 2.629 -0.95 
May-04 0.410 0.404 -1.55 1.351 1.353 0.16 
Jun-04 1.583 1.597 0.88 3.081 3.387 9.94 
Jul-04 2.696 2.744 1.77 2.390 2.436 1.92 
Aug-04 16.472 17.016 3.30 20.942 18.744 -10.50 
Sep-04 2.226 2.260 1.54 4.434 4.379 -1.25 
Oct-04 10.536 10.214 -3.06 14.484 13.554 -6.42 
Nov-04 4.867 4.862 -0.11 6.112 6.107 -0.08 
Dec-04 0.872 0.790 -9.43 
2003 29.565 29.467 -0.33 
Total 
2004 52.757 53.156 0.76 77.098 75.031 -2.681 
Total 
~·,.c;- Tabhi~2:13'Table comparlng-15 rriiiiUte-ana CHiour DOC expoffbudgets. All units are in tC 
km'2 month-1 or tC km'2 year'1 
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2.9 Discussion 
The budgets show a wide variety of behaviour both between catchments and 
over time, with annual exports ranging between 10.4 and 89.9 tC km-2 yea(1. In 
simplistic terms, in order to demonstrate an improvement in DOC export from 
grip blocking the budgets from the blocked catchments would be lower than 
those for the unblocked catchments. This is not consistently the case. For 
2004, the unblocked grip at Hexhamshire common (Hexham 2) shows a higher 
export than the two blocked catchments at that site, but the blocked grip at 
Cowgreen shows a higher export still. In 2003, the highest export at the 
Hexhamshire common site is from the blocked Hexham 3 catchment, whilst the 
Cowgreen catchment has the highest overall export in this year too, and the 
export from the unblocked Hexham 2 catchment is lower than either of these 
blocked catchments. 
The export from the Hexham 1 catchment is consistently lower than the other 
three artificial catchments, but this is less clearly the case for the other recently-
blocked catchment, Hexham 3. Hexham 3 is more comparable to the other grip 
catchments in terms of catchment size and hydrograph behaviour, whereas 
Hexham 1 is an extremely small, shallow catchment and dried up more 
frequently. This more frequent lack of flow in Hexham 1 could be due to the 
grip channel being much shallower (and therefore draining a smaller peat mass) 
than the other grips, rather than necessarily being due to a different response to 
blocking: the smaller size of Hexham 1 resulted more often in either a lack of 
flow or lack of sample, leading to lower calculated DOC export. Therefore the 
best comparison from the Hexhamshire common site is between the Hexham 2 
and Hexham 3 grips. 
With the exception of the Hexham 1 site, the DOC export by year varies 
inversely with catchment size, with smaller catchments having higher export per 
unit area. A larger catchment is more likely to have non-peat areas, which are 
likely to be less rich sources of colour than peat, contributing a diluting effect to 
inecoverali colour. There are also more likely to be opportu~lties within a larger 
catchment for removal of DOC, either by adsorption to other soils or aquifer 
materials or by mineralization during a greater stream residence time. Both of 
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these are possible in the Widdybank catchment, which contains significant 
bedrock contact and shows (through a greater baseflow component than the 
grips, and higher conductivity) a groundwater influence. The catchment also 
contains some small non-peat areas, principally in the bed of the stream 
channels. Despite a common assumption that peatland catchments have 
minimal interaction with groundwater due to low hydraulic conductivity in the 
catotelm, recent studies have shown that this is not always the case - e.g. 
Branfireun and Roulet (1998) showed a substantial groundwater influence in the 
outflow of a peatland catchment in Ontario, Canada. However it seems intuitive 
that this will only apply in situations where there is sufficient hydraulic gradient 
to cause transfer from mineral layers to the overlying peat: in the Hexham and 
Cowgreen grips, the channels are only in the upper peat layers and the 
surrounding area is flat, so groundwater influence in these catchments would 
not be expected. 
The same argument can be applied to Trout Beck, where the peat cover of the 
catchment above the sampling point is approximately 90% (ECN 2006a), 
compared to 100% peat cover at the Hexhamshire and Cowgreen catchments, 
and there are several kilometres of stream channel. 
Relative to this inverse relationship between DOC export per unit area and 
catchment size, the export from Hexham 1 is anomalously low. However this 
could be due to the shallower nature of this catchment, as described above, as 
this means that the grip flows for less time between storms. Therefore, periods 
during and immediately after storms, when the all of the catchments are 
receiving low-DOC water both directly as precipitation into the channel and via 
overland flow, make up a greater proportion of the total time that Hexham 1 is 
flowing, compared to the other catchments. By this mechanism, a small shallow 
catchment such as Hexham 1 would be expected to have a greater influence 
from overland flow and rainfall- both sources of low-DOC water. 
The DOC concentration of samples from Hexham 1 is generally lower also. 
-"'--~_'f'> . .0'-•• •c.'<e- ' ,_;-' • .;.-. ...;;_.---• _.;;:,:_':1.-~'J"""~-•",.,.. .• -. _.., ~ .~.:;;~··'-·. ~- "'>• • •- c ·.·c-,-.«- "<''• v,=of"""",4 .. <:'•.• 
During periods of no flow Hexham 1 often dried up entirely meaning that no 
sample was collected, and so the sample collection was effectively biased 
towards storm periods. This is in contrast to Hexham 3 and Cowgreen which 
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even when they were not flowing dried up less often, such that samples were 
often taken of ponded water even where there was little or no flow contributing 
to DOC export. Therefore at Hexham 3 the average sample DOC concentration 
is high compared to Hexham 1, particularly in summer 2003 where Hexham 1 
was dried up for long periods, and so the samples that were taken from 
Hexham 1 were of low average concentration relative to Hexham 3 which held 
ponded water. The same is true of Cowgreen, which held ponded water for 
long periods with no flow. Cowgreen shows particularly high sample DOC 
concentrations in the extremely dry period of summer 2003, due to this 
sampling of ponded water (Figure 2.11 ). Over these periods the DOC content of 
the water would become concentrated through evaporation and possibly also 
autochthonous production, without this affecting the export budget due to the 
lack of flow. The greater increase in DOC concentrations at Cowgreen during 
ponded periods does suggest greater autochthonous production at this site. 
Overall therefore, the concentration of DOC samples in itself provides little 
information as to the DOC export behaviour of the catchment, especially as it is 
confounded by artificially high concentrations measured in ponded water which 
by definition do not affect the net export budgets. Care must therefore be taken 
in interpreting the DOC export figures without taking account of the water yield, 
weighted for catchment area, in addition to the sample DOC concentrations. 
Nonetheless there is some evidence that concentrations in Hexham 2 during 
non-ponded periods - from January 2004 onwards - may be higher than in the 
other two Hexham grips, whilst Cowgreen is more subject to ponding and 
subsequent increased concentration (Figure 2.11 ). This possible difference in 
sample concentrations between Hexham 2 and the other Hexham sites is 
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Figure 2.11 Average concentration of DOC samples, by month 
Jan 05 
Table 2.14 shows the results of each flow series, shown as cubic metres per 
square metre of catchment area per month (equivalent to runoff depth in 
metres). Corresponding results according to the 15 minute logged flow series 
where avai lable at Hexham 2 and Widdybank are also shown. Total estimated 
runoff depths from the 15 minute and 6 hour data are extremely similar at both 
Hexham 2 and Widdybank, further illustrating the minimal increase in error from 
using the coarser time series. 
Differences in the water yield, particularly at the Hexham sites where the rainfall 
may be assumed to be the same (the catchments are immediately adjacent) 
implies that the catchments are exhibiting different hydrological behaviour. To 
examine the effect of this on the DOC export budgets, Figure 2.12 plots monthly 
DOC export against the monthly water yields for each catchment. Significant 
relationships (P<0.05) are observed for each catchment. Details of these 
relationships obtained by least-squares regression fits are shown in Table 2.15. 
Two main behaviours are illustrated by Figure 2.12. Firstly, there are substantial 
differences between sites in the relationship between water yield and DOC 
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yield, and these differences suggest a grouping of sites by treatment type. The 
gradient of the relationship is lowest for the pristine sites Trout Beck and 
Widdybank, higher for the three blocked grips Hexham 1, Hexham 3 and 
Cowgreen, and is highest of all for the open grip Hexham 2. The coefficient of 
the relationship is not significantly different within each of the treatment groups 
(P<0.05) but is significantly different (P<0.05) between groups {Table 2.15). 
Since both terms in these relationships are dependent on water export, the 
differences in the gradient of each relationship effectively describe differences 
between sites in the exported DOC concentration, illustrating that there are 
differences in sample concentration between treatments that are not due simply 
to changes in ponded water. That is, sample concentrations vary between 
treatment types even when the confounding effect of ponding is accounted for. 
This confirms that differences in the concentration of the export from each site, 
as well as in the area-weighted carbon budgets, are significant between 
treatment groups but not within treatment groups. This may imply that each 
catchment treatment type is exhibiting a different behaviour; for a given water 
yield the pristine catchments have a far lower DOC export than the gripped 
catchments, and of the gripped catchments the unblocked catchment has the 
highest DOC export for a given water yield. 
However, before it can be claimed that the DOC export from the catchment soil 
is different between sites, the size of the catchments should also be considered. 
The pristine catchments are much larger than any of the grip catchments, which 
may suggest that there is a scale effect, with the larger pristine catchments 
exporting less DOC than may be expected. This represents losses in DOC that 
are likely to be due to adsorption or mineralization of the DOC, a process that 
does not have chance to occur in the smaller gripped catchments. This 
suggests that it may not be appropriate to make direct comparisons between 
the small single drain catchments and the larger catchments. However, taking 
the grip catchments alone this scale effect is not observed: Hexham 2 is the 
largest of .tbe grip catchments yeUt, exhibits~the highest DOC export for a giVen 
water yield of any of the grips (Figure 2.12). Therefore considering the grip 
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catchments, there do appear to be differences which are not explained by size 
and subsequent in-stream DOC removal. 
In summary, the lower DOC export for a given water yield in the pristine 
catchments may to some extent be due to DOC loss within the catchment. 
Nonetheless, the DOC export per unit water yield from the unblocked grip is 
significantly higher (P<0.05) than from the blocked grips and this does lend 
weight to the hypothesis that grip blocking can decrease DOC export, but in 
itself offers no evidence as to how the blocking process decreases DOC export. 
The second main behaviour illustrated by Figure 2.12 that should be considered 
is the fact that for all sites a positive relationship exists between water yield and 
DOC yield, even without consideration of the differences between sites, and 
that these relationships appear to be approximately linear. 
Based on these strong linear relationships, it can be suggested that reduction of 
water yield should be a key goal of a grip blocking programme. If, conversely, 
the relationships in Figure 2.12 were convex, with the gradient tailing off for 
higher values of water yield, this would imply that during months of high flow the 
DOC supply is exhausted; in this case blocking programmes designed primarily 
to reduce water yield would not be recommended unless they reduced water 
yield to a point where the relationship with DOC export was stronger. The high 
proportion of the variation in the DOC export that is explained by changes in 
water yield, particularly at the Hexhamshire Common site (Table 2.15; R2 
column) shows that water yield from a catchment is a key driver of the DOC 
export, with decreased water yield being a key driver of decreased DOC export. 
This is intuitive given the linearity of the relationships, with water yield being 
included on both axes, but if the relationships were not linear then decreasing 
the water yield would not necessarily be useful. 
The relationship is particularly strong at the grip sites, which is equivalent to 
saying that, particularly at Hexham 1 and Hexham 3, the concentration (gradient 
of tm:r relatiortsnip) is relatively invaric:rnr·c'Omparecf to- Wicf'ayoanlfancr-rrout 
Beck, and is therefore the main factor controlling export. At the Teesdale sites, 
the lower R2 may imply that the behaviour is more complex, but equally the 
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steeper gradient at Hexham 2 compared with the blocked grips does illustrate 
that average export concentrations are lower in the blocked grips, but still higher 
than the pristine sites. 
Overall, therefore, these data do provide evidence to support the hypothesis 
that artificial drainage increases DOC export and that grip blocking may be of 
use in reducing DOC export. The differing gradients of the relationships 
between treatment types do suggest that grip blocking reduces net exported 
DOC concentration, but the apparent linearity of the relationships and the high 
proportion of the variance explained in the Hexhamshire grip sites also suggest 
that the primary goal and function of a grip blocking programme should be to 
reduce catchment water yield, and blocks should be designed with this aim in 
mind. 
82 
----- -- - -·--- -
Month Hex 1 Hex 2 Hex 2 Hex3 Cowgreen Widdy Widdy Trout 
yield yield yield yield yield yield yield Beck yield 
(15 min) (6hr) (15 min) (6hr) 
10/02 0.038 0.13 0.152 0.005 
11/02 0.086 0.2 0.293 0.078 
12/02 0.12 0.191 0.418 0.239 0.353 
01/03 0.130 0.144 0.387 0.381 0.672 0.673 0.071 
02/03 0.015 . 0.011 0.042 0.058 0.247 0.247 0.097 
03/03 0.071 0.049 0.191 0.139 0.304 0.304 0.072 
04/03 0.021 0.015 0.019 0.047 0.068 0.067 0.031 
05/03 0.044 0.136 0.063 0.165 0.383 0.381 0.133 
06/03 0.010 0.022 0.013 0.014 0.014 0.013 0.016 
07/03 0.014 0.036 0.021 0.027 0.1 0.100 0.066 
08/03 0.001 0.003 0.002 0.003 0.012 0.013 0.127 
09/03 0.011 0.031 0.027 0.028 0.054 0.056 0.048 
10/03 0.016 0.011 0.028 0.019 0.104 0.102 0.069 
11/03 0.044 0.069 0.098 0.135 0.483 0.472 0.175 
12/03 0.078 0.165 0.205 0.166 0.454 0.457 0.208 
01/04 0.102 0.244 0.229 0.281 0.699 0.643 0.645 0.263 
02/04 0.116 0.151 0.155 0.327 0.481 0.428 0.440 0.156 
03/04 0.080 0.089 0.086 0.203 0.257 0.296 0.296 0 .133 
04/04 0.074 0.046 0.043 0.139 0.120 0.19 0.188 0.093 
05/04 0.022 0.019 0.018 0.016 0.037 0.031 0.030 0.032 
06/04 0.024 0.049 0.049 0.041 0.021 0.084 0.083 0.061 
07/04 0.023 0.029 0.028 0.023 0.022 0.121 0.120 0.079 
08/04 0.078 0.238 0.211 0.104 0.245 0.641 0.653 0.359 
09/04 0.021 0.056 0.052 0.035 0.036 0.161 0.163 0.164 
10/04 0.154 0.314 0.283 0.370 0.242 0.661 0.644 0.221 
11/04 0.057 0.1 0.094 0.1 09 0.045 0.286 0.287 0.205 
12/04 0.080 0.16 0.160 0.174 0.079 0.07 0.063 0.188 
Table 2.14 The total runoff from each catchment by month. 
Depths are in m. Shaded cells indicate periods of missing data. Hex = Hexham; 
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Figure 2.12 Water yield vs. DOC yield by month for each catchment. Water yields 
calculated from 6hr flow series. 
N Slope Slope Slope Constant Constant 
Std err 95% Cl 95% Cl 
Hexham 1 23 0.85 32.27 2.96 ±6.17 0.46 ±0.43 
Hexham 2 24 0.77 51.52 5.99 ± 12.42 0.18 ±1.45 
Hexham 3 24 0.92 29.77 1.85 ±3.83 0.99 ±0.65 
Cowgreen 24 0.43 22.01 5.40 ± 11 .21 2.39 ±2.48 
Widdybank 24 0.56 13.09 2.49 ±5.16 -0.10 ±1.80 
Trout Beck 24 0.72 13.96 1.84 ±3.82 -0.45 ±0.58 
Table 2.15 Details of the relationships in Figure 2.12 between monthly DOC and water 
yields for each catchment 
The implication of these results is that although the unblocked grip exhibits the 
highest DOC export concentration, the mitigating effect of grip blocking on DOC 
export may not necessarily be for the reason originally suggested - restoration 
of water table levels - at least not through the hypothesised mechanism of 
limiting production. The aerobic theory of DOC production proposes that DOC 
production is increased by temporary or permanent lowering of the water table 
and increasing of the aerobic zone, whilst the enzyme latch theory implies that 
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once this process has taken place the effects may last for a long period. 
Therefore, according to the hypothesis, the lowering of the water table by grips 
would increase production and is the primary mechanism by which drainage 
would increase DOC export, which may then remain high even if the water table 
is restored through grip blocking. 
The results of this study do not offer evidence to support this idea, with no 
evidence that DOC supply for export is exhausted in any month. This suggests 
that DOC yield is affected primarily by water yield, rather than by water table 
levels either antecedent or present. These data therefore suggest that DOC 
export is not supply-limited and that the production of DOC is fast on the inter-
event timescale. However it should be recognised that the gradient of the 
relationships (representing export concentration) does vary between sites and 
so water yield is not the only control on export; further analysis of how this 
varies between blocked and unblocked sites is presented in chapter 3. 
Evidence to support the suggestion of water yield being the main control is 
provided by Lumsdon et al (2005), who studied DOC partitioning into the soil 
solution in organic soils. They suggested that seasonal variations in DOC 
solubility, rather than DOC production, are sufficient to explain the observed 
variations in DOC concentrations and DOC production need not therefore be 
assumed to be supply-limited. Whilst there is a seasonal variability in 
concentration and this may indeed be due to changing biological activity -
acting through seasonal factors affecting biological activity such as temperature 
changes - these variations operate by affecting the solubility of DOC rather 
than production rates. Periods of high DOC export are initiated by changes in 
the partitioning of DOC from hydrophobic to hydrophilic, more soluble, fractions 
(Lumsdon et al, 2005). 
This study supports the model of Lumsdon et al (2005) by showing that the 
DOC export depends to a large extent on catchment water yield. This is as 
would be expected if DOC production was assumed not to be limited, but rather 
•' . _, ~_,, .· :"~- -- .• - ,. ;---- .::-'"'"''" _.- !.. -~ -__ ,- _., 
solubility was limited and variable with seasonal changes, possibly including 
water table fluctuations which may be caused by drainage as well as drought. 
Following this work by Lumsdon et al (2005), more studies are required with 
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higher resolution DOC sampling across storm events to assess the extent to 
which DOC production is indeed fast on an intra-event timescale, in order to 
monitor the change in export concentration across individual storm events in 
greater detail. 
Study authors Type of Location Runoff 
catchment 
Mulholland (1981) Swamp North Carolina, USA 485 
Naiman (1982) Boreal forest Quebec, Canada 570-
1640 
McKnight et al Bog Thoreau's Bog, MA, USA 240 
(1985) 
Moore (1987) Subarctic Quebec, Canada 302-389 
peatland 
Collier et al (1989) Wetlands Westland, New Zealand 1120-
1104 
Moore (1989) Forested New Zealand 137-
Wetland 1755 
Moore and Jackson Forested Larry River, New Zealand 1 023-
(1989) 1253 
Urban et al (1989) Various Minnesota, USA and 224-
peatlands Orsario, Canada 1410 
Koprivnjak and Subarctic fen Quebec, Canada 111 
Moore (1992) 
Gorham (1995) Northern ? N/A 
peatland 
Carroll Crill (1997) Fen New Hampshire, USA 1071 
Scott et al (1998) Upland peat North Pennines, UK 798-
1799 
















Table 2.16 Summary of DOC export and runoff measurements in the literature (Adapted 
from Fraser et al, 2001) 
The budgets calculated in this study are generally high compared to others in 
the literature. Table 2.16 summarises a review by Fraser et al (2001 ); other 
examples include Hope et al (1997a): 0.8 - 10.3 kg C km2 y(1; Hope et al 
( 1997b ): 1 .·3 - 11.5-tc -km2 yr~1 ; and Billoett et al (2oo4 ): 11.5 - 2.7 .o tc km2'y(1• 
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Fraser et al (2001) claim that DOC exports of > 15 tC km2 y(1 are unrealistic 
across large areas of northern peatlands taken as a whole, and in particular for 
low-relief peat-dominated catchments such as these. However they base this 
claim on limitations induced by runoff quantity rather than concentration, stating: 
"assuming DOC concentration in export water is 30-40mg ( 1, -375-500 mm yr1 
of runoff is required to yield 15 gC m-2 yr1" (Fraser et al, 2001 ). The objection to 
higher exports is based on the grounds that "runoff of this magnitude 
is .... unrealistic in most places with peatlands" (ibid.) However, the concentration 
figures used by Fraser et al (2001) are in agreement with those found in this 
study, and moreover runoffs of the magnitude quoted are far from unrealistic in 
North Pennine catchments: for example, Holden and Burt (2003b) found a 
runoff ratio of 82% in a catchment with mean annual rainfall of 1982mm. It is 
therefore not surprising to find that exports from the catchments in this study are 
higher than those found by Fraser et al (2001) or elsewhere in the literature 
from sites with lower precipitation I runoff, supporting further a view that 
differences in DOC export between catchments are in fact primarily dependent 
on differences in catchment water yield. 
In summary, therefore, the results presented here do not specifically support the 
hypothesis that drain blocking is a successful strategy to reduce the DOC that is 
produced and available for export from a catchment. Whilst there are seasonal 
changes in concentration and export at each site, these can be at least partially 
explained by the model of Lumsden et al (2005) whereby the key driver of 
seasonal change is variation in solubility. Meanwhile there is nothing in the 
data of this study to refute the hypothesis that the differences in export that are 
observed between catchments are caused by anything other than differences in 
the hydrological - rather than DOC production - behaviour of the catchments. 
Drain blocking may therefore be a successful mechanism for reducing the DOC 
export of the catchments, but this may only be through changing the 
hydrological behaviour of the drains. Chapter 3 will analyse the behaviour of 
the drains in more detail in an attempt to test this hypothesis. 
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Chapter 2 described a detailed monitoring campaign conducted on four 
moorland grips and a pristine natural peatland stream. The aim of the 
monitoring campaign was to produce DOC budgets for each catchment and to 
describe the results in terms of the blocking status of the grips, in order to 
assess the effect of grip blocking on DOC export. It was found that what 
variations there were in the DOC export between blocked and unblocked 
catchments were attributable more to differences in the runoff responses of the 
catchments than to differences in the flow paths or sources of DOC production. 
This chapter provides a more detailed assessment of the differences between 
the grip sites in terms of several other characteristics of the catchment outflow. 
Four experiments were conducted based on further analysis of the samples 
described in chapter 2 and on several other monitoring campaigns which were 
also conducted at the sites. 
Firstly (section 3.2), the same samples described in chapter 2 were analysed for 
pH and conductivity; the results of this are used to describe and compare each 
of the five catchments. 
Secondly (section 3.3), two of the sites (Hexham 2 and Hexham 3) were 
instrumented with quasi-continuous conductivity monitoring for a period in 
summer and autumn 2004. The results of this monitoring are used to conduct 
hysteresis analyses to compare the intra-storm response of these two 
catchments in a way that is not possible with the less frequent sample-based 
data due to the extremely fast response times of the catchments. 
Thirdly (section 3.4 ), a series of manual grab samples were collected on site 
visits throughout the period of the study. These samples were analysed for 
base metal cation content and the results used to conduct a Principal 
Components Analysis. The results of this are used to describe differences in 
water chemistry between the· sites and ~then are analysed using an °/i\NOVA 
method to assess for any statistically significant differences between the sites. 
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Finally (section 3.5), a tracer flow experiment was conducted specifically to test 
the hypothesis that there are differences between the blocked and unblocked 
sites. This consisted of the introduction of bromide and chloride tracers to the 
catchments, into the water table and onto the catchment surface. This was 
followed by an intensive sampling campaign of the grips at the catchment outlet 
points to compare the tracer response between the grips. Results from this 
experiment are presented and their implications and limitations discussed. 
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3.2 Relationship of pH vs. Conductivity at each site 
The sampling campaign described in chapter 2 gathered samples from four 
peatland grip sites and one pristine peatland stream. Of the grip sites, 2 
(Hexham 1 and Hexham 3) were blocked shortly after the start of the monitoring 
campaign, one (Cowgreen) was blocked in 1995, and one (Hexham 2) 
remained as an unblocked site. 
In addition to analysing for DOC, the samples collected from these sites on an 
8-hourly to daily sampling regime were also analysed in the laboratory for pH 
and conductivity. Prior to analysis, samples were refrigerated in the dark at 4°C, 
and analysed within 24 hours of collection. Conductivity has often been treated 
in peatland sites as a conservative property indicative of solute concentration 
(e.g. Schleppi et al, 2006). Over 800 samples were analysed from each site, 
and weekly rainfall data were also obtained from the ECN monitoring 
programme at Moor House (Sykes and Lane, 1996) for the same period. 
Results showing the relationships between pH and conductivity for each site are 





. . . 
. . 
·. · .. .,__ .... -.. 
. . . -. . 
I •.:: • • : • • 












.5 1 1.5 2 
Log Conductivity 
• Hexham 1 • Hexham 2 
• Hexham 3 • Cowgreen 
• Widdybank • Rain water 
Figure 3.1 Plot of pH against Log(Conductivity) for all sites 
2.5 3 
The relationship between pH and conductivity was found to be linear for all sites 
when a log transform was applied to the conductivity data. The necessity for a 
log transform on the conductivity data is unsurprising, as pH itself represents 
the negative logarithm of H+ ion concentration. The plot of pH against 
Log( Conductivity) reveals strong linear relationships for all sites (Figure 3.1 ). 
The relationship between pH and Log(Conductivity) is highly significant for each 
site including rain (P<0.0005) ; details of the fits are shown in Table 3.1. The 
trend for each grip and for rain is negative; that is, increased conductivity 
corresponds to decreased pH. The three Hexham sites and Cowgreen lie on 
similar trends, with the slopes of the trends for Hexham 1 and 2, Cowgreen , and 
rain showing no significant difference (P<0.05), whilst the slope of the trend for 
Hexham 3 is significantly shallower but still similar. The Widdybank trend is of 
opposite sign but otherwise not significantly different (P<0.05) . The Cowgreen 
samples have somewhat more scatter around the trend than the other grips or 
Widdybank, with R2=0.22. The fits between pH and Log(Conductivity) for all the 
grip sites have a similar y-intercept of around pH 6, comparable to the pH of 
water at equilibrium with the atmosphere. With conductivity assumed to be a 
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conservative tracer, higher conductivity represents more concentrated samples. 
The similar trends of the grip sites and rainwater (Table 3.1) therefore suggest 
that in terms of pH and conductivity, there are not necessarily any different 
influences on either pH or conductivity between the grip sites and the 
decreasing pH I increasing conductivity trend could be seen simply as 
increasing concentration from rainwater. 
Conversely, the Widdybank samples are of much higher pH and follow an 
entirely different trend with a positive relationship between pH and conductivity. 
The intercept term of the trend is however at a somewhat lower pH of 4.97. 
These differences can be explained by considering the nature of the Widdybank 
site which compared to the grips is a substantially larger catchment with a 
greater baseflow component. The baseflow component at Widdybank together 
with high Ca concentrations and higher conductivities at baseflow have been 
attributed (section 2.9) to a groundwater influence or surface limestone contact 
within the catchment. Such an influence would contribute to both increased 
alkalinity and conductivity in the baseflow, and the proportion of baseflow in the 
overall discharge is by definition greater at lower discharge values. Lower flows 
in the Widdybank catchment therefore lead to increased conductivity and pH in 
the runoff as the contribution of the groundwater /limestone source is greater. 
The lower intercept of the Widdybank trend can also be explained in terms of 
limestone contact and the subsequent greater presence of carbonic acid in the 
system. 
Plotting pH against Log(Conductivity) for separate seasons (Figure 3.2) shows 
that the relationship between pH and conductivity is strongest throughout the 
autumn flush period; this is the period when the samples are most 
representative of catchment I peat processes, with few ponded samples and 
few taken when the catchments were frozen. Throughout winter and spring the 
Cowgreen samples appear to be more separated from the Hexham samples 
(with a lower range of conductivities at Cowgreen); however this is the period 
during which catchments are most likely to have oeen frozen and the distance 
between the Cowgreen and Hexham sites means that the difference may simply 
be attributable to one site being frozen at different times to the other. 
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The results for the grip sites shown here do not correspond as expected with 
examples from the literature which take into account the production of pH and I 
or conductivity within the peat. In particular Sjors and Gunnarsson (2002) 
describe peat substances as tending to accumulate cations such as Ca2+ and 
Mg+ (responsible for increased conductivity) whilst releasing H+. This implies 
the opposite trend occurring in the water, with water in contact with the peat 
showing decreased conductivity (Ca2+ concentrations) corresponding to 
decreasing pH (increasing H+ concentrations). Such a trend is observed in the 
data of Sjors and Gunnarsson (2002) but is opposite to the trend of increasing 
conductivity vs. decreasing pH observed at the grip sites here. This implies that 
processes within the peat that would affect pH or conductivity are not strongly 
observed in these data, and backs up the explanation given above that the 
trend in these data is due simply to increased relative concentration from 
rainwater. The greater scatter observed in the Cowgreen data could indicate 
conflict between the two mechanisms: that is, simple increased concentration 
leading to a negative trend and processes as described by Sjors and 
Gunnarsson (2002) adding some degree of positive trend. This explanation 
would correspond with the results in Section 2.7 and field observations which 
suggest there may be greater autochthonous production at Cowgreen. 
Overall If by season 
Site N R2 Slope Slope Constant Constant Spring Summer Autumn Winter 
95%CI 95%CI 
Hexham 1 908 0.62 -1.22 ±0.062 6.25 ±0.118 0.45 0.12 0.66 0.47 
Hexham 2 966 0.66 -1.19 ±0.054 6.14 ±0.106 0.02 0.16 0.97 0.30 
Hexham 3 1110 0.50 -1.00 ±0.059 5.81 ±0.110 0.60 0.36 0.70 0.13 
Cowgreen 1010 0.23 -1.11 ±0.126 6.31 ±0.208 0.12 n/a 0.34 0.23 
Widdybank 898 0.48 1.26 ±0.086 4.97 ±0.192 0.53 0.52 0.47 0.24 
Rain water 157 0.22 -0.93 ±0.340 6.36 ±0.443 0.22 n/a 0.30 0.20 
Table 3.1 Details of the relationships between pH and Log(Conductivity) for each site as 
shown in Figure 3.1. 
Laboratory measurements. All overall regression coefficients significant with P<0.0005 
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Figure 3.2 Plot of pH against Log(Conductivity) for all sites by season. 
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Spring = March-May; Summer = June-August; Autumn = September-November; Winter = 
December-February 
In summary, the grip sites in this study show a relationship between pH and 
conductivity that can be best explained in terms of increasing concentration 
from a rainwater source, with minimal alteration of this trend by any form of 
production within or interaction with the peat. This is particularly true for the 
grips at Hexhamshire common. The behaviour of the Widdybank catchment is 
seen to be quite different to the four grips. Although the positive pH vs. 
conductivity trend at Widdybank is more in line with that found by Sjors and 
Gunnarsson (2002) and may imply greater chemical interaction with the peat at 
Widdybank, there are also at least two water sources against only one in the 
grips, with the higher pH implying and conductivity suggesting a higher ionic 
strength that may be due to groundwater or limestone contact within the 
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channel. In any case there are huge differences in the behaviour of the 
Widdybank catchment from the grips which demonstrate the difficulty of 
comparing it on a like-for-like basis with the grips; as the main aim of this study 
is to test the hypothesis that there are differences between blocked and 
unblocked grips, the Widdybank data were therefore not included in the 
remainder of the analyses in this chapter. Conversely the behaviour of the four 
grip sites is similar, especially among the three Hexham sites. This suggests 
that there are no differences between the grips such as differing acidities that 
cannot be attributed simply to conservative concentration from a single source 
water. 
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3.3 Hysteresis of the conductivity vs. flow response in Hexham 
2 and Hexham 3 
In addition to the manual measurement of conductivity on samples collected for 
the DOC monitoring programmes, (section 3.2), in May 2004 electrical 
conductivity probes were installed in the Hexham 2 and Hexham 3 drains. The 
probes were connected to the Campbell CR1 OX logger at the site and were 
temperature compensated to 25°C using internal routines in the data-logger 
before data storage. The probes were sampled every 1 0 seconds and average 
readings were stored every 15 minutes, providing a quasi-continuous 
conductivity record for these sites for the period May - November 2004. The 
probes were installed parallel to the direction of water flow in order to ensure 
the best response possible and were mounted on wooden posts at a depth of 
approximately 3cm below the base of the V-notch weir- this depth was chosen 
to ensure that the probes remained immersed as far as possible whi lst being 
clear of silt at the base of the grip channels (Figure 3.3 and Figure 3.4) . 
Figure 3.3 Conductivity probe installation Figure 3.4 Conductivity probe installation 
in Hexham 2 in Hexham 3 
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Conductivity is a good proxy for ionic concentration (Meybeck et al, 1996) and 
as such rainwater would be expected to form a low conductivity end-member in 
most systems with more evolved waters throughout the system increasing in 
conductivity, albeit to an extent that will vary greatly depending on the geology 
of the system: the global average conductivity for pristine streams draining 
granite and gneiss catchments is 35 IJS cm-1, whilst for carbonate catchments 
the figure is 400 IJS cm-1 (Meybeck et al, 1996). Peat bogs are no exception, 
despite the fact that peat soil waters and small peatland drains or streams such 
as those in the present study do not generally have direct interaction with the 
geology. Theimer et al (1994) studied three Canadian peatlands and in each 
case found ionic strength and electrical conductivity to increase linearly with 
depth. Pearsall (1956) sampled surface waters from furrows, pools and main 
drainage outlets sited on transects which were approximately along the main 
drainage lines of two bogs in Sutherland and found a general increase in 
concentration along the transects with the highest conductivities being observed 
near the outflow. 
In the context of this study it is therefore reasonable to take conductivity as an 
indicator of the depth of source waters that is observed in the grip channels. 
Since conductivity in a stream will also vary with time as the relative proportions 
of new and evolved waters vary, in order to identify differences between sites it 
is necessary to examine differences between sites in how the conductivity 
varies throughout a storm. This can be achieved through the use of 
conductivity I discharge hysteresis plots. The form of such plots depends on 
the timing and quantity of the release of higher conductivity soil waters relative 
to the input of new (rain) water: if the old water discharge peaks before the 
overall hydrograph then the plot of conductivity against flow will show a 
clockwise loop: conductivity I discharge is higher on the rising limb than the 
falling limb for all discharge values. In the opposite case, the loop is 
anticlockwise. Williams (1989) classified hysteresis types with reference to the 
relationship between suspended sediment concentration and discharge. 
According to this classification, Class 1 represents a linear relationship between 
concentration and discharge; Class 2 is a clockwise loop, Class 3 is an 
anticlockwise loop, Class 4 is a linear relationship with a loop at some point, 
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and Class 5 is a figure of eight whereby the hysteresis is clockwise at one range 
of flow values, and anticlockwise at another. 
With reference to these descriptions, a clockwise loop in the conductivity I flow 
data (Class 2) represents an initial flushing of "old" soil water which is then 
exhausted and becomes a less major part of the overall runoff as the storm 
progresses. An anticlockwise loop (Class 3) indicates that the early stages of 
the storm runoff are characterised by relatively unaltered new water, with the 
contribution of soil water increasing later. A figure of eight (Class 5) that starts 
anticlockwise and becomes clockwise at higher discharge could indicate an 
initial dominance of new water such as infiltration-excess overland flow, 
followed by an increasing proportion of subsurface flow as the peat surface 
wets up. 
Analysis was conducted on the 15-minute timestep data as collected by the 
loggers. Whilst this was not a problem for Hexham 2 where a good logged flow 
record existed, at Hexham 3 the flow record had many gaps and so was 
modelled using the IHACRES techniques described in chapter 2. The modelled 
flow series for the entire monitoring period as described in chapter 2 was 
produced on a 6-hour timestep due to limitations in the modelling software, and 
this did not provide sufficient resolution for this analysis of intra-storm variations. 
However, it was found that the IHACRES model could in fact be successfully 
operated to simulate flow on a 15-minute timestep for shorter periods such as 
the 6 months of this dataset, and so a new 15-minute modelled flow series was 
produced for Hexham 3 for use in the following analysis. 
3.3.1 General differences in grip water conductivities 
The distribution of conductivity values during the monitoring period is shown in 
Figure 3.5, where the upper and lower box boundaries mark the 75th and 25th 
percentiles respectively and the centre line represents the median. lnterquartile 
range (IQR) is defined as the difference,.between the 75th and 25th percentiles. 
Whiskers extend to the most extreme values which fall within the upper and 
lower adjacent ranges, which are defined as (75th percentile + 1.5*1QR) and 
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(25th percentile - 1.5* IQR) respectively. This plot excludes readings taken 
when there was no flow in the grips (there was either ponded water or nothing 
in the grips during such periods) in order to minimise the effect of evaporative 
concentration that is not connected to runoff generation processes. The plot 
also shows for comparison the conductivity of weekly rainfall samples collected 
by the ECN at Moor House for the same period (Sykes and Lane, 1996). 
The plot shows that conductivity in Hexham 3 was consistently lower than in 
Hexham 2, with a similar range of values. Since conductivity is expected to 
increase with depth in the peat profile as described above, the implication of this 
is that Hexham 3 represents shallower water on average than Hexham 2. 
However an alternative approach to understanding this could be that the water 
in the Hexham 3 drain simply contains a greater proportion of (relatively 
unaltered) overland flow, with no systematic variation in the source depth of the 
soil water component between grips. 
Which of these explanations is correct can be understood by considering the 
differences in conductivities between the grips under both storm flow and low 
flow conditions. During low flow, when there has been no recent precipitation, 
there would be no overland flow and so differences between the grips would be 
less than at high flow, if the second explanation is correct. Figure 3.6 shows the 
conductivities in the grips over the same period for the occasions when there 
was no flow (only ponded water) in the grips. The range of conductivity in each 
grip is smaller, as would be expected, but the general pattern of higher 
conductivity in Hexham 2 is unchanged. This suggests that the first explanation 
is correct: the lower conductivity in Hexham 3 is not due to a higher proportion 
of overland flow in that grip (which would not be observed in Figure 3.6), but 
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Figure 3.5 Conductivity in Hexham 2, Hexham 3 and rainwater over the period of 
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Figure 3.6 Conductivity in Hexham 2, Hexham 3 and rainwater over the period of 
monitoring, for ponded water only 
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3.3.2 Hysteresis analysis 
Although there are systematic differences in the conductivity of Hexham 2 and 
Hexham 3, these appear to be linked only to the depth of soil water that is 
represented in the grips and not necessarily to any differences in flow pathways. 
To test this further the conductivity I flow hysteresis plots for a number of storm 
events were examined. Events were selected where the hysteresis loops 
showed the most recognisable forms. Occasions where the hysteresis form 
was unclear included very small events (which may have been due to 
insufficient flow in the event to fully flush standing water from the channels) and 
composite events (although one such period of several closely spaced events 
was analysed for comparison). The hydrographs and hysteresis plots for each 
of these events are shown in Figure 3.8 - Figure 3.21. All events are towards 
the latter half of the monitoring period as earlier in the summer there were no 
suitable events. 
The events on the 121h-131h August and the 191h-21 51 August were similar as they 
were both substantial events which took place shortly after much larger events, 
so the catchments would already have been wet. Both events show Class 2 
hysteresis in each catchment (Figure 3.9 and Figure 3.1 0), suggesting that the 
early stages of the event were dominated by subsurface flow displacing 
relatively high-conductivity waters - infiltration- or saturation-excess overland 
flow did not occur in either grip. Although the change in conductivity throughout 
each event was greater in Hexham 2, the conductivity in Hexham 2 did not drop 
as low as in Hexham 3, suggesting that even at peak flows the water in Hexham 
2 still came on average from deeper sources than in Hexham 3. The relative 
responses of the grips seem to be similar in each of these events. 
The event on 22nd_23rd September was much smaller and additionally was not 
so well separated from antecedent events. Accordingly the form of the 
hysteresis loops (Figure 3.12) is less clear, with more noise in the data due to 
the smaller magnitude of the changes. Hexham 3 shows Class 3 hysteresis 
whilst Hexhani 2 shows Class 5 hysteresis with an antiCiockwise loop at higher 
flow values that becomes clockwise at the end of the event, suggesting 
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overland flow becoming dominant at the peak of the event in Hexham 2, but 
prevailing earlier in the event in Hexham 3. 
The hysteresis form for the event on 2nd -3rd October (Figure 3.13) is somewhat 
confused due to the two-peaked nature of the event (Figure 3.11 ). However, 
the general form is Class 3 hysteresis at each site, with no real differences 
between the sites. The hydrograph for Hexham 2 shows a dry period of 
approximately 1 0 days prior to this event and this may well have been sufficient 
for the upper layers of the peat to dry sufficiently to delay re-wetting and lead to 
infiltration-excess overland flow during the early stages of the event. It should 
be noted that the Hexham 3 hydrograph shows several small events during this 
"dry" period - it seems likely that the IHACRES model is over-responding to 
small rainfall inputs during times when the catchment is dry, and this does 
suggest that the event on 2nd_3rd October should be interpreted with some 
caution. 
The event on 61h-ih October (Figure 3.15) was moderately large and of high 
intensity, and unusually followed a period of approximately two days when there 
was a substantial level of sustained flow in the grips. It is therefore not 
surprising that both sites show some degree of Class 2 hysteresis, but this is 
much more apparent in Hexham 3 -the loop for Hexham 2 is very narrow. This 
suggests that the supply of high-conductivity water at Hexham 2 is more 
constant and is not exhausted so early in the event. 
The events on 131h-141h October (Figure 3.16) and 141h-151h October (Figure 
3.17) were immediately consecutive and were extremely similar both in terms of 
rainfall input and flow response, emphasising the flashy nature of the 
catchments - the flow response from the second event was not greatly higher 
as it would be if the water table was higher at the start of the second event than 
the first. The Class 3 hysteresis response of Hexham 2 is similar between the 
events suggesting an overland flow component dominating initially, followed by 
runoff from the soil. The loops are almosJ,cl<?,~ed with ~oth po§t-~Y.f3J)t -~nd pre-
event values being similar for both conductivity and flow, and the similarity of 
the loops for the two events at Hexham 2 shows that high conductivity waters 
were not exhausted. Hexham 3 displays similar behaviour to Hexham 2 for the 
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first event, but the behaviour in the second event is quite different: although 
there is a small Class 3 loop partway through the event, this is overlain on a 
generally unclear hysteresis form in which the key observation is that 
conductivity after the event is lower than the pre-event values. The suggested 
reason for this is not differing flow pathways, but rather to do with the large 
pools in the Hexham 3 channel behind the blocks (Figure 3.7). It seems 
possible that these two events in conjunction were sufficient to flush these pools 
through with new low conductivity water, resulting in lower grip conductivity 
when flow from leakage round the blocks becomes dominant as the hydrograph 
recedes. 
Figure 3.18 encompasses several composite events representing a period of 
sustained high flow from 15th-191h October. Since there were numerous flow 
peaks the hysteresis form is too complicated to analyse in detail (although most 
flow peaks do appear to be represented by Class 3 loops) but it is included as 
this demonstrates the general decrease in conductivity over a much larger 
range (note different y scales between figures) over a sustained wet period. 
This seems likely to be caused by exhaustion of high conductivity waters from 
the soil layers that are dominating flow, and although the pools in Hexham 3 do 
seem to provide the potential for a step change in outflow conductivity (see 
above) the effect of this is small compared to the overall exhaustion effects that 
are observed in both grips and which cause a larger decrease in conductivity 
throughout wet periods which gradually recovers if there is a subsequent dry 
period. 
Effectively this means that for both sites there is a tendency in large events to 
generate a Class 3 hysteresis loop (through overland flow followed by 
subsurface flow dominance) which is itself superimposed on a much larger 
Class 2 hysteresis form due to flushing out of the soil waters over sustained wet 
periods- the first part of such a Class 2 form is what is observed in Figure 3.18. 
The event-scale loop is not always Class 3 (as demonstrated by many of the 
Class·2 loops discussed above); which form this takes is likely to be controlled 
by peat surface conditions affecting infiltration capacity. 
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Based on these analyses, although there are some differences between the 
grips in their flow path response to storm events, these can all be explained in 
terms of Hexham 2 sampling deeper and more sustained soil water sources, 
giving it a higher concentration that is sustained over longer periods. This is in 
contrast to a difference between the relative contributions of overland and 
subsurface flow within an event that would be expected if grip blocking in 
Hexham 3 changed flow paths substantially by raising the water table. In fact 
both catchments receive overland flow and the proportions of this do vary 
depending on the size of an event and the antecedent conditions, but there is 
nothing to indicate that this is higher in Hexham 3. The role of ponded water in 
Hexham 3 caused by the substantial ponds that formed behind the grip blocks 
may provide a "reservoir'' of high conductivity water that complicates the 
behaviour of this site, depending on whether the size of an event is sufficient to 
flush the pools through with new water, and how quickly the ponded water is 
released compared to overland flow arriving in the channel below the grips and 
ponds. 
Figure 3.7 Pool behind a grip block in Hexham 3 (photo is taken from the block). 
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Figure 3.8 Hydrograph showing events on 12108/04 and 19/08/04 
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Figure 3.9 Event on 12/08/04 - 13/08/04. Figure 3.10 Event on 19/08/04 - 21/08/04. 
Rainfall = 16.2mm Rainfall = 19.6mm 
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Figure 3.11 Hydrograph showing events on 22/09/04 - 23/09/04 and 02110/04 - 03/10/04 
Figure 3.12 Event on 22/09/04 - 23/09/04. Figure 3.13 Event on 02110/04 - 03/10/04. 
Rainfall = Smm Rainfall = 8.2mm 
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Figure 3.14 Hydrograph showing events on 06/10/04-07/10/04; 13/10/04-14/10/04; 14/10/04-
15/1 0/04; 15/1 0/04-19/1 0/04; and 2211 0/04-23/1 0/04 
Figure 3.15 Event on 06/10/04 - 07/10/04. Figure 3.16 Event on 13/10/04 - 14/10/04. 















0 .5 1.5 2.5 
FlowLPS Flow lPS 
1-- Hexham 2 Cond uS -- Hexham 3 Cond uS I 1-- Hexham 2 Cond uS -- Hexham 3 Cond uS I 
Figure 3.17 Event on 14/10/04 - 15/10/04. Figure 3.18 Overall behaviour of several 
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Figure 3.19 Event on 22110/04 - 23/1 0/04. 
Rainfall = 13.6mm 
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Figure 3.21 Event on 17/11/04. Rainfall = 
7.4mm 
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3.4 Multivariate analysis of catchment export 
3.4.1 Background to multivariate techniques 
3.4.1.1 General introduction 
Principal components analysis (PCA) examines multivariate datasets where 
there are correlations between some or all of the variables. By seeking patterns 
in the correlation or covariance structure new variables or components are 
identified representing as much as possible of the variation in the dataset in a 
smaller number of variables: if there are m variables in the dataset, the goal is 
to find a set of n uncorrelated components where n is substantially less than m 
but which still explain a large proportion of the variance in the original dataset. 
PCA is therefore a data reduction or simplification technique because a small 
number of components explain a larger proportion of the variance in the dataset 
than could be explained by any combination of the same number of original 
variables. Once identified the components can then be transformed into the 
terms of the original variable set and used for further analysis, as the output for 
each of the n components is a coefficient or loading for each of the variables in 
the original dataset, so each observation can be assigned a score for each 
retained component by multiplying the observed value for each variable by the 
loading for that variable and component. 
Factor analysis (FA) is similar in concept to and an extension of PCA. In PCA 
the loadings for each component are selected to maximise the total variance in 
the original data that is explained by each component. This may or may not 
result in components that are easy to interpret in terms of underlying causes. If 
a component had high loadings on variables that could be explained by a 
similar source and negligible loadings on all other variables, that component 
would be easy to interpret. For instance, a component with high loadings on Na 
and Cl and low loadings on other variables could readily be interpreted as 
representing a rainwater I sea-salt influen~e in the samples. However, such a 
component may not necessarily be found as the n components in PCA are 
selected simply to be the simplest geometric projection of the overall data 
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variability into n dimensions. Having derived provisional factors, generally (but 
not necessarily) by the Principal Components method, FA adds the step of 
clarifying the principal components (by "rotation" of the original component axes) 
with the aim of interpreting them in terms of real-world explanations. In the 
example above, the aim could be to maximise the chances that a factor 
represents rainwater influences only. 
The method for rotation must be chosen carefully to ensure that false patterns 
are not introduced into the data by the rotation. The most common rotation 
method is the varimax rotation which rotates the components so as to maximise 
the variance within them. This ensures that each variable has the highest 
loading possible on a single component (e.g. Haag and Westrich, 2002): that is, 
loadings on each component for each variable are as close as possible either to 
±1 or 0, with the subset of variables that is highly loaded having as little overlap 
as possible between components (e.g. Vega et al, 1998). It can be seen that 
this process will increase the likelihood of identifying underlying causes: in the 
example above Na and Cl are likely to be highly correlated and so all factor 
rotations will result in the loadings for these variables being similar, whilst the 
variance of the factor will be increased by setting the loading on the other 
variables to zero. 
Choice of rotation is a subjective decision (Christophersen and Hooper, 1992) 
and there remains a danger of over-interpreting the data, effectively "choosing" 
a real world explanation a priori and then searching for a rotation that matches 
the hypothesis- that is, with FA there is a danger of allowing "the experimenter 
to impose his preconceived ideas on the raw data" (Biackith and Reyment, 
1971 ), whereas principal components analysis is "simpler mathematically 
and ... avoids some of the potential problems with 'factor indeterminacy' 
associated with factor analysis" (Stevens, 1996). This is particularly true if a 
rotation is chosen in which the factors do not remain orthogonal, and thus 
independent of each other- in PCA the components are always independent. 
Furthermore the identification of factors, whether this is justifiable or not, is the 
central aim of FA and its use for other interpretive goals is more limited; 
conversely PCA can be conducted for several different motivations (section 
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3.4.1.2). For this reason rotation will not be used in this study and the analysis 
will be conducted as a PCA. 
3.4.1.2 Details of the Principal Components Analysis method 
PCA is a multivariate exploratory data analysis technique for use with datasets 
where the variables are "on an equal footing" (Chatfield and Collins, 1980): that 
is, there are generally not separate explanatory and response variables for each 
observation. The technique involves the transformation of a set of variables, 
some or all of which may be correlated, to a new set of uncorrelated 
components consisting of linear combinations of the original variables. There 
are three main motivations for this approach. 
Firstly, the identification of the components may help to identify any underlying 
linear structure, trends or dimensions in a multivariate dataset - such trends 
may sometimes be referred to as "factors" but the technique should not be 
confused with Factor Analysis; an alternative term is "structural relationships" 
(Sprent, 1969). For example Haag and Westrich (2002) identified underlying 
controls on river water composition such as biological processes and discharge, 
from an original variable set consisting of numerous directly-measured water 
parameters such as conductivity, pH, and temperature (see description in 
section 3.4.3). The identification of explanatory trends in this way is 
accomplished primarily by observation of the grouping of variables into 
components, in the hope that variables that can be identified as being related to 
a common cause will be found to be strongly related to a common component. 
The fact that the principal components are uncorrelated helps ensure that each 
one is measuring a different dimension or trend in the data (Manly, 1986). 
It can be argued (e.g. Chatfield and Collins, 1980) that such a process achieves 
little that could not be done by a direct analysis of the correlations between the 
variables, but equally the analysis of the components in this way can be taken 
further than implied by Chatfield and Collins (1980). For example one real-
world· source oftrends or dimensions in the und-erlying data is where samples 
are taken representing mixtures formed from different combinations of end-
members. In this case PCA can identify the trends in such a way as to point 
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towards and even identify the mixing end-members, as demonstrated in an 
idealised example by Davies (2005) for a situation where the measured 
variables would be too numerous and too extensively correlated for such trends 
to be readily observed from the correlation matrix. 
The second motivation for PCA is the reduction in the dimensionality of the data 
that can generally be achieved. Since each component may represent the 
variance from several variables and since the components are orthogonally 
rotated such that they are in decreasing order of the amount of variance 
explained, the first few components may represent most of the variance from 
the original data set, meaning that a larger proportion of the variance can be 
described by fewer variables than was possible with the original data set. Since 
the components are also orthogonal or uncorrelated, this is a useful technique 
prior to, for instance, multiple linear regression (as discussed in chapter 4 ), 
which can then be conducted on the components rather than the original 
variables. 
The third motivation is related, namely as a variable reduction technique. Since 
components are ranked in order of the amount of variance in the original 
dataset that is explained, variables that do not correlate strongly to any 
component or only correlate strongly to components which explain little of the 
overall variance can be seen to contribute little information to the overall dataset. 
Once again this can be a useful technique prior to other analysis such as 
multiple linear regression, this time directly on the remaining original variables 
once those shown by the PCA to be irrelevant have been discarded. 
The general technique of PCA was first suggested by Pearson (1901) and one 
of the first practical methods for computing the technique was proposed by 
Hotelling (1933). Principal components are calculated from the covariance 
matrix of the variables, generally after the variables are standardised to zero 
mean and unit variance - this is equivalent to saying that the components are 
calculated from the correlation matrix. If the variables are not standardised 
·!.0· •• ·,_·~:· ··~' '-' .. '''· ~:-~,__--. ...... • 
(principal components are calculated from the covariance matrix directly) then 
the variables are required to all be on the same scale to ensure equal weight in 
the analysis. 
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The eigenvalues of the correlation matrix C are equivalent to the variance of the 
principal components, and the coefficients of the principal components in terms 
of the standardised variables are given by the eigenvectors of C. These are 
selected and allocated to the PCs in an iterative process by finding at each 
stage the combination of coefficients such that the variance of the PC is 
maximised and (for all components except the first) such that the eigenvector is 
orthogonal to each of those already selected. This process is explained fully in 
Chatfield and Collins (1980). One key point to note is that there is an arbitrary 
choice of sign in the choice of the eigenvectors (due to the presence of square 
root terms in the matrix manipulation) and so the overall sign of each PC is also 
arbitrary. Additionally, if there are linearly dependent variables in the dataset 
(correlation = 1) then some eigenvalues will be zero; the number of linear 
constraints that can be found on the variables is equivalent to the number of 
zero eigenvalues. 
Since the eigenvalues of the correlation matrix add to the sum of the diagonal 
terms (each of which is 1 in a correlation matrix), so too do the eigenvalues of 
the PCs; i.e. the total of the eigenvalues of the PCs is equivalent to the number 
of variables when analysis is conducted on the correlation matrix. This gives 
rise to a common algorithm for determining the number of PCs to retain in the 
analysis when the analysis is based on the correlation matrix: all PCs with an 
eigenvalue >1 plus the first PC with eigenvalue <1 -this is appropriate because 
PCs with an eigenvalue >1 are those which explain more variance than any one 
of the original variables could. 
Although the concept of PCA is therefore simple - finding the eigenvalues and 
eigenvectors of the correlation or covariance matrix - the actual process of 
finding the eigenvectors subject to the constraints of orthogonality and 
maximising variance is computationally expensive and so the procedure did not 
become widespread until long after Hotelling (1933) proposed the key method. 
However this is no longer a problem and the method is implemented in most 
statistics packages; In this stuay the analyses Were carried out in Minitab 14 
and Stata 9.1. 
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3.4.2 PCA as a mixing analysis technique 
PCA has been described above as being of use in identifying underlying 
structures in the dataset connecting causes of variability across several 
variables, allowing reduction of the dataset into a smaller number of 
components and interpreting these causes in terms of real world influences. It 
is a variable reduction technique, representing combinations of the input 
variables as a smaller number of underlying components or factors. This is of 
relevance to mixing analyses and hence to studies of catchment behaviour 
because conservatively-mixing waters that can be represented in terms of end 
members introduce precisely the kinds of patterns into the data collected from 
samples that PCA has been shown to be of use in identifying (e.g. Davies, 
2005). Samples formed from various combinations of several end members, 
provided that those end members mix conservatively, will have compositions 
that can be described in terms of linear compositions of those end members. 
This is the key principle behind traditional end-member mixing analysis (EMMA) 
- once the compositions of the end members themselves are known. PCA can 
provide a method for achieving a similar result when the compositions of the 
end members are not known or, importantly, when measurements of sample 
compositions are not in terms of the same variables as the known end member 
compositions (for example, Davies (2005), where the measured variables are 
sample absorbances at various wavelengths and the mixing I end members 
were in terms of concentrations of three chemicals). 
The basic method is to plot PC scores for one component against another and 
to examine the distribution of those scores; often these will form a clearly-
identifiable pattern or shape with end members at vertices as in the idealised 
example given by Davies (2005). The principal components themselves do not 
(necessarily) identify end members; that is, the end members will not 
necessarily lie on the axes of the PC plot. Rather, each principal component is 
assumed to represent a process or pattern in the mixing of the end members, 
and plotting scores of the principal components age1inst one another will then 
- . '"-;' ·.- -
reveal the end member data points. 
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3.4.3 Previous studies 
A wide range of previous studies have shown the utility of PCA and FA for 
identifying trends in multivariate datasets collected from water samples across a 
catchment over a range of times, and to a lesser extent, locations. The majority 
of these have been concerned chiefly with interpreting the results in terms of 
underlying mechanisms or factors, whilst a smaller number have conducted 
more detailed analysis of the trends between the identified components, rather 
than the loadings of the components per se, in order to make inferences about 
mixing sources or other catchment behaviour. 
Haag and Westrich (2002) studied the River Neckar in Germany, collecting 
samples from each of six sites along the main river over a five-year period and 
analysing these for ten water quality variables: Chlorophyll-a, Biological Oxygen 
Demand, Conductivity, pH, water temperature, ammonium, nitrite, nitrate, 
phosphate, and dissolved oxygen. Samples were collected every two weeks for 
the five years and the study was therefore primarily concerned with temporal 
variations. After PCA on the entire dataset a varimax rotation was used, giving 
a FA procedure. Four components were retained. The loadings on these 
components were such that Haag and Westrich (2002) were able to interpret 
each component as representing a different set of influences on the water 
quality, according to which variables had high loadings on each component, and 
knowledge of what natural processes influence each variable. The first 
component had high loadings on chlorophyll concentration, phosphate 
concentration, oxygen saturation and pH and was interpreted as representing 
biological influences, because the high chlorophyll concentration, high oxygen 
saturation, and raised pH (due to the consumption of C02) were indicative of 
photosynthesis. The second component had high loadings on discharge rate, 
conductivity, nitrate, and phosphate concentrations and was interpreted as 
representing variations linked to discharge (for instance conductivity decreased 
with greater dilution under high flow conditions). The third component was 
in~e~pre.ted as representing seasonal infl~en.9es on water quality, with high 
loadings on water temperature and chlorophyll concentration, and somewhat 
lower loadings on ammonium and nitrate. The fourth component was identified 
117 
as a wastewater influence, with high loadings on biological oxygen demand, 
ammonium, and nitrite. 
Haag and Westrich (2002) confirmed their interpretation of the biological and 
wastewater components by removing from the data the effect of the "external 
forcing" of water temperature and discharge (the study was concerned with in-
river processes; temperature and discharge are not governed by these and 
therefore could affect the results) and then repeating the analysis. Aside from 
removing the discharge and seasonal components described above, this did not 
significantly affect the loadings on the "biological" and "wastewater'' components 
which were therefore deemed to be independent of seasonal and discharge 
variations. Furthermore, Haag and Westrich (2002) analysed the data for each 
of the six sampling sites separately, and generally similar results were found for 
each site indicating that the same processes were applicable throughout the 
river system. The study of Haag and Westrich (2002) therefore demonstrated 
how extraction of principal components can be combined with knowledge of 
likely processes or interactions to identify underlying causes behind observed 
water quality variations, by observation of the loadings on each component. 
Petersen et al (2001) analysed samples collected fortnightly over a five year 
period from 14 sites on the River Elbe in Germany. The samples were once 
again analysed primarily for nutrients rather than inorganic solutes, and as with 
Haag and Westrich (2002) the study was therefore concerned chiefly with 
identifying underlying organic and biological controls on the water quality rather 
than geological or geographical controls such as rock type. Petersen et al 
(2001) introduced a LOWESS smoothing method for the elimination of external 
forcing caused by discharge and temperature; the method was later used by 
Haag and Westrich (2002). Once again Petersen et al (2001 ), whilst concerned 
primarily with organic influences, demonstrated the utility of PCA as a technique 
for identifying underlying influences from a diverse set of water quality variables. 
Petersen et al (2001) also applied the bootstrap method (eg Efron , 1986) in the 
estimation of the component loadings enabling- the generation of "pseudo" 
confidence intervals for the variable loading estimates - this procedure is very 
similar to the jack-knife procedure of Martens and Martens (2000) that is used in 
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chapter 4 of this study for derivation of confidence intervals for PLS regression 
coefficients. 
Evans et al (1996) studied four streams in the Adirondack Mountains over a 2-
year period. As with the above two studies, this was primarily concerned with 
temporal rather than spatial variation but samples were analysed for a wider 
range of inorganic solutes, allowing the application of results to the identification 
of water sources as well as in-stream processes. This study was prior to the 
introduction by Petersen et al (2001) of LOWESS smoothing as a method to 
eliminate seasonal external forcing; Evans et al (1996) subdivided the data into 
2-monthly sections to reduce seasonal (but not discharge) forcing whilst still 
having data groups large enough for reliable analysis. 
The studies described above illustrate the use of PCA for identifying underlying 
factors behind the observed composition of river waters. However they pertain 
primarily to the results of processes operating within the river itself. 
Christophersen and Hooper (1992) discuss the use of PCA specifically for 
analysis of mixing of source waters and compare the technique to the more 
classical end-member mixing analysis (EMMA). The authors state that EMMA 
is appropriate if source waters are available that are indeed extreme enough to 
be considered a priori as "end members" - for instance soil water and 
precipitation - and if their combination is known, in which case a least-squares 
method is used to identify the combination of source waters present in each 
stream sample. Mathematically the technique is similar in concept to solving 
simultaneous equations. This approach is known as a "forward analysis" 
(Christophersen and Hooper, 1992). PCA provides the reverse approach, 
attempting to identify from the samples the number and composition of the 
source water end members. The components do not necessarily represent end 
members themselves but rather underlying patterns in the data, which can be 
combined to represent end members. Christophersen and Hooper (1992) give 
the example of a component loading strongly on hydrogen ions, sulphate and 
>· nitrate representing an acid component; this does not mean"that·a given dataset 
will necessarily contain samples with large scores only on this component, but 
rather that there may be samples scoring positively on this component and 
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negatively on another component. That is, the end members do not necessarily 
lie on the axes of the space defined by the components, but when the scores of 
various components are plotted against one another the end members can be 
observed as circumscribing the data. 
Christophersen and Hooper (1992) argue that this PCA approach cannot 
unambiguously identify the source water compositions and is therefore not 
always appropriate in stream sampling, because a given dataset does not 
necessarily include samples of each of the end members. The PCA analysis 
cannot identify end members that lie outside the space sampled. However the 
authors accept that PCA is nonetheless useful in determining the number of end 
members (source waters) and in suggesting potential compositions. These 
proposed end member compositions can then be analysed by a forward EMMA 
technique to determine how well they can predict the observed stream 
compositions, and therefore to judge how appropriate the results of the PCA are. 
Vogt and Muniz (1997) studied variations in the water chemistry from the outlet 
of a small (18.7ha) catchment at lngerbakken, Norway. The catchment was 
largely peat-covered, above a mineral gley layer and gneiss bedrock. In parts 
of the catchment there was little or no drift cover and the bedrock was exposed. 
Christophersen et al (1990) had studied this same catchment and used EMMA 
to identify flowpaths, concluding that baseflow was supported primarily from the 
mineral gley soils underlying the peat, with quickflow discharge originating from 
the peat layers. Vogt and Muniz (1997) took this two end member composition 
(groundwater baseflow originating from mineral soils, and near-surface 
quickflow originating from humic acidic soils) as a starting point for their analysis. 
They studied samples taken over a period of just under two years, collected at 
irregular intervals from the catchment outlet and also from several soil-water 
lysimeters. Soil samples were also analysed. Samples were variously 
analysed for H, Na, Ca, Mg, ammonium, nitrate, sulphate, chloride, bicarbonate, 
TOC, TIC, monomeric and complexed AI, and acid buffering capability (not all 
samples were- analysed for all of these constituents). The data were firstly 
analysed in terms of a general conceptual analysis of the variations in water 
chemistry over time and the relationships between the different solutes, in order 
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to establish the change in water sources with flow conditions. Secondly PCA 
was used to further examine the relationships between solute variations and 
place these in context of changes in water source and flow pathways. Through 
the identification of a discharge-dominated component, the effect of discharge 
variations on concentrations could be accounted for and therefore those 
variations in chemistry due to flowpath changes could be identified. This 
enabled the authors to conclude that even during quickflow periods, when the 
flow is heavily dominated by near-surface waters, and in an apparently 
impermeable catchment, the mineral lower layers of the catchment nonetheless 
contribute a significant influence to the water chemistry (Vogt and Muniz 1997). 
This also corresponds to the finding of Neal et al (1986) from upland 
catchments in North Wales. In the context of peat catchments such as many of 
those in the present study, this finding indicates that flow through the mineral 
layers underlying the peat represents an important flowpath, in addition to the 
flowpath through surface peat layers, under a wide range of flow conditions and 
not just under baseflow conditions. 
Worrall et al (2003b) demonstrated the use of PCA for mixing analysis and the 
identification of end members in upland areas, applying the technique to 
samples collected from a range of sites and subcatchments across the 11.4km2 
Trout Beck catchment described in chapter 2. Sites included a range of 
streams in addition to soil waters and precipitation. Samples were analysed for 
a range of metals, nitrogen, sulphate, and other natural parameters. The study 
identified five key principal components, representing respectively overall 
concentration; Fe, AI, and colour; K; Nand Na; K and Cl. Analysis in this study 
was largely in terms of the trends in samples indicated by the principal 
components, used to trace the source and evolution of sample waters, rather 
than in terms of identifying underlying processes or factors as in some other 
studies such as Haag and Westrich (2002) and Petersen et al (2001 ). Having 
run a single PCA on the bulk data of all samples and solutes collected for the 
study, Worrall et al (2003b) conducted an extensive analysis of the results of 
the PCA to assess not only mixing of the waters, but also the evolution of the 
waters from the source end members. This was achieved by comparing 
samples along potential flow paths from precipitation and ground water, through 
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soil water, to streamflow. For example, the study assessed the evolution in 
chemistry of soil waters over time and compared this to the chemistry of the 
precipitation, leading to the conclusion that soil water was well buffered against 
changes in precipitation chemistry (Worrall et al 2003b ). A similar process was 
applied to compare soil waters and the associated first-order streams. These 
aspects of the study illustrate the use of PCA to assess the effect of an input 
water on a system: a principle that could equally be extended to the study of 
nested catchments such as many of those in the present study. 
Whilst Christopherson and Hooper (1992) represented as a problem the fact 
that PCA cannot identify end members falling outside the sample space - i.e. 
for each end member at least one sample must consist 1 00% of that end-
member - Worrall et al (2003b) approach the same fact from an alternative 
viewpoint, favouring PCA because EMMA as a simple algebraic combination of 
end members cannot handle samples that fall outside the end-member space. 
That is, if the end-members are not known and determined correctly, then the 
analysis fails as there is no way of representing a composition more extreme 
than one of the sampled end-members. This statement may seem intuitive but 
in the context of this study it is relevant because groundwaters will not be 
directly sampled at the grip sites, meaning that if one site is taken to represent a 
groundwater end member, any subsequently identified sites that are even 
closer to groundwater in character could not be represented. The problem 
raised by Christophersen and Hooper (1992) is effectively that PCA cannot 
identify the actual composition of any end members not sampled. However, 
Worrall et al (2003b) show that even if the precise composition of such end 
members cannot be determined this does not mean their actual existence 
cannot be inferred, since analysis of the trends in the data as revealed through 
the principal components may nonetheless suggest the presence of such end 
members. In particular, Worrall et al (2003b) demonstrated the advantage of 
PCA in this situation by inferring a ground water end member that contributed to 
the samples observed. Although this end member was not sampled and 
possibly fell outside the sampled sp~ce, its presence could rather be inferred 
from the evolution trend of the water from this unsampled end member into the 
range of the sampled space. 
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3.4.4 Data description 
During the sampling campaigns described in chapter 2 and section 3.2 to 
monitor DOC export from the grip sites at Hexhamshire Common and 
Cowgreen, regular site visits were made to collect the automatic samples. On 
these visits, manual grab samples were also collected using pre-rinsed wide-
mouthed 11 Nalgene sample bottles. These samples were taken where there 
was sufficient water in the grips to immerse the sample bottle, and where 
weather conditions permitted. 
On return to the laboratory, the samples were stored frozen prior to analysis for 
base metal cations using a Perkin Elmer ICP-OES machine. Analysis was 
conducted on acidified unfiltered samples and instrument drift or autosampler 
problems were detected and corrected using a 1 mg r1 Y spike (see chapter 5 
for details of the analysis protocol). Samples were analysed for AI, Ca, Fe, K, 
Mg, Na and Si. 
In order to compare the grip waters with raw rain and soil waters, data were 
obtained from the ECN monitoring programme at Moor House. In addition to 
the precipitation chemistry data described in section 3.2, data for shallow soil 
water and deep soil water samples were also obtained. The samples were 
collected at depths of 1 Ocm and 50cm respectively using suction samplers, from 
the catchment of the Cottage Hill Sike first order stream in the Moor House 
NNR. The samples were analysed for base metal cations including AI, Ca, Fe, 
K, Mg and Na by the ECN monitoring programme. Concentration of Si was not 
available for the ECN samples and so the Si data have been excluded from the 
analyses in this chapter. The sampling regime, date range, and the total 
number of samples analysed from each site are shown in Table 3.2. Data from 
the soil water samples at Moor House were not obtained for the full period that 
was covered by the grip samples; however these data were used in the 
following analyses only to identify end member behaviour rather than to identify 
trends across a period of time. 
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Site Number of samples Approx frequency Date range 
Hexham 1 31 Opportunistic on site October 2002 -
visits: weekly- November 2004 
monthly 
Hexham 2 60 Opportunistic on site October 2002 -
visits: weekly- December 2004 
fortnightly 
Hexham 3 57 Opportunistic on site October 2002 -
visits: weekly- December 2004 
monthly 
Cowgreen 53 Opportunistic on site October 2002 -
visits: weekly - February 2005 
monthly 
Rain 106 Weekly from ECN October 2002 -
programme December 2005 
Shallow soil water 27 Fortnightly- monthly April 2004 -June 
from ECN programme 2005 
Deep soil water 19 Fortnightly from ECN April2005-
programme December 2005 
Table 3.2 Description of sample collections from each site 
3.4.5 Solute concentration results 
Concentrations of each metal are shown by source in Figure 3.22. Box-whisker 
plot definitions are as given in section 3.3.1. Two outlier points in the imported 
Moorhouse rain dataset were excluded which had AI concentrations in excess 
of two orders of magnitude higher than any other samples whilst concentrations 
were not higher in any of the other elements. All solutes were significantly 
correlated with one another (P<0.05) with the exception of K vs. Ca and K vs. 
Fe (Table 3.3). 
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Figure 3.22 Box-whisker plots showing solute concentrations in the samples entered into 
the first PCA 
125 
AI Ca Fe K Mg Na 
AI 
Ca 0.3902 
Fe 0.386 0.3177 
K 0.3466 -0.0582 0.0211 
Mg 0.6029 0.2449 0.2167 0.2601 
Na 0.6465 0.2575 0.1821 0.3113 0.8862 
Table 3.3 Correlation matrix for the variables entered into the PCA. Shaded cells indicate 
correlations significant at P<0.05. 
3.4.6 PCA: loadings and scores 
A Principal Components Analysis was conducted on the six solutes for which 
each site had data. All variables were on the same scale (mg 1"1) but since the 
range of values varied over at least two orders of magnitude, the analysis was 
run using the correlation matrix. The number of components to retain was 
determined by including all those with an eigenvalue > 1 and the first 
component with an eigenvalue < 1 (Table 3.4 ); the scree test was also applied 
for visual selection of components (Figure 3.23). Both methods suggested the 
retention of three components; the loading plots for these are shown in f igure 
Figure 3.24 and Figure 3.25. 
Component 1 has strong loadings of equal sign (positive) on all the variables. 
The first component is often found in PCA to represent some measure of overall 
concentration or size (as appropriate to the data), e.g. Worrall et al (2003b); 
Manly (1986). This does appear to be the case in this analysis, and the 
component scores are as wou ld be expected (e.g. Figure 3.27) with rainwater 
samples forming a low end member with respect to PC1 and all other samples, 
having had contact with soil, scoring higher. The large eigenvalue of 
component 1 and the high proportion of variance (47.8%) that it explains 
suggest that by far the greatest difference between samples is in terms of the 
overall concentration, as opposed to differences such as between site 
behaviours which could lead to varying solute ratios. This is in agreement with 
the similar pH I conductivity relationships observed for each site in section 3.2 
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and the observations in section 3.3.1 regarding differences in concentration 
between Hexham 2 and Hexham 3, and can partially be explained in light of the 
inclusion of both fresh rainwater samples and evolved grip and soil water 
samples meaning that large concentration differences within the dataset are to 
be expected. Additionally the dataset includes grip samples from across the 
range of flow conditions, including ponded water whose concentration would 
increase through evaporation. 
Component 2 distinguishes primarily between Ca and Fe (strong positive 
loadings) and K (strong negative loading). Component 3 has strong positive 
loading on Fe and K, and somewhat smaller negative loadings on Mg and Na. 
These results are somewhat harder to interpret: a component that distinguishes 
peat soil water from other waters would distinguish AI and Fe from the other 
variables as these are the metals whose solubility is most affected by increasing 
acidity; such a contrast is found in the PCA described in chapter 5 but is not 
observed here. Component 2 clearly represents the lack of correlation between 
Ca and Fe vs. K, but the reasons for this are unclear. The solute that is 
strongest in rainwater is Na; it could be suggested that component 3 points to 
cation exchange processes that differ between sites, with Na exchanging for Ca 
in some cases and for K in other cases. This does suggest that component 3 is 
the component most likely to distinguish between the sites, but from these data 
it is difficult to draw firm conclusions about the reasons behind such an 
interpretation. 
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Variable 2 3 
AI 0.5047 0.04543 0.1495 
Ca 0.28162 0.58279 -0.11275 
Fe 0.26499 0.54019 0.53948 
K 0.24593 -0.54182 0.66615 
Mg 0.51205 -0.17337 -0.35354 
Na 0.52256 -0.20702 -0.32427 
Eigenvalue 2.87035 1.21472 0.81515 
Difference 1.65563 0.39957 0.16823 
Proportion 0.4784 0.2025 0.1359 
Cumulative 0.4784 0.6808 0.8167 
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Figure 3.25 Loading plot of PC1/PC3 for the first analysis 
The first three PCs were scored for each sample and are plotted against one 
another in Figure 3.26 and Figure 3.27, separated by site. From Figure 3.26 it 
is clear that the greatest contrast on PC2 is to separate some Cowgreen 
samples (and one from Hexham 1) from the remainder by higher PC2 scores. 
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The outlying Cowgreen samples are from dry periods, chiefly Summer 2003, 
whilst the outlying Hexham 1 sample is from a major storm on 11/08/2004. No 
other specific groupings are observed relative to PC2 with the exception of deep 
soil water samples with all score in a tightly constrained region relative to both 
PC1 and PC2, at the lower end of the range of PC1 scores and in the middle of 
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Figure 3.27 Score plot of PC1/PC3 for the first analysis, for all samples grouped by site 
From the plot of PC1 against PC3 a number of trends can be suggested. 
Rainwater samples lie along two key trends, firstly of increasing negative 
PC3 vs. increasing positive PC 1 , and secondly of increasing positive 
PC3 vs. little change in PC1. Of these, the majority of samples lie along the first 
trend. Deep soil waters are all constrained to the highest PC1 end of the first 
rainwater trend: the composition of the deep soil samples is relatively invariant 
(Figure 3.27). This implies that deep soil water is chemically little-altered from 
rainwater, indicative of the relatively inert nature of the catotelm. 
The scores for the remaining sites appear to be bounded by two trends, largely 
similar to the rainwater trends, away from the most negative-PC1 rainwater 
samples: i.e. firstly in the direction of increasing negative PC3 vs. increasing 
positive PC1 , and secondly in the direction of increasing positive 
PC3 vs. increasing positive PC1 . However although these trends appear to be 
clear there are no samples that can be identified as end-members to either 
trend, in order to develop an end-member mixing model. 
Finally there is some indication that the behaviour of the grip sites may change 
systematically in trends that parallel the first rainwater trend described above. 
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This is most visually obvious in Figure 3.27 for the samples from the three 
Hexham sites, with the samples from each site appearing to lie on a trend that 
is sub-parallel to the first rainwater trend, with the Hexham 2 samples being at a 
greater distance from the rainwater trend than the Hexham 3 samples and the 
Hexham 1 samples being closer to the rainwater trend than either of these. 
Fitting a best-fit least squares regression line to the data for each site confirms 
this observation for Hexham 1 and Hexham 2, whilst the gradient (change in 
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Only rainwater samples on the main trend are shown. Details of fit are shown for main rainwater trend. 
3.4.7 PCA: ANOVA of results and discussion 
The PCA described in 3.4.6 was used in order to test the hypothesis that there 
are differences between the sites that can be observed in terms of the solute 
chemistry. The samples were analysed in terms of the trends observed in the 
previous section for the PC1 vs. PC3 plot. These trends were observed visually, 
backed up by fitting best-fit least squares regression lines to the graphs (Figure 
3.28). An alternative is an end-member mixing analysis based on the score 
plots (as described in section 3.4.2); however in this case there were no clear 
end-member samples observed in the score plots so an end-member mixing 
analysis could not be conducted. 
In order to test the significance of the differences between the trends for 
rainwater and the individual grips, the distance of each point orthogonal to the 
main rainwater trend was calculated (that is, the distance of each point from the 
rainwater trend indicated in red, in the direction indicated by line d, Figure 3.28). 
The best-fit equation representing the main rainwater trend (those rainwater 
samples with a PC3 score < 0.2, Figure 3.27) was PC1 = -2.109- 1.680*PC3. 
Trigonometrically this gives the angle of the trend, expressed as rotation 
anticlockwise from the y-axis, as 38.5° (note that the differing y and x scales in 
Figure 3.28 mean that this is not the angle shown in the figure as printed). For 
each sample falling to the right of this trend the distance d was calculated as the 
perpendicular distance from this trend. 
In order to test for differences between sites a two way ANOVA procedure was 
conducted, using sampling site and sampling date as the fixed factors and using 
distanced and the score on PC1, PC2 and PC3 as response variables. 
ANOVA tests against the null hypothesis that the means of several populations, 
defined by levels of one or more factors, are equal. This is achieved by 
comparison of the variance of the means of each factor level with that of the 
~QPY@!ignmean, allowing the null hypothesis"{that·4he·factor- does not~have·-an'· 
influence and the means are equal) to be either accepted or rejected with a 
given confidence level. 
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Where there are several levels of a factor, each factor level must be compared 
to each other level in order to determine if there is a difference between any of 
the levels: in this case, each site must be compared to each other site. Making 
multiple comparisons in this way increases the probability of making a type I 
error (in this example, concluding that there is a difference between sites when 
in fact none exists). For example, if comparisons are made at a confidence 
interval of P<0.95, then the probability of making the correct decision on one 
test is 0.95. However, if there are three groups to compare, then there are 
three pairwise comparisons between groups (Groups 1 vs. 2; Groups 1 vs. 3; 
Groups 2 vs. 3). The probability of avoiding any Type I error is then decreased: 
0.95*0.95*0.95 = 0.86. 
This problem is addressed through the use of the Tukey post-hoc method to 
test for significant differences between the sites for each ANOV A. This method 
determines the required confidence interval for each individual pairwise 
comparison in order to maintain the desired confidence for the overall set of 
pairwise comparisons. 
Since not all sites were sampled on each date, the data were unbalanced, and 
therefore the effect of the interaction between the factors - the variation of each 
site with time- could not be calculated. Therefore for each end-member the 
ANOVA procedure was conducted twice: firstly as a two-way procedure with 
site and date as separate fixed factors but without analysis of the interaction 
between these terms, and secondly as a one-way ANOVA with site as the only 
factor. Date was analysed as an unsealed (categorical) variable so the 
presence or absence of variation with time could be identified, but could not be 
quantified as a seasonal, flow-dependent or other effect. 
Selection of appropriate tests for the magnitude of significant effects in ANOVA 
was with reference to the summary given by Halderson and Glasnapp (1972). 
The r,2 values are calculated as SStactor I SStotal and therefore represent the 
~.~r_g~n!9ge. ot th~. t9Jet Y~!l~Q~ln th~ .. Q~R6.!1J;!~.DJ Y9rt~pteJpat is a<?,co~nJ~cj f9.r 
by each factor - this is analagous to R2 in regression analysis. Because the 
SStotal for a model varies if more factors are added but the SStactor does not, so 
the r,2 value varies and is not an appropriate measure when the number of 
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factors is varied. This means that in most cases, where not every possible 
factor that could affect the dependent variable is modelled, 112 cannot be taken 
to be indicative of the degree of variance explained by that factor in the overall 
population (Halderson and Glasnapp, 1972). Hays (1963) introduced the w2 
statistic in an attempt to address this problem. This estimates the proportion of 
the total population variance that is explained by each factor, by taking into 
account the expected mean squares values for the population. w2 values are 
calculated using the formula in Equation 3.1 and a result of over 0.15 is deemed 
a "large" effect; 0.06 - 0.15 is a "medium" effect, less than 0.06 is a "small" 
effect (Cohen, 1977). 
2 SS factor - D Ffactor * MS error 
OJ = ---'=~-=~-~ 
SStotat + MSerror 
Equation 3.1 Calculation of w2• OF = degrees of freedom: the number of categories - 1 
Results from the ANOVA and significance tests for each principal component 
and the orthogonal distance from the rainwater trend, d, are shown in Table 3.5 
-Table 3.14. All P-values in the ANOVA tables represent the probability that 
the factor does not have an influence on the relevant response variable; all P-
values in the post-hoc significance test tables represent the probability that no 
difference exists between the sites. To aid interpretation, results significant with 
P < 0.05 are shaded in blue, differences of significance 0.05 < P < 0.10 are 
shaded in yellow, and differences of significance 0.10 < P < 0.20 are shaded in 
pink. As the effect of site was highly significant for all variables, all Tukey post-
hoc tests were performed (these should not be performed if the effect of a factor 
is not significant). 
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Two-factor PC1 PC2 PC3 d 
p 112 w2 p 112 w2 p 112 w2 p 112 w2 
Site 0.00 0.58 0.57 0.00 0.10 0.08 0.00 0.23 0.21 0.00 0.56 0.55 
Date 0.17 1 0.27 0.04 0.23 0.56 0.07 0.11 0.50 0.10 0.01 0.25 0.07 
Error 0.15 0.34 0.27 0.19 
Table 3.5 ANOVA table for two factor analysis on PC1 - PC3 and d 
PC1 Cowgreen Hexham 1 Hexham 2 Hexham 3 Rain Deep 
2 factor 
Hexham 1 0.52 
Hexham 2 0.09 >0.995 
Hexham 3 0.29 >0.995 >0.995 
Rain <0.005 <0.005 <0.005 <0.005 
Deep 0.90 0.21 0.06 0.13 0.09 
Shallow 0.99 0.30 0.06 0.16 <0.00 0.99 
Table 3.6 Post-hoc significance tests between sample sources, response variable PC1 
PC2 Cowgreen Hexham 1 Hexham 2 Hex ham Rain Deep 
3 
2 factor 
Hexham 1 0.76 
Hexham 2 0.01 0.48 
Hexham 3 0.09 0.91 0.97 
Rain 0.92 >0.995 0.35 0.83 
Deep 0.92 >0.995 0.92 >0.995 >0.995 
Shallow 0.01 0.26 0.97 0.71 0.01 0.34 


































Table 3.8 Post-hoc significance tests between sample sources, response variable PC3 
d Cowgreen 
2 factor 






























Table 3.9 Post-hoc significance tests between sample sources, response variable d 
One factor PC1 PC2 PC3 d 
p p p p 112 
Site 0.00 0.58 0.56 0.00 0.10 0.08 0.00 0.23 0.21 0.00 0.56 0.55 
Error 0.42 0.90 0.77 0.44 
Table 3.10 ANOVA table for one-factor analysis on PC1 - PC3 and d 
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PC1 Cowgreen Hexham 1 Hexham 2 Hexham Rain Deep 
3 
1 factor 
Hexham 1 0.94 
Hexham 2 <0.005 0.18 
Hexham 3 0.29 0.96 0.71 
Rain <0.005 <0.005 <0.005 <0.005 
Deep 0.03 <0.005 <0.005 <0.005 <0.005 
Shallow 0.57 0.09 <0.005 <0.005 <0.005 0.73 
Table 3.11 Post-hoc significance tests between sample sources, response variable PC1 
PC2 Cowgreen Hexham 1 Hexham 2 Hexham Rain Deep 
3 
1 factor 
Hexham 1 0.02 
Hexham 2 0.03 >0.995 
Hexham 3 0.02 >0.995 >0.995 
Rain 0.86 0.06 0.11 0.05 
Deep 0.98 0.24 0.39 0.26 >0.995 
Shallow 0.08 0.99 >0.995 >0.995 0.26 0.58 
Table 3.12 Post-hoc significance tests between sample sources, response variable PC2 
PC3 Cowgreen Hexham 1 Hexham 2 Hexham Rain Deep 
3 
1 factor 
Hexham 1 0.36 
Hexham 2 0.80 0.98 
Hexham 3 <0.005 0.16 0.01 
Rain <0.005 0.27 <0.005 0.98 
Deep <0.005 <0.005 <0.005 0.11 <0.005 
Shallow <0.005 0.75 0.14 0.92 >0.995 <0.005 
Table 3.13 Post-hoc significance tests between sample sources, response variable PC3 
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d Cowgreen Hexham 1 Hexham 2 Hexham Rain Deep 
3 
1 factor 
Hexham 1 0.92 
Hexham 2 0.50 0.09 
Hexham 3 >0.995 0.87 0.57 
Rain <0.005 <0.005 <0.005 <0.005 
Deep <0.005 <0.005 <0.005 <0.005 >0.995 
Shallow <0.005 0.02 <0.005 <0.005 <0.005 0.01 
Table 3.14 Post-hoc significance tests between sample sources, response variable d 
3.4.7.1 PC1 
Principal component 1 (PC1) is primarily a measure of sample concentration 
(section 3.4.6). Differences between sites explained 58% of the overall 
variation in this component, and the w2 of 0.57 represents a very large effect. 
However these differences cannot be attributed to differences between the grips, 
with none of the grips being significantly different from one another at P<0.05 
and only Hexham 2 and Cowgreen being possibly different at P<0.1 0. The 
large proportion of the variation of this component that is explained by site is 
therefore likely to be attributable to the difference in concentration between 
source (rain) water and the other sites; all are different from rain with P<0.05 
with the exception of deep soil water which has P<0.09 of being different from 
rain water. 
If the significance testing is repeated with reference only to sampling site then 
there may be a difference in concentration identified between Hexham 1 and 
Hexham 2 (P<0.18) - these are the most physically different grips. There is 
also a significant difference between Cowgreen and Hexham 2. 
3.4.7.2 PC2 
This component is the hardest to interpret, distinguishing primarily between high 
Ca or Fe and high K concentrations. This may suggest that the component is 
related to flow or season, with Ca and Fe being terrestrial elements 
concentrated under low flow conditions. The origins of K within these 
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catchments are however less clear. Interpretation of PC2 as being related to 
flow makes sense in the context of the low proportion (10%) of variation in this 
component that is explained by differences between sites and the high 
proportion (56%) that is explained by differences between sampling dates. In 
light of the low proportion of variance explained by differences between sites it 
is not surprising that there are no significant differences between any of the 
Hexham sites. Some difference between Cowgreen and Hexham sites 2 and 3 
could also be understood if PC2 is related to season: Cowgreen had a greater 
tendency to hold onto ponded water during dry periods, meaning that a greater 
proportion of samples from this site may be representative of low flows or 
summer conditions. 
3.4.7.3 PC3 
PC3 has been interpreted as the component most likely to distinguish 
systematic differences between the sites, separate from concentration or flow 
forcing. The proportion of variation (23%) in this component that is explained by 
the site factor is still low, especially compared to the 50% that is explained by 
the date factor. However the w2 values do indicate a large effect for the site 
factor and a smaller effect for the date factor. 
Hexham 3 appears in this analysis to behave differently to the other three grips: 
relative to site and date, Hexham 3 is significantly (P<0.05) different to both 
Cowgreen and Hexham 2, and is the least likely to be different to deep soil 
water. Relative only to site there are no significant differences between any of 
the other three grips whilst Hexham 3 is different to each of Cowgreen {P<0.005) 
and Hexham 2 (P=0.01) and may also be different to Hexham 1 (P=0.16). 
The PC1 vs. PC3 trends (Figure 3.28) also showed the behaviour of Hexham 3 
to be different to Hexham 1 and 2 with the Hexham 3 trend having a shallower 
angle (more varied across PC3) than the other two Hexham grips. If PC3 
represents differences in site behaviour then this suggests that Hexham 3 is 
les·s~consistent in its"'oenaviOur (Pt3 scores)tfliiri the other two'H~xham grips. 
This could be understood in terms of Hexham 1 being a smaller, shallower 
catchment with a narrower range of flow conditions and behaviours (especially 
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since water rarely ponded in Hexham 1, additionally narrowing the range of flow 
conditions over which samples were taken relative to the other sites) whilst 
Hexham 2 is the deepest and largest grip and also the only one unblocked, 
making it more likely to respond quickly to changes in soil water. Hexham 3 
meanwhile is blocked, but is substantially larger than Hexham 1 and maintains 
flow and ponded water over a wider range of conditions. The closest physical 
comparison to Hexham 3 is Cowgreen; however the greater scatter of 
Cowgreen samples especially relative to PC 1 makes comparison between 
Hexham 3 and Cowgreen difficult on these data. 
3.4.7.4 d 
The variable d was produced in an attempt to represent the differences 
observed visually between sites on the plot of PC1 vs PC3 (Figure 3.28). The 
high proportion of variation in this quantity (56%) that is explained by the site 
factor is therefore encouraging. However, although there appear in Figure 3.28 
to be differences between the Hexham sites, the ANOVA results show that 
none of these are in fact significant, with the exception of Hexham 1 I Hexham 2 
(P=0.09) when the effect of date is not considered. All grip sites and shallow 
soil water are significantly different from rain; however this does not reveal 
anything unexpected as the d values were calculated in terms of distance from 
the main rainwater trend. 
3.4.7.5 General 
Although there is some evidence of differences between the grip sites, this is 
not consistent. In terms of overall concentration, represented by PC1, the 
distinctions between sites vary depending on whether significance tests account 
for variation by site as well as date. Including both factors, the concentrations 
of all grips are different to rain but there is little to distinguish the grips. 
Excluding date, the blocked sites are similar to one another, but different to both 
the -unblocked site and to source water. This suggests that these differences 
are«dcre~'moh3'tcrvariations \vitti time (offloW)~tll'all''To any differe"nces t>et;~~~ 
the sites themselves. Apparent differences between the sites observed by 
visual examination of the PC1 vs PC3 score plot (Figure 3.28) were found not to 
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be statistically significant. It is therefore not possible from these analyses to 
accurately characterise differences between the grip sites; other variations that 
may be due to season or flow mean that such a signal cannot be genuinely 
determined. 
3.4.8 PCA: repeat excluding ponded water 
The samples included in the PCA in the previous section were taken 
opportunistically on site visits, meaning that the samples were not taken with 
any regard to flow conditions and a significant proportion were taken when flow 
was in fact zero and water was ponded in the grips behind the weir plates. It 
could be argued that such samples are likely to represent, or at least be 
confounded by, separate processes of sample evolution within the ponded 
water, as opposed to differences in the nature of the solute production from the 
catchments themselves. This may in turn contribute to increased scatter in the 
observed samples which could obscure statistically significant differences in site 
behaviour. 
In order to test this hypothesis the dataset was reduced by excluding those 
samples that were taken under conditions of no flow. It was also found in 
section 3.4.7 that the data did not allow reliable distinctions to be made between 
sites that could be said to be due to factors other than changes in flow or 
season. Excluding no-flow samples will also help to test the hypothesis that 
there are differences between sites, in that since low (zero) flow samples are 
excluded, and since these samples were primarily taken in summer, the effect 
of flow or seasonal forcing will be incidentally somewhat reduced. 
The aim of this process was to exclude stagnant ponded water. However due 
to the uncertainty in flow measurements, especially in those grips where flow 
series were modelled rather than measured, the cut-off point was not set 
precisely to zero. Instead the cut-off point below which samples were excluded 
wa_s tQJs~o 9~ !h~ meqianJJow valueAoL.each ... site =given the flashy nature of 
.;~.,~~~---··--
the hydrographs this value is unlikely to exclude any runoff events but will 
eliminate ponded water. The cut-off values for each site are given in Table 3.15; 
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the rain and soil water samples were of course unaffected by this and the total 
number of samples for the PCA was 258. The significance of the correlation 
matrix was unchanged with all variables being significantly correlated (P<0.05) 
except K with Ca and Fe (Table 3.16). 
PCA on the correlation matrix produced the eigenvectors shown in Table 3.17. 
The scree test (Figure 3.29) once again suggested the retention of three 
components and the loadings of these components were not greatly different to 
those in the PCA on all data (Figure 3.30 and Figure 3.31 ). Interpretation of the 
component loadings is therefore similar. 









Table 3.15 Minimum flow values for samples in the second model 





Mg m5935 0.2994 0.3305 0.2178 






Table 3.16 Correlation matrix for the variables after removal of ponded samples. 
cells indicate correlations significant at P<0.05 
Shaded 
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Variable 2 3 4 5 6 
AI 0.5033 0.00858 0.15315 0.11095 -0.82249 -0.18537 
Ca 0.30889 0.59195 0.06681 0.68128 0.28813 0.05061 
Fe 0.32652 0.41111 0.51215 -0.64294 0.18595 0.11887 
K 0.23468 -0.64473 0.60838 0.27242 0.29086 -0.01756 
Mg 0.49356 -0.11779 -0.41876 -0.17802 0.34432 -0.64569 
Na 0.49597 -0.22574 -0.40534 -0.06535 0.05251 0.7292 
Eigenvalue 2.9567 1.09655 0.82556 0.65235 0.32307 0.14576 
Difference 1.86015 0.27099 0.17321 0.32929 0.1773 
Proportion 0.4928 0.1828 0.1376 0.1087 0.0538 0.0243 
Cumulative 0.4928 0.6755 0.8131 0.9219 0.9757 
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Figure 3.30 Loading plot of PC1/PC2 for the analysis on flowing samples 
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Figure 3.33 Score plot of PC1/PC3 for the analysis on flowing samples, grouped by site 
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The similarity in the loadings of this second PCA means that it is not surprising 
that for those samples which remain the overall form of the score plots is similar 
(Figure 3.32 and Figure 3.33). However, although the overall shape of the PC1 
vs. PC3 score plot in particular is similar for this second analysis (Figure 3.33 vs. 
Figure 3.28), the shape is somewhat clearer due to the removal of some of the 
most scattered points, which can be seen to have represented ponded samples. 
It can now be more reasonably suggested that the samples do follow two key 
trends away from a low PC3 I negative PC1 rainwater end-member: the first 
trend towards negative PC3 I positive PC1, and the second trend towards 
positive PC3 I positive PC1 (Figure 3.33). With reference to the loading plot for 
these two components (Figure 3.31) these trends can be see to represent 
increasing Mg and I or Na, and increasing K, Fe, AI, and Ca respectively. 
The scores of the points do not follow these trends closely enough to 
unambiguously identify three end-members which encompass all the other 
scores, but for the purposes of making general inferences about differences in 
behaviour between the grips, three samples can be selected which do include 
almost all of the grip samples and exclude only rainwater samples due to the 
scatter on the rainwater trend. The end-member points selected are shown in 
Figure 3.34 and Table 3.18. It is important to note that the fact that these end-
members do not bound all the other samples, especially the rainwater samples, 
does mean that the analysis should not be interpreted too literally as a mixing of 
waters; however a general analysis in terms of the trends observed in each 
catchment is appropriate. 
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Sample source End-member AI Ca Fe K Mg Na PC3 PC1 
score score 
label 
Hexham 3 A 0.13 0.99 0.59 0 1.29 7.50 -3.48 4.30 
01/05/2003 
Cowgreen B 0.18 2.89 15.30 0.07 0.75 3.29 5.80 6.91 
17/06/2003 
Rain c 0 0.16 0 0.13 0 0.05 0.52 -2. 12 
03/12/2003 
Table 3.18 Composition of the three selected end-members. Solute concentrations in 
mg/1 
7 Source e Cowgreen 
• Deep soil water 
6 + Hexham 1 
A Hexham 2 
5 !)> Hexham 3 
A -41 Rain 
• 
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Figure 3.34 Endmembers selected for unmixing analysis 
The composition of the samples falling within the end-member mixing lines in 
Figure 3.34 can be represented as proportions of each of the three end-
members. The proportions of each end-member were calculated for each 
sample (further description of the method is given in section 5.6) and the 
proportions of each end-member were plotted over time for each site in order to 
visually identify differences between site behaviours. One disadvantage with 
this interpretation method is that the frequency of samples is not sufficient to 
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identify individual flood peaks, and therefore to relate or observe the effect of 
individual storm events on the end-member proportions observed in the grips, 
except on those occasions where sampling happened to coincide with an event 
(for example 11/08/2004). However general patterns differentiating between 
drought periods (Summer 2003) and wet periods (especially October -
December 2002 and October - December 2004) can be qualitatively identified 
(Figure 3.35, Figure 3.36 and Figure 3.37). 
End-member A proportions are generally higher in all grips than in rainwater 
(Figure 3.35). End-member A represents high Mg and Na, and therefore 
rainwater samples that are relatively high in this end-member represent sea-salt 
events. The best example of this is the rainwater sample on 8/1 0/2003. 
However due to the infrequency of sampling, especially compared to the flashy 
nature of the hydrographs from all the sites, it is unfortunately not possible to 
make clear inferences about the influence of the chemistry of particular 
rainwater events such as this on the chemistry of the grip waters: the next 
flowing sample from Hexham 3 and Cowgreen after this event was taken on 
29/10/2003 and from Hexham 2 on 05/11/2003. 
A less extreme example of a rainwater event high in end-member A is 
22/9/2004. On this occasion, samples were taken from the grips on the same 
day and the high end-member A proportion of the rainwater does appear to be 
matched by increases in each of the grips. However once again there is 
insufficient data to determine whether the grips differ from one another in their 
response to the high end-member A input. 
The general increase in end-member A concentrations in the grips throughout 
summer 2003 therefore seems likely to be due to evaporative concentration of 
the waters in the grips: although ponded samples have been excluded from this 
analysis the flows were still low and sporadic during this period. The proportion 
of end-member A in Hexham 2 rises later than in either Hexham 1 or Hexham 3: 
this may be due to higher flows being maintained for longer in He,xham 2 
·,.;; , '0. = --- - . 
-
causing evaporative concentration to have a lesser effect. Soil water samples 
appear to generally follow the same trends as the grip samples, with the 
exception of the rain and grip water sea-salt peak on 22/9/2004 which is not 
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observed in the soil water samples. This may suggest that soil samples are 
somewhat buffered to changes in the input proportion of end-member A, 
demonstrating that the grip waters are influenced by rainwater to a greater 
extent than even the shallow soil water, presumably through the contribution of 
overland flow. 
As most rainwater samples fell outside the region bounded by the selected end-
members (Figure 3.34) the proportion of end-member B was not defined for 
these samples. The rainwater samples in general are therefore clearly low in 
the solutes contributing to end-member B, namely AI, Ca, Fe, and K. Of the 
occasions when the grips were sampled on the same day, Hexham 2 samples 
have a higher proportion of end-member B than either Hexham 1 or Hexham 3 
on all but two occasions: 29/11/2003 (when Hexham 3 was higher) and 
11/08/2004. These two dates may be significant because they both represent 
periods of high flow, and the event around 11/08/2004 in particular was a major 
storm event across the region. However, any systematic pattern is unclear from 
these two points with Hexham 3 being higher in the first instance and Hexham 1 
in the second instance. 
Samples with a high proportion of end-member C are, given the position of this 
end-member on the score plot (Figure 3.34) those with the lowest (most 
negative) PC1 scores, equating to a low overall concentration; high points on 
the end-member C plot (Figure 3.37) therefore represent samples with lower 
overall concentration. As would be expected from the ternary nature of the 
mixing diagram, the proportion of end-member C largely mirrors the major 
trends in the other two end-members: the proportion of end-member C is low 
throughout the dry summer of 2003, and the large storm of 11/08/2004 results 
in an increase in end-member C for Hexham 2 and Hexham 3 . 
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Figure 3.37 Proportion of end-member C over time for each site, for flowing samples only 
In order to more rigorously examine the differences between sites, for each 
end-member the differences between sites were analysed using an ANOV A 
procedure with Tukey post-hoc significance testing, in a similar manner to the 
analysis described in section 3.4.7. In this case each end-member in turn was 
taken as the response variable. Fixed factors were once again the sample site 
and sample date, and the analysis was repeated with only sample site as a 
fixed factor. Results are presented in Table 3.19 -Table 3.26 with the same 
colour scheme of shading significant results to aid interpretation. Once again 
the effect of site was highly significant in all tests and so all Tukey post-hoc 
tests were performed. 
2 factor End-member A End-member B End-member C 
p 112 w2 p 112 w2 p 112 w2 
Site 0.00 0.24 0.23 0.00 0.45 0.43 0.00 0.54 0.53 
Date 0.01 0.53 0.20 0.16 0.33 0.07 0.00 0.34 0.16 
Error 0.22 0.22 0.12 
Table 3.19 ANOVA table for two factor analysis on end-members A, 8 and C 
End-member Cowgreen Hexham 1 Hexham 2 Hexham Rain Deep 
A 3 
2 factor 
Hexham 1 0.21 
Hexham 2 0.18 >0.995 
Hexham 3 <0.005 0.41 0.24 
Rain >0.995 0.24 0.21 <0.005 
Deep 0.04 0.77 0.64 >0.995 <0.005 
Shallow 0.60 >0.995 >0.995 0.43 0.34 
Table 3.20 Post-hoc significance tests between sample sources, response variable end-
member A 
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End-member Cowgreen Hexham 1 Hexham 2 Hexham Rain Deep 
B 3 
2 factor 
Hexham 1 >0.995 
I ~ 
-
Hexham 2 0.13 0.13 
Hexham 3 0.50 0.62 <0.005 
Rain 0.46 0.54 0.03 0.92 
·-- -
Deep n/a n/a n/a n/a n/a 
Shallow 0.30 0.40 <0.005 0.92 >0.995 n/a 
Table 3.21 Post-hoc significance tests between sample sources, response variable end-
member B 
End-member Cowgreen Hexham 1 Hexham 2 Hex ham Rain Deep 
c 3 
2 factor 
Hexham 1 0.31 
Hexham 2 0.07 >0.995 
Hexham 3 0.06 >0.995 >0.995 
Rain <0.005 <0.005 <0.005 <0.005 
Deep >0.995 0.82 0.60 0.59 <0.005 
Shallow >0.995 0.56 0.24 0.23 <0.005 >0.995 
Table 3.22 Post-hoc significance tests between sample sources, response variable end-
member C 
1 factor End-member A End-member B End-member C 
p 112 w2 p 112 w2 p 112 w2 
Site 0.00 0.24 0.22 0.00 0.45 0.43 0.00 0.54 0.53 
Error 0.76 0.55 0.46 
Table 3.23 ANOVA table for one factor analysis on end-members A, Band C 
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End-member Cowgreen Hexham 1 Hexham 2 Hexham Rain Deep 
A 3 
1 factor 
Hexham 1 0.69 
- -
Hexham 2 0.14 0.99 
Hexham 3 <0.005 0.20 0.57 
~ ~ 
Rain 0.74 0.02 <0.005 <0.005 
~ 
- -
Deep 0.08 0.90 >0.995 0.92 <0.005 
-
Shallow 0.88 >0.995 0.81 0.03 0.02 0.58 
Table 3.24 Post-hoc significance tests between sample sources, response variable end-
member A 
End-member Cowgreen Hexham 1 Hexham 2 Hexham 3 Rain Deep 
B 
1 factor 
Hexham 1 0.99 
Hexham 2 <0.005 0.01 
Hexham 3 0.98 0.84 <0.005 
Rain <0.005 <0.005 <0.005 <0.005 
Deep n/a n/a n/a n/a n/a 
Shallow 0.01 <0.005 <0.005 0.06 n/a 
Table 3.25 Post-hoc significance tests between sample sources, response variable end-
member B 
End-member Cowgreen Hexham 1 Hexham 2 Hexham Rain Deep 
c 3 
1 factor 
Hexham 1 0.45 
Hexham 2 <0.005 0.53 
Hexham 3 0.03 0.94 0.98 
Rain <0.005 <0.005 <0.005 <0.005 
Deep 0.89 0.05 <0.005 <0.005 <0.005 
Shallow >0.995 0.17 <0.005 <0.005 <0.005 0.99 
Table 3.26 Post-hoc significance tests between sample sources, response variable end-
member C 
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3.4.8.1 End-member A 
Differences between sites explain only 24% of the variation in end-member A, 
whilst variation with date explains 53%. Increases in end-member A proportion 
correspond to increases in Mg and/or Na concentrations, and so increases in 
end-member A are in the same general direction as the main rainwater trend. 
Since differences between rainwater samples represent variation only by date, 
and not by site, it is not surprising that end-member A does not distinguish well 
between the grip sites and that the majority of the variation on this end-member 
is attributable to differences over time. 
This is equivalent to saying that since variations in end-member A represent the 
main trend that is observed in rainwater, end-member A would only be expected 
to distinguish between the grip sites firstly if they differ in the response of their 
runoff chemistry to rainfall, or secondly if the composition of the rainfall at the 
sites actually differs from that in this dataset. Cowgreen is close to the site of 
the rainfall samples at Moor House whilst the Hexham sites are approximately 
20km away and are more likely to have received different rainfall. This fact 
makes it difficult to make inferences about the difference between Cowgreen 
and the Hexham sites in terms of the end-member A proportion. As for the 
three Hexham sites, there appears to be little or no significant difference in the 
end-member A proportion. 
3.4.8.2 End-member B 
At a given concentration or PC1 score, the contrast between end-members B 
and A is primarily a contrast along PC3, interpreted in section 3.4.6 as the 
component most likely to distinguish differences in behaviour between the sites. 
Due to the position of the bounding end-members chosen in the unmixing 
analysis, no deep soil water samples were included in this analysis as they had 
negative end-member B scores, falling outside the region bounded by the end-
members. 
The only significant differences taking into account both site and date were 
between Hexham 2 and each of the other sites and sources. Hexham 2 differed 
from Cowgreen and Hexham 1 with P=0.13 in each case, and from Hexham 3 
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with P<0.005. Taking only sampling site into consideration, Hexham 2 differed 
from each of the other grip sites with P<0.01 whilst there were again no 
significant differences between any of the other grip sites. 
These are important results as they appear to distinguish the unblocked site 
(Hexham 2) from each of the blocked sites, whilst the response on which the 
distinction is made (end-member B) is the one that has been associated with 
catchment behaviour and, from its strong association with AI and Fe in 
particular, is also likely to be associated with increasing DOC concentrations 
(DOC was not included in this analysis). Other response variables including 
those linked primarily to general concentration and to possible input forcing 
have not distinguished the grip sites in the same way. 
Why does end-member B separate the grip sites in a way that PC3 did not? 
Two reasons seem likely. Firstly, the previous analysis included ponded 
samples, effectively increasing the noise in the data. Secondly, increased end-
member B scores do not solely represent increased PC3 compared to end-
member A: there is also an associated increase in PC1. A higher proportion of 
end-member B can therefore represent not only proportionate increases in AI 
and Fe (likely to be associated with increased DOC), but also an increase in 
overall sample concentration. 
3.4.8.3 End-member C 
End member Cis closely related to PC1 scores: increases in proportion of end 
member C correspond to a more negative PC1 score. Increases in proportion 
of end-member C therefore represent decreased overall sample concentration. 
Consequently, similarly to the AN OVA on PC1 (section 3.4. 7.1) this analysis 
distinguishes primarily between rain and all other samples. For the one-factor 
analysis, the significant relationships are very similar for PC1 and end member 
C (Table 3.11 vs. Table 3.26). The high proportion of variance in end member 
C (54%) that is explained by differences between sites is not necessarily 
instruCtive: rainwater samples wc)Likf be 'entpected t() oe 'of lower concentration 
or higher end-member C than any of the other waters. Because rainwater is 
counted as a "site" and as a source water is very different from any of the other 
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sites in terms of overall concentration, a high proportion of variance on this end 
member being explained by "site" is to be expected. End member C 
proportions are not significantly different between any of the Hexham grips, 
emphasising that the differences observed for end member B between Hexham 
2 and the other two Hexham grips are dependent on both PC1 and PC3. 
3.4.8.4 General 
In terms of assessing the extent of differences between the sampling sites, end 
member B provides the most useful information in these analyses. If sample 
date is not included as a factor then this end member identifies highly significant 
differences between the unblocked site Hexham 2 and all the blocked sites, 
which in turn are not identified as being different from one another. Although a 
proportion of this could be due to flows being maintained over different periods 
at Hexham 2, this is in itself important as it indicates a hydrological difference; it 
should also be noted that this analysis was conducted only for flowing samples 
in any case. Including sample date as a factor, this end member still identifies 
highly significant differences between the unblocked site Hexham 2 and the 
most physically similar blocked site, Hexham 3. Significant differences are also 
observed albeit with a lower probability between Hexham 2 and the other two 
blocked sites. This provides the first firm piece of evidence that there may be 
genuine differences between the blocked and unblocked sites, with the 
unblocked site being distinguished by a combination of increased AI and Fe, 
and an increased overall concentration. This is most likely to suggest (for the 
same reasons outlined in section 3.3.1) that Hexham 2 contains a higher 
proportion of deeper soil water, over a wider range of flow conditions, than the 
other grips. 
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3.5 Tracer based comparison of Hexham 2 and Hexham 3 
3.5.1 Experiment outline 
A final experiment was carried out with the specific aim of identifying any 
differences in the flow behaviour of the Hexham 2 and Hexham 3 grips. These 
two grips were selected (as opposed to Hexham 1) as they were the most 
similar grips in the study. Although the Hexham 3 catchment is smaller overall, 
the grip channels towards the lower end are of similar depth and width, except 
where the Hexham 3 channel is blocked. A tracer experiment was carried out 
over a period of approximately two weeks to monitor the appearance at the 
catchment outlets of a tracer introduced into the peat of the catchment. 
As part of a separate experiment (not part of this study) that was conducted at 
the same field site, a dip-well transect was installed between the Hexham 2 and 
Hexham 3 grips. The transect was approximately 20m upstream of the 
monitoring points on the grip channels and was perpendicular to the two grip 
channels, consisting of four dip-wells evenly spaced between the channels. 
The dip-wells consist of drainage tubing of approximately 3" internal diameter, 
drilled with numerous holes along the length and inserted into the peat to a 
depth of approximately 1m, into holes that were pre-drilled with a soil auger. 
The dip-wells were installed in early 2003 and instrumented with pressure 
transducers for quasi-continuous water table measurement. By the time of the 
present experiment the dip-wells had been found to respond rapidly to changes 
in water table (J. Rowson, pers. comm.). 
Flury and Wai (2003) provide a review of the many classes of tracer that can be 
used in hydrological studies. Key requirements for a suitable tracer are that it 
should behave conservatively (move in a similar manner to water, without 
extensive degradation, changes in behaviour dependent on water chemistry, or 
retardation through adsorption); that the background concentrations should be 
low; that suitable detection techniques should be available; and finally that the 
environmental impact should be minimal (Flury and Wai, 2003). Taken together, 
these requirements point to water itself being the ideal tracer molecule in 
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hydrology, marked by either 180 or 2H isotopes, although detection facilities for 
these are expensive and were not available to the present study. Davis et al 
(1980) found the bromide and chloride anions to be among the best tracers for 
use in groundwater tracing, and Flury and Wai (2003) recommended bromide in 
particular, with chloride being appropriate to a certain extent but with the caveat 
that background concentrations of chloride are far higher than bromide and so 
detection of tracer breakthrough may be more difficult. Bromide, introduced as 
KBr, has been used with some success as a tracer in peat soils, for example by 
Baird and Gaffney (2000) and Gafni (1986). 
For this experiment a solution of potassium bromide was used as the main 
tracer. 1 kg of potassium bromide was dissolved to saturation concentration in 
milli-RO purified water. This solution was introduced in equal quantities to each 
of the four dip-wells on the transect between Hexham 2 and Hexham 3. At the 
same time 1 kg of potassium chloride was applied as dry powder in an even line 
to the peat surface adjacent to the transect. The tracers were introduced this 
way round because background concentrations of chloride were expected to be 
much higher than bromide due to the greater environmental abundance of 
chloride. Due to the prevalence of overland and near sub-surface flow during 
storm events in the catchments, it was hoped there would be a better chance of 
observing a chloride peak if it was placed where the flow was expected to be 
most rapid. At the same time that the tracers were introduced the auto-
samplers were activated on a two-hour sampling cycle; the site was then visited 
every two days to collect samples and restart the samplers. 
Once collected samples were returned to the laboratory and filtered using 
individual 0.45~m syringe filters. Samples were then refrigerated before 
analysis (within four days) using a Metrohm ion chromatograph in conductivity-
sensing mode. Standards were prepared using a serial dilution and were 
regularly re-analysed after approximately every 10 samples. Data were 
processed using the automatic peak identification in the Metrohm IC Net 
software and all pec:~ks from both standards-"and samples were manually 




Bromide and chloride concentrations observed in the samples are shown in 
Figure 3.38. Note the different y axis scales: as expected the background 
concentrations of chloride were much higher than those of bromide, which was 
only observed at extremely low concentrations. Observed concentrations were, 
however, well in excess of the limits of detection which were found to be in the 
region of 0.005 mg 1"1 (C.D. Johnson, pers. comm.). Rainfall at the site is also 
shown; no significant rain occurred until almost a week after tracer introduction, 
when there was sustained low intensity rainfall over a period of approximately 
two days. There was a gap in sampling from 238 - 262 hours when a visit to 
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Figure 3.38 Results of the tracer monitoring for both grips 
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In Hexham 2 there is a small series of peaks in the bromide concentration over 
the 36 hours following tracer introduction. These are followed by a small peak 
in chloride in Hexham 2 at the end of this period. In Hexham 3 there is also an 
initial bromide peak, which occurs over a shorter period (two samples) but is 
much higher. No real peak is similarly observed in the chloride concentration of 
Hexham 3. After 48 hours concentrations of both tracers in both grips appear to 
have returned to background levels. 
Two possible explanations are suggested for these results from the first 48 
hours. Firstly, the initial peaks in bromide concentration could be due to rapid 
near-surface flow in the peat, either through macropores or diffusive flow, and 
not necessarily along the shortest physical path to each channel but also down 
the catchment. Since the dip wells were drilled at all levels right up to the peat 
surface, the bromide tracer was effectively introduced at all depths - not 
exclusively into the deep peat. In this case the arrival of the bromide in Hexham 
2 prior to Hexham 3 may suggest better connectivity with a macropore structure 
in Hexham 2. 
Alternatively, these bromide peaks may be due to bromide transport along the 
shortest path to each grip channel, through similar soil flow pathways for each 
grip but from only the two dip wells nearest to the grip channels. In this 
scenario the later peaks would then represent the tracer from the two dipwells 
furthest from the channels. 
The first explanation has particular merit in that transport through diffusion or 
through macropores in the peat need not be affected by the blocks in the grip 
channel which, if the second explanation is true and bromide travelled directly to 
the grip channel and then along the channel, would mean the tracer would be 
likely to be retarded in Hexham 3 by the block pools. 
At approximately 150 hours after introduction there is a substantial drop in 
chloride concentration in Hexham 2, which is not observed in Hexham 3. This 
points. to dilution of,backgrownc;l concentrations·by·the rainfall and sugge·sts that 
the introduced chloride was not significantly observed in either grip. The lack of 
a drop in Hexham 3 therefore fits with the suggestion made in section 3.3.2 that 
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the pools behind the blocks in Hexham 3 cause rainfall to have a delayed or 
step-change effect on concentration, which this rainfall was not sufficient to 
trigger. 
At approximately 180 hours after introduction, and after substantial rainfall, 
there is a longer-lasting pulse of bromide observed in Hexham 2, which is 
followed by a higher but shorter (only one sample) peak in Hexham 3 at 204 
hours. A similar peak is not observed for chloride in either grip but given the 
vastly higher background concentration of chloride and the scale of the bromide 
peak relative to this, this is not necessarily surprising as bromide and chloride 
were introduced in the same quantity. Once again the possibility of the block 
pools in Hexham 3 buffering the change seems likely, with the bromide arriving 
in the two grip channels upstream at similar times, but in Hexham 3 being 
retarded by the pools. The sudden appearance of bromide in the channel 
below the blocks could then occur once a certain quantity of flow has passed 
through the pools. If this is correct then a further increase in bromide in 
Hexham 3 would be expected with further storm events of sufficient magnitude. 
The rainfall around 240 and 252 hours may have been sufficient but 
unfortunately this was during the gap in sampling. 
The likely retarding effect of the block pools means that it is difficult to define 
differences in the behaviour of the catchments in terms of the speed of transport 
through the peat to the grip channels. However this study is primarily 
concerned with export from the catchments as a whole, rather than in-soil 
transport processes and as such the suggestion that the grip pools both retard 
and then cause a step change in export concentrations is certainly relevant. 
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3.6 Conclusions 
This chapter has presented the results of a series of independent experiments 
conducted to test the hypothesis that there are differences between the five 
catchments in the study which are attributable to blocking of the grips. 
Early results indicated (section 3.2) that the pristine stream catchment behaved 
in a very different manner to any of the grips, with at least two old water end 
members representing peat runoff in addition to water that had contacted an 
alkaline source such as limestone. This difference meant that further 
experiments were conducted only on the four grip catchments; the analysis of 
pH and conductivity did not reveal any major differences between the blocked 
and unblocked grips; only one grip (Hexham 3) had a significant (P<0.05) pH vs. 
conductivity relationship and even here the difference was not large. 
Taking conductivity as a proxy for concentration (from a single rainwater 
source), quasi-continuous monitoring of conductivity in the unblocked 
catchment and the most similar blocked catchment was then used with flow 
data to assess the hysteresis in the old vs. new water runoff response over 
several storm events of varying magnitude in summer and autumn 2004. A 
mixture of Class 2 and Class 3 hysteresis was observed; which of these 
occurred was suggested to be linked to the intensity and scale of a storm, as 
well as the antecedent conditions. Wet antecedent conditions were related to 
Class 2 events, suggesting a quick response of old water, whilst drier conditions 
produced Class 3 events suggesting a delay in re-wetting of the peat or in 
dissolution of material. Class 2 events were more prevalent and overall 
conductivity was always higher in Hexham 2, illustrating that Hexham 2 
accesses deeper or more dominant soil water sources, but there was nothing to 
suggest that this was caused other than by the somewhat larger scale and 
possibly depth of the Hexham 2 catchment. The hysteretic behaviour of 
Hexham 3 was somewhat more complicated than Hexham 2 and this was 
related to the presence of substantial pools behind each of the blocks in the grip 
channel, which could either buffer the input of new water in an event, or cause it 
167 
to be "falsely" high prior to an event and then drop suddenly as the old water in 
the pools was flushed through. 
Thirdly a multivariate analysis was conducted on the concentrations of base 
metal cations in grab samples taken from each of the grips, in addition to 
samples of precipitation and soil water at Moor House. Analysis of all the 
samples taken over the study period included samples taken of ponded water, 
and although there appeared to be mixing trends in the sample compositions 
and also differences between the grip sites, these were found not to be 
statistically significant. However, analysis of only those samples taken when 
the grips were flowing removed some of the scatter from the data and made 
interpretation easier. Although genuine mixing end-members were not found 
there were clear mixing trends and a qualitative mixing analysis was undertaken. 
In terms of an end member that represented a combination of AI and Fe and 
overall sample concentration, this analysis found statistically significant 
differences between the unblocked grip (Hexham 2) and all the blocked grips, 
with the unblocked grip containing a significantly higher proportion of this end-
member. This result suggested Hexham 2 to show a higher concentration of 
soil water, rather than necessarily a different type of water. 
Finally a simple tracer experiment was conducted with the explicit aim of testing 
the hypothesis that there are differences between the grips. The intention was 
to use separate tracers to identify surface and whole-peat (all levels) flow but 
due to limitations in analytical facilities the chosen surface tracer (chloride) 
could not be reliably identified against background concentrations. However the 
other tracer (bromide) was successfully observed in both catchment outlets, 
albeit at low concentrations. The results showed two separate peaks in each 
grip, of which the first seemed likely to be due to macropore flow and the 
second due to lateral transport through the acrotelm into the grip channels. The 
main (second) tracer pulse was observed in a more extended and somewhat 
earlier peak in the unblocked grip. The difference between the two grips for this 
seccmd. peak was su.gge~ted to be due once.,again.-to ,retardation ·Of the water in· 
the grip channel in Hexham 3 by the pools behind the grip blocks. 
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Taken together the results of these experiments do not present compelling 
evidence that there are differences between the grips in terms of the production 
of solutes. The strongest evidence for such a difference comes from the end-
member analysis, but the hysteresis analysis shows that such differences may 
be due to physical differences meaning that Hexham 2 samples deeper water in 
any case. Therefore such differences are in terms of an increased 
concentration, in Hexham 2, of the same solute chemistry. All the other 
experiments suggest that the real differences between the grips lie in terms of 
thei~ hydrological response; a result that is in accord with the differences in the 
DOC export budgets presented and discussed in chapter 2. This hydrological 
difference seems most likely to be due to the physical retardation of water that 
is caused by the pools that form behind the block channels. The best focus for 
further work will be to conduct a more detailed and extended tracer experiment 
across a larger number of catchments. This should include sampling over a 
larger number of storm events at different times of year, including the autumn 
flush period. The pools behind the blocks should also be sampled to develop a 
better understanding of the retardation of the water that these cause, and DOC 
should be sampled concurrently so that comparisons between tracer and DOC 
transport can be made. 
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4 Sources of DOC at the river catchment scale 
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4.1 Introduction 
The originally observed trend that led to the inception of this study was one of 
increasing colour levels in rivers (Figure 1.1 ). Moorland drainage was proposed 
as one possible factor contributing to this trend, and chapters 2 and 3 presented 
the results of a detailed monitoring programme on a number of drains and 
assessed the potential benefits of blocking these drains. However, the DOC 
export from drains must be understood in terms of its effect on the overall DOC 
levels observed in the river catchment and thus the net export from the 
catchment. 
This chapter presents the results of a series of experiments conducted to locate 
the main water colour source areas within the catchment of the River Tees 
above the Broken Scar water treatment works. From these results, 
relationships are determined between DOC concentration produced from 
subcatchments and the spatial and anthropogenic characteristics of those 
catchments, including peatland drainage, in order to develop a predictive model 
of DOC export. A range of statistical techniques for deriving these relationships 
are compared in order to assess the reliability of this and other studies. 
4.1.1 Description of the River Tees catchment 
The catchment of the River Tees above the Broken Scar water treatment works 
is largely rural in character, with an area of 818km2 and elevation ranging from 











High : 889 
Low : 36 
Kilometers 
Figure 4.1 location and elevation of the River Tees catchment above Broken Scar. 
Data source © Crown Copyright/database right 2005. An Ordnance Survey/EDINA 
supplied service 
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The headwaters are predominantly in upland peat which is underlain by 
interbedded Carboniferous limestones and sandstones (Johnson and Dunham, 
1963). There is a significant variety of relief across the headwater areas with 
several tributary streams to the north of the catchment being relatively steep, 
while other tributaries towards the south include extensive flat areas, such as 
Sleightholme Moor and Cotherstone Moor. The lower reaches of the catchment 
are predominantly low relief agricultural land which is underlain by Permo-
Triassic sandstones. 
A variety of catchment management and farming practices are found, from the 
parts of the catchment which fall within the Moor House NNR and are being 
managed as pristine blanket bog, to lowland, intensively grazed and cropped 
areas. The largest town within the catchment is Barnard Castle, with a 
population of approximately 5300. 
4.1.2 Solving the problem- tracing the source 
The present trends in water colour suggest that the Broken Scar water 
treatment works, along with other works on rivers elsewhere where similar 
trends are observed, may not be sustainable as a point will be reached when 
the colour load in the river water cannot be removed by the "end of pipe" 
solutions currently in use and under development. For this reason, there is a 
growing desire to address the problem at source by developing a better 
understanding of the main factors leading to colour production, enabling 
identification and treatment or exclusion from the water supply of key source 
areas. This chapter will aim to locate the main source areas of colour within the 
Broken Scar catchment through regular sampling campaigns of tributaries 
around the catchment. The colour production and other sample characteristics 
will then be related to spatial and land-use characteristics of those areas in 
order to develop a predictive model for colour production based on spatial and 
land-use data. 
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4.2 Context of the study 
4.2.1 Prior studies 
Several studies have previously monitored DOC concentration or water colour 
in streams with the aim of associating the amount of DOC exported from a 
catchment with a range of catchment morphometric properties and other 
characteristics such as soil types. In particular, a range of studies have 
suggested a correlation between DOC concentration and/or DOC flux, and 
some measure of the soil carbon content. 
Eckhardt and Moore (1990) sampled a total of 42 streams in Quebec, Canada. 
Based on five sampling dates the DOC concentration in the streams showed a 
significant relationship to wetland cover, whilst the other morphometric variables 
studied (drainage rating, forest cover, catchment slope, and catchment area) 
did not improve the model developed between wetland cover and DOC 
concentration. Hope et al (1997b) compared average DOC concentration in 11 
Scottish catchments with percentage peat cover, catchment area, altitude, and 
average slope. The study also monitored flow conditions and so was able 
separately to compare DOC concentrations sampled under storm conditions 
and under non-storm conditions. The study found significant correlations 
between average DOC concentration, and percentage peat cover and altitude. 
Catchment area and average slope were not significantly correlated (at the 95% 
level or better) with DOC concentration. (Hope et al., 1997b) Significant linear 
regression models were found between percentage peat cover and DOC 
concentrations (both including and excluding storm conditions) but including 
catchment area or altitude did not improve the models. 
Aitkenhead et al (1999) studied 32 catchments ranging in size from 0.52km2 to 
150.25km2 which were sampled on 12 occasions, all in summer, and compared 
mean DOC concentrations to: soil carbon content (determined from three 
separate sources, of which one was of a lower sp~tial r~§olution and wa.s _not 
', ,.,- • · , .• _•..:,.,....;,-- .:- ·' ~.;,_·.:l>? t• • • ,<i_, -~-_.<-~·;.·,;;o-..-<;;;<.;..::-"':.'•.!;:;'.,.:,1:--<-J:o .. ><'-•:;.;f;....:..;_x,;:,,,...,;c\,C :,.=::::-~·"-"""~'Y.?.C<"'<.:;--""'·-.•,-,_·,c ,_, •. • ':.<. • ~ 'L -·'"-
found to be significant in any of the models); percentage peat cover; and 
catchment slope. The 32 catchments were divided into classes by size: small 
(<5km2), medium (12-38km2) and large (50-56km2). For all catchment sizes 
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taken together, a significant linear relationship was found between the DOC 
concentration and both the catchment soil C content and percentage peat 
cover, whilst no relationship was found between DOC concentration and slope. 
For "small" catchments similar relationships were found, in addition to a weak 
relationship between DOC concentration and slope. For "medium" catchments 
the relationship with soil carbon content was less significant and there was no 
relationship with percentage peat cover. For "large" catchments there was once 
again a significant relationship between mean DOC concentration and each of 
percentage peat cover and soil carbon content, in addition to slope (Aitkenhead 
et al, 1999). At all catchment scales except "medium" and for all significant 
predictors, lowland catchments plotted above the regression line (higher DOC 
concentration for a given predictor value) and upland catchments plotted below 
the regression line suggesting that for a given carbon pool, lowland catchments 
had a higher export of carbon to upland catchments. This was suggested to be 
due to land-use differences, such as greater forestry and agriculture in lowland 
catchments. The regression relationships explained the greatest amount of 
variance in DOC concentration in the case of small catchments and this was 
suggested to reflect the simpler nature of these catchments which contain less 
variation in other unexamined factors such as land use (Aitkenhead et al, 1999). 
The study concludes that soil carbon content is a good predictor of DOC 
concentration, and that in smaller catchments in particular peat cover is a good 
proxy for soil carbon content. 
In contrast, Eatherall et al. (2000) studied 18 sites within the Swale catchment 
in Yorkshire, and found no significant relationship between DOC load and 
catchment soil organic carbon content. However this data was obtained over a 
particularly dry summer and the catchments included point sources of DOC 
such as sewage treatment works in addition to non-point sources such as high 
organic carbon content soils (Eatherall et al. 2000). This study may therefore 
be less representative of any true signal between soil carbon content and DOC 
load, firstly as the signal may have been weakened by the continuing effects of 
the dry summer and secondly due to the "noise" introduced by the point sources 
of DOC. Aitkenhead and McDowell (2000) have drawn a strong correlation 
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between soil C:N ratio and the riverine flux of DOC. This correlation was drawn 
on large, biome-scale datasets and then extended to large watersheds. 
Mitchell and McDonald (1992, 1995) sampled 45 streams within three major 
subcatchments of the River Burn, North Yorkshire, UK. Sampling was 
conducted on fourteen occasions within one year and over a range of flow 
conditions (although each individual sampling run was conducted as a 
"snapshot" with minimal change in flow conditions between the sampling of 
each stream). Mitchell and McDonald (1995) then proceeded to compare water 
colour to 32 catchment spatial characteristics or morphometric variables (Table 
4.1) in addition to measures of the soil type, with the aim of identifying the 
characteristics having the most significant effect on colour export. To this end 
Mitchell and McDonald (1995) correlated each of their catchment characteristic 
variables with water colour and also developed linear regression models. Two 
variables were significantly correlated with the mean colour from each 
catchment across the fourteen sampling runs: the percentage of the total 
channel length found in areas with slope <5° (% TCLA5°), and the percentage of 
the catchment with Winter Hill soil association cover (the Winter Hill soil 
association is deep, acidic blanket peat). A regression model was produced by 
stepwise selection of variables and this also included percentage Winter Hill 
peat and % TCLA5° and identified main stream slope as significant as well. 
Overall Mitchell and McDonald (1995) identified low catchment slope, a high 
percentage of streams being present in areas of low slope, and the presence of 
winter hill peat as being the most significant predictors of high colour export. 
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Basin relief (BR) 
Basin Length (BL) 
Main stream slope (MSS) 
Elongation (Eign) 
Crenulation (Cren) 
Relief Ratio (RR) 
Relative Relief (RRf) 
Drainage density (DO) 
Geometry number (GeoN) 
Total channel length (TCL) 




Stream frequency (SF) 
Drainage intensity (DI) 








Basin area, km2 
Basin perimeter, km 
Highest elevation in the basin (m a.s.l) 
Lowest elevation in the basin (m a.s.l) 
Area (km2) with slope < 5 degrees 
Percentage of total area that has slope < 5 degrees 
Area (km2) with slope < 5 degrees 
Percentage of total area that has slope < 3 degrees 
Basin relief or elevation range (m) 
Horizontal distance of line from basin outlet to basin summit 
Mean slope between 10 and 85 percentiles of main stream's length 
(2*Area0·5 ) I BL 
Pe~/ Area 
BR/BL 
Area I Per 
TCL/ Area 
Area I DD 
Total channel length of all Strahler first, second, and third order streams as 
denoted on OS map (km) 
Length of the highest order stream in the basin (km) 
Number of first order streams 
Number of second order streams 
Number of third order streams 
(2*N1st-1) I Area 
SF/DO 
N1st/ N2nd 
Degrees deviation from north (implies W=E) 
Number of springs shown on OS 1 :25000 map 
Channel length in area of slope <5• 
Percent of TCL that is in area of slope < s· 
Channel length in area of slope <3• 
Percent of TCL that is in area of slope < 3• 
Table' 4:1 Morphometric variables stiJdied-by Mltchell'and -McDonald (1995), reproduced 
from that paper 
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Identification and measurement of a small number of catchment characteristics 
such as mean slope or percentage peat cover is practical to do manually from 
maps. However, the manual derivation of a large number of characteristics as 
in Mitchell and McDonald (1995) is time consuming and laborious. Foster and 
McDonald (2000), showed how the spatial analysis capabilities of GIS systems 
can be used to aid the rapid processing of spatial datasets to produce these 
statistics for any given area, through logical combination of existing mapping 
layers to create new layers, and extraction of data from each layer based on 
catchment zones. The study of Foster and McDonald (2000) also demonstrated 
that the use of GIS to classify catchments in this manner provides a tool to 
identify diffuse pollution sources. Since discoloured water can be seen as a 
type of diffuse source pollution, Foster and McDonald (2000) followed the 
predictive model developed by Mitchell and McDonald (1995) and used the GIS 
to identify areas where the soil type was winter hill peat and where the slope 
was less than 5 degrees, thereby identifying "pollution hazard" areas and 
enabling the assessment of the risk to the water supply from colour as predicted 
from the model developed in Mitchell and McDonald (1995). This demonstrates 
the creation of models for "hazards" such as predicted colour export and then 
the subsequent application of such models to other catchment areas, to 
produce hazard maps which can be readily understood and deployed across an 
organisation such as a water company that is seeking to mitigate or quantify the 
hazard, whilst also being easy to update following changes in the underlying 
model or data used. 
4.2.2 Contribution of this study 
This work aims to combine aspects of all these studies in order to develop and 
test a predictive GIS-based linear regression model for the colour export from 
any given area of the catchment, based on a series of spatial datasets that will 
be collected as part of the study. This work will extend the studies described 
above by seeking to develop a predictive model - it will be developed from a 
series 0f sampling runs to quantify the DOC concentration ofexported water in 
terms of spatial variables. Since these variables can be derived for any 
arbitrary area in the GIS, the model will then be used to predict DOC 
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concentration from other areas and identify areas contributing high DOC 
concentrations. The model will then be validated by the selection of new, 
previously unsampled, catchments, which will be sampled in order to test the 
predictive ability of the model, and the model will be refined. 
The prime motivating factor for this study is an analysis of the source areas of 
the water colour that is observed at the water treatment works at Broken Scar, 
Darlington, England (Chapter 1 ). The colour observed at the water treatment 
works at any one time can be seen as a combination of the colour influences of 
all the upstream tributaries. Therefore at any one time, some tributaries will be 
contributing water of a lower DOC concentration than the final mix observed at 
Broken Scar, and other tributaries will be contributing water of a higher DOC 
concentration than observed at Broken Scar. The implication of this is that by 
comparison with the colour observed at Broken Scar, samples from other sites 
can be classified in a binary manner, as either contributing to or diluting the final 
downstream colour. This indicates the development of a binary logistic 
regression model which, similar to the linear regression model, can then be 
applied to arbitrary areas to predict which areas are net sources of colour which 
contribute water which dilutes the overall colour. Again, such a model will be 
validated and refined by the selection of new sampling sites. It is envisaged 
that such models would be of use to those involved in the evaluation of intake 
management strategies, in addition to allowing better application of catchment 
management-based remedial measures (Foster and McDonald, 2000) such as 
grip blocking, depending on the contributory variables identified. 
4.2.3 Study outline 
The field study consisted of a series of water sampling campaigns, each 
conducted on a single day across the catchment and numerous subcatchments 
of the River Tees above the Broken Scar water treatment works. Samples were 
analysed for a number of characteristics to quantify colour load, as modelled in 
thi~ 91:HH?,t.~I. ~nd W(;iter spyr;ce types~(as"modelled,Jr.t .. chapter 5)~ A range of 
spatial datasets for the Broken Scar catchment was collected and derived, and 
GIS-based catchment and statistical analysis was used to relate the sample 
characteristics to the source catchments. 
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Previous studies such as those outlined above have sought to identify 
relationships between catchment characteristics and the exported colour. This 
has typically been through statistical techniques such as correlation analysis 
and multiple linear regression. This study develops models in the context of an 
assessment of how appropriate these statistical techniques are to the datasets 
used: models are developed using a number of different regression techniques 
and the results and validity of these is discussed. 
During the initial phase of the work, a predicted colour export model is 
produced, based on different variable selection techniques in multiple linear 
regression modelling, to be applicable to any given unit area and to previously 
unsurveyed subcatchments. In addition to this, logistic regression models are 
used to relate exported colour to the colour observed at the catchment outlet, in 
order to classify areas and subcatchments as having either a diluting or a 
contributing effect to the overall colour observed at the water treatment works. 
All models were then developed by further sampling runs and and the collection 
of a wider range of catchment descriptors. Finally the use of the new technique 
of Partial Least Squares regression is introduced as an alternative and more 
statistically justifiable modelling method. 
The derived models will enable the better focussing of catchment remediation 
strategies, such as grip blocking and burn management, into those areas where 
the resultant improvement to observed colour at the water treatment works will 
be greatest. 
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4.3 Sampling programme 
4.3.1 Sampling sites chosen 
Sampling sites were chosen initially to cover as large and varied a set of 
subcatchments as possible, within the consideration that it should be possible to 
conduct a complete sampling run in a single day to minimise the change in 
conditions between samples. The River Tees itself was sampled as close as 
possible upstream of Broken Scar, as this was taken to be the catchment outlet, 
providing the water relative to which all the other samples were to be compared 
and subsequently classified as diluting or concentrating in terms of DOC levels. 
Next, sites were chosen to include all major tributaries to the Tees throughout 
the catchment, including the River Greta, River Balder, and the River Lune, as 
well as several smaller tributaries feeding directly into the Tees, such as 
Hudeshope Beck and Eggleston Burn. Finally a range of sub-tributaries were 
also chosen to include as wide a variety as possible of catchment 
characteristics such as peat cover, slope, and altitude. 
Sampling was an iterative process with different combinations of sites being 
sampled on each run. Initial sampling runs were conducted on the originally 
selected sites, and identified potential colour hotspots. Following this, 
hypotheses were developed to explain the observed patterns of DOC 
occurrence in terms of spatial characteristics. Further sites were then chosen 
with spatial characteristics selected to provide the best tests of these 
hypotheses. 
Sites were chosen to be accessible from roads wherever possible in order to 
speed the sampling process. For the majority of sites this was not a problem 
and others could be reached within one or two kilometres from vehicular 
access. One potentially attractive site had to be discarded due to problems with 
access, however this tributary was sampled further downstream. 
The catchments of all· the sites chosen, are shown in Figure 4.2. Table 4.2 
records the dates of the sampling runs and on which runs each site was 
sampled. 
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Catchment name Outlet grid ref 
Tees at Blackwell Bridge NZ 270125 
Tees at Piercebridge NZ 212156 
Langley Beck at Gainford NZ 156176 
Tees at Winston NZ 142163 
Tees at Whorlton Lido NZ 107146 
Greta at Greta Bridge NZ 087132 
Gill Beck NZ 062105 
Eller Beck NZ 031118 
Tees at Eggleston Abbey NZ 065150 
Tees at Barnard Castle I Startforth NZ 048162 
Balder at Cotherstone NZ 009200 I 
Tees at Eggleston Hall NY997233 
Eggleston Burn at B6282 road NY989240 
Little Eggles Hope NY 992290 
Eggleston Burn at Middle End Farm NY985288 
Tees at Middleton NY945253 
Run 1 Run 2 Run 3 Run4 Run 5 Run 6 Run 7 
04/06/03 30/06/03 . 19/11/03 09/06/04 07/12/04 02/03/05 28/09/05 
../ ../ ../ ../ ../ ../ ../ 
../ ../ ../ 
../ ../ ../ ../ ../ 
I 
../ ../ ../ 
../ ../ ../ 
../ ../ ../ ../ ../ ../ ../ 
../ ../ ../ 
../ 
I 
../ ../ ../ 
../ ../ ../ 
../ ../ ../ ../ ../ ../ ../ 
../ ../ 
../ ../ ../ 
../ ../ 
../ ../ ../ ../ 
../ ../ ../ ../ ../ ../ ../ 
Catchment id Catchment name Outlet grid ref Run 1 Run 2 Run 3 Run4 Run 5 Run 6 Run 7 
04/06/03 30/06/03 19/11/03 09/06/04 07/12/04 02/03/05 28/09/05 
17 Hudeshope Beck at Middleton NY946254 ,., ,., ,., ,., ,., ,., ,., 
18 Lune at B6277 road NY960240 ,., ,., ,., ,., ,., ,., ,., 
19 Lune Head Beck NY 866206 ,., ,., ,., ,., ,., ,., ,., 
20 Beck at Wemmergill Hall NY 900219 ,., ,., ,., 
21 Bowlees Beck NY907282 ,., ,., ,., ,., ,., ,., ,., 
22 Tees below High Force NY 889283 ,., ,., ,., 
23 Langdon Beck at Intake Farm NY 853310 ,., ,., ,., ,., ,., 
24 Harwood Beck at Intake Farm NY 859310 ,., ,., ,., ,., ,., 
25 Widdybank site NY 818304 ,., ,., ,., ,., 
26 Tees at Cauldron Snout NY 814288 ,., ,., ,., 
27 Crook Burn at B6277 road NY 781358 ,., ,., ,., ,., 
28 Langdon Beck at weardale road NY 850330 ,., ,., 
29 
I~ 
N/A (could not be accessed} 
30 Greta above Sleightholme confluence NY 951121 ,., ,., ,., ,., 
31 Sleightholme Beck NY 964111 ,., ,., ,., ,., 







Catchme11t id Catchment name Outlet grid ref Run 1 Run2 Run3 
04/06/03 30/06/03 19/11/03 
33 Long Grain NY 867208 
34 Hargill Beck NY 895217 
35 Rennygill Sike NY 863204 
36 Etters Gill NY 893285 
,, 
37 N/A (could not be accessed) 
38 Hunder Beck NY933181 
" 
39 Maize Beck NY 812283 
' 
40 N/A (could not be accessed) NY 912300 
t 
41 Flushiemere NY910302 
42 Blackton Beck NY995250 
43 i'i Balder above Blackton reservoir NY 932182 
\.; 
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4.3.2 Sampling strategy 
Sampling runs were each conducted on a single day and the number of 
samples taken on each occasion ranged between 18 and 29. On each 
occasion the first sample collected was from the River Tees above Broken Scar. 
Subsequent samples were taken by following the most direct route possible 
between sites up the catchment, and in all cases the samples were all collected 
within 8 hours. The intention was to conduct the majority of sampling runs at 
times when there had been at least one week of antecedent dry weather, such 
that flow was baseflow-dominated. Although higher DOC concentrations may 
be expected to be linked to storm events, the rapid and flashy response of the 
catchment and subcatchments meant that there would have been significant 
variation between the flow conditions under which each individual sample was 
taken during the day-long sampling period. As it is expected that DOC 
concentration would vary over the storm hydrograph, this would have caused 
problems with the comparison of samples for later derivation of colour 
production models with different samples coming from different points in the 
hydrograph. However, this aim was not entirely successful due to the 
unpredictability of weather in the upland regions, a point that is discussed 
further in the results sections of this chapter. 
Where possible, samples were collected by direct immersion of the sample 
bottle in flowing water in mid-stream and approximately halfway up the water 
column, in order to ensure a representatively-mixed sample. Where direct 
access to the stream or river was not possible due to fences or steep banks, a 
weight-operated remote sampler was used to obtain samples from bridges 
crossing the water. The remote sampler was equipped with fins to orient it in 
the direction of water flow. Where used, the sampler was held in place in the 
water for several seconds in order to ensure that the chamber was thoroughly 
rinsed through with the local water before release of the weight to capture the 
sample. In either case the samples were obtained from at least 15cm below the 
water surface, where the depth of the stream- was sufficient to allow this. 
Samples were collected into one litre PVC wide-mouthed sample bottles, which 
had been acid washed and pre-rinsed with sample water. These were closed 
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with no headspace, stored upright in the dark and, once returned to the 
laboratory, refrigerated prior to analysis within 48 hours. 
4.3.3 Sample analysis 
4.3.3.1 DOC concentration 
Samples were analysed for DOC concentration on the day following collection. 
DOC was measured directly on all samples with the exception of the ih 
December 2004 run. DOC analysis was conducted following the method of 
Bartlett and Ross (1988). Absorbance measurements were conducted at 
495nm using a spectrophotometer (Camspec Ltd M1 00). Each sample was 
placed in individual polystyrene cuvettes and the blank absorbance was first 
measured for each cuvette filled with distilled water. Organic carbon standards 
for the calibration were mixed from a serial dilution of a 1 OOppm oxalic acid 
solution. 
4.3.3.2 Sample absorbance 
Samples were measured for absorbance at 400nm using individual polystyrene 
cuvettes in the spectrophotometer. Absorbance was also measured at 465nm 
and 665nm as part of a separate study. Data for absorbance at 400nm and 
DOC concentration were used in the DOC calibration experiment for the 
sampling programme detailed in chapter 2, and 400nm absorbance data were 
used to derive DOC concentrations for the one set of samples where direct 
colorimetric analysis did not take place. Details of the calibration relationship 
derived and used are given in section 2.7.3. 
4.3.3.3 Metal ion content 
Samples were analysed for several base metal cations commonly found in 
streamwaters. Analysis was conducted using an ICP-OES technique 
(Inductively Coupled Plasma - Optical Emission Spectroscopy); results and 
analysis of these data are presented in chapter 5. 
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4.4 GIS Mapping and modelling 
4.4.1 Datasets obtained 
4.4.1.1 DTM 
Digital terrain model (DTM) data were extracted for the area of the catchment 
from the Ordnance Survey 50m horizontal resolution nationwide DTM. The 
data was obtained from the EDINA Digimap service and imported into Esri 
Arcmap 9.0 using the supplied ESRI Map Manager tool. For checking the 
derived stream network in certain areas, portions of the 1Om resolution DTM 
were also extracted. The 50m DTM was filled to remove sinks and used in the 
terrain analysis. 
4.4.1.2 Soil cover - Land Cover Map 
Data from the full-resolution Land Cover Map 1990 (Fuller et al, 1994) was 
provided for the area of the catchment by CEH Data Services 
(http://science.ceh.ac.uk/data/lcm/index.htm) 
The Land Cover Map classifies land cover into 25 different classes at a 25m 
resolution. The dataset was produced using a semi-automatic classification of 
Landsat Thematic Mapper data (Fuller et al 1994) and is therefore primarily a 
map of soil cover type, especially vegetation, rather than of underlying soil 
types. Once imported into the GIS, an estimate of peat cover was produced by 
selecting those areas of the LCM data with vegetation types that are most 





5 Grass heath 
9 Moorland grass 
8 Rough I Marsh 
grass 
10 Open shrub moor 
11 Dense shrub 
moor 
17 Upland bog 
Notes 
Largely lowland grass but distinguished by acid-
loving types 
Grass moorland or upland grass heaths, may 
include sparse dwarf shrubs such as heather 
Uncropped and unmanaged grasses 
Heather moorland largely grazed or burnt leading to 
non-dense heather 
Including heather moorland and some grasses 
With standing water, may not include heather-
dominated regions 
Table 4.3 LCM(1990) classes selected, from Fuller et al (1994) 
LCM1990 Class 
Other 
Figure 4.3 Areas selected from the LCM(1990) map 
4.4.1.3 Soil cover - Hydrology of Soil Types 
10 
c::===::::'::::==:=J KJiometers 
Because the LCM1990 dataset primarily provides information on vegetation 
cover, from which soil type can be implied, rather than soil type directly, data 
was also obtained from the Hydrology of Soil Types (HOST) national dataset 
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(Boorman et al, 1995). This dataset takes into account physical soil type and 
also the predicted hydrological response of the soil based on factors such as 
the underlying substrate. The HOST dataset therefore provides a more direct 
indication of peat cover than does the LCM data. The data was imported into 
the GIS in the "percentage type cover'' format whereby each cell is allocated a 
value for each HOST class for the percentage of that cell covered by that class. 
Once imported, an estimate of peat cover was produced by selecting as peat 
those cells which had a dominant cover (i.e. greater than 50% cover) of peat 
type soils. In the HOST classification the peat soils are classes 
HOST class number Description 
11 Drained peats with aquifer connectivity at < 2m 
12 Undrained peats with aquifer connectivity at< 
2m 
15 Peats with aquifer connectivity at > 2m 
26 Peat over slowly permeable hydrogeological 
types 
27 Peat over impermeable hydrogeological types 
28 Eroded peats 
29 Raw peat 
Table 4.4 Classes selected from the HOST dataset, from Boorman et al (1995) 
Of these only classes 12, 15, 26 and 29 were represented within the catchment 










10 c=====::=::l Kilcmeters 
Figure 4.4 Areas selected from the HOST dataset - note 1 km resolution. 
The HOST dataset provides a more specific identification of peat areas than 
does the LCM dataset. However the HOST dataset was only available at a 1 km 
resolution, which for some of the smaller catchments in this study represented a 
significant degradation in accuracy as a small catchment may be represented 
by only one or two HOST cells, in which case peat cover can only be recorded 
as 0%, 50% or 100%. Aitken head et al (1999) used three different measures of 
soil carbon content of which one, sourced from the Department of the 
Environment (DoE) , was based on the dominant cover type in 1 km cells, similar 
to the HOST identification of peat described above. They found that that th is 
measure did not act as a significant predictor of DOC concentration whereas 
the other two higher-resolution measures did ; this was explained by the lower 
spatial resolution of the DoE dataset (Aitkenhead et al, 1999). The DoE dataset 
has been found to be a significant predictor of DOC export in a study involving 
larger catchments (Hope et al, 1997a) , where it would be expected that the 
inaccuracy introduced by this low resolution would be less significant, but the 
catchments studied by Aitkenhead et al (1999) were of similar size ranges to 
those in this study and their finding is likely to be the more relevant to this study. 
191 
Therefore the higher resolution LCM1990 dataset was chosen as the preferred 
source for percentage peat cover data. In any case, total area selected as peat 
was very similar from both datasets - the largest catchment in this study, 
Broken Scar, was estimated as 51.7% peat cover from the LCM1990 dataset 
and 51.2% from the HOST dataset, and therefore this use of LCM1990 data 
was judged appropriate. 
4.4.1.4 Land cover - Landsat Thematic Mapper 
The Thematic Mapper is an electromagnetic remote sensing device carried by 
the Landsat 5 and Landsat 7 satellites. Data is recorded separately over seven 
portions or "bands" of the electromagnetic spectrum, ranging from blue visible 
light to thermal infrared. A detailed discussion of the scope and use of the 
different L TM bands is beyond the scope of this study. Briefly however, the 
thematic mapper records brightness values - which when normalised to the 
overall scene brightness correspond to spectral reflectance - for each of the 
discrete wavelength bands. Different land characteristics produce distinctive 
reflectances at specific wavelengths and so different L TM bands are of use in 
identifying different types of land cover. For example, the red and near-infrared 
bands are excellent for distinguishing vegetation cover. Vegetation absorbs a 
large proportion of blue and red light, meaning its reflectance in these bands is 
low, whilst it reflects a large proportion of near-infrared light. Each of these 
bands is therefore a useful indicator of vegetation cover and taken together the 
bands can provide an indication of vegetation type and condition - as near-
infrared reflectance for example changes with moisture content. Whilst this 
concept of combining information from several L TM bands has been extended 
to produce specific indices, for example the Tasseled Cap Wetness index (Crist 
and Cicone, 1984; Crist, 1985), such consideration of remote sensing 
techniques was considered beyond the scope of this study, and the bands have 
been considered only separately. 
Visual display, for example on a computer monitor, relies on each pixel being 
allocated a value for each of red, green, and blue. -lfthe values all6cated for 
each pixel are those from the red, green, and blue bands of the Landsat image, 
then the image produced will approximate that which would be observed by the 
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naked eye. However, other bands could be "mapped" to the red, green, or blue 
display values and this is the basis for false-colour images which may be 
produced to emphasise different characteristics. For example, assigning the 
red display channel to the L TM band 4 (near-infrared), green to L TM band 3 
(red) and blue to L TM band 2 (green) results in a false-colour image that is 
excellent for distinguishing vegetation type visually. 
Brightness values for each pixel in each band are recorded in an 8 bit format; 
there are 256 possible brightness values. In many scenes the full gamut is not 
utilised, for instance a scene may only contain pixel values in the range 100 -
150 for a given band. The data can therefore be stretched using image 
processing techniques to improve the contrast. Stretches may be a simple 
minimum-maximum, whereby the pixel values are normalised to a maximum of 
255 and minimum of 0, or may be based on other manipulations of the 
brightness histogram. 
Since such alternative histogram processing methods do not necessarily 
represent linear functions across the range of input pixel values, different results 
can be obtained depending on what image processing is applied to the raw 
data. Therefore Landsat Thematic Mapper data was obtained for the study 
catchment from three separate sources. Firstly, data was obtained from the 
Landmap service (http://landmap.ac.uk) that included six wavelength bands of 
the seven available in the original data. The data in this set was fully 
orthorectified and projected into the British national grid, but the pixel brightness 
values are unstretched as supplied, resulting in an image that is visually low in 
contrast. Secondly, a processed version was obtained from the NASA 
Geocover dataset (https://zulu.ssc.nasa.gov/mrsid/mrsid.pl). This set is from 
the Landsat 7 Thematic Mapper and takes the form of a composite image 
formed from bands 7, 4 and 2 in the red, green and blue channels respectively. 
Image histograms were stretched in order to match adjacent scenes in the 
resulting seamless dataset - therefore the actual stretch applied was not the 
same for each scene and is not published. Finally a pre•processed version of 
the Landsat Thematic Mapper data was extracted from the free 'Window on the 
UK" CDROM distributed by the BNSC (http://www.bnsc.org/wouk/wouk1.htm). 
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This dataset is also supplied as a set of RGB colour composite images in a 
standard raster format. The red, green and blue channels of the composite 
images supplied on the WOUK CD are produced from bands 3, 2, and 1 of the 
Landsat 5 thematic mapper, which approximately correspond to visible red, 
green, and blue light respectively, so that the composite RGB image is close to 
being a true "visible" colour image. The images are processed for brightness 
and contrast but the actual stretch applied to each image is not published. 
However the dataset is readily available for the entire UK, enabling its use in 
other areas without this knowledge. 
The Landcover and WOUK datasets are supplied as composite RGB images, 
but the red, green and blue channels of the composite image datasets can be 
separated by image processing software to retrieve the separate thematic 
mapper bands: for instance the red channel of the WOUK image represents 
band 3 of the L TM data. Therefore the red channel of the image, corresponding 
to the red band 3 in the L TM data, was extracted and mean brightness values 
for this band were calculated for each study catchment. From the Geocover 
dataset, mean values were calculated from each TM band for each study 
catchment. From the multiband data obtained from Landmap, TM bands 3 and 
4 were extracted, and since the data was supplied unstretched, the images 
were also processed by a histogram equalisation method to increase contrast. 
Mean values were calculated for each band and catchment for both the 
processed and unprocessed images. 
4.4.2 Derived datasets 
4.4.2.1 Stream network 
The stream network was derived from the DTM in Esri ArcMap 9.0 using the 
hydrology modelling tools. The process of stream network derivation has three 
stages. First, any sinks in the terrain model are identified and filled. Sinks in 
the DTM for such a largely steep catchment are rare and due to the high quality 
of the Ordnance Survey DTM few were found. However where they do exist 
they must be filled so that the flow direction can be correctly calculated for all 
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cells. The standard fill method is to raise the height of the sink cell(s) until the 
sink spills. 
Secondly, from this filled DTM a flow direction grid is calculated: the height of 
each cell is compared to that of each of the surrounding 8 cells to calculate the 
downslope direction, and this direction value is then allocated to the central cell. 
Thirdly, this information from each cell is combined to create a total "flow 
accumulation" grid where each cell is allocated a value representing the number 
of other cells which flow into it. This flow accumulation grid can be simply 
converted to a stream network by selecting an appropriate flow accumulation 
threshold value. For instance, all cells with greater than a certain number of 
cells flowing into them may be represented as a stream. The appropriate 
selection of this threshold value has been discussed in Tarboton et al (1991 ); 
for this study a value of 40 cells was used as this was found to give the best 
match of the derived stream network to the streams represented on the highest 
resolution ordnance survey data available, the 1:10000 scale mapping. 40 cells 
represents a minimum stream catchment area of 0.1 km2 . 
The derived stream network was visually examined to compare with the network 
recorded on Ordnance Survey 1:10000 scale mapping. The only place where 
the derived network was found to inaccurately represent the real-world streams 
was at Baydale Beck, which joins the Tees immediately above the Broken Scar 
treatment works at NY253140. Baydale beck divides further upstream at 
NY260156 into Cockerton Beck (which continues out of the catchment) and this 
branch of Baydale Beck which joins the Tees. Therefore the 24km2 catchment 
of Baydale Beck should be included within the catchment of the Tees at Broken 
Scar. However the derived stream network does not map this divide at 
NY260156, showing only Cockerton Beck and therefore not including the 
catchment of Baydale Beck within the Broken Scar catchment. The details of 
this subcatchment were therefore manually added to the derived catchment 
details. 
4.4.2.2 Stream characteristics 
Strahler stream order and Shreve magnitude were calculated for all links on the 
stream network and extracted for each sampled catchment point and for each 
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link on the main branch of the Tees. This process is automated within ArcMap. 
Whilst the derived values are entirely dependent on the detail of the stream 
network used as input (and therefore how small and numerous are the first 
order streams), the stream network derived with a 0.1 km2 minimum catchment 
size was well matched to the stream network represented on large-scale 
Ordnance Survey mapping. Shreve magnitude of a point on a river represents 
the total number of first-order streams within the catchment of that point. Figure 
4.5 provides an illustration of the relative size of the catchment of the Tees and 
several major tributaries, compared to the Shreve magnitude. All of these 
except Summerhouse Beck were sampled in this study and it can be seen that 
these are the key tributaries to the river in terms of overall drainage input. 
Largely flat catchments such as the Lune and Langley Beck, while otherwise 
different in character, can be seen to have a particularly high Shreve magnitude 
relative to their area. 
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4: EgPcleston Burn 
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0 20000 40000 60000 80000 
River length from head, m 
• Catchment area, sq km • Shreve magnitude of river 
Figure 4.5 Shreve magnitude of the River Tees and the effective catchment area plotted 
against the flow length from the source, showing the contribution of the major tributaries 
Total stream length within each catchment was derived by intersecting the 
stream network with the catchment outlines and summing the stream segment 
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lengths within each catchment. Maximum flowpath length was calculated to 
each catchment outlet using the FlowPath tool in ArcMap. Average main 
stream gradient was calculated from the maximum flowpath length and the 
elevation range within the catchment. Stream drainage density was calculated 
from the total stream length within the catchment and the catchment area, and 
expressed as km stream channel per km2 of catchment area. 
4.4.2.3 Slope and aspect 
Slope was derived from the DTM by simply comparing the height of each cell 
with that of the surrounding 8 cells. Each cell was thus allocated a single 
"slope" value in degrees, which enabled the calculation of statistics such as 
average and maximum slope for the catchments. Aspect was expressed in 
terms of degrees variation from north. 
Figure 4.6 Slope in degrees 
4.4.3 Land Use data 
4.4.3.1 Gripped area 
Figure 4.7 Aspect expressed as degrees 
variation from North 
The areas of the catchment which have been artificially drained, or gripped, 
were delineated manually from aerial photography. Access was provided by 
English Nature to aerial photography from the getmapping.com Millennium Map 
project (http://www.getmapping.com). This photography was flown in 1999 and 
197 
has a 25cm pixel resolution or better. At the time of writing, examples of the 
same photography dataset used can be accessed via http://www.multimap.com 
and http://local.live.com. Photography is orthorectified and referenced with the 
OSGB grid to correspond with Ordnance Survey mapping. 
Photography for the entire area of the Broken Scar catchment that has peat 
cover was imported into the Maplnfo GIS software, and examined manually on 
screen. The straight and generally parallel pattern of drains in drained areas is 
distinctive and was found to be easily distinguished from natural drainage on 
screen. Areas with this pattern of peatland drains could be clearly identified and 
were outlined with a polygon overlay on screen in Maplnfo. The resulting 
polygons were then imported into the ESRI ArcMap GIS. 
Clearly this method produces a qualitative estimate of drained area with no 
attention paid either to density of drainage, or to age of drains. To produce 
such a detailed dataset would require an extremely large scale field survey that 
was beyond the scope of this project. However this estimate was sufficient for 
the purposes of this study and the production of a generalised predictive model 
of DOC export. 
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Figure 4.8 Areas selected as gripped from aerial photography 
4.4.3.2 Burnt Area 
The same aerial photography and software was also used to derive a map of 
burnt area within the catchment. The characteristic patchwork pattern of 
heather burning, caused by the burning taking place on small areas at a time on 
a rotating cycle basis, could again be readily distinguished in the aerial 
photography. A polygon overlay was again created to cover the identified areas 
and imported into the ArcMap GIS. 
Identification of burnt areas was possibly even more subjective than that of 
drained areas. Burning takes place only over small areas in any one year and 
the recovery of the heather, and thus its visual appearance in aerial 
photography and subsequent identification as a burnt area, will depend on 
many variables such as the weather conditions since burning and the altitude 
and exposure of the heather. Nevertheless, it was considered that the derived 
dataset was a useful estimate of those areas which are subject to a regular 
rotating burning programme over recent decades. 
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Figure 4.9 Areas selected as burnt from aerial photography 
4.4.3.3 Grazing Intensity 
It was considered that some measure of grazing intensity should be made 
available as input to the modelling. Since 1866, an annual agricultural census 
has been conducted by DEFRA (Department for Environment, Food, and Rural 
Affairs), previously known as MAFF (Ministry for Agriculture , Fisheries, and 
Food), or the equivalent government departments of the time (DEFRA, 2006) . 
The census was until 1995 completed by all farms. The data gathered by this 
census have varied over time but have always included a measure of land area 
used for crops, for pasture, and as rough grazing (including moorland) , in 
addition to numbers of sheep, cattle, and other livestock. Theoretically these 
data enable an estimate to be made of grazing intensity at a resolution of the 
size of a farm. However, the data were only released to the public aggregated 
to whole parishes, to comply with requirements of the Data Protection Act and 
equivalent legislation. 
More recent census results are released aggregated to wards rather than 
parishes, equivalent to the NUTS-5 or LAU2 classification of land unit areas 
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(ONS, 2004 ). In practice, in rural areas such as the Broken Scar catchment this 
means aggregation to coarser units than parishes. Additionally the census is no 
longer completed by every farm in every year but is instead issued to a 
selection of farms each year and the results interpolated to produce total 
estimates (with the exception of every tenth year where a complete census is 
still conducted). While this interpolation may be largely accurate over larger 
aggregation units in more densely farmed areas, it inevitably reduces accuracy 
over the earlier surveys in rural areas of few, physically large, farms and 
parishes. 
The census summaries for years prior to the end of complete surveys are held 
at the Public Records Office (PRO), Kew, with one record existing for each 
parish for each year. Parish boundaries, which have changed at intervals, were 
obtained for each relevant year from Edina Digimap and imported into the ESRI 
ArcMap document, to identify the parish records required. These records were 
then obtained from the PRO for every other year from 1960 - 1988 (the most 
recent available). The data were electronically entered and tabulated in a 
format that could be imported into the GIS. It is believed that this is the first 
time that any part of the agricultural census data from these earlier dates has 
been digitised. 
4.4.4 Catchment Characterisation 
4.4.4.1 Catchment Delineation 
Catchments were outlined in the GIS using the same Hydrology Toolset 
described in section 4.4.2.1. The catchment outlet locations as measured using 
a differential-corrected GPS device (Garmin Etrex Summit) were imported into 
the GIS and were used as points from which to define a catchment. These 
actual sampling points were all found to fall upon streams predicted by the 
stream network creation process, adding confidence to the accuracy of the 
model. To delineate a catchment, the outlet point, which should be on a 
modelled stream, IS selected. Ttie catchment tool then searches the flow 
direction grid for all the cells from which any runoff that forms will eventually 
pass through the selected point. The area covered by the cells thus selected 
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represents the catchment of that point. The catchment generation algorithm 
proved quite sensitive to the exact location of the outlet point chosen relative to 
the flow accumulation grid, so the outlet points were first snapped to the highest 
flow accumulation point within a 1OOm radius, and all generated catchments 
were examined manually to check that they were realistic. Adjacent catchments 
were also examined to ensure that they had a common boundary without 
overlap. The raster layer representing all the nested catchments was then 
converted to a polygon layer containing a separate feature for each entire 
catchment. 
4.4.4.2 Statistical representation of catchments 
The aim of this part of the study is to develop a statistical relationship between 
the characteristics of the catchments as represented in the datasets discussed 
above, and the DOC concentration. To derive the variables for each catchment, 
the datasets discussed above were analysed on a catchment by catchment 
basis. For raster-based data layers, this was achieved using the Zonal 
Statistics tool within Spatial Analyst in ArcMap. The polygon layer of the 
catchments was used as the zone definitions for the Zonal Statistics tool run on 
each of the raster datasets in turn. This enabled the rapid production of 
comprehensive statistics such as, for instance, average slope, maximum slope, 
total relief, or percentage peat cover, for each catchment. Statistics relating to 
the stream characteristics were produced by intersecting the catchment 
polygons with the relevant vector network layers. The output statistics from 
each technique were readily exported in a form that could be loaded into a 
spreadsheet or statistics package for analysis and as such the process was 
much faster and more accurate than manual production of such statistics 
undertaken in previous studies. 
From the datasets described above, thirty-one spatial characteristics included in 
the study by Mitchell and McDonald (1995) were derived (all the characteristics 
from the study except number of springs, denoted Spr in that study). A number 
of. other variables were also calculated; 57 in total. All the variables studied are 
tabulated in Table 4.5- Table 4.8. 
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Land use and cover datasets were recorded as overall area represented within 
the catchment, and the fraction of the total catchment area, for example burnt 
area and burnt fraction for the burning dataset. Fraction peat ungripped records 
the fraction of total peat covered catchment area (according to the LCM 
dataset) that is not gripped. Slope and elevation were recorded as maximum, 
minimum, range, and standard deviation of values observed within each 
catchment. Reflectance values for the various Landsat datasets were recorded 
as mean values for each catchment. A3deg and A5deg record the total area 
with slope of less than 3 and 5 degrees respectively and %A3deg and %A5deg 
are the fraction of total catchment area represented by these. CLA3deg and 
CLA5deg are the total channel lengths in these areas and TCLA3deg and 
TCLA5deg are the fractions of the catchment total channel length that is in 
these areas. 
203 
Variable name;l Source(*) 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 
Area km" Yes 839.8 757.4 72.3 664.4 648.9 118.7 17.1 9.5 512.8 501.9 54.9 364.8 31.4 5.5 12.7 214.0 17.5 85.9 14.2 5.9 
Elevation min m Yes 36 54 71 75 97 124 193 232 118 128 160 181 192 330 328 215 218 212 354 317 
Elevation max rn Yes 889 887 445 887 887 589 544 514 887 887 561 887 652 583 652 887 671 787 743 618 
Elevation rangefm Yes 853 833 374 812 790 465 351 282 769 759 401 706 460 253 324 672 453 575 389 301 
Elevation mean m No 356 384 181 415 422 377 372 394 440 445 364 495 440 463 500 531 461 474 515 494 
Elevation std. dev. No 178 163 63 148 143 89 85 68 145 142 76 125 91 48 72 114 102 117 71 60 
Slope min deg No 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
Slope max deg No 38.2 38.2 22.7 38.2 38.2 28.3 17.3 21.5 38.2 38.2 23.8 38.2 30.7 17.9 25.1 38.2 26.5 29.2 21.4 14.6 
Slope range No 38.2 38.2 22.7 38.2 38.2 28.3 17.3 21.5 38.2 38.2 23.8 38.2 30.7 17.9 25.1 38.2 26.5 29.2 21.4 14.6 
Slope mean degr No 4.3 4.6 3.0 4.8 4.9 3.7 5.1 3.8 5.2 5.2 3.9 5.9 6.8 5.8 7.2 5.7 8.6 5.4 4.7 5.9 
Slope st. dev. Deg No 3.5 3.5 2.4 3.5 3.5 3.0 3.1 2.9 3.6 3.6 2.8 3.6 3.8 3.1 3.9 3.5 4.0 3.6 2.9 2.7 
Mean aspect Yes 91.6 89.0 106.9 87.5 87.4 68.3 46.4 42.8 91.9 92.2 75.8 94.6 108.5 114.1 103.2 88.9 116.9 98.5 73.4 116 
A3deg km' Yes 378.5 304.2 45.1 242.5 230.9 61.0 5.0 4.7 158.7 151.5 24.8 78.4 4.1 0.9 1.6 43.6 1.3 24.7 4.5 0.9 
%A3deg Yes 45.1 40.2 62.3 36.5 35.6 51.4 29.2 49.0 30.9 30.2 45.1 21.5 12.9 15.8 12.2 20.4 7.3 28.7 31.6 15.4 
A5deg km2 Yes 567.5 487.5 61.4 407.3 393.7 89.9 9.7 7.2 288.5 278.7 40.9 171.4 11.5 2.7 4.3 100.9 3.4 47.0 9.0 2.4 
%A5deg Yes 67.6 64.4 84.8 61.3 60.7 75.7 56.9 75.6 56.3 55.5 74.4 47.0 36.7 47.3 32.9 47.1 19.4 54.6 63.3 40.3 
Basin length km ' Yes 61 55 15 49 46 24 6 6 43 40 18 33 11 4 6 27 7 16 8 4 
Elongation Yes 1.0 1.0 1.1 1.1 1.1 0.9 1.3 1.0 1.1 1.1 0.8 1.2 1.1 1.2 1.1 1.1 1.2 1.2 0.9 1.3 
Perimeterkm Yes 192 181 45 164 153 72 19 17 123 121 46 97 30 12 15 78 19 48 21 11 
Crenulation Yes 44.0 43.2 28.6 40.6 35.8 44.2 21.4 29.6 29.4 29.1 39.1 25.9 27.8 25.0 18.8 28.6 21.3 26.5 30.8 21.2 
Geometry number Yes 359 325 30 286 279 51 7 4 220 216 24 157 17 4 7 89 9 37 6 3 
Relief ratio Yes 0.0 0.0 0.0 0.0 0.0 0.0 0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.1 0.1 0.0 0.1 0.0 0.0 0.1 
Relative relief Yes 4.37 4.19 1.59 4.05 4.25 1.64 0.89 0.57 4.17 4.15 1.18 3.75 1.06 0.47 0.82 2.74 0.91 1.80 0.68 0.53 
CLA3deg km Yes 1080 885 134 712 685 162 15 14 494 474 70 279 8 1 3 166 2 81 17 1 
%TCLA3deg Yes 54.9 50.2 77.4 46.0 45.3 58.7 33.7 52.1 41.4 40.7 56.0 32.8 14.9 16.7 12.1 32.2 5.7 40.7 48.6 12.5 
CLA5deg km Yes 1498 1297 161 1093 1063 226 28 21 799 776 101 513 22 4 6 317 6 138 28 5 
%TCLA5deg Yes 76.1 73.5 93.0 70.7 70.3 81.7 63.9 82.8 67.0 66.5 80.7 60.5 38.1 54.1 26.6 61.6 17.6 69.2 79.9 40.1 
Table 4.5 Derivedlistatistics (a) for catchments 1-20. *=included by Mitchell & McDonald(1995) 
N 
~ 
Variable name Source(*) 1 2 3 4 5 6 7 8 9 10 11 
1st orders Yes 2254 2032 203 1774 1729 300 47 22 1386 1355 128 
2nd orders Yes 492 443 43 387 376 64 9 7 305 303 32 
3rd orders Yes 106 92 8 82 80 15 3 3 63 62 6 
Strahler Order No 6 6 5 6 6 5 4 4 6 6 4 
Shreve Magnitude No 2184 2027 203 1774 1729 297 47 21 1386 1355 128 
Max Stream length, km Yes 81.6 73.5 19.6 65.3 60.5 30.7 8.9 8.9 55.7 53.6 20.9 
Main stream gra~ient % Yes 1.0 1.1 1.9 1.2 1.3 1.5 3.9 3.2 1.4 1.4 1.9 
Total channelleriQ!h km Yes 1967 1764 173 1546 1512 277 44 26 1193 1167 125 
Stream density kfll I km2 Yes 2.3 2.3 2.4 2.3 2.3 2.3 2.6 2.7 2.3 2.3 2.3 
Stream frequency Yes 5.4 5.4 5.6 5.3 5.3 5.0 5.5 4.5 5.4 5.4 4.6 
Drainage intensity Yes 2.3 2.3 2.3 2.3 2.3 2.2 2.1 1.7 2.3 2.3 2.0 
Bifurcation ratio Yes 4.6 4.6 4.7 4.6 4.6 4.7 5.2 3.1 4.5 4.5 4.0 
Length overland flow No 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 
Burnt fraction No 0.08 0.09 0.00 0.11 0.11 0.10 0.03 0.35 0.11 0.12 0.18 
Burnt area km2 No 70.7 70.6 0.0 70.5 70.5 11.6 0.6 3.3 58.9 58.9 9.7 
Gripped fraction No 0.07 0.08 0.00 0.09 0.09 0.08 0.00 0.07 0.10 0.10 0.17 
Gripped area km2 No 60.4 60.3 0.0 60.3 60.3 10.0 0.0 0.7 50.4 50.4 9.3 
Fraction peat cover No 0.52 0.57 0.07 0.64 0.65 0.63 0.47 0.84 0.67 0.69 0.65 
Peat area, km2 No 434.2 428.7 5.0 422.6 421.8 75.3 8.1 8.1 345.5 345.0 36.0 
Fraction peat ung~pped No 0.86 0.86 1.00 0.86 0.86 0.87 1.00 0.91 0.85 0.85 0.74 
SheeplsqKm 88 mean No 308 311 525 289 286 341 193 260 270 269 375 
SheeplsqKm 80 mean No 217 221 317 213 209 292 133 214 190 189 144 
LTMwouKJ No 85.1 79.9 94.7 76.6 75.3 72.6 65.5 68.2 74.8 74.6 72.6 
LTMband3 No 28.9 28.9 26.9 29.4 27.9 27.3 29.7 28.9 27.2 26.7 28.3 
LTMband4 No 102.2 100.4 77.1 105.4 86.7 90.7 129.0 119.8 84.4 78.9 107.9 
L TMband3eq No 93.6 94.1 102.5 98.2 100.2 85.7 68.9 58.2 98.3 96.9 90.7 
LTMband4eq No 197.5 202.3 210.2 218.7 214.7 213.0 206.5 210.1 180.9 92.6 79.4 
L TM,cband7 No 140.3 140.3 114.1 139.6 118.4 97.0 79.0 106.6 103.5 96.0 97.6 
LTM,cband4 No 127.9 126.8 167.7 139.0 153.3 159.8 136.5 116.5 170.0 175.2 166.0 
LTMI<:band2 No 114.1 116.7 99.0 118.8 101.5 81.1 68.7 60.4 96.9 87.8 86.2 
c 




12 13 14 15 16 17 18 19 20 
1035 88 12 36 613 50 231 31 21 
231 19 2 8 136 11 55 9 6 
47 4 1 2 32 1 9 2 1 
6 4 3 3 6 3 5 4 3 
1035 88 12 36 613 50 231 31 21 
42.6 13.0 5.6 7.4 35.8 8.8 22.0 10.4 5.2 
1.7 3.5 4.5 4.4 1.9 5.1 2.6 3.7 5.8 
848 57 7 22 515 34 200 34 12 
2.3 1.8 1.3 1.8 2.4 1.9 2.3 2.4 2.0 
5.7 5.6 4.2 5.6 5.7 5.7 5.4 4.3 7.0 
2.4 3.1 3.3 3.2 2.4 2.9 2.3 1.8 3.5 
4.5 4.6 6.0 4.5 4.5 4.5 4.2 3.4 3.5 
0.2 0.3 0.4 0.3 0.2 0.3 0.2 0.2 0.3 
0.13 0.16 0.22 0.18 0.06 0.03 0.30 0.27 0.44 
45.7 4.9 1.2 2.3 13.7 0.5 26.1 3.8 2.6 
0.10 0.06 0.05 0.11 0.09 0.03 0.20 0.32 0.11 
38.2 2.0 0.3 1.3 18.9 0.5 16.8 4.5 0.6 
0.77 0.85 0.95 0.92 0.81 0.67 0.79 0.91 0.92 
281.9 26.7 5.3 11.7 172.9 11.6 68.3 12.9 5.4 
0.86 0.93 0.95 0.88 0.89 0.96 0.75 0.65 0.88 
235 300 301 291 265 293 128 165 137 
178 236 237 227 190 227 124 156 138 
74.9 67.7 63.6 64.8 77.6 79.7 70.2 68.9 65.4 
26.7 29.5 27.8 29.0 31.1 31.7 29.6 31.4 28.6 
80.0 126.2 97.3 118.1 146.0 159.1 123.6 158.1 118.4 
97.4 70.0 50.1 54.1 85.2 78.1 83.9 57.3 55.4 
173.3 81.6 121.7 197.2 175.2 95.6 77.8 69.7 79.8 
95.9 127.7 127.0 127.0 127.7 138.4 103.7 132.8 117.7 
171.6 129.1 93.0 96.7 149.9 140.5 140.5 98.5 92.2 
86.6 78.2 58.5 62.2 100.2 97.6 81.1 68.2 51.4 
Variable name' Source(*) 21 22 23 24 25 26 27 28 30 31 32 
' 
Area km' 
,; ·Yes 13.1 165.3 12.6 24.9 0.5 58.8 1.1 6.5 31.8 26.9 24.1 
Elevation min rii Yes 262 284 375 378 487 418 579 432 285 297 263 
Elevation max m Yes 675 887 701 712 570 887 742 685 519 589 472 
Elevation range m Yes 413 603 326 334 83 469 163 253 234 292 209 
Elevation mean~m No 503 563 543 537 512 607 660 557 413 447 375 
Elevation std. d~v. No 92 94 76 81 19 77 37 57 50 57 50 
Slope min deg No 0.2 0.0 0.0 0.0 0.0 0.0 0.2 0.0 0.0 0.0 0.0 
Slope max deg No 21.4 38.2 21.8 21.1 10.5 23.8 9.1 21.8 16.7 21.6 12.8 
Slope range deg No 21.2 38.2 21.8 21.1 10.5 23.8 8.9 21.8 16.7 21.6 12.8 
Slope mean deQ No 6.6 5.5 6.7 6.3 3.4 4.8 4.8 6.9 3.1 3.3 2.4 
Slope std deg No 2.9 3.5 3.0 3.2 2.1 2.8 1.7 3.2 2.4 2.5 1.8 
Mean aspect Yes 131.2 85.0 114.7 105.5 121.8 83.2 125.0 110.5 88.5 67.4 84.7 
A3deg km' Yes 1.3 36.5 1.2 4.2 0.2 16.8 0.2 0.6 19.1 15.4 17.7 
%A3deg Yes 10.3 22.1 9.2 16.7 47.1 28.6 16.7 9.6 60.1 57.3 73.0 
ASdeg km2 Yes 3.9 83.4 3.7 9.3 0.4 33.6 0.6 1.7 26.0 21.7 22.1 
%A5deg Yes 29.5 50.5 29.5 37.1 80.7 57.1 52.8 26.4 81.8 80.9 91.3 
Basin length km· Yes 5 21 4 8 1 14 2 2 9 12 11 
Elongation Yes 1.5 1.2 1.6 1.3 1.2 1.1 1.1 2.1 1.2 0.8 0.9 
Perimeterkm Yes 16 67 15 23 4 41 5 10 28 34 27 
Crenulation Yes 19.9 27.4 17.0 20.4 34.1 29.2 23.3 17.0 24.2 43.0 30.5 
Geometry number Yes 6 70 6 11 0 25 0 3 15 11 10 
Relief ratio Yes 0.09 0.03 0.08 0.04 O.D7 0.03 0.08 0.10 0.03 0.02 0.02 
Relative relief Yes 0.81 2.46 0.86 1.11 0.12 1.42 0.22 0.62 1.15 0.79 0.89 
CLA3degkm Yes 5 132 4 14 2 63 1 2 49 39 47 
%TCLA3deg Yes 17.3 33.8 15.3 25.5 91.6 45.3 24.3 13.1 71.7 61.7 79.9 
CLASdeg km Yes 11 249 10 28 2 102 2 4 61 55 56 
%TCLA5deg Yes 40.0 63.8 34.7 49.6 100.0 73.7 61.3 30.8 89.2 86.6 94.2 
---




33 34 35 36 38 39 41 42 43 
22.4 7.6 1.7 7.9 7.4 30.5 4.9 3.2 21.2 
366 326 390 286 305 428 389 247 285 
787 676 546 694 477 790 675 482 561 
421 350 156 408 172 362 286 235 276 
593 504 466 476 419 599 541 392 417 
87 75 37 98 30 65 75 52 50 
0.0 0.0 0.2 0.0 0.0 0.0 0.4 0.2 0.0 
29.2 19.3 9.7 17.4 18.1 19.3 17.6 21.3 21.7 
29.2 19.3 9.5 17.4 18.1 19.3 17.2 21.1 21.7 
6.3 6.1 3.9 6.0 3.7 5.0 7.6 5.9 3.6 
4.3 2.8 1.7 2.4 3.0 2.4 2.9 3.0 2.8 
127.3 129.3 44.9 140.8 69.2 83.6 127.4 102.8 78.2 
5.2 1.0 0.5 0.8 3.9 5.7 0.3 0.4 10.7 
23.1 12.4 30.7 9.4 52.8 18.5 7.0 13.8 50.4 
10.8 3.0 1.3 2.6 5.8 17.5 0.9 1.3 16.5 
48.0 38.4 75.8 33.2 77.4 57.3 18.6 42.4 77.6 
7 6 2 5 6 4 3 2 10 
1.4 1.0 1.1 1.1 1.0 2.7 1.6 1.6 1.0 
23 14 6 13 16 23 9 8 27 
22.6 25.6 24.2 22.1 34.9 17.4 16.2 21..9 34.8 
10 4 1 3 4 13 3 2 9 
0.06 0.06 0.07 0.08 0.03 0.09 0.11 0.10 0.03 
1.00 0.54 0.26 0.60 0.46 1.33 0.55 0.38 0.78 
15 3 2 3 7 19 1 1 31 
29.6 18.6 34.0 14.7 50.8 26.0 13.1 10.9 60.1 
31 7 4 10 10 50 2 3 42 
60.3 46.7 79.8 56.9 69.9 68.2 22.7 42.3 82.4 
---· -------
Variable nam1{ Source(*) 21 22 23 24 25 26 27 28 30 31 32 
1st orders Yes 30 475 41 73 2 169 4 23 83 70 63 
2nd orders Yes 6 106 8 15 1 38 2 5 17 15 14 
3rd orders Yes 2 25 3 3 0 9 1 2 2 5 1 
Strahler Order No 4 6 4 4 1 5 2 4 4 4 3 
Shreve Magnitude No 30 475 41 73 1 169 3 23 83 69 63 
Max Stream length, km Yes 6.83 28.72 6.46 9.66 1.22 17.69 2.04 3.69 12.72 14.87 13.12 
~; 
Main stream gradient % Yes 6.05 2.10 5.05 3.46 6.79 2.65 7.99 6.87 1.84 1.96 1.59 
Total channel length km Yes 27 390 27 57 2 139 3 13 69 63 59 
Stream density km I km2 Yes 2.1 2.4 2.2 2.3 4.0 2.4 2.6 2.1 2.2 2.4 2.5 
Stream frequency Yes 4.52 5.74 6.43 5.82 6.47 5.73 6.24 6.95 5.18 5.18 5.18 
Drainage intensity Yes 2.17 2.43 2.95 2.57 1.61 2.43 2.38 3.38 2.39 2.20 2.11 
Bifurcation ratio Yes 5.00 4.48 5.13 4.87 2.00 4.45 2.00 4.60 4.88 4.67 4.50 
Length overland:.flow No 0.24 0.21 0.23 0.22 Oc12 0.21 0.19 0.24 0.23 0.21 0.20 
Bumt fraction No 0.00 0.07 0.01 0.02 0.07 O.Q1 0.00 0.03 0.14 0.12 0.13 
Burnt area km2 No 0.0 12.3 0.2 0.4 0.0 0.8 0.0 0.2 4.5 3.1 3.1 
Gripped fraction No 0.16 0.08 0.09 0.05 0.04 0.09 0.22 0.13 0.11 0.22 0.10 
Gripped area km2 No 2.1 13.9 1.2 1.3 0.0 5.4 0.2 0.8 3.4 5.9 2.3 
Fraction peat cover No 0.83 0.87 0.86 0.85 0.84 0.89 0.91 0.94 0.82 0.83 0.77 
Peat area, km2 No 10.8 143.1 10.9 21.1 0.4 52.4 1.0 6.1 26.2 22.3 18.7 
Fraction peat unWipped No 0.81 0.90 0.89 0.94 0.95 0.90 0.76 0.86 0.87 0.74 0.88 
Sheep/sqKm 88 mean No 409 238 229 229 229 287 283 229 379 381 329 
Sheep/sqKm 80 mean No 294 193 217 217 217 231 255 217 337 339 292 
LTMwouK3 No 86.5 76.6 82.9 83.5 79.3 76.0 78.4 81.5 75.3 72.0 72.8 
LTMbanc!3 No 33.7 30.1 35.0 34.2 32.1 32.2 33.4 35.9 31.0 30.9 30.5 
LTMband4 No 181.0 137.1 196.3 191.5 168.6 161.9 184.4 210.3 151.5 149.7 143.7 
LTMbanc!3eo No 79.2 61.1 72.2 71.0 61.9 55.8 55.9 67.5 65.3 57.7 67.3 
LTM- No 53.6 70.0 64.3 116.8 110.3 80.8 111.9 81.3 142.1 138.4 75.6 
LTM,cbanc!7 No 150.0 125.9 155.5 149.5 140.5 131.4 148.3 153.5 117.1 114.1 106.8 
LTMcbanc!4 No 143.2 104.8 131.7 130.6 110.9 100.4 108.1 123.1 118.1 102.3 128.1 
LTM,cband2 No 112.1 72.7 104.8 101.0 82.3 75.8 83.2 96.3 73.3 63.0 72.1 




33 34 35 36 38 39 41 42 43 
62 21 5 16 15 80 13 8 51 
11 4 1 5 2 17 2 3 14 
3 1 0 1 1 5 1 1 2 
4 3 2 3 3 4 3 3 4 
62 21 5 16 15 80 13 8 51 
9.66 6.78 2.91 6.28 6.98 11.79 3.54 3.60 11.50 
4.36 5.16 5.35 6.50 2.46 3.07 8.09 6.53 2.40 
52 15 5 18 14 73 8 6 51 
2.3 2.0 3.0 2.3 1.9 2.4 1.5 1.9 2.4 
5.48 5.40 5.43 3.92 3.90 5.22 5.14 4.75 4.76 
2.36 2.75 1.81 1.69 2.08 2.17 3.33 2.53 1.99 
5.64 5.25 5.00 3.20 7.50 4.71 6.50 2.67 3.64 
0.22 0.25 0.17 0.22 0.27 0.21 0.32 0.27 0.21 
0.17 0.69 0.88 0.00 0.23 0.04 0.00 0.00 0.37 
3.9 5.3 1.5 0.0 1.7 1.3 0.0 0.0 7.7 
0.15 0.11 0.80 0.21 0.25 0.05 0.13 0.00 0.32 
3.4 0.8 1.3 1.7 1.9 1.7 0.6 0.0 6.7 
0.92 0.97 0.95 0.56 0.95 0.93 0.81 0.83 0.85 
20.6 7.4 1.6 4.4 7.1 28.4 3.9 2.6 18.0 
0.83 0.89 0.16 0.62 0.74 0.94 0.84 1.00 0.63 
168 135 135 239 344 218 469 313 409 
156 140 140 222 273 152 320 249 63 
73.7 66.0 59.6 84.5 74.2 78.4 85.2 64.5 66.7 
31.1 28.7 29.3 32.6 32.3 33.2 34.3 27.6 29.7 
146.3 118.5 133.0 161.7 169.1 178.1 194.5 100.2 133.4 
55.0 53.9 51.3 86.3 64.4 57.4 72.2 54.0 59.3 
99.8 125.7 186.7 168.1 143.4 164.3 190.7 158.5 118.4 
140.1 125.3 112.1 134.4 118.3 139.9 154.0 116.4 110.0 
97.2 89.7 82.3 154.0 118.4 100.5 134.7 99.6 103.2 
68.4 53.7 48.8 102.3 75.6 74.7 101.1 53.2 64.3 
4.5 Statistical methods for development of a predictive model 
4.5.1 Rationale 
The sub-catchment statistics and measured DOC concentrations for each 
sampling run were compared. The overall aim was to develop a model to 
predict DOC export based on the sub-catchment spatial statistics, and to relate 
this to the colour observed at the catchment outlet at Broken Scar, in order to 
identify those areas within the catchment causing concentration of the colour 
observed at Broken Scar and those areas causing dilution of the observed 
colour. 
Since the aim was to identify sources that were concentrating or diluting relative 
to Broken Scar in terms of DOC concentration, absolute measured DOC 
concentrations were not used. Each survey sampled a different set of sites, 
and conversely each site was sampled in a different combination of the seven 
survey runs. Since weather, seasonal, and flow conditions varied between 
runs, simply using the mean DOC concentration observed for each site over all 
the runs in which it was sampled would not be appropriate. If a site was only 
sampled on days with lower overall colour conditions (for instance, following 
prolonged wet periods) then the mean colour from that site would be lower, all 
other things being equal, than the mean colour from a site sampled on days 
with higher overall colour conditions. 
Instead, for each sampling run, all measured DOC concentrations were ratioed 
to the measured DOC concentration from Broken Scar for that sampling run. 
Samples with a higher DOC concentration than Broken Scar were therefore 
allocated a value > 1 and samples with a lower concentration than Broken Scar 
were allocated a value < 1.These normalised DOC values were then used in the 
modelling work. If the response variable were the raw DOC concentration at 
each site it may be expected that the model developed for each sampling run 
would be different, as for each site the predictor variC)bles remain cons.tant 
between. runs whilst the response variable does not. As the modelled response 
was in fact DOC concentration normalised to that at Broken Scar, it was hoped 
that this would reduce the effect of variation between sample runs, as the model 
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would only vary between sampling runs if the response of a given subcatchment 
relative to that of Broken Scar varies - i.e. if the subcatchments respond 
differently to varying flow regimes. 
The aim of the study was to develop a predictive model of colour export that 
could be validated with further sampling runs. A preliminary version of this 
modelling work was conducted after the first three sampling runs. Further 
sampling sites which were sampled only after the first three runs (Table 4.2) 
were identified to maximise the differences in predicted colour based on the 
models thus identified, and the remaining runs were conducted as model 
validation runs. Finally a refined model was produced when all the data had 
been collected (See section 4.6). 
4.5.2 Techniques for selection of variables for multiple linear 
regressions 
A large number of catchment characteristic variables have been developed, as 
described in Table 4.5 - Table 4.8. These have been produced without any 
direct evidence of their relevance or otherwise to DOC export, but it is hoped to 
use some or all of these variables to predict DOC concentrations. 
Using all of the variables listed in Table 4.5- Table 4.8 would not yield robust 
models, as significant collinearity exists between some of the variables. This is 
due partially to the nesting of the catchments - for instance the maximum 
elevation of the Broken Scar catchment is the same as the maximum elevation 
of all the subcatchments containing the same headwater point. However other 
variables are correlated in their own right. For example, only peat soils are 
gripped, so the area gripped within each catchment may be expected to be 
correlated with the area of peat. Similarly peat soils form in flatter areas and so 
percentage peat cover is likely to be correlated with mean slope. More 
basically, catchments with a lower average slope would also have a lower main 
stream gradient. Furthermore, there are a large number of variables. 
Techniques such as multiple linear regression require many more observations 
(samples) than variables- Tabachnick and Fiddell (1989) suggest an absolute 
minimum of 5 times more observations than predictors, ideally with the number 
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of observations being at least 100. Other commonly-applied rules of thumb as 
summarised by Green (1991) recommend even more observations. 
Therefore attempting to model DOC concentrations from the variable set given 
in Table 4.5 - Table 4.8 would be unlikely to be successful, as two key 
assumptions of multiple linear regression are not met: there are significant 
collinearities between many of the variables, and there are insufficient 
observations relative to the number of variables. Without reducing or 
simplifying the dataset in some manner, models will be overfit - that is, they 
correspond with great accuracy to the calibration dataset but have little or no 
predictive ability when applied to another dataset collected under similar 
conditions. 
Two main types of technique for avoiding this problem were assessed: variable 
selection algorithms, and reduction of the data to uncorrelated components. 
Stepwise (forward and backward) linear regression and best-subsets regression 
are variable selection techniques, which seek to reduce the variable set by 
identifying those variables which result in the most significant model. Principal 
components regression and partial least squares regression are decomposition 
techniques, based on representing the variation in the data as new, 
uncorrelated components which can then be used as regression predictor 
variables. 
4.5.2.1 Stepwise Linear Regression 
For any set of n possible predictor variables, there are 2n-1 possible subsets of 
variables. Stepwise linear regression seeks to find the subset of variables that 
provides the "best" model (based on a given goodness-of-fit statistic calculated 
for each model) whilst excluding those variables that do not contribute 
significantly to the quality of the model. This is a search problem, and stepwise 
regression approaches this using a heuristic algorithm. This means that at each 
stage of the procedure the search moves forward, in this case by adding or 
removing a variable, according to the res_L.~Its of a p~rticular test. In stepwise 
' _; - - ·-->'. "-
regression the search space is the set of all 2n - 1 possible variable 
combinations, and the heuristic rule is the significance of the coefficient of each 
variable, based on the t-test, within the model. At each stage the F statistic is 
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computed for each variable, and the variable with the largest statistic is 
selected. 
The procedure can run in two directions: either starting with an empty model 
and adding variables (forwards stepwise regression), or by starting with a full 
model (a model based on all the predictors) and at each stage removing 
variables (backwards stepwise regression). In either case, the procedure can 
be reversed such that once added, a variable may at a later stage be removed 
again, or vice versa. 
In the case of forwards stepwise regression, a simple regression is first 
performed between each possible predictor separately and the dependent 
variable. The t-statistic is calculated for the coefficient of the variable in each 
case, and squared to obtain the F-statistic. When this is complete, the predictor 
variable x with the highest F-statistic is selected for entry into the model, 
provided that the F-statistic is greater than a pre-selected threshold value. The 
procedure is then repeated by calculating the simple regression between each 
model containing x in addition to one of the remaining predictor variables, and 
the t- and F-statistic for each of the remaining predictors in these potential 
models is calculated. Once again the predictor with the highest F-statistic 
greater than the pre-selected threshold is selected for entry into the model, 
whilst if the F-statistic of any variable already in the model from a previous step 
has dropped below the pre-selected threshold, that variable is removed from the 
model. The procedure then continues until no variable outside the model has an 
F-statistic greater than the threshold to enter, and no variable within the model 
has an F-statistic greater than the threshold to remove. 
The stepwise algorithm is therefore a local search procedure- at each stage of 
the search the best move from that position is identified and taken. The 
limitation of this single path through the search space is that not all possible 
models are assessed: potentially better models are missed if these involve at 
any stage a step towards a "worse" model. Equally the procedure does not 
cope well with collinearity and may select variables that an inspection of the 
data will reveal do not make sense to be included together (for instance area, 
fraction of peat cover, and total peat area). Therefore the results of the model 
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should be carefully inspected and the procedure may need to be repeated with 
some variables manually removed from the search space. The stepwise 
procedure works well to identify the most useful subset of uncorrelated 
variables, but tends to be unstable if there are significant correlations between 
some of the variables. 
4.5.2.2 Best Subsets Regression 
Best Subsets Regression is a conceptually simpler procedure to identify models 
but one that is considerably more expensive in terms of computing time. For n 
possible predictor variables, the algorithm simply conducts an exhaustive 
analysis of the search space, testing and recording goodness-of-fit statistics for 
models produced from all of the 2"-1 possible subsets of variables, and 
reporting results for a small number (usually two or three) of the "best" models 
of each size, as defined by a goodness-of-fit test such as highest adjusted-R2 
value. As the number of possible predictors grows, this technique rapidly 
becomes unwieldy, but with the number of potential predictors used in this 
study, the technique is feasible, requiring only a few seconds in efficiently-
programmed statistics software. 
A best-subsets search will always find the best possible model for each size, in 
terms of the goodness-of-fit test used, because the search is exhaustive rather 
than following a single path so all models will be created and the search does 
not terminate in some inappropriate branch. However it is just as likely as the 
stepwise algorithm to create models with inappropriate or unrealistic 
combinations of variables. The results can be analysed to ensure that 
conceptually unrealistic or highly-correlated combinations of variables are not 
included, without the requirement to think about this selection before the search 
is conducted - all that is lost is computational time. 
4.5.2.3 Decomposition techniques 
An alternative approach to avoid the problems caused by collinearity is the use 
of decomposition techniques, which seek to find a new, smaller and 
uncorrelated set of variables which describe as much as possible of the 
variation in the original variable set whilst remaining uncorrelated. One such 
technique is Principal Components Regression. This method consists of 
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producing a set of uncorrelated components from the predictor variables that 
whilst uncorrelated still explain the variance between the predictors. The 
components are calculated in exactly the same way as for a standard principal 
component analysis. The component scores are then calculated for each 
observation in the dataset. Once the number of principal components to retain 
is selected, the scorings for these components are then used as the predictor 
variables to develop a regression model on the original dependent variable. 
Since the components are not correlated with one another, the collinearity 
problem is eliminated. Since each component represents a number of 
correlated variables, and since correlated variables are likely to be related to 
one another in some physical manner, it is the aim that each component should 
explain different "aspects" of the data which are then not represented in the 
other components. Also, since each component represents a number of the 
original variables, the principal components analysis is a variable reduction 
technique whereby a smaller set of variables (the components) is created which 
explain a larger proportion of the variance in the data than can be explained by 
any combination of the same number of original variables. Furthermore, the 
number of components retained can be selected to retain those components 
representing real variation structure in the data, and discard those components 
representing "noise". 
The disadvantage of the principal components regression method is that the 
principal components were themselves generated only to explain the variance 
in the original predictor variables; the algorithm is blind as to variation in the 
response variable. There is therefore no guarantee that the scores thus 
generated have any direct relevance for the dependent variable or that they will 
produce a good regression model for the response. 
A second decomposition technique is Partial Least Squares regression (or 
Projection to Latent Structure), PLS (Martens and Naes (1989); Wold et al, 
(1983)). This is another approach recommended for use when the predictor 
data is ill-conditioned - for instance when there exists collinearity between 
variables or when the number of predictors is high compared to the number of 
observations, for the same reasons as PCR. Similarly to PCR, PLS is based on 
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representing the data as uncorrelated components, and then using the scorings 
from these components as predictor variables for the original response variable. 
However in the case of PLS regression the components are constructed from 
the predictor and response variables, such that the components represent the 
maximum possible amount of the covariance between the predictors and 
response(s). This addresses the disadvantage of principal component 
regression described above, as components are selected to represent high 
variation in the responses as well as in the predictors. 
This means that the PLS approach is not in itself a method of screening out 
irrelevant variables (although the standardised regression coefficients for such 
variables in the resulting model will be low, so their influence on the model is 
itself low), but rather that the quality of the model is not necessarily affected by 
the presence of such variables. Variables that are not relevant to the response 
will not be associated with much variation in the response space, and so will not 
have high loadings in the components selected, effectively being "ignored" by 
the model; PLS is therefore an excellent technique for developing predictive 
models from a large number of predictive variables, but not for developing 
explanatory models of the causatory relationships between the variables. 
The number of components that it is appropriate to retain for the regression 
model must be selected - if all components are retained then the method is 
equivalent to multiple linear regression. However as with PCA I PCR the 
majority of variance is usually explained by a much smaller subset of the 
components, meaning that fewer new variables can be used to represent the 
information that was contained in the original variables. PLS extends this 
principle to ensure that only information from the predictors that is of use in 
predicting the response will be represented in the components. In PLS the 
number of components to retain is assessed using a cross-validation procedure 
whereby each possible model is tested for its ability to predict the original data. 
For each potential number of components, the predictive ability of the resulting 
model is assessed by leaving out each data point one (or more) at oa time, 
recalculating the model, and recording how well the model then predicts the 
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missing data. This provides a mechanism to ensure that the model is not overfit 
and predicts only genuine structural variation in the data. 
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4.6 Outline of model development 
The intention of this study was to develop and test a predictive model for DOC 
export by following an iterative process of sampling, model development, and 
further sampling. Preliminary models were developed by grouping data from 
the early sampling runs and deriving the best-fit multiple linear regression and 
binary logistic regression models from these data to predict observed DOC 
concentrations and contributing areas. These models were then used to 
identify further catchments to be included in subsequent sampling runs that 
would provide a good test of the model. For example, if the preliminary model 
identified gripped fraction as an important variable, then further catchments 
would be identified to maximise the variation in gripped fraction for subsequent 
validation runs. The iterative nature of the sampling process meant that the first 
three sampling runs were used as calibration runs, and the preliminary model 
was then developed based on these data. New catchments were introduced in 
the remaining sampling runs and a wider range of catchment descriptors was 
made available. The intention was to validate the preliminary model using an 
iterative strategy, improving the preliminary model where possible using the 
data from the first three runs as a calibration set with new spatial data, and then 
using the new data as a validation set. However, due to differences between 
the weather conditions and characteristics of runoff production between the 
various sampling runs, this chronological iterative design was not adhered to as 
it was found that the data could not meaningfully be grouped in this way. 
Instead, the entire dataset was divided into calibration and validation sets based 
firstly on similarity between the flow conditions at the times of sampling and 
secondly on the observed relationships between the measured responses for 
each run and the predictor variables. 
In this way a predictive model was produced and then developed both for 
normalised DOC concentration (based on multiple least squares regression) 
and for predicted contribution to overall DOC levels (based on binary logistic 
regression). In many, ways the qata modelled only marginally met the data 
requirements for these regression techniques, due in particular to collinearities 
between the predictor variables and to a low number of observed data points 
compared with the number of predictors. To address these concerns, modelling 
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was repeated using the entirely different technique of partial least squares 
regression. To summarise, the overall modelling pattern using ordinary least 
squares (OLS) methods (including variable selection techniques), logistic 
regression, and partial least squares (PLS) regression is shown in Figure 4.1 0. 
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4. 7 Preliminary model results 
Preliminary models were developed after the first three sampling runs. A 
complication to the iterative strategy was that at this stage not all of the 
catchment characteristics shown in Table 4.5- Table 4.8 had been produced. 
Those that were available at this stage were Area, Elevationmin- Elevationmean. 
Slopemin- Slopestd. peat cover area/fraction, gripped area/fraction, and fraction 
of peat remaining ungripped (FPungrip). 
Each of these variables was correlated against the measured DOC 
concentration for each sample run and the variables significantly correlated with 
the response (p < 0.05) were identified. A regression was fitted between these 
variables and the measured DOC concentration (Table 4.9). 
Sampling Significant variables ~ of regression fit for this 
run run only 
1: Slopemean. EleVmax. FPungrlp 0.55 
04/06/2003 
2: Area, Grippedarea. Peatarea Slopemean. EleVmax. Relief, 0.72 
30/06/2003 EleVstd• FracPeatungrlp 
3: Grippedtrac• Peattrac. EleVmean 0.46 
19/11/2003 
Table 4.9 Significant variables in the preliminary modelling 
4.7.1 Observed data 
In order to produce the overall preliminary model the results from the three runs 
were combined by taking the mean DOC concentration, normalised to Broken 
Scar in each case, for each catchment across the three runs. Not all of the 
catchments had been sampled in all three runs (eg catchments 7, 8, 12, 20, 
Table 4.2) and so it should be noted that the mean value was not necessarily 
derived from the same number of sampling points for each site. The normalised 
values rather than the actual DOC concentrations were therefore modelled in 
order to reduce the effect of any systematic variation in concentrations between 
sampling runs. These observed relative DOC concentrations as entered into 
the model for the 28 catchments involved in the first three runs are shown in 
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Figure 4.11. This figure and all those that follow show the outlines of the 
catchments as they were given in Figure 4.2. 
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Figure 4.11 Observed normalised DOC concentrations from the calibration runs 
There is a general spatial trend distinguishing catchments to the north and 
south of the main river, with the catchments to the north showing lower 
concentrations than those to the south. Furthermore there could be a general 
trend of increasing concentrations upstream along the main river branch. From 
the maps of peat area (Figure 4.3) there is no clear distinction in overall peat 
cover between the northern and southern catchments, although there possibly 
is a difference in terms of the actual LCM classes, with the northern catchments 
having higher proportions of LCM class 9 (Moorland grass) and those to the 
south having higher proportions of LCM classes 10 and 11 (open and dense 
shrub moors). Northern catchments are also generally steeper. There are 
catchments which do not conform to the northern/southern trend of DOC 
concentration (Little Eggles Hope in the north, and Gill Beck in the south, and 
so in the validation stage of the modelling process further subcatchments will be 
selected in an attempt to confirm or deny whether there is a true inherent spatial 
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trend or whether it is due to similarities between the characteristics of the 
subcatchments themselves, rather than their location within the catchment. 
4.7.2 Multiple linear regression (MLR) model 
The best fit regression between the mean normalised DOC concentrations and 
the significantly-correlated catchment characteristics was identified by running a 
stepwise (forward and backward) regression procedure with all the independent 
variables identified in Table 4.9 as input. A best subsets regression procedure 
was also run on the same variables to check the quality of the model produced 
by the stepwise procedure. Both of these methods resulted in the same model, 
which is shown in Equation 4.1: 
DOCnorm = 0.34- 0.22Slopemean + 0.0009Reliej + 1.98Peat frac 
R 2 = 0.40 R~dJ = 0.33 
Equation 4.1 Preliminary model, developed after 3 runs by variable selection I multiple 
linear regression 
This model was used to generate "predicted" DOC concentrations for all the 
catchments involved in these first three survey runs (Figure 4.12). The map 
follows the trend in the observed dataset of a pattern distinguishing between the 
northern and southern sides of the catchment with northern catchments (having 
a generally southerly aspect) having lower predicted and observed 
concentrations. Meanwhile the predicted concentration in the main river branch 
generally increases towards the headwaters. 
The model was also applied by generating the relevant statistics for individual 
1 km2 cells of the catchment in order to provide a visual representation of key 
predicted source areas (Figure 4.13). This further emphasises the north/south 
pattern, suggesting DOC contribution to be particularly concentrated in the 
headwater areas of the Lune, Balder, and Greta, while the areas to the north of 
the main river are lower in predicted concentration. 
221 
Predicted DOC relative to Broken Sc:ar • 1 
~0.1 1-0!15 








. 1 .. ·15& 
10 
c:=====:J Kilometers 
Figure 4.12 DOC concentrations predicted by preliminary model for sites sampled in first 
three surveys 
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Clearly the overall predictive power of this model is not good with R2 adi = 0.33; 
there is a large amount of variation in the response data which is not explained 
by the model. However the fit of the model is highly significant (F3,24=5.40, 
p<0.01) and all the variables in the model are significant (p<0.05), whilst the 
original correlations of the variables with DOC concentration are strong for 
individual sampling runs. 
Furthermore, the identified variables are easily explained in physical terms. The 
negative correlation between mean slope and DOC concentration can be 
interpreted either in terms of steeper catchments having a greater runoff 
proportion and lower residence times, meaning that water has less time to 
acquire DOC, or that in more sloping catchments there is likely to be less peat-
this represents one of the possible collinearities that will be addressed through 
variable selection strategies. 
The positive relationship with catchment relief is slightly surprising as it acts 
against the remarks about mean slope above. Two possible explanations for 
this are suggested. The first is that this may be an artefact of the catchments 
selected. All else being equal, larger catchments would tend to have a greater 
relief, and the subcatchments selected in this study are generally larger in those 
areas which were observed to have higher DOC concentrations (for instance 
the Lune) and smaller in those areas with low observed concentrations 
(Bowlees Beck, Hudeshope Beck). Although these latter catchments are 
steeper their overall relief is less due to their smaller size. Furthermore the 
main river branch in this study becomes steeper upstream (with therefore a 
greater relief per unit area) although this is not necessarily reflected in the mean 
slope of the catchment. The second possible explanation is that the true effect 
is due to maximum or mean elevation, rather than relief, but that due to the 
multiple correlation between these variables the "wrong" variable has been 
selected by the regression procedure. In either case the impor!«:mce of 
. ' . -- . _:,., -~ . -. 
manually assessing the physical plausibility of a model is highlighted and this 
will be addressed in the development phase of the modelling. A positive 
correlation with maximum elevation, and potentially equally with relief could also 
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be interpreted in terms of the greater occurrence of organic rich soils such as 
peats at greater altitudes within the Tees catchment. This variable must be 
considered in light of the nested nature of many of the catchments - the 
maximum elevation of downstream sites on the main river branch will be the 
same as that of the highest tributary subcatchment and therefore the maximum 
elevation is related to the nature of a site's headwaters. Lower subcatchments 
which contain rich DOC source areas upstream can themselves be seen as 
contributing, reflected in their maximum elevation, whiles lower subcatchments 
which do not contain such areas will have a lower maximum elevation. 
Fraction of peat cover is positively related to DOC concentration, as would be 
expected given that peat, being an organic rich soil, is taken a priori to be the 
major source of DOC represented as water colour in the study catchments 
(Urban et al, 1989). However this model (Equation 4.1) has not included a 
measure of the extent to which the peat is gripped, although such measures 
were highly correlated with DOC concentration (Table 4.9). 
Generally, this assessment of the nature of the variables suggests that their use 
to predict DOC concentration is valid despite the poor fit of the model, with the 
caveat that they cannot explain all observed variation in DOC concentration and 
their selection is somewhat arbitrary due to collinearities (note the differences 
between variables found to be significantly correlated with DOC from individual 
runs, Table 4.9). Also, the lack of fit may be partially attributable to differences 
between the sampling runs that were analysed in the regression. Although 
efforts were made to carry out sampling runs on days with similar antecedent 
weather conditions, this was not always practical due to the relative 
unpredictability of weather in upland regions, and in any case no account was 
taken of seasonal differences in planning the sampling runs. If flow conditions 
were different between sampling runs, then the nature of the runoff from the 
catchments would also be expected to vary meaning that no one model would 
necessarily be an accurate predictor of all the data. Following the development 
and application of this preliminary model·, the weather- and ·flow condition·s at 
each sampling run will therefore need to be taken into account in refining the 
224 
model (Section 4.8.3 and 4.8.3.2) Data from sampling runs will be grouped by 
weather and flow conditions in an attempt to improve model quality. 
The preliminary regression model (Equation 4.1) was applied by identifying a 
range of potential new subcatchments and generating catchment statistics for 
these in addition to for individual 1 km2 cells of the overall catchment. The 
model was then used to generate a predictive map of DOC concentration from 
these areas (Figure 4.14 - catchments are identified in Figure 4.2 and Table 
4.2). The preliminary model was applied to potential new subcatchments in the 
GIS and catchments were selected to span a large range of predicted 
concentrations, in order to provide the best possible test of the model whilst 
being accessible for sampling. However, due to logistical and access problems 
in the field that were unclear on the maps used, it did not in fact prove possible 
to sample all of these new sites. 
All catchments surveyed in the final runs are shown in Figure 4.15, with the new 
catchments highlighted. Note that the colour scale in Figure 4.12, Figure 4.14 
and Figure 4.15 is the same for ease of comparison whilst the scale in Figure 
4.13 is different owing to the wider range of results over the 1 km2 zones. 
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Figure 4.15 All surveyed catchments, with new sites highlighted 
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4.7.3 Binary logistic regression model 
The model described in section 4.7.2 predicts the relative DOC concentration 
exported from catchments and arbitrary areas. The model does not 
successfully predict a high proportion of the overall variation in DOC export, 
possibly reflecting the complexity of the system and the subsequent difficulty in 
precisely predicting a continuous variable from a small, simplified model. 
However, the DOC concentration can also be more simply represented, within 
the requirements of the study to identify colour source areas relative to Broken 
Scar, as a binary variable. Since the intention is to identify those areas within 
the catchment responsible for the observed increase in colour load at the WTW, 
it is appropriate to convert the catchment DOC concentrations to a binary 
variable based on the concentration relative to Broken Scar. Those sites with 
an overall DOC concentration higher than that observed at Broken Scar were 
classified as "Contributing" whilst those with an overall DOC concentration lower 
than at Broken Scar were classified as "Diluting". The Broken Scar samples 
themselves were not classified in the model. Whilst it may be difficult to expect 
to represent all the variation in a linear variable such as DOC concentration to 
be represented by a simple model, a more robust binary signal may be easier to 
predict successfully. This enables the application of the binary logistic 
regression method, which models the likelihood that an observation has a 
positive or a negative outcome, in order to produce a model to predict areas 
and subcatchments that have an overall contributory effect to the colour 
observed at the catchment outlet. The observed classification of sites based on 
the first three runs, as used for the calibration of this logistic regression, is 
shown in Figure 4.16. 
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Figure 4.16 Observed concentrating/diluting behaviour of sites in calibration runs 
As with the multiple linear regression, the best fit logistic regression between 
the binary contributing variable and the significantly-correlated catchment 
characteristics was identified by running a stepwise (forward and backward) 
selection procedure with all the independent variables identified in Table 4.9 as 
input. However this resulted in an extremely unstable model due to the small 
number of observations and the remaining collinearity between the input 
variables. The variable set was therefore reduced manually to remove the 
collinearity - gripped area and peat area were removed from the input as these 
are directly predictable from catchment area and gripped fraction or peat 
fraction respectively. EleVstd was also considered to be a spurious 
measurement; however this variable was never entered into the model by the 
stepwise procedure so removing it from the input made no difference. 
The best-fit logistic regression equation is given by Equation 4.2: 
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In(_!!__)= 34.09-1.17 Slopememr - 30.83FP,mgrip 
1-0 
Equation 4.2 Preliminary logistic regression model, developed after 3 runs by stepwise 
selection of variables 
where e = the probability of the site being a contributing area, in terms of the 
classification relative to Broken Scar. The model shows 85% concordance with 
the data, with 9/11 negative outcomes and 14/16 positive outcomes correctly 
predicted, and the variables are significant at the 95% level. 
Since the logistic regression method is probabilistic - that is, it models the 
probability of a given outcome - in order to classify sites as contributing or not a 
cut value for the probability must be selected above which a site will be 
classified as contributing. Setting the cut value to p = 0.5, the left hand side of 
the logistic regression equation becomes equal to zero and the equation can be 
rewritten as an inequality: 
34.09 > 1.17 Slopemean + 30.83FP,ngrip 
Equation 4.3 Preliminary logistic regression model, expressed as an inequality for 
identification of DOC-contributing sites 
A site is then classified as contributing if the inequality (Equation 4.3) is met. 
As with the multiple linear regression model, the variables included in the 
logistic model can readily be explained in physical terms. Mean slope is 
included with a higher mean slope reducing the probability of a site being 
contributing, for the same reasons suggested in section 4.7.2. A higher fraction 
of peat remaining ungripped also reduces the chance of a site being 
contributing, or conversely a higher gripped fraction increases the probability of 
contributing. Since both the source variables for FPungrip (Peattrac and 
Grippedtrac) were also significantly correlated (Table 4.9) this not only backs up 
the suggestion that peat is the source of DOC, but also suggests the~t_ peat 
drainage accentuates the concenfrations. 
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Similarly to the linear regression predictive model , this inequality can now be 
applied to old and new subcatchments to identify predicted contributing 
catchments. 
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Figure 4.17 DOC relative to Broken Scar, predicted from the preliminary model for sites 
sampled in the first three surveys 
Applied to the sites sampled in the first three surveys (Figure 4.17) the model 
emphasises the north/south divide between catchment types that was observed 
in Figure 4.12. This is not entirely surprising when studying the catchment 
topography, which is generally steeper to the north of the river. Although there 
is often a correlation between shallow slopes and peat cover, these steeper 
northern catchments do contain substantial peat cover whilst there are flat 
areas in the catchments with low peat cover (in particular in the lowland areas) 
and so the two variables are not necessarily redundant. 
Potential new catchments identified as described in section 4.7.2 were also 
chosen to test this north/south trend with northern sites found that were 
predicted to be concentrating, and southern sites that were predicted to be 
diluting (Figure 4.18 and Figure 4.19). 
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Figure 4.18 Predicted relative DOC contribution of potential new sites 





Figure 4.19 Predicted relative DOC concentration for all surveyed sites, with new sites 
highlighted. 
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The model can also be applied to the 1 km2 cells in order to generate maps of 
predicted contributing areas (Figure 4.21 ). However a conceptual difficulty 
arises in applying this model to the lowland areas of the catchment where there 
is no peat cover or gripped areas due to the FPungrip variable - in these areas 
FPungrip = 0 conventionally (with 0/0 = 0) and so the model above predicts all but 
the steepest such areas to be DOC-concentrating. Furthermore if there is a 
small amount of peat registered in the soil cover data (due principally to LCM 
class 5 which occurs in small lowland areas and in reality probably does not 
represent peat soil) but no grips, then FPungrip = 1. However the area is still 
registered as contributing if the mean slope is less than 2.8 degrees ((38.09-
30.83) I 1.17), which is true in the flat agricultural lower reaches of the 
catchment. The model was derived on subcatchments which all (with the 
exception of Langley Beck) contained a substantial portion of peat cover and 
therefore the problem did not arise in the development of the model or its 
application to subcatchments, but this is not the case for all of the 1 km2 cells 
and the indiscriminate use of the FPungrip measure is inappropriate in these 
areas. For this reason, the 1 km2 cells are only allocated as contributing if in 
addition to being selected by the model, they contain at least 20% peat cover. 
This value was selected by trial and error to provide a plausible map of the 
areas which would not be expected to contribute, and also corresponded well to 
the areas which contained no gripping. The areas which were excluded from 
being selected as contributing are illustrated in Figure 4.20 and the resultant 
map of predicted contributing areas is shown in Figure 4.21. This once again 
suggests DOC contribution to be concentrated in the headwater areas of the 
Lune, Balder and (to a slightly lesser extent) the Greta, with some small areas 
in the north of the catchment also predicted to contribute, such as around Crook 
Burn. 
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- KM excluded: Peat cover< 20% 
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Figure 4.20 Areas excluded (in blue) from the 1 km predicted contribution model due to 
spurious FPungrip values 
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Figure 4.21 Relative DOC contribution predicted for 1 km2 squares from the preliminary 
model 
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4.8 Development of the classical predictive models 
As described in section 4.6, the modelling work was developed further after the 
first three sampling runs and production of the preliminary model. It was found 
that the original strategy of developing the model based on the first three 
sampling runs and validating it on data from subsequent runs was not entirely 
appropriate. The relationships between predictor variables and DOC 
concentrations varied between runs, possibly due to variations in flow 
conditions across the runs. This meant that one single model could not be 
expected to predict DOC response successfully, if calibrated on data collected 
under one flow regime and then used to predict data that was observed under a 
different flow regime. Ideally many more sampling runs would be conducted to 
average out the effect of varying flow conditions between the calibration and 
observation datasets. However this was not possible within the scope of this 
study where there were not enough sampling runs across a sufficiently wide 
range of flow conditions to be able to average the data in a meaningful way, and 
so instead the sampling runs were regrouped taking account of the differing flow 
conditions prevailing at the time of sampling in order to increase the reliability of 
the model. In order to select the best grouping, similarities between the runs 
were identified based on two factors: the actual prevailing conditions at the time 
of sampling (section 4.8.3.1) and the patterns of correlation of variables with 
DOC (section 4.8.3.2) 
Furthermore, at the time the preliminary model was developed after the first 
three sampling runs, not all of the catchment statistics shown in Table 4.5 -
Table 4.8 had been obtained. In the development of the preliminary model, 
variables were selected for inclusion manually based on the observed 
correlation with DOC concentrations in order to develop a best fit model. With 
the greater number of catchment statistics subsequently derived, a more 
rigorous and involved approach was required to the selection of potential 
predictor variables, as the ratio of potential predictor variables to observations 
was too high for the reliable use of variable selection procedures on the whole 
variable set. The variable set was therefore manually reduced by interpretation 
of the variables before passing to the best-subsets algorithm. This was 
achieved in two ways: firstly by analysis of the correlation structure of the 
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dataset (section 4.8.4 ), and secondly by manual interpretation of the nature of 
the variables (section 4.8.5) A new version of the binary logistic regression 
model was also produced based on the same variable selection strategies 
(section 4.8.7) 
4.8.1 DOC concentrations from the sampling runs 
DOC concentrations from each sampling run are summarised in the boxplot in 
Figure 4.22. The upper and lower box boundaries mark the 751h and 25th 
percentiles respectively and the centre line represents the median. lnterquartile 
range (IQR) is defined as the difference between the 75th and 25th percentiles. 
Whiskers extend to the most extreme values which fall within the upper and 
lower adjacent ranges, which are defined as (75th percentile + 1.5*1QR) and 
(25th percentile - 1.5* IQR) respectively. All points outside the adjacent range 
are plotted individually. 
It can be seen on the boxplot (Figure 4.22) that the DOC concentrations and the 
range over which they are spread varied substantially between runs. From the 
distribution of the concentrations alone, this did not appear to be related 
strongly to the weather and flow concentrations at the time of sampling, with 
sample runs 2 and 4 for example taking place under wet and dry conditions 
respectively, yet showing a similar distribution of sample concentrations. In 
order to reduce the effect of this variation between the runs as far as possible, 
the main response variable examined in this study was normalised DOC, 
obtained by ratioing sample concentration to the concentration observed at the 
catchment outlet (Broken Scar) on that day. The distribution of this DOCnorm 
variable across sampling runs is shown in Figure 4.23. The outlier points on the 
























Figure 4.22 Distribution of observed DOC concentration by sampling run 
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Figure 4.23 Distribution of DOC concentration normalised to Broken Scar, by sampling 
run. This data was used, averaged across runs, for the modelling work 
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4.8.2 Correlation of catchment characteristics with DOC 
concentration 
The methods described in section 4.5.2 assist in the elimination of unnecessary 
variables from the model in order to cope with problems such as collinearity 
between variables. However they cannot be used blindly on the entire dataset 
as presented in Table 4.5 - Table 4.8 because relative to the number of 
observations for each model, there are too many variables. A simple analysis 
based on the correlation of individual variables with the observed DOC 
concentrations is therefore conducted first to eliminate those variables which 
have no significant effect and can be safely discarded in the identification of 
regression fits for individual sampling runs. 
All of the variables described in Table 4.5 - Table 4.8, with the exception of 
minimum slope (0 in all cases) and all but the most recent grazing intensity, 
were correlated against normalised DOC concentration for each run individually. 
Variables significantly correlated (p < 0.05) with the normalised DOC 
concentration for each run are reported in Table 4.1 0. The set of variables that 
were found to be significantly correlated with normalised DOC varied between 
runs, and no one variable was significantly correlated with normalised DOC 
concentration in every sampling run. The number of variables found to be 
significantly correlated with DOC concentration varied from four (for the fourth 
run) to 40 (for the second run). 
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Run 1 Run 2 Run 3 Run4 Run 5 Run 6 Run 7 
Area 0.53 
Burnttrac 0.57 0.56 0.74 0.59 
Burnlarea 0.57 
Grippedtrac 0.54 0.61 0.67 0.70 
Grippedarea 0.58 




Slopemean -0.52 -0.56 -0.41 -0.74 -0.69 -0.58 
Slopestd -0.54 -0.73 -0.54 
EleVmin 0.55 
EleVmax 0.48 -0.53 
EleVrange 0.52 -0.60 -0.51 
EleVmean 0.39 
EleVstd 0.43 -0.67 -0.51 -0.57 
Sheepaa -0.52 
Strahler 0.46 0.44 
Shreve 0.53 
Longestflow 0.43 0.58 
Streamgradient -0.49 -0.48 
Stream1ength 0.53 
Streamdensity 0.66 





Basin1ength 0.43 0.58 
Elongation -0.47 -0.56 
Perimeter 0.42 0.57 
Crenulation 0.49 0.60 
Relief ratio -0.54 -0.56 
Relativereliet 0.55 
A3deg 0.50 
%A3deg 0.45 0.59 0.55 
A5deg 0.52 
%A5deg 0.50 0.56 0.76 0.69 0.59 
CLA3 0.51 
TCLA3 0.39 0.53 0.49 
CLA5 0.53 
TCLA5 0.50 0.57 0.46 0.66 0.63 0.54 
Lengthoverlandflow -0.40 -0.62 
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Run 1 Run 2 Run 3 Run 4 Run 5 Run 6 Run 7 
Aspect -0.57 -0.49 -0.40 -0.69 -0.61 -0.51 
Geometrynum 0.53 
LTMband3 -0.48 
LTMband4 0.44 -0.55 -0.60 
LTMband3eq -0.50 
LTMband4eq 
LTMcband7 -0.49 -0.43 0.45 -0.56 
LTMcband4 -0.51 -0.60 
LTMcband2 -0.70 -0.64 -0.66 
LTMwouK3 -0.44 -0.68 -0.56 -0.56 
Table 4.10 Correlation coefficients with normalised DOC for variables significantly 
(p<O.OS) correlated with normalised DOC for each run 
Fraction of peat that is ungripped is significantly (P<0.05) correlated with 
normalised DOC concentration for all the sampling runs except run 4, and mean 
slope is also significantly (P<0.05) correlated in six of the seven runs (excluding 
run 3). Burnt fraction and gripped fraction were each significantly correlated in 
all three of the originally-selected validation runs (5-7) but not in either of the 
first two calibration runs. Correlation with measures of stream and basin 
characteristics was largely confined to the calibration runs and little significant 
correlation was observed with any of these variables in the validation runs. The 
calibration runs included more samples taken from large nested subcatchments 
along the River Tees itself, compared with the validation runs which included 
more samples from lower order separate subcatchments. 
Results from the second sampling run were significantly correlated with a very 
high proportion of the input variables, while results from the fourth run were only 
correlated with at the 5% level with mean slope, TCLA5, aspect, and L TM-LC 
Band 7. A greater number and variety of sites were sampled in run 4 than any 
other run and since the weather conditions were dry throughout the run the lack 
of correlation with the predictor variables in this run may indicate behavioural 
differences between some of the catchments that were not picked up by the 
sampling pattern in any of the other runs. Alternatively, the dry conditions may 
mean that the samples in this run contained relatively little surface or near 
surface runoff (which is where DOC would be expected to be produced) and so 
no relationships between these surface variables and DOC concentrations 
would be expected, as effectively only groundwater was being measured. The 
measured (as opposed to normalised) DOC concentrations were the lowest in 
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run 4, (Figure 4.22) lending weight to this second hypothesis. In either case, a 
case can be made for excluding results from run 4 from the analysis, either 
because the sampling pattern was different with some sites sampled in run 4 
and not in any other runs; or because run 4 sampled groundwaters whose DOC 
would not be expected to respond to surface variables such as soil cover. 
4.8.3 Strategies for grouping sample runs 
4.8.3.1 Flow conditions 
Efforts were made to ensure that sampling runs took place during periods of dry 
weather, so that streams were as far as possible under baseflow conditions in 
order to improve replicability. Due to the flashy nature of the hydrograph from 
the catchments studied, it would otherwise be difficult to ensure that samples 
were taken at the same point on the hydrographs. However for the second and 
third sampling runs, the weather changed during the day, and there was 
significant rain on both these occasions. Total rainfall at Moor House (at the top 
of the study catchments) on each sampling day and the previous day is shown 
in Table4.11. 
Sampling run Rain in preceding 48 hours Rain during sampling 
1: 4th June 2003 0.2 0.2 
2: 30th June 2003 0 4.6 
3: 19th November 2003 27.6 0 
4: gth June 2004 0 0 
5: ih December 2004 5.4 0.2 
6: 2nd March 2005 7 1.6 
7: 28th September 2005 0 0 
Table 4.11 Rainfall in mm at Moor House prior to and during each sampling run 
Daily mean flow data for the River Tees was obtained from the Environment 
Agency gauging station at Broken Scar. Mean daily flows around the sampling 
days-are shown 'in Figl.lrEf4.24. 
241 
The first sampling run took place during an extremely dry period - total rain at 
the Cow Green site was 61.4mm in June 2003. The second run took place at 
the end of this long dry period and there was rainfall during the sampling run. 
The different pattern of flow conditions during the second sampling run means 
that streams sampled earlier in the day were under baseflow, while by the end 
of the day the streams were in spate. This may mean that the results from this 
run are less comparable as noise may have been introduced into the data by 
the variation in flow conditions. Alternatively, since baseflows will be reduced to 
a minimum following a drought period, it can be argued that this second run is 
the most representative of surface and near surface waters and therefore of 
DOC production. As long as DOC sources did not become exhausted within 
the sampling day, this run may provide the best snapshot of DOC production 
relatively "uncontaminated" by low-DOC groundwater, and provide the best 
information on the risk areas for peak DOC production, which is usually 
observed in such "flush" periods following drought. This is reflected in the 
different pattern of correlated variables for the second run as compared with the 
others- a far greater number of variables are apparently correlated with DOC 
concentration for this run. This may be a spurious effect if the effect of the 
weather on that day was to introduce "noise" into the DOC concentrations. 
Alternatively, it may be evidence that surface and near surface runoff -
dominating the samples on that day - are the most affected by and the most 
predictable from the catchment characteristics used in this study. This would be 
expected as the characteristics used are related to surface observations rather 
than groundwater factors such as geology type. 
Sampling runs 3 and 5 both took place on dry days following rain, and therefore 
are likely to have been on the falling limbs of the hydrographs (although note 
that this is not evident in Figure 4.24 which is based on daily data - a larger 
storm followed run 3 and the run appears to be on the rising limb of this storm, 
but in reality sampling was before that rain started). Runs 1 and 4 were both 
preceded by dry periods and were themselves also dry. Runs 6 and 7 were 
characterised by slight precipitation both prior to and during the runs, but in the 
case of run 6 this may have been due primarily to snowmelt and the effective 
distribution of this throughout the catchments is unpredictable. 
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Based on these data, sampling run 2 is the most likely not to represent baseflow 
conditions, being the worst affected due to the rain falling during sampling, 
which combined with the flashy nature of the hydrographs means that streams 
are not likely to have been sampled under the same flow regime as one 
another. Although run 3 was preceded (and followed) by heavy rainfall, there 
was none during sampling and so the subcatchments will all have been 
sampled after the individual hydrograph peaks. Sampling run 6 took place when 
the ground throughout the catchments was largely snow covered, and so 
although the precipitation recorded will be due to snowmelt at the raingauge, 
the flow conditions and sources cannot be assumed to be the same as other 
periods of low precipitation. Sampling run 7 was conducted after rainfall 
monitoring ceased but the weather conditions prior to and during the run were 
observed to be dry. 
Therefore the conclusion from an assessment of the actual flow conditions at 
the time of sampling is that averaging data from runs 1-3 for the modelled 
response is not the most appropriate combination, due to the differing flow 
conditions across these runs. Runs 3 and 5 were similar in terms of the 
weather and likely hydrograph stage, as were runs 6 and 7. 
243 
04/06/03 24/06/03 14107/03 03/08/03 01/11/03 11/11/03 21/11/03 01/12/03 
29/05/04 08/06/04 18/06/04 28/06/04 25/11/04 05/12/04 15/12/04 25/12/04 04/01/05 
Figure 4.24 Flow in the River Tees at Broken Scar. Note differing scales. Data were not 
available for 2005 (runs 6 and 7) 
4.8.3.2 Cluster analysis of correlated variables 
The observations made above on the differences in conditions between 
sampling runs gave some suggestions as to how the data can be regrouped 
into calibration and validation sets (section 4.8.3.1 ). Alternatively, the patterns 
of correlations between variables and normalised DOC concentration can be 
examined to look for similarities between the runs that may suggest the 
catchments were exhibiting similar behaviours. One common technique for 
finding groupings in such a data set is cluster analysis. 
Most cluster analysis methods are based on a measure of dissimilarity, and 
groups are defined by levels of dissimilarity - observations falling below a cut-
off dissimilarity value from one another are deemed to be similar and therefore 
to comprise a group. Dendrograms are a type of graph with a tree structure 
allowing the groupings implied by the dissimilarity measure to be visualised. 
Kaufman and Rousseeuw (1990) provide a comprehensive introduction to 
cluster analysis. There are many possible dissimilarity measures - a common 
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one is simply Euclidean distance and Kaufman and Rousseeuw (1990) suggest 
that this is a robust and broadly-applicable method. 
To examine the grouping of sampling runs a cluster analysis was performed 
based on the correlation of variables with normalised DOC concentration in 
each case (Table 4.1 0). Each sampling run was taken as an observation , and 
the correlations of each variable with normalised DOC were taken as the 
variables for the cluster analysis. An average linkage clustering method was 
used with the dissimilarity measure being the Euclidean distance. The results 
of this analysis (Figure 4.25) largely support the grouping of the sampling runs 
suggested above from observation of the weather conditions, with the largest 
dissimilarity being between runs 1, 2, 4 and runs 3, 5, 6, 7. The position of run 
4 may be unreliable as run 4 was only found to be correlated to four variables 
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Figure 4.25 Dendrogram from cluster analysis to group sampling runs 
4.8.3.3 Overall choice of grouping 
Based on the measures of similarity in the previous two sections, sample runs 3 
and 5 were considered to be similar, and were therefore grouped together as 
calibration runs and runs 6 - 7, also considered to be similar, were used as 
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model validation runs. Sampling run 4 was the run which was conducted, as 
originally intended, under extremely low baseflow conditions, but the results 
were in fact not observed to be strongly related to the catchment statistics, in 
comparison to all the other runs. 
For the various groupings of runs selected, the response variable was the 
average normalised DOC concentration for each catchment across each time it 
was sampled in that group of runs. For instance, in runs 3-5, catchment FP11 
(Balder at Cotherstone) was sampled on all three occasions and so the 
response for this catchment in this group is the mean normalised DOC 
concentration from these three samples. In the same three runs, catchment 
FP14 (Little Eggles Hope) was only sampled twice and so the response for this 
catchment is the mean normalised DOC concentration from these two samples. 
4.8.4 Multiple Linear Regression (MLR) models: initial variable 
set selected by correlation analysis 
Beginning with variables that were found to be significantly correlated with 
normalised DOC in several runs, various combinations of variables were tried 
as input to the best-subsets regression procedure. (N.B. this was used in 
preference to the stepwise procedure for the reasons outlined in section 4.5.2.1; 
however both techniques provided models that were identical for a given size, 
although the best-subsets procedure sometimes found a better model of smaller 
size than that identified by the stepwise procedure). 
Following the method used for the development of the preliminary model (4.7.2) 
first, all variables significantly correlated with DOC concentration in any of the 
runs (3 and 5) were entered into the procedure: 22 variables in total (Table 
4.1 0). Slope range was excluded as it has a correlation coefficient of 1.0 with 
slope max, because all catchments in fact have a slope min value of 0. 
Models were selected based on R2 adj. Mallows C-p, and RMSE. In some cases 
several models of a given size had almost identical goodriess-of~fit statistics 
and in these cases the model to retain was selected for maximum consistency-
for instance the variables gripped fraction and FPungrip were never selected for 
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the same model, but two models differing only in which of these two variables 
was chosen were effectively indistinguishable, and in such cases the models 
were chosen to be as consistent as possible such that the 3 variable model was 
a subset of the 4 variable model. 
The size of model to retain was chiefly a pragmatic decision based on the 
desire to find a simple yet highly significant model, but this was backed up by 
analysis of the the goodness-of-fit statistics with increasing model size, which 
indicated 4 or 5 variables as the best model size (Figure 4.26). As the model 
size increases further the corresponding improvement in RMSE and Mallows C-
p is much less, whilst the chance that the model is overfit increases. 
For this procedure the best models for each of 3, 4, and 5 variables (in terms of 
highest R2 adj. lowest Mallows C-p and RMSE) were as shown in Table 4.12. All 
variables were significant (p<0.01) in all of the models. 
Each of these models was used to predict DOC concentrations for the two 
validation runs (runs 6 and 7). The results of this are shown in Figure 4.27. 
Predictive ability for the validation runs was marginally best for the 5-variable 
model but this was only very slightly higher than the 3-variable model, which 
bearing in mind the danger of overfitting may therefore be the better choice. 
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n variables Variables ~adj Mallows C-p RMSE Prediction of runs 6-7 
3 Peat fraction 0.646 7.7 0.407 R2 = 0.704 
Frac peat RMSE = 0.542 
ungripped 
%A3deg 
4 Peat fraction 0.669 6.4 0.394 R2 = 0.644 




5 Peat fraction 0.694 5.1 0.378 R2 = 0.707 




LTM Band 4 
Table 4.12 Best 3- 5-variable models for calibration runs 3 & 5 from initial variable set of 
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Figure 4.27 Models from runs 3-5 compared to results from runs 6-7. y=x line 
superimposed for reference. 
The pattern of selection of variables by the best subsets procedure shows good 
correspondence to what wou ld be expected from the preliminary modelling and 
from understanding of the likely catchment processes. Almost all suggested 
models include mean slope as a predictor, and some measure of the peat 
extent and the extent to which it is gripped. As the number of variables 
increases, a measure of elevation is included (either maximum elevation or 
relief) and one of the Landsat variables. Whether the gripping variable selected 
is Gripped fraction or FPungrip varies, due to the high correlation of these 
variables when combined with overall peat fraction and the unreliability of 
variable selection methods in these circumstances. However this also means 
that the results of the model are not greatly different whether Peat fract ion + 
Gripped fraction, or Peat fraction+ FPungrip are selected. 
This suggests that the main processes identified in the preliminary model are 
also observed in this stage of modelling: low slope, high peat content, high 
levels of drainage, and (to a lesser extent) high elevation being key factors in 
increased DOC export. 
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4.8.5 MLR models: initial variable set selected manually 
It is notable that few of the new candidate predictor variables developed for this 
stage of the modelling were selected for inclusion into the models by the 
correlation analysis, and in particular none of the measures of drainage density 
were found to be correlated with the observed data and so were not included in 
the above models by the automatic and semiautomatic methods described 
above. Therefore as an alternative, a completely manual prune of the whole 
variable set was conducted, to select variables based only on prior knowledge 
of which ones may plausibly affect DOC export. Variables were chosen also in 
an attempt to minimise the selection of those which would be affected by the 
nested nature of the catchments (such variables would include maximum 
elevation, and maximum slope) in order to reduce the effect of this nesting and 
maximise the extent to which the catchments could be considered separately. 
Variables were selected as described below: 
Burnt fraction and gripped fraction were each selected as both burning and 
gripping are known to affect the hydrological behaviour of the peat in addition to 
increasing the potential oxidation and DOC production within the peat, as 
described in chapter 1. Overall peat fraction was also included as peat is taken 
a priori to be the chief source of colour. Catchment area was included because 
in combination with any of these percentage variables, the overall area of those 
landcover types can be derived and there is therefore no need to include burnt 
area, gripped area, and peat area separately. Mean slope was included 
because it has been found in all stages of the modelling and in several other 
studies to be an important indicator of potential DOC production, and the 
reasons for this are understood. No other slope variables were included as 
these are considered somewhat spurious - maximum slope could take on an 
extremely high value, not reflecting the nature of the catchment, if two adjacent 
DTM cells spanned a crag or some other relief feature, while minimum slope is 
in all cases 0 or close to it. It is not clear which of the elevation variables is the 
most relevant to include, given the reasor~ing in section 4. 7 .2, altl:lougll mean 
elevation seems the most likely to provide a true effect rather than some 
collinear effect with another variable. Of all the grazing years measured the 
most recent was used. This variable is measured on a spatially more coarse 
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scale (parishes) than any other and so its use may be limited -this scale is 
coarser even than the 1 km2 resolution HOST dataset. Furthermore it is likely 
that it will represent -collinearities with other variables as upland regions such as 
peat bogs provide lower quality grazing and have lower grazing intensities, 
whilst also exporting more colour due to the peat content. Therefore the 
inclusion of this variable into the model should be interpreted with caution and 
would warrant further research to produce a more detailed dataset of grazing 
intensity. 
Of the drainage morphology variables, four were selected to represent the best 
possible range of the likely underlying effects: drainage intensity, percentage 
area below 5 degree slope, total channel length in these areas, and length of 
overland flow. Variables such as the number of first order streams and total 
channel length are correlated with area due to the nested nature of the 
catchments and so the variable Drainage Intensity was selected instead to 
represent the overall level of drainage in the catchment. Hortonian Length of 
Overland Flow represents the average length of the flowpath for a rain droplet 
before reaching a stream channel, and was included based on the idea that 
colour is transferred into water as it passes through soil (rather than in the 
streams) and so a greater average length of overland flow may be related in 
some way to colour. Mean aspect was included based on the observed 
relationship in the preliminary modelling between colour levels and northern I 
southern catchments. However, this variable will not necessarily provide any 
extra information as to the cause of this trend: it has been observed that the 
northern catchments in this study are generally steeper and somewhat lower in 
peat cover than the southern ones. To identify whether there is an underlying 
cause behind the trend would require monitoring of a greater range of 
catchments to the north and south. 
With these caveats, the regression procedure was repeated with these 
manually selected variables. The quality of the fit with increasing model size 
followed a similar pattern to previously, as illustrated in Figure 4.28 for the three 
best models of each size. The best model of each size was selected and is 
described in Table 4.13. The best 3 variable model was not greatly different 
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from those in the previous procedure (Table 4.12) but the models of 4 or more 
variables included one or more of the manually-added variables. The R2 fit of 
the model to the data from the calibration was not greatly different but the 
Mallows C-p value was improved for the four and five variable models. 
Furthermore the prediction of the results from the validation runs was notably 
improved for the four-variable model (Figure 4.29). 
n variables Variables 2 R adj Mallows C-p RMSE Prediction of runs 6-
7 
3 Peat frac 0.627 6.3 0.418 R2 = 0.706 
Frac peat RMSE =0.540 
ungripped 
%A5deg 
4 Peat fraction 0.669 3.6 0.394 R2 = 0.776 




5 Peat frac 0.737 -1.1 0.350 R2 = 0.738 





6 Peat frac 0.731 0.7 0.354 R2 = 0.742 
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Figure 4.28 Mean goodness-of-fit for the three best models of each size derived from 
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Figure 4.29 Models of runs 3 and 5 derived from manually selected variables, used to 
predict results of runs 6 - 7 
4 .8.6 MLR models: final model selection 
Due to the improved Mallows C-p and prediction of validation data, the four 
variable model developed from the manually-pruned variable set was selected 
from the models described in Table 4.12 and Table 4.13 as being the best 
model for prediction of DOC export from catchment characteristics. The full 
details of this model are as follows 
DOCnonn = 1.649 + 2.09Peat1;.,,c - 1.995FP,mgrip- 0.263Slopemean + 0.535Drainageimensirr 
R 2 = 0.708 R 2actj = 0.669 RMSE = 0.394 Mallows C-p = 3.6 
Equation 4.4 The final predictive regression model. Model was developed from best 
subsets regression on a manually-selected initial variable set 
All variables including the constant are significant with P < 0.02 and the model 
overall is significant with P < 0.0001 . 
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Applying this model to 1 km squares (Figure 4.30) shows a different distribution 
of concentrations compared to the preliminary model (Figure 4.13). Particularly 
notable are the higher extreme values predicted by this new model, of up to 
seven times higher than Broken Scar. This is not unexpected given the high 
concentrations observed in catchments such as Rennygill Sike that were not 
included in the data for the preliminary model. The less visually distinct 
distribution into high I low concentration areas, relative to the preliminary map, 
is also partially due to the different scales used on these two maps; an equal-
interval classification would reduce this but given the differences in high 
extreme values between the models, would not be appropriate. Also notable is 
the wider range of values in the lower (eastern) half of the catchment, with a few 
squares such as one at the northern edge of the Langley Beck catchment 
having particularly high predicted values that seem unlikely. 
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Figure 4.30 Final multiple linear regression model, applied to 1 km squares 
4.8.7 Binary logistic regression models: final model selection 
The binary logistic regression procedure was also repeated in order to take 
account of the new potential predictor variables and on the new calibration vs. 
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validation datasets. As in the development of the preliminary model, the 
stepwise logistic regression procedure could not be run on all of the correlated 
variables that were taken as input to the multiple linear regression procedure, 
as the model proved to be unstable due to the small number of observations 
and correlations between the input variables. Therefore the modelling 
procedure was run iteratively several times with different combinations of 
potential variables until a stable model was found (the final model selected was 
identified separately from several different sets of input variables). The best fit 
logistic regression equation was then given by 
In(_!}_)= 3.55 + l5.45Peatfrac- 0.06LTM3equa/isedmean- 31.7lLengthover/andjlow 
1-B 
Equation 4.5 Final logistic regression model, developed by stepwise selection of 
variables from a manually-pruned initial set 
With a cut-value of e = 0.5, this model predicts a site to be contributing where 
the inequality is met: 
3.55 > 0.06LTM3equalisedmean + 31.7lLengthoverlandjlow -l5.45Peat frac 
Equation 4.6 Final logistic regression model, expressed as an inequality for identification 
of DOC-contributing sites 
The model shows 87% concordance with the data, with 8/12 negative outcomes 
and 25/26 positive outcomes correctly predicted, and all variables are significant 
at the 95% level. Application of the model to 1 km squares is shown in Figure 
4.31 -as the FPungrip variable was not included this model was not restricted like 
the preliminary model, but very few areas that were restricted from the 
preliminary model were identified as contributing by this final model. This model 
identifies far more areas as contributing compared to the preliminary model, in 
particular the catchments of Maize Beck and the Tees above Cauldron Snout. 
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Figure 4.31 Final logistic regression model applied to 1 km squares 
This model incorporates two variables that were not available during the 
development of the preliminary model: the histogram-equalised version of the 
L TM Band 3 data, and the Hortonian length of overland flow. The ability of the 
model to predict the outcome is however not greatly higher than the preliminary 
model, and any difference may reflect the more realistic grouping of the data, 
taking into account flow conditions, resulting in a less noisy dataset. 
To demonstrate this, modelling the preliminary dataset with the same variables 
used in the final model: L TM3eqmean Lengthoverlandtlow and Peattrac. results in a 
similar (77.8%) concordance with the data as did the preliminary model, and the 
Lengthoverlandtlow term is not significant in the model at the p < 0.05 level. 
Conversely modelling this final dataset with the two variables used in the 
preliminary model, Slopemean and FPungrip. results in a slightly worse (77%) 
concordance with the data, but only the Slopemean term is significant. The 
conclusion is that both models fit their calibration data with a very similar quality 
of fit (85% for the preliminary model on runs 1-3; 87% for the validation model 
on runs 3-5), and also predict the other dataset with a very similar fit (77% for 
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the preliminary model on the validation dataset; 78% for the validation model on 
the preliminary dataset). 
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4.9 Discussion of the classical predictive models 
Although the individual models produced have varied, there have been firm 
similarities between them, and this modelling has shown that DOC export 
concentration, and whether or not a site contributes to overall DOC 
concentration, can be predicted with some success from a small set of 
catchment characteristics. The study does not include enough data, in 
particular lacking a seasonal analysis, to identify one particular variable over 
another. For example FPungrip is included in the preliminary model; peat fraction 
is included in the validation model. However this also suggests that exactly 
which variable is used is not so important, due precisely to the cross-correlation 
between them, yet DOC export and therefore whether a site contributes colour 
overall to the downstream WTW can be accurately predicted given information 
about a small number of underlying catchment trends. This suggests that the 
fact that many of the studies described in section 4.2.1 used different catchment 
descriptors in developing relationships between catchment characteristics and 
DOC or colour export need not imply that the results of those studies, and the 
present one, cannot be compared. 
Slope of the catchment is perhaps the most important and readily understood of 
these variable trends. Mean slope is included in the preliminary model and 
length of overland flow, included in the validation model, is more correlated with 
mean slope than with any other variable (Pearson correlation coefficient 0.49, 
p < 0.0000). Slope is a fundamental characteristic of a catchment and many 
other catchment characteristics are related to it; for instance peat accumulates 
only in areas of relatively low slope. Low slope also results, all other things 
being equal, in slower surface runoff and less direct runoff pathways, and 
therefore greater opportunity for DOC to be transferred into runoff water. 
Nevertheless, there is of course not a complete correlation between slope and 
peat cover, and so some measure of peat cover is also important along with 
slope in predicting DOC export. Peat is taken a priori in this study to be the key 
source material for DOC, arid the results of the modelling back this view. The 
modelling has also shown that the treatment of the peat affects the runoff 
colour, with more drainage leading to more DOC in the runoff. This 
259 
corresponds with the results found in chapter 2 and chapter 3, which identified 
much higher DOC export from the grip sites than from natural, pristine, streams. 
This part of the study does not incorporate data on the extent to which the 
drained areas are blocked; nor is the density of drainage considered. This 
means that quantitative relationships to predict the expected change in riverine 
DOC fluxes cannot be derived for this catchment. However, the presence of 
drainage as a significant variable in these models does suggest that any 
decrease in export from individual drains would scale up in a signifiant way to 
the riverine DOC levels. It should also be noted that burnt areas were also 
associated significantly with DOC runoff, but because burnt and gripped areas 
are largely similar throughout the catchments in this study the data do not allow 
the relative effects of the two treatments to be clearly distinguished. 
Elevation also plays a role in the predictive models but it is unclear from the 
data whether this is fundamental and separate from land cover type, or whether 
this is a consequence of the higher peat cover in higher catchments. A greater 
range of catchments would be required including lowland peat catchments and 
upland catchments with lower peat cover in order to test whether the effect of 
elevation itself is relevant. 
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4.1 0 Partial least squares regression 
4.10.1 The need for an alternative technique 
The stepwise and best-subsets regression procedures address the problem of 
collinearity in the predictor variables by selecting a limited subset of these 
variables. However, the selection procedures are guided only by preselection 
of the variables significantly correlated with the response variables, they do not 
by definition select only predictor variables that are uncorrelated with one 
another. Therefore where two or more predictor variables are correlated with 
one another and also with the response variable, the stepwise or best-subsets 
procedure does not address this and can still encounter problems such as 
unstable model coefficients. Furthermore some argue that not only is the 
number of observations required for a classical regression analysis higher than 
is often appreciated (Green, 1991 ), variable reduction techniques such as 
stepwise regression do not reduce this requirement as may be assumed from 
the smaller resultant model size. For example, Babyak (2004) showed that the 
number of observations that is required to run a stepwise procedure is higher 
than is often appreciated: the number of degrees of freedom used in the 
variable selection remains dependent on the number of variables in the initial 
set, not in the final model. This implies that although variable selection methods 
produce a smaller final model, the number of observations required to justify 
this is not reduced. 
For these reasons Judd and McClelland (1989) make three key objections to 
the use of stepwise and best-subsets algorithms: Firstly, that they will not 
necessarily produce the best model where there are redundant predictors. 
Secondly, although best-subsets methods will identify the best model of each 
size, the fact that smaller models are not necessarily subsets of larger ones 
presents a serious conceptual difficulty. Thirdly, stepwise methods have a 
disproportionately large chance of fitting peculiarities of a particular dataset 
(J~dd and McClelland, 1·989; also see discussion available at 
http://www.pitt.edu/-wpilib/statfaq/regrfaq.html). The implication of this is that in 
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such cases the models may be unstable, in terms of which one of several 
potential highly correlated predictor variables are selected. 
In the present study, this was illustrated by the inconsistent choice of variables 
and their coefficients between the models. Although reasonable fits were 
achieved in each case, and the models produced can therefore be used to 
predict DOC concentration with some success, a regression equation such as is 
produced by the models implies an explanatory effect on the modelled variable. 
However as the models varied in terms of which ones of several collinear 
variables were selected, they cannot justifiably be said to fully explain the data. 
If one model includes gripped fraction and another includes peat fraction, it is 
impossible to say which of these variables "explains" the corresponding trend in 
DOC concentration. From the datasets as collected, predictive models may be 
successfully produced but it is harder to draw firm conclusions about the 
explanatory effect of individual variables, where those variables are correlated 
in the modelled dataset but not necessarily in the overall population. For 
example, slope and drainage density may be substantially correlated in one set 
of catchments, but this does not imply that they are correlated in all cases. It 
would then be impossible to determine, from the sample data, which of the 
variables was responsible for the modelled effect. 
Therefore although models such as those produced in this study may well be of 
use in the prediction of DOC export, in order to be considered statistically 
justifiable an alternative approach or verification is required. The variables 
selected in the various models in sections 4. 7 and 4.8 were of several common 
themes, as discussed in section 4.9, which argues for the use of decomposition 
methods to represent the underlying trends in the predictors before regression. 
These themes (factors or components) will not only be more appropriate for use 
to predict DOC concentration, but analysis of the contribution of the variables to 
the components will allow better understanding of the underlying explanations 
(an aspect that will be addressed in chapter 5). PLS presents one such 
po~sible solution; its use for modelling DOC export is demonstrated in this 
section. 
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4.10.2 Background to the PLS regression method 
The PLS method works by relating the weights for components between the 
predictors and response(s), rather than relating the predictors and responses 
directly (Section 4.5.2.3). In order to use the resulting model for regression and 
to predict new responses, the coefficients must therefore be extracted in terms 
of the original predictors, not their scores or weights in the model. This 
procedure is most clearly explained in terms of matrices, as follows (description 
adapted from Statsoft, 2003): 
With constant and error terms excluded, the multiple linear regression model 
y = b1x1 + ... + bnXn can be written in matrix form as Y = XB where Y is the 
response matrix (a vector if there is only one response), X is the matrix of 
predictor variables (one column for each variable) and B is the coefficient matrix 
(a vector if there is only one response). 
In order to use the fitted PLS model in the same way as the multiple linear 
regression model, the coefficient matrix B must therefore be derived, 
transformed back to the original scales. To do this the component extraction 
first computes the weights for each component (the eigenvectors) which form a 
matrix W with one column for each component and one row for each variable. 
This is the actual component analysis stage of the procedure, where the 
component eigenvectors W are produced to take into account the covariance 
between the predictors and the response(s) (in the case of principal 
components analysis, W would be extracted based only on the correlation or 
covariance of the predictors). 
Component scores are then calculated as T = XW. Next the loadings for the Y 
variables are computed by regressing Y on T such that Y = TQ where Q is the 
matrix of loadings for the response(s) (error terms are once again omitted in this 
explanation). This can now be expanded to give the coefficients for predicting Y 
in terms of the original predictors: 
Since T = :x.w; we can rewrite Y = TQ as Y = XWQ. So if B = WQ, then Y = XB, 
which is the required prediction model (with constant and error terms once 
again excluded for clarity), and it can seen that the coefficients of the linear 
263 
regression model, represented by the matrix B which has one column for each 
response variable and one row for each predictor variable, are derived from the 
eigenvectors (weights) for the components multiplied by the loading for each 
response. 
In addition to providing the weights, loadings, and scores for the x and y data, 
the software used (Minitab 14 and XLSTAT) does this work, providing the back-
transformed coefficients B for the original variables so that the PLS model can 
be used as a traditional regression equation. The resulting regression equation 
can be used in the same way as a traditional model, however the number of 
predictors in the model can be much higher without this meaning that the model 
is overfit, as the coefficients were derived using the PLS procedure. The 
procedure is therefore more statistically justifiable for use on limited datasets 
such as those in the present study. 
4.10.3 Results of the PLS regression modelling 
Partial Least Squares regression models were produced in Minitab 14 and 
XLSTAT. The number of components to retain was selected in Minitab using a 
cross-validation procedure to maximise the predictive ability of the model on its 
own calibration dataset. The PLS regression procedure was run several times 
with one response variable each time. The response variable was, in turn, the 
DOC concentration normalised to Broken Scar and averaged for runs 1-3, runs 
3-5, runs 3 and 5, and all runs. All the gathered predictor variables (Table 4.5-
Table 4.8) were initially entered into the procedure. The cross-validation 
method was used to select the number of components to retain in the model by 
maximising the predicted R2 on the cross-validation data. The model resulting 
from the back-transformed regression coefficients was used to predict 
normalised DOC concentrations for each site in the same way as the multiple 
linear regression models, and these were compared to the observed normalised 
concentrations for various combinations of runs to assess the predictive ability 
of the models. 
The data included some outlier points, in particular Rennygill Sike, resulting in 
misleadingly high R2 values for prediction. Although the Rennygill Sike data are 
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not believed to be erroneous, the catchment is quite different to all the others, 
being a first-order stream with peat cover close to 100%. The hydrological 
behaviour of the catchment may therefore be different (compare the different 
behaviours of the grips and the larger streams, in chapter 3). To address this, 
the models were analysed primarily in terms of RMSE which is less affected by 
outliers (note the differing values in the two R2 for prediction of Runs 6-7 
columns, compared to the more similar values in the two RMSE columns). The 
modelling was also repeated excluding Rennygill Sike due to the high leverage 
of this data point, but this made less difference (compare the two Runs 3-5 
model rows). This itself points towards the greater robustness of the PLS 
technique to the outliers or fluctuations that are to be expected in a small 
dataset such as this. 
Models were assessed for their fit to the calibration data and also the fit to the 
validation dataset of runs 6-7. The validation dataset was also assessed with 
Rennygill Sike excluded. A summary of the fit of each of these models is shown 
in Table 4.14. The fraction of variance in the predictor variables that is 
represented in the components is also shown. 
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Calibration Number of Fraction of Ff of Ff Prediction of Prediction of 
dataset for components variance in model pred data from data from runs 
model selected by predictor of runs 6-7 6-7, Rennygi/1 
cross- variables model Sike outlier 
validation represented point excluded 
by 
Ff Ff components RMSE RMSE 
Runs 3 0.692 0.638 0.322 0.524 0.687 0.315 0.686 
3,4,5 
All sites 
Runs 2 0.572 0.629 0.124 0.538 0.678 0.310 0.688 
1,2,3 
All sites 
Runs 3,5 3 0.684 0.663 0.295 0.672 0.571 0.520 0.574 
All sites 








Runs 3,5 3 0.668 0.659 0.247 0.699 0.548 0.542 0.561 
Rennygill 
excluded 
All runs 3 0.691 0.716 0.399 0.784 0.464 0.672 0.475 
All sites 
All runs 2 0.601 0.488 0.187 0.771 0.477 0.707 0.448 




Table 4.14 Fit of each tested PLS model. The model selected is highlighted. 
For similar reasons to the earlier regression procedures, the best calibration 
dataset was found to be the mean of runs 3 and 5, with the model produced 
from this data offering the best fit both in terms of the degree to which the model 
explained the observed data and to which the model predicted new data. 
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The model selected by cross validation based on this response data retained 
three components, which represented 66.8% of the variance in the original 
predictor set. It should be repeated that (unlike in PCR) the components in PLS 
are selected in order to maximise the extent to which they predict the response 
variable(s); the implication of this is that only the aspects of the predictor data 
which are useful to explain the response data will be represented in the 
components and particularly those components which are retained. A model 
which predicts the response data very accurately may nonetheless represent a 
lower proportion of the variance in the original predictor data, if some predictors 
are not of use for prediction of the response. 
The X-loadings for the three components in the model are shown in Table 4.15. 
These represent the extent to which each variable contributes to each 
component. Loadings of greater than ±0.180 are highlighted in red and green 
respectively for ease of visual interpretation (this is an arbitrarily selected value 
that was found to provide good contrast - it does not imply that 0.180 is any 
particularly significant cut value). 
Due to the number of variables the components are complex to interpret and as 
discussed previously analysis of the structure of the components (for 
explanatory purposes) is not the key aim of PLS regression. Nonetheless from 
the point of view of the key patterns in catchment characteristics which affect 
DOC export, it can be seen that the components do separate in a basic way. 
Component 1 loads negatively on many variables that are closely linked to the 
size of the catchments: Area, Area of several cover types, stream order, length 
of longest stream, etc. Meanwhile the component loads positively on the three 
key proportional variables Burnt fraction, Gripped fraction, and Peat fraction. 
Component 2 is positively loaded on many of the variables closely linked to the 
size of the catchment that are negatively loaded in Component 1, partially 
cancelling out the effect of these in the overall model, whilst the proportional 
variables represented in Component 1 are not strongly represented in 
Component 2. Tne effect of these--two compenents~together coultfberseen as 
modelling a portion of the variance in the catchment-size variables whilst at the 
same time showing that they are not intrinsically strongly linked to the response, 
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whereas the fraction of the catchments that is peat covered, gripped or burnt is 
linked to the response. Component 3 is weighted towards the physical aspects 
of the catchment including slope (as Slope mean, %A3deg, %A5deg, TCLA3, 
and TCLA5) and elevation , suggesting that such variables do have an effect 
that is separate from variables such as peat cover fraction, even though they 
are strongly correlated. Together these results can therefore be taken to agree 
with the pattern suggested earlier that the key themes in the predictor data 
which are relevant to the exported DOC are firstly, the extent of peat cover and 
the extent to which this is gripped or burnt, and secondly the overall steepness 























































Table 4.15 X-loadings for the selected full PLS model 
The model fit the calibration response data with R2 = 0.659 and RMSE = 0.369. 
Standardised regression coefficients for the model are shown in Figure 4.32; 
these provide the best indication of the relative importance of the individual 
variables to observed DOC, according to the PLS model. It is clear that some 
variables are much more important in the model than others. These largely 
follow the patterns identified in the earlier modelling procedures and correspond 
well to the variables that were earlier selected for manual analysis (section 
4.8.4) , adding confidence to this earlier selection . In particu lar burnt, gripped, 
and peat covered fractions are identified as the most important land-use 
variables, along with mean elevation , relief ratio, length of overland flow, and 
drainage intensity, and several of the Landsat layers. The procedure did not 
al locate a very high weight to any one in particular of the variables strongly 
correlated with mean slope, including mean slope itself, but rather allocated 
approximately equal weights to several of these variables including mean slope, 
main stream gradient, %A5deg and %A3deg· It is therefore clear that slope 
intrinsically plays a major ro le in this model, but the overall effect is split by the 
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It should be emphasised again that PLS is primarily a predictive, not an 
explanatory procedure and therefore we cannot assume from this that the 
influence of slope can only be modelled usefully by the inclusion of several 
closely-correlated variables in this manner ~ it may well be that a single one of 
these variables would result in a model of very similar quality and, arguably, 
greater explanatory power. Rather, the use of the model should be seen to be 
the prediction of DOC concentrations given this entire set of input variables, 
without extensive analysis of the underlying patterns in the data. 
Despite this the PLS procedure has often been criticised (Westad and Martens, 
2000), because of the lack of significance testing for individual predictor 
variables that is inherent in the method. In stepwise linear regression, variables 
are selected for entry to or removal from the model based on their statistical 
significance (as described in section 4.5.2.1) - the F-statistic is calculated for 
the coefficient of each variable to identify the most significant one to add to (or 
remove from) the model. With the PLS procedure, no such test is available for 
the significance of individual variables and so no method has been available to 
guide the selection of variables in order to reduce the model size. 
However, it has recently been shown that the PLS procedure can nevertheless 
be extended to enable the model to be developed and honed to use fewer 
predictor variables. Farina et al (2004) discuss several methods by which this 
can be achieved and compare them to methods used in conventional 
regression techniques. The technique discussed here is referred to by Farina et 
al (2004) as the Martens Uncertainty Test. Initially presented by Martens and 
Martens (2000), it first develops an estimate of the uncertainty of the regression 
coefficients, before using this to eliminate variables. 
Martens and Martens (2000) suggested a method by which the information 
produced in the cross-validation procedure can be used to assess the 
significance of the model coefficients. During the cross-validation procedure, 
the PLS model is calcutated many times, with each time a different selection 
from the original data being omitted (either one or more observations at a time). 
The purpose of this is primarily to test the ability of the model to predict the data 
that has, on that iteration, been omitted, and is implemented in software such as 
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Minitab to guide the model selection by selecting the model with the number of 
components that maximises the predicted R2 achieved by this cross validation 
procedure. However, each time this procedure is carried out, a slightly different 
value will be obtained for the model regression coefficients, as the available 
data for the model at that stage is slightly different. Martens and Martens 
showed that the range of values thus obtained for each regression coefficient 
can be used in a conventional manner to estimate the uncertainty and 
distribution of that coefficient, and thus produce confidence intervals for the 
regression coefficients. Martens and Martens (2000) and Westad and Martens 
(2000) went on to show that the information from this can be used to guide the 
selection or elimination of variables from the model. Any variable for which the 
95% confidence interval of the coefficient encompasses zero cannot be said to 
be significant at this level in the model (Westad and Martens, 2000) as it cannot 
be said with this level of confidence that the coefficient is different from zero. 
For the model shown in Figure 4.32 this is the case for many of the variables. 
This method is not implemented in the Minitab software and so the data was 
imported into the XLST AT software for derivation of the confidence intervals. 
The XLSTAT model was set to run with the same parameters as the Minitab 
model, rather than using the internal model selection procedures of XLSTAT, in 
order to ensure consistency (XLST AT does not by default use a cross-validation 
procedure to select models). Figure 4.32 shows as error bars the range on the 
standardised coefficients representing a 95% confidence interval obtained from 
this jack-knife procedure. 
Of the 57 variables in the original model, only 12 have confidence intervals 
found by this technique to be significantly different from zero (those with 
confidence bars that do not cross the x-axis, Figure 4.32). The PLS model was 
therefore re-run on the same response data with only these twelve predictor 
variables: Burntarea. Grippedtrac. Grippedarea. Peattrac. Peatarea. Slopemean. Elevmin. 
EleVmean. FPungrip. L TM4, L TMLc4, L TMLC2· 
This time the cross validation procedure retained 6 components which 
explained 95.6% of the variance in the predictor variables -for comparison, a 6 
component model with all the predictor variables would have explained 82.9% 
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of the predictor variance. The model fit the calibration data with R2 = 68.8% and 
RMSE = 0.353. This shows that the model much better encapsulates the 
predictor variance, because the predictors are all more relevant to the response 
and so will all be included to a greater extent in the selected components. 
This PLS model was used to predict DOC values for all sites and the predictions 
compared to the results from the various combinations of runs, as was the case 
for the OLS modelling. Applied to 1 km squares (Figure 4.33) the model results 
appear promising, although of course this has not been validated for each such 
square. Generally, discrimination of key DOC source areas is clearer. 
Additionally the low predicted concentrations for the lowland eastern areas of 
the catchment are much less "noisy" with the vast majority of cells falling into 
the lowest classification on the map; this seems a more likely distribution given 
the absence of peat soils and drainage in these areas. Again this is an 
indication of the greater robustness of the PLS technique to outliers: previously 
PLS was suggested to be more robust to the effect of the Rennygill Sike outlier 
point in the response data; here it is seen to be more robust against outliers in 
the predictor data. In this dataset, this is represented by the identification of 
some lowland areas as peat when in reality the LCM class 5 may not be 
appropriate throughout (as described in section 4.7.3). Although in this 
particular case a better approach would of course be to remove this LCM class, 
the key point is the greater robustness of the technique against such faults. 
Conceptually this greater robustness can be described as being due to the 
greater number of variables in the model; each of which contributes a smaller 
part to the overall result, minimising the effect of errors in individual variables. 
However, since PLS is the technique which makes the use of such large models 
justifiable, this is a key advantage inherent to the technique. 
273 
Predicted DOC relative to Broken Scar = 1 
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This chapter has described a field campaign to monitor DOC concentrations in 
the runoff from numerous subcatchments of varying size and nature within the 
catchment of the River Tees above Broken Scar. Following on from the work of 
Mitchell and McDonald (1995) and others (section 4.2.1) the study has sought 
to relate the DOC export to catchment spatial and landuse characteristics. The 
models produced identified peatland management (burning and gripping), in 
addition to peat cover, elevation, and slope as being the key predictors of 
increased DOC concentration. These findings are in agreement with the 
general pattern of those identified in previous studies and the variation in 
precisely which variables were found to be significant, both in previous studies 
and this one, has been explained in terms of the limited suitability of the data for 
classical regression techniques. 
However, the present study has extended the work of the above-mentioned 
studies in the following key ways: 
• Derivation of a greater range of catchment characteristics through field 
surveys, interpretation of third-party datasets, and GIS analysis techniques. 
• Representation of observed and modelled fluvial DOC not just as a variable 
quantity, but alternatively as a binary variable, relating an observed 
concentration to that at the point of interest at the catchment outlet and 
representing it either as higher (concentrating) or lower (diluting). Statistical 
modelling was consequently carried out using binary logistic regression in 
addition to multiple linear regression techniques in order to identify more 
deterministically the predicted source areas. 
• By providing a review of the use of variable selection techniques in multiple 
linear regression to identify the catchment characteristics with the largest 
effect on DOC concentration, and the comparison of these mechanically-
identified variables with those identified from expert unoerstanding of 
catchment behaviour and DOC production. 
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• Through the use of the emerging technique of PLS regression to generate 
predictive models of the same datasets. PLS regression is a more robust 
technique than multiple linear regression, placing fewer requirements on the 
size and quality of the dataset. The large number of spatial characteristics 
and the relatively small number of observed DOC concentrations that could 
be included in a single model, due to variations in flow conditions between 
sampling runs, meant that the data were not ideally suited to conventional 
linear regression techniques which was why the variable selection 
techniques were used. However, these techniques can be somewhat non-
deterministic or over-sensitive with such datasets, with two key problems. 
Firstly, that the model is extremely sensitive to the peculiarities of the 
dataset used for calibration, and may not be truly extendible, and secondly, 
that the presentation of a model comprising only a few variables implies an 
"explanatory" power which may not really be there. (For example a variable 
closely-correlated to but perhaps more obscure than mean slope may be 
selected, whilst with a very slightly different input dataset, mean slope itself 
may be selected. Either case could be seen to imply that the variable 
selected is in some fundamental way "responsible" for the observed 
response whereas in fact neither is anything more than a representation of a 
single underlying effect.) 
The use of PLS regression, which is not subject to the same constraints, 
was nonetheless found in this study to identify similar combinations of 
variables to the conventional techniques. This fact adds confidence to the 
use of the models produced by this study and this suggests that the linear 
regression-based models of this study and others can be accepted despite 
the non-ideal nature of the starting datasets. Furthermore since PLS models 
are produced from latent variables or components, which represent the 
structure in the original dataset, their use for prediction can be justified 
without the same caveats about explanatory links between predictors and 
response. 
• The use of an iterative model development process. A preliminary model 
was developed first after three sampling runs had been completed, and this 
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was used to identify key sites for both high and low DOC contributions. 
Several such sites were then included in the subsequent sampling studies in 
order to provide the best possible test of the model. 
• Demonstration of the use of GIS systems to apply all these models in a 
predictive context, to identify key potential DOC source areas. This 
approach is intended to be of use to various stakeholders in the catchment 
management process, in particular the water companies or others who are 
responsible for the consequences of increasing DOC load and who therefore 
wish to better focus catchment management strategies to decrease the DOC 
loads observed downstream. 
The key drawback of this study was in the size of the usable dataset. It was 
acknowledged at the outset that the scope of the project did not permit enough 
sampling to produce meaningful averages across a wide range of flow 
conditions or seasons and so a decision was made to constrain sampling to a 
particular flow regime; namely dry conditions, as the flashy nature of the 
catchments studied precluded sampling of all catchments equally at any other 
hydrograph stage. However, even this proved difficult to achieve due to the 
frequency of wet or changeable conditions in upland environments. 
Furthermore many sites were sampled only on one or two occasions and not 
necessarily on the same runs or under the same flow conditions. A satisfactory 
model could therefore not be found to link the results of all the studies, as the 
behaviour varied between samplings. The data were therefore analysed taking 
into account the actual conditions that had prevailed at the time of sampling, 
with data only from those runs that had occurred under similar conditions being 
included in the models. It is testament to the promise of this modelling work 
that models of the quality achieved could nevertheless be found, suggesting 
that DOC export is a highly predictable quantity given a range of readily-
obtainable data about the catchment. 
Further work should be undertaken to extend the range of the sampling in order 
to account for the problems described and to consider, for example, the effect of 
seasonality. Further sampling runs across a full range of flow and seasonal 
conditions would help with this, but a more robust potential approach for this 
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may lie in the use of rating curves. Given sufficient data from a site it may be 
possible to develop DOC concentration rating curves to predict DOC export 
relative to flow and season - for example Cooper and Watts (2002) 
demonstrated the successful application of the rating curve method to model 
DOC export for a site in the headwaters of the River Severn. 
Given such rating curves for a range of catchments such as those in this study, 
a PLS regression modelling approach could then be used to seek relationships 
between spatial catchment characteristics and the rating curve coefficients, with 
the ultimate aim of robustly predicting the DOC concentration rating curve 
(rather than spot DOC concentrations) for a catchment based on the spatial 
characteristics. 
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5 ldentofication of sources through mixing ana~ysis 
and multivariate techniques 
279 
5.1 Introduction 
Chapter 4 described the results of a sampling campaign that was conducted to 
monitor DOC from numerous sites across the River Tees catchment, and 
related these results to spatial characteristics of the source areas using GIS 
analysis and statistical modelling. This enabled the identification and further 
prediction of key DOC source areas. 
In addition to DOC concentration, the samples collected during these 
campaigns were also analysed for concentration of several base metal cations. 
The work in this chapter will use these data to address a different approach to 
the identification of colour source areas, by assessing the mixing behaviour of 
the waters in order to identify source areas based on the water samples 
themselves, rather than on characteristics of the source catchments. Mixing 
analysis techniques can be used to identify the source of a mixed water relative 
to a number of end-members (forward modelling), or alternatively to identify 
potential such end-members from the mixed samples. The multivariate 
technique of Principal Components Analysis will be used to assess the mixing in 
this way, using a similar technique to that demonstrated in chapter 3 for grip 
water samples, but extending the method by considering the spatial distribution 
of the sources. 
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5.2 Format of this study 
The concept of mixing end members in the Broken Scar catchment was 
addressed indirectly in chapter 4, in so far as the binary logistic regression 
approach discussed in that chapter was based on the concept of end members 
- one end member of "clean", low DOC concentration water and one end 
member of high-DOC water, with the catchment output at Broken Scar lying 
between these end members. These end-members applied only to one variable, 
DOC concentration, and a more sophisticated approach to identifying mixing 
patterns and therefore colour source areas is available through multivariate 
modelling techniques. These techniques were described in section 3.4, where 
they were used to identify differences in behaviour between the peat drain 
catchments. The techniques allow a statistical approach to mixing analysis: 
through analysis of the patterns underlying the dataset they allow end members 
to be identified, and samples to be described in terms of proportions of those 
end members. They can thus be used to analyse more thoroughly the mixing 
behaviour of the Broken Scar subcatchments. 
Therefore, this chapter presents the results of a multivariate analysis of the 
behaviour of the Broken Scar catchment and a number of subcatchments, and 
of the sources and development of the water along the river system. Samples 
from the campaigns described in chapter 4 were analysed for a suite of other 
solutes and properties in addition to the DOC analysis described in chapter 4. 
These results are used in this chapter to conduct a multivariate analysis with the 
aim of identifying the behaviour of the catchments and the sources, and 
describing the development of water along the river system. The results of the 
analyses are analysed spatially, both by consideration of the nested nature of 
the catchments, and through GIS mapping of the end-member proportions onto 
catchment maps. 
5.2.1 Study sites 
This study used the same sampling sites described in chapter 4. These 
represent a wide range of subcatchments across the river system from first-
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order streams to the main catchment outlet, across a variety of terrains and land 
cover types. The catchment map and numbering key is shown in figure 4.2. 
Many of the subcatchments examined in this study are nested. This has 
implications for any mixing analysis as it allows an assessment of the relative 
contributions of source waters. A schematic map of the catchment nesting 
structure is shown in Figure 5.1 and Table 5.1 repeats the catchment 
numbering scheme for reference. 
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Catchment id Catchment name Outlet grid ref 
Tees at Blackwell Bridge (Broken Scar) NZ 270125 
2 Tees at Piercebridge NZ212156 
3 Langley Beck at Gainford NZ 156176 
4 Tees at Winston NZ 142163 
5 Tees at Whorlton Lido NZ 107146 
6 Greta at Greta Bridge NZ 087132 
7 Gill Beck NZ 062105 
8 Eller Beck NZ 031118 
9 Tees at Eggleston Abbey NZ 065150 
10 Tees at Barnard Castle I Startforth NZ 048162 
11 Balder at Cotherstone NZ 009200 
12 Tees at Eggleston Hall NY 997233 
13 Eggleston Burn at B6282 road NY 989240 
14 Little Eggles Hope NY 992290 
15 Eggleston Burn at Middle End Farm NY 985288 
16 Tees at Middleton NY 945253 
17 Hudeshope Beck at Middleton NY 946254 
18 Lune at B6277 road NY 960240 
19 Lune Head Beck NY 866206 
20 Beck at Wemmergill Hall NY 900219 
21 Bowlees Beck NY 907282 
22 Tees below High Force NY 889283 
23 Langdon Beck at Intake Farm NY 853310 
24 Harwood Beck at Intake Farm NY 859310 
25 Widdybank site NY 818304 
26 Tees at Cauldron Snout NY 814288 
27 Crook Burn at B6277 road NY 781358 
28 Langdon Beck at Weardale road NY 850330 
30 Greta above Sleightholme confluence NY 951121 
31 Sleightholme Beck NY 964111 
32 Deepdale Beck NY 991155 
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Catchment id Catchment name Outlet grid ref 
33 Long Grain NY 867208 
34 Hargill Beck NY 895217 
35 Rennygill Sike NY 863204 
36 Etters Gill NY 893285 
38 Hunder Beck NY 933181 
39 Maize Beck NY 812283 
41 Flushiemere NY 910302 
42 Blackton Beck NY995250 
Table 5.1 Numbering and location of catchments 
Run number Date of sampling Number of samples analysed 
04/06/2003 7 
2 30/06/2003 22 
3 19/11/2003 26 
4 09/06/2004 22 
5 07/12/2004 17 
6 02/03/2005 17 
7 28/09/2005 19 
Table 5.2 Dates of sampling runs 
5.2.2 Sampling and analysis protocol 
Samples were collected and analysed from a total of 38 unique sites, in various 
combinations on each of seven sampling runs, as described in chapter 4. 
Dates of the sampling runs are given in Table 5.2. The samples used were the 
same as those used for the DOC analysis described in chapter 4 (subsamples 
were taken for each analysis). Sample collection bottles were acid washed and 
pre-rinsed with sample water. Samples were collected either via direct 
immersion of the bottle into the flowing water halfway up the water column, or 
using a weight-operated remote sampler held-at a~similar"location in the stream. 
Due to time constraints and also to the iterative nature of the DOC study, not all 
sites were sampled on each occasion. Furthermore not all the samples 
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collected as described in chapter 4 were analysed in this study - some samples 
were lost due to equipment failure. The number of samples analysed from each 
day varied from 7 (the low figure is because several samples from this day were 
lost) to 26. Three precipitation samples were also collected and analysed. In 
all, 133 samples were analysed from the seven sampling runs and the 
precipitation collection. 
Samples were analysed for concentrations of aluminium, calcium, iron, 
potassium, magnesium, sodium, and silicon all analysed using the ICP-OES 
(Inductively Coupled Plasma - Optical Emission Spectroscopy) method. 
Analysis was conducted on unfiltered samples using a Perkin Elmer Optima 
3300 RL ICP-OES machine, and ICP Winlab was used for machine control and 
data processing. Mixed standards for analysis were produced using Romil ICP 
standards and a serial dilution technique; concentrations of elements in the 
standards are given in Table 5.3. Standards (including blanks) were run prior to 
the analysis, and the 50 and 25mg 1"1 Ca standards were re-analysed as 
samples approximately every 25 samples as a manual check for drift; 
additionally all standards were re-analysed at the end of each run. 
Two wavelengths were collected for each element except K, and all calibration 
curves used for data processing had R2 values > 0.99 for all elements. 
Instrument drift was corrected during data post-processing using the internal 
standard method. Yttrium was selected for the internal standard as it was not 
found at detectable levels in any samples. All standards and samples were 
"spiked" with 1 mg 1"1 Y. Optical sensor output counts for each element are 
converted into mg 1"1 concentrations by comparing counts for Y between 
samples and standards, so the Y spike must be accurately metered. Pipettes 
used were calibrated using a 5-place balance. Samples were acidified using 
1 Omg 1"1 HN03; this was found necessary to prevent flocculation of the samples 
on addition of the Y spike and subsequent clogging of the ICP sampling 
mechanism. Analysis was conducted on unfiltered samples which were stored 
frozen in sealed containers prior to analysis; samples were analysed 






































5.3 Preliminary Results 
5.3.1 Analysis of solute concentrations 
Box-whisker plots of the concentration range for each element in each sampling 
run are shown in Figure 5.2. The upper and lower box boundaries mark the 75th 
and 25th percentiles respectively and the centre line represents the median. 
lnterquartile range (IQR) is defined as the difference between the 75th and 25th 
percentiles. Whiskers extend to the most extreme values which fall within the 
upper and lower adjacent ranges, which are defined as (75th percentile + 
1.5*1QR) and (25th percentile - 1.5* IQR) respectively. Clearly the solutes show 
a wide range of concentrations, and there are few outliers. The concentrations 
of each solute vary differently between the sampling runs, with the exception of 
the first two sampling runs where concentrations are generally low (note that 
only 7 samples were analysed from the first run). 
Two key anomalies stand out: much higher Ca2+ concentrations in the fourth 
sampling run compared to other dates, and much higher Na+ concentrations in 
the sixth run. The individual Ca2+ concentrations for each sample in the fourth 
run are shown in Figure 5.3. The high concentrations are found in a wide range 
of catchments and no clear geographical pattern can be discerned: high 
concentrations are observed in both large and small catchments (e.g. Greta vs. 
Widdybank) and both northerly and southerly catchments (e.g. Hudeshoe Beck 
vs. Greta). The river Tees was sampled at four locations on the fourth run 
(Cauldron Snout, Middleton, Eggleston Hall, Broken Scar) and the 
concentration of Ca2+ increased downstream along the river (Figure 5.3). There 
is some evidence to suggest that the concentration is lower in catchments with 
higher peat cover (e.g. Cauldron Snout, Little Eggles Hope) but this is clearly 
not a consistent pattern (e.g. the high value for the entirely peat-covered 
Widdybank catchment) because catchments may be high in peat cover in 
addition to containing water I rock interactiQns .. 1:\.nte.c::e<:te.nt weather comditioAs 
.· ,..._,.c. • -~,. __ , . 
were extremely dry for this run and all samples were taken at very low flow. 
The higher calcium concentrations are likely to reflect either a higher relative 
contribution from a Ca2+ -rich groundwater, or from water contact with outcrops 
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within the catchment, normally diluted by higher flows. In chapter 4, no good 
relationships could be found between DOC concentration in samples from the 
fourth run and catchment characteristics and this was suggested to be due to 
the samples on this day not containing much surface water; these data lend 
weight to that suggestion. 
The high Na + values in the sixth sampling run are harder to explain in terms of 
natural variations in flow pathways. Na+ is commonly taken as an indicator of 
(oceanic) rainwater contribution and this sampling run took place during the 
early stages of a snowmelt episode, so it would not be surprising to find 
samples in this run closely related to precipitation. However, the second 
sampling run also took place under rainy conditions and there is no evidence of 
increased Na+ concentrations in these samples. Whilst the concentration of Na+ 
in precipitation does vary greatly dependent on atmospheric circulation 
(unfortunately precipitation samples were not available for either of these dates) 
it seems unlikely in any case that this would be sufficient to raise the 
concentrations to the extent observed. A more plausible explanation would be 
the contribution of road salt: roads were observed to be heavily salted due to 
the cold weather in the days prior to this sampling run. Figure 5.4 shows the 
individual Na+ sample concentrations for this run: this largely confirms the road-
salt hypothesis. The Greta above the Sleightholme confluence runs parallel to 
and downslope of the A66 trunk road, and would receive drainage water from 
this road. Similarly the Langdon Beck at Intake Farm will receive drainage 
water both from the (regularly salted) Langdon Beck - St John's Chapel road 
and the B6277. Slightly surprising under this hypothesis is the low Na+ 
concentration in the Lune, as the road running up this catchment is also 
regularly treated; however, Selset and Grassholme reservoirs are close above 
the sampling point and would buffer the Na + spike. Lunehead Beck and Long 
Grain are parallel streams with similar catchments (and snow cover at the time); 
however, the B6276 drains into the former and subsequently this exhibits a 
higher Na+ concentration as expected. 
It could therefore be argued that some of the data should be excluded from the 
analysis. Certainly the likely Na+ contamination by road salt in the sixth 
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sampling run means that the scores for these samples should not be interpreted 
in terms of precipitation influence on Na + and its associated components in a 
PCA, and perhaps also that the Na+ data from this run should not be included in 
the PCA analysis in the first place. Rather than skew the analysis by selectively 
excluding only "contaminated" samples, all data from this run were excluded 
from the PCA. As to the Ca2+ increase in the fourth run - there is nothing to 
suggest that these data should be excluded, as they merely represent a 
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5.4 PCA results 
5.4.1 Analysis output 
Most solute concentrations were significantly correlated (p > 0.95), but 
correlation coefficients are not particularly high (Table 5.4). Therefore the 
variables were judged to be sufficiently independent that all should be used in 
the PCA; no variables were eliminated. A principal components analysis was 
run on these 8 variables (Aluminium, calcium, iron, potassium, magnesium, 
sodium, silicon and DOC) for data from all the sampling runs except the 6th, and 
including the precipitation samples. Although all variables in this study are on 
the same scale (mg r1) the range of values is large and so the analysis was run 
using the correlation matrix. The number of components to retain was based on 
including all those with an eigenvalue > 1 plus the first component with an 
eigenvalue < 1 (Table 5.5). The scree test was also applied, graphing the 
eigenvalues against the number of components and identifying the number of 
components at which a break in slope occurred (Figure 5.5). Both methods had 
the same results, indicating the retention of 3 components. The variable 
loadings of each of these three components are compared in Figure 5.6 -
Figure 5.8. 
AI Ca Fe K Mg Na Si DOC 
AI 1 
Ca 
-0.3944 1 1 
Fe 0.6323 -0,2935 1 
K -0;2743 0.2998 -0.2201 1 
Mg -0.3704 0.4667 -0.2689 0.9053 1 1 
Na -0.1391 1 0.2865 0.0166 0:7134 0;6'706 l 1 
Si -0.0958 0.1024 0.0839 0.6061 0;6676 0.4753 1 1 
DOC 0.7482 -0.4024 0.8373 -0.324 -0.4~841 -0.104 -0.0915 1 
- ,,-? '""".-.....,.,_. -· '0: :w.t.> "? f 'f,_.." . - -;;• 
-- ... 0 
,, 
-'' ·- -.-, ... "'"""'~-- ··'-- .,_, 
-Table 5:'4 'Correlations"'of"variables- us·ed-in··thEfPCA''(data from run 6 excluded). Shaded 
cells indicate correlation significant with P<O.OS 
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Figure 5.5 Eigenvalues from PCA on 8 variables 
Variable PC1 PC2 PC3 PC4 PC5 PC6 PC7 PCB 
AI 0.331 0.384 -0.087 -0.155 -0.764 0.301 -0.194 -0.004 
Ca -0.300 -0.100 -0.859 0.329 -0.148 0.068 0.105 -0.128 
Fe 0.279 0.496 -0.214 0.233 0.396 -0.256 -0.588 -0.087 
K -0.431 0.269 0.118 -0.248 -0.217 -0.498 0.042 -0.608 
Mg -0.464 0.223 0.028 0.032 -0.199 -0.331 -0.132 0.753 
Na -0.334 0 .360 -0.173 -0.571 0.373 0.512 0.004 0.043 
Si -0.289 0.389 0.375 0.652 0.009 0.394 0.167 -0.130 
DOC 0.356 0.439 -0.155 -0.026 0.108 -0.254 0.747 0.144 
Eigenvalue 3.798 2.115 0.773 0.499 0.392 0.237 0.126 0.060 
Proportion variance explained 0.475 0.264 0.097 0.062 0.049 0.030 0.016 0 .007 
Cumulative variance explained 0.475 0.739 0.836 0.898 0.947 0.977 0.993 1.000 
Table 5.5 AilS components from the initial PCA. Components 1·3 were retained. 
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Figure 5.6 Loading plot of PC1 vs. PC2 
"' u Q. 
- .6 -0.5 -0.4 
Ca 

























Component 1 is often found to represent an overall concentration or size, with 
similar loadings on most variables (e.g. Worrall et al, 2003b; Manly, 1986). 
However this appears not to be the case in this analysis with PC1 having 
opposite sign on AI, Fe and DOC compared with the other 5 variables. Instead 
this component is likely to represent the influence of peat surface waters, with 
AI and Fe often being associated with such waters along with DOC. (It should 
be noted that it is the relative sign of the loadings between variables that is 
important, e.g. in PC1 above AI and Ca take opposite signs; the signs of an 
entire component can be reversed without this having any bearing on the 
underlying relationship, as a consequence of the matrix manipulation in the 
PCA procedure (Section 3.4.1 )). K and Mg have large loadings of opposite sign 
to AI, Fe and DOC, and this could indicate that the component contrasts peat 
surface waters with precipitation-derived water, especially continentally-derived 
precipitation. Component 1 can therefore be seen as contrasting peat-derived 
surface waters with all other waters. 
Component 2 seems more likely in this analysis to be the component linked to 
overall concentration, with medium loadings of identical sign on all variables 
except Ca - this exception is not necessarily too surprising due to the high 
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concentrations of Ca in the samples from run 4, which could mask the overall 
Ca loading in this general concentration component. Component 3 is 
dominated by a very large loading on calcium, together with a substantial 
loading of opposite sign on si licon. This is likely to represent a groundwater 
influence in the samples, given the limestone geology of the area, which is 
particularly observed in Run 4 but not exclusively so (e.g. Figure 5.14). 
Component 3 therefore chiefly identifies samples from run 4 in these data, due 
to the much higher Ca concentrations in this run . 
5.4.2 Component scores and trends 
The first three PCs were scored for the entire dataset and are plotted against 
one another in Figure 5.9. The overall distribution of these plots suggests at 
least two trends: first ly, increasing PC1 against increasing PC2, and secondly 
increasing PC1 against decreasing PC2. PC3 shows less clear trends against 
the other two components; there is evidence of an increasing PC3/decreasing 
PC2 vs. increasing PC3 I increasing PC2 distribution, but not all the samples fall 
within this trend (Figure 5.9) . 
Matrix Plot of PC scores from PCA on all data excluding run 6 
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Figure 5.9 Overview of scores from the first three PCs 
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Figure 5.10 shows PC1 plotted against PC2, grouped by sampling site. In the 
relationship between the components three end members appear to be present: 
Langley Beck, Rennygill Sike, and rainwater. This plot helps to confirm the 
interpretation given to PC1 above, with the end members relative to this 
component being Langley Beck (a lowland, peat-free catchment) and Rennygill 
Sike, an upland peat first-order stream, predicted and observed in chapter 4 to 
have high DOC export concentrations. Precipitation samples have loadings 
close to zero on PC1 , confirming that PC1 represents two different evolutionary 
trends from the input rainwater, one towards positive PC1 and one towards 
negative PC1. As to PC2, rainwater samples represent an end member of low 
PC2 scores, contrasting with both low-order peatland samples (e.g. Rennygill) 
and lowland streams (e.g. Langley Beck) which both have high positive PC2 
scores, confirming the nature of PC2 as an overall concentration component 
(Figure 5.1 0). Displaying the loadings of PC1 and PC2 against one another 
(Figure 5.6) aids the interpretation of these scores illustrating that the trend from 
rain towards peat-sourced samples (increasing positive PC1 and PC2, e.g. 
Rennygill Sike) is one of increase in Fe, AI, and DOC, whilst increased PC2 
represents increased concentration in all solutes except Ca. 
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Figure 5.10 PC1 against PC2 grouped by sampling site 
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Figure 5.11 shows PC1 against PC3 grouped by sampling site. The same two 
end members (Langley Beck and Rennygill Sike) can be observed on PC1 as 
previously, but patterns are much less well defined on PC3. There is a strong 
trend from high negative PC1 I high positive PC3 to high positive PC1 I high 
negative PC3, but there is considerable scatter on PC3 which appears to apply 
across a wide range of the sampling sites and obscures the trend - many 
samples fall below this trend on PC3. A similar problem is observed with the 
plot of PC2 against PC3 (Figure 5.12) - here there is a well defined trend 
among samples with higher PC2 scores, but samples with low negative PC2 
scores are more scattered across PC3. (Figure 5.12) Examination of the 
relevant loading plots (Figure 5.7 and Figure 5.8) suggests that the scatter in 
both cases is due to high Ca concentrations. 
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Figure 5.11 PC1 against PC3 grouped by sampling site 
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PC2 vs. PC3, from all data excluding Run 6 
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Figure 5.12 PC2 against PC3 grouped by sampling site 
If the data are displayed grouped by sampling run (Figure 5.13, Figure 5.14, 
Figure 5.15), then considerable clustering according to sampling run can be 
observed, and in particular the variation across PC3 becomes clearer. In the 
plot of PC1 against PC2 the samples do, to some extent, group by sampling 
day, with for instance samples from run 3 having more positive PC1 scores, and 
the samples from run 2 having lower absolute scores on both PC 1 and PC2 
(Figure 5.13). However despite this most of the trends and the relationsh ip 
between PC1 and PC2 can be observed independently of sampling run, in that 
the end members suggested previously are observed in more than one sample 
run: the Langley Beck end member is represented in runs 3, 6 and 7 and the 
Rennygill Sike end member is represented in runs 5 and 7. Furthermore, the 
remaining samples from each of these sites lie along the same trends if in a 
less extreme position. 
By contrast in the PC1 I PC3 and PC2 I PC3 plots it can be identified that 
samples from run 4 have far more negative scores on PC3 than those from any 
other run. This is not surprising in context of the identification of PC3 as being 
influenced primarily by Ca (Figure 5.7 and Figure 5.8), and the observed 
300 
baseflow conditions prevailing when samples from Run 4 were collected. With 
reference to PC2 I PC3, the sampling runs can all be said to be similar with the 
exception of run 4; trends will be analysed discounting samples from this run. 
Similarly for PC1 I PC3, samples from run 6 also plot lower on the PC3 axis 
than the main trend from the other 5 runs. This can be explained by the high 
observed Na concentrations in run 6 discussed earlier. 
PCl vs. PC2, from all data excluding Run 6 
7 Run 
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Figure 5.13 PC1 against PC2 grouped by sampling run 
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5.5 Spatial distribution of component scores relative to 
catchment nesting 
With the caveats regarding systematic differences between sampling days 
described in section 5.4.2, the distribution of samples on the PC score plots can 
be assessed relative to the catchment schematic in Figure 5.1 . The most 
deeply-nested series of catchments sampled was the main branch of the River 
Tees; this was sampled variously at several locations as summarised in Table 
5.6. Because these catchments are nested, the development of the water as it 
moves down the catchment can be described. 
ID Number Site Name Runs sampled River length above sampling point (km) 
1 Broken Scar 1,2,3,4,5,6, 7 81.6 
2 Piercebridge 1,2,3 73.5 
4 Winston 1 ,2,3 65.3 
5 Whorlton 2,3 60.5 
9 Eggleston Abbey 1,2,3,7 55.7 
10 Barnard Castle 1,2,3 53.6 
12 Eggleston Hall 3,4 42.6 
16 Middleton 1,2,3,4,5,6,7 35.8 
22 High Force 1 ,2,3 28.7 
26 Cauldron Snout 3,4 17.7 
Table 5.6 Summary of sampling sites on main River Tees branch 








Table 5.7 Number of samples taken from River Tees by sampling day 
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For those sample runs where the river was sampled enough times for a trend to 
be identified (i.e. three or more times, Table 5.7) relationships can be identified 
between the principal component scores and the position in the river network 
(measured by the river length to sampling point). 
5.5.1 PC1 
For PC1, scores in general decrease down the river (Figure 5.16). The 
relationship was significant (P < 0.01) for all sampling runs except run 7 (where 
there were only 3 river samples). This can be interpreted as a decreasing peat-
source character or increasing groundwater character along the river length. 
The relative scores on PC1 for each site, in addition to the gradient of the trend, 
vary by run and there is some evidence to suggest that this is related to flow 
characteristics: sample runs 1 and 4 took place under baseflow, whilst runs 2 
and 3 took place after or during rain (section 4.8.3) (as did run 7; however, with 
only three data points this trend is less well defined). The trends for the 
baseflow runs are very similar to one another as are those for the quickflow 
runs. Furthermore the trends for the quickflow samples exhibit considerably 
more scatter than those for the baseflow samples. 
Precipitation samples ranged between 0.56 - 0.92 on PC1 (Figure 5.1 0), and 
relative to PC 1 there is a point along the river where the water has a 
composition, relative to PC 1, that is identical to rainwater - that is, where the 
influence of the two old water types (peat-influenced vs. rock-influenced) 
identified in section 5.4.1 is in equilibrium. This occurs at some point between 
High Force and Barnard Castle during baseflow, and not until the lower reaches 
of the catchment if at all during quickflow. This implies that during quickflow the 
influence of peat surface waters (high PC1 scores) on the composition of the 
river water is relatively greater; the effect of precipitation is to increase near-
surface flow from peat areas. An increase in near-surface flow in general is as 
would be expected in a catchment with a "flashy" hydrograph regime such as 
this one; however since p'c1 distinguishes primarily behNeen peat surface 
waters and all other waters, this trend should be distinguished from a surface 
water I groundwater contrast. Both of these sampling runs (2 and 3) were 
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characterised by quickflow conditions throughout the catchment including 
subcatchments with low PC1 scores (e.g. Langley Beck) as well as those with 
high PC1 scores; there was rain throughout the day for run 2, and rain on the 
preceding day for run 3 (personal observations: no distributed rainfall or flow 
data were available). However since the overall observed effect is higher 
scores on PC1 in the Tees on these wet days, it would appear that rainfall 
increases near-surface runoff from the peat catchments to a greater extent than 
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Figure 5.16 Scatterplot showing the relationship of PC1 to position on the main river 
channel 
5.5.2 PC2 
Assessing PC2 in the same way (Figure 5.17) is not as informative. Significant 
trends exist between river length and PC2 for sampling runs 1, 2 and 3; 
however, no significant relationship exists for run 4. The general trend is an 
increasing PC2 score (increasing overall concentration) downstream. Samples 
taken in run 3 have substantially higher scores than the other runs, suggesting 
the river chemistry was more concentrated on this day; however sample runs 2 
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and 3 were both taken under quickflow conditions and equivalent high PC2 
scores are not observed for run 2. One possible explanation for this difference 
between runs 2 and 3 is that run 2 took place after a lengthy dry period and 
during actual rainfall. These samples may therefore be represented by a higher 
proportion of infiltration-excess overland flow or macropore flow following 
dessication, leading to the samples having relatively little interaction either with 
soils or bedrock and remaining little-altered from precipitation. Conversely run 3 
took place when flows were high but nonetheless after (rather than during the 
early stages of) a reasonable period of rain, which could plausibly mean soils 
had become more thoroughly wetted, decreasing infiltration-excess overland 
flow, in which case more runoff from both soils and groundwater would 
contribute to the river water, increasing overall concentration. 
If the low flows and antecedent dry conditions of sampling run 4 are taken to 
indicate that samples on this day were derived from a higher proportion of 
groundwater than other days, then the generally low PC2 scores for run 4 
together with the lack of downstream trend suggest two important observations. 
Firstly, that groundwater contributes to the river flow throughout the whole 
catchment, including in the peat-covered upper reaches. If groundwater did not 
contribute significantly to the shallow peatland upper catchments, then PC2, 
representing general concentration, would be expected to increase downstream 
in the absence of any diluting influence. If on the other hand, groundwater 
contributes throughout the catchments, then PC2 scores would be expected not 
to increase along the river system - as is observed (Figure 5.17, Figure 5.1 0). 
However, this is not a safe conclusion as will be shown in the discussion of PC3 
below. 
Secondly, sites such as Langley Beck cannot simply be explained as 
representing a baseflow contrasting with the largely quickflow water from 
peatland catchments such as Rennygill Sike. Langley Beck samples have high 
positive scores on PC2 whereas samples from run 4 (throughout the entire 
system, not just the River Tees: Figure 5.13) have low scores on PC2, and 
therefore the high positive scores for Langley Beck cannot be explained purely 
as a groundwater influence - the low PC2 scores in run 4 suggest that 
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groundwater-derived baseflow is not likely to contribute a sufficiently strong 
influence or concentration to account for the high PC2 scores observed at 
Langley Beck. (Unfortunately Langley Beck was not sampled on run 4). Some 
other process is required to account for the high PC2 scores (high concentration) 
in Langley Beck, such as in-stream contact with silicon or magnesium rich rock 
or clay, or a different aquifer source to that sustaining baseflow throughout the 
catchment. 
This observation regarding Langley Beck, referring back to the interpretation of 
PC1 as a contrast between Rennygill Sike and Langley Beck, implies that PC1 
represents a contrast between peat water and another water (which may be a 
different surface runoff, or a groundwater source) which sustains baseflow and 
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Comparing PC3 with the river length (Figure 5.18) shows a significant 
relationship (p < 0.05) only for runs 1 and 4; the trend for run 1 whilst significant 
is extremely shallow and so only that for run 4 is assessed here. According to 
the interpretations above the decreasing trend in PC3 downstream represents 
an increasing groundwater influence, or more specifically from the PC loadings 
(Figure 5.6 - Figure 5.8) an increasing Ca concentration. Scores across the 
catchment for PC3 are not so widely spread as for the other two components, 
with the exception of Run 4 which was clearly separated from the other 
sampling days for all sites on PC3 (Figure 5.11, Figure 5.12). 
This trend could therefore represent the effect of increasing bedrock contact 
down the river, which has two possible explanations. Firstly, this may be due to 
a higher proportion of total flow being groundwater or in any case having 
greater contact with a calcium-rich source. Secondly the trend may be caused 
simply by the longer contact with limestone and other calcium sources 
downstream within the river channel that would be expected in a uniform 
catchment. The four river samples score in the mid range of PC3 scores from 
this run, with 10 other samples scoring lower on PC3 than the lowest-scoring 
river sample (Broken Scar) (Figure 5.12 and Figure 5.15). This suggests that 
the first explanation is correct: the decreasing PC3 trend down the river does 
represent an increased proportion of flow being in contact with a calcium-rich 
source. If only a longer contact time were responsible then the samples with 
the longest contact time of all (i.e. Broken Scar) would be expected to show the 
lowest score on PC3. In either case it would be reasonable to expect this trend 
to be swamped under high flow conditions, explaining the lack of observed 
trend in runs 2 and 3 (Figure 5.18). 
However, explaining the run 4 trend in PC3 as an increasing groundwater 
influence does contradict the inference made from PC2 above that there is a 
groundwater influence throughout the catchment. With groundwater influence 
increash1g down the catchment, why under conditions of minimal flow from 
surface waters (run 4) do PC2 scores not increase downstream (representing 
increased concentration)? One possibility is due to the fact that PC2 has an 
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opposite loading on Ca to all the other variables. Since run 4 was generally 
high in calcium but low in overall concentration, this could confound the 
interpretation of PC2 trends for run 4. Another possibility is simply that PC2 did 
in fact increase downriver during run 4, but the scatter is too great in the 4 
observed samples for this trend to be apparent. In either case, the hypothesis 
based on PC2 that there is a substantial groundwater influence throughout the 
catchment cannot be held confidently. It seems most likely, therefore, that PC2 
represents a runoff from surface waters other than peat, whilst PC3 is the 
component representing baseflow and groundwater. 
The only variable with a substantial positive loading on PC3 is Si (Figure 5.7). 
One likely source of this within the catchment is the clay till or gley soil layers 
beneath the peat. Such a source would also explain the (small) positive loading 
for potassium seen in this component. Worrall et al (2003b) found evidence of 
K in peat soil water that was explained as an influence of underlying high-CEC 
clays. This implies that the higher upstream values observed for PC3 in sample 
run 4 may also, or alternatively, point to seepage from these layers contributing 
to the observed runoff. This would concur with the results of Mulder et al (1995) 
who studied the small peatland lngabekken catchment in Norway and 
concluded that the baseflow in this catchment was dominated by flow from the 
mineral soils beneath the peat. Branfireun and Roulet (1998) also found 
evidence of groundwater contributions to baseflow in a peat catchment, despite 
the common assumption that due to low hydraulic conductivity in the catotelm 
there is minimal water exchange between deep peat and the mineral layers 
beneath. Moving down the Tees catchment the proportion of peat cover 
decreases, in line with the observed trend in decreasing PC3. Alternatively, as 
silica has been found to mix non-conservatively and occasionally precipitate out 
of solution in the presence of Si02 particles (Casey and Neal, 1986; 
Christophersen et al, 1990), a decreasing silica concentration downstream 
would not be unexpected. This suggests that the downstream trend in PC3 can 
be partially explained by aging of the water and consequent silica precipitation, 
but this would not account for the cliarrges in PC3 due "to Ca which would be 
expected to be larger given the relative PC3 loadings of Ca and Si. Nonetheless 
these options are not contradictory. 
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All these explanations for PC3 seem equally valid and do not contradict, and 
therefore high PC3 scores could be seen as representing the baseflow from 
peat catchments, possibly in addition to a smaller loading on water aging, with 
PC3 overall representing a contrast between the baseflow from peatland 
streams and from bedrock I rock outcrop - influenced streams. Trends in PC3 
are far weaker in the other sampling runs due to the much larger percentage of 
flow coming from surface water (uninfluenced by either of these sources) and 
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Figure 5.18 Scatterplot showing the relationship of PC3 to position on the main river 
channel 
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5.6 Source identification through PCA-based end member 
mixing analysis 
The previous section has illustrated the use of the results of a Principal 
Components Analysis in conjunction with spatial details of the sampling sites to 
assess trends and infer their causes. Given a series of nested catchments, the 
development of trends in the sample chemistry downstream was illustrated and 
the likely causes behind these trends were used to infer the implied water 
sources, in terms of shallow I deep water, and peat I non-peat source areas. 
This was achieved from direct analysis of PC trends relative to sampling 
locations. Alternatively, as demonstrated by Worrall et al (2003b), the results of 
the PCA can be used more directly for mixing analysis to identify the sources of 
samples in terms of end members identified from the PC score plots. 
Clearly, and as demonstrated by Christophersen and Hooper (1992) and 
Worrall et al (2003b ), the identification of stream samples as true end members 
in this manner is likely to be an exaggeration - true end members in terms of 
the water sources would be more likely to be sources such as peat soil water 
and limestone groundwater, neither of which were directly sampled in this study. 
This is reinforced by the more detailed analysis of the PCs in terms of 
contrasting water sources that was provided in section 5.5. However it should 
be emphasised that the key purpose of this study is to relate the composition of 
the water from various stream and river sites, and in particular to relate the 
composition of the water at Broken Scar to a range of streams of differing 
characteristics in order to identify the relative contributions of each to, in 
particular, the colour at Broken Scar. 
Although Christophersen and Hooper (1992) accepted that PCA can be used 
successfully for EMMA if enough sampling is done to ensure that all conditions 
and sources are covered, these constraints were not met by this study. 
Nonetheless, despite the limitation of PCA for end-member analysis outlined by 
Christophersen and Hooper (t992) and described in Chapter 3, it is a useful 
technique for this particular study, because in the streams sampled there are 
clear end-member candidates. Langley Beck is an alkaline, lowland stream 
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with no peat cover and high ground-water influence. Rennygill Sike is a small, 
second-order upland catchment with consistently high colour loads and almost 
complete peat cover within the catchment. It is hypothesised that waters from 
these streams provide end-members by which the river waters can be 
described, even if these are not true end-members in terms of water sources. If 
the PCA analysis suggests end-members with similar compositions to these 
streamwaters then this will agree with the hypothesis and suggest that the end-
members identified by PCA are appropriate. Therefore the identification of 
extreme streams as end members is appropriate even if they are not true end 
members in terms of the sources of various water characteristics. 
The plot of PC1 vs PC3 (Figure 5.1 0) shows a general triangular distribution, 
suggesting three end members. Although not all samples lie completely within 
the ternary plot bounded by three end members, those that do not were from a 
sampling run that has been illustrated to show different behaviour, and so the 
consideration of these samples separately is reasonable. The three end 
members selected were Langley Beck (ih run), Rennygill Sike (ih run), and 
precipitation (09/12/2004 ). The choice of Langley Beck sample from runs 3, 6 
and 7 was a somewhat subjective decision; the sample from run 7 was selected 
as it had the most extreme PC1 score and because many samples from run 6 
scored highly on PC1 due to the anomalously high Na concentrations in this run 
discussed in section 5.3.1. 
Furthermore although no groundwater or soil water was directly sampled, a 
number of peatland grips were extensively sampled in another part of this study. 
Samples from one of these grips when plotted against the same PC loadings 
exhibited trends largely similar to, but more extreme than, slightly larger 
peatland streams such as Rennygill Sike. Although the results of this have not 
been further analysed here (due to the extremely high leverage of these points 
in one direction, given their more extreme nature, and the lack of samples from 
sites close to other end members such as groundwater) this confirms the use of 
Langley Beck and Rennygill Sike as "effective" end members. 
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Solute (mg f 1) A (Langley Beck) 8 (Rennygi/1 Sike) R (Rainfall) 
AI 0.00 0.24 0.00 
Ca 74.76 6.30 0.04 
Fe 0.00 1.48 0.00 
K 6.96 0.17 0.35 
Mg 16.40 0.89 0.16 
Na 21.33 3.92 2.09 
Si 3.71 0.82 0.00 
DOC 4.92 48.24 0.00 
Table 5.8 Compositions of the end members selected from the PC1/PC2 plot 
The triangular region bounded by the three selected samples is illustrated by 
the bold lines in Figure 5.19. The three end members are labelled as A 
(Langley Beck), B (Rennygill Sike), and R (rainwater). Given the interpretation 
of PC2 as a general concentration component (section 5.4.1 ), this plot can be 
interpreted as showing samples evolving from a single "pure" (low concentration) 
precipitation source. Furthermore given the interpretation of PC1 as 
distinguishing between samples from peat sources and those from some other 
evolved source (section 5.4.1 ), the low absolute scores of the precipitation 
source on PC1 relative to those for the other two proposed end members are 
also as expected. Therefore the evolution of samples from rainwater can be 
described in terms of a combination of two trends: trend R-A and trend R-B 
(Figure 5.19). 
In a ternary mixing diagram, the trend between any two end members 
represents a linear combination of those end members: for a sample lying on 
the trend A-B the relative proportions of each end member are given by the 
position on the trend of the sample; a sample lying 25% along the trend from A 
towards B is composed of 75% A and 25% B. This description applies for each 
of th~ t~r~E3 b_ouoqi[lg tr~JlQOS A!3 •. RA, ~nd RS_ c:tPd. so samples .cor~taining a 
proportion of all three end members will not lie precisely on a trend but rather 
within the ternary plot. The composition of samples relative to the three end 
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members can then be solved geometrically from the mixing plot, as illustrated in 
Figure 5.19 for a sample from the Greta, indicated as P. The proportion of 
evolution towards either end member A or B can be gauged by projecting a line 
from the source (R) in the direction of evolution of the sample through to the 
trend AB, intersecting the trend at point X (Figure 5.19). The relative lengths of 
AX and BX will then give the proportions of the evolved water in the sample that 
is of composition A and B respectively. Similarly the position of the sample P 
along the trend RX defines the extent to which the sample has evolved from 
source water, with RP and PX representing the proportions of source I evolved 
water in the sample. The overall proportions of the three end members in the 
sample P are then given by AX*PX, BX*PX, and RP for end member A, B and R 
respectively. 
Since such an analysis is in terms of end members, the compositions of any 
samples falling outside the triangle ABR are not defined -Worrall et al (2003b) 
used this fact to infer the presence of an unsampled end member causing some 
samples to fall outside the observed trends. In this case, the samples falling 
outside the triangle ABR are those described earlier, chiefly from sample run 4. 
Whilst this does imply that the observed Langley Beck sample A does not 
represent a true end member for extreme baseflow conditions, the samples 
which are bounded by these end members represent the majority of runoff 
conditions and given the position of run 4 samples below the AR trend, had 
Langley Beck been sampled on this day it seems reasonable that the relative 
position of the trends would be similar. 
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Figure 5.19 Plot of PC1 vs. PC2, showing the distribution bounded by the end members 
and the distances used to calculate composition for a sample P 
Following this method, the composition of all the samples was calculated in 
terms of the three end-members A, B and R. Resu lts are shown in Table 5.9, 
where catchment identification numbers are as given in Table 5.1. 
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Proportion 
Catchment id Nsamp/ed Rain End member A End member a 
1 7 0.650 0.241 0.109 
2 3 0.724 0.142 0.134 
3 4 0.091 0.890 0.019 
4 3 0.732 0.137 0.131 
5 2 0.706 0.093 0.201 
6 6 0.420 0.386 0.194 
7 3 0.547 0.406 0.047 
8 1 0.591 0.169 0.239 
9 4 0.720 0.112 0.168 
10 3 0.762 0.113 0.125 
11 5 0.608 0.170 0.222 
12 2 0.726 0.107 0.167 
13 2 0.579 0.273 0.148 
14 2 0.392 0.218 0.390 
15 3 0.518 0.221 0.261 
16 7 0.723 0.096 0.180 
17 5 0.574 0.444 0.000 
18 6 0.686 0.115 0.199 
19 5 0.638 0.119 0.243 
20 2 0.538 0.080 0.382 
21 6 0.780 0.177 0.043 
22 3 0.792 0.033 0.175 
23 3 0.565 0.288 0.147 
24 4 0.727 0.249 0.024 
25 3 0.898 0.075 0.028 
26 2 0.807 0.031 0.161 
27 3 0.589 0.060 0.351 
28 1 0.853 0.187 -0.041 
30 4 0.167 0.452 0.382 
31 3 0.323 0.253 0.425 
32 3 0.397 0.185 0.418 
33 4 0.766 0.113 0.121 
34 3 0.648 0.158 0.195 
35 3 0.278 0.028 0.694 
36 4 0.601 0.356 0.044 
38 2 0.158 0.192 0.649 
41 1 0.785 0.299 0.000 
42 1 0.567 0.376 0.058 
99 2 0.971 0.019 0.010 
Table 5.9 Mean end-member composition of samples from each site 
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5. 7 Spatial distribution of source water types 
5. 7.1 Direct analysis of end member compositions 
The mean component composition for each site across the runs in which it was 
sampled is shown on the catchment schematic diagram in Figure 5.20, allowing 
visualisation of catchments dominated by each end member and a general 
impression of the mixing behaviour. Moving downstream, the composition of 
the River Tees gradually decreases in the rainwater end member relative to the 
two old-water end members. Furthermore the influence of specific tributary 
catchments in this change can be noted. For example, comparing the river 
Tees at High Force (site 22) and Middleton (site 16) clearly shows the influence 
of the end member A-rich Ettersgill (site 36) and Bowlees Beck (site 21 ), an 
effect that is strengthened at the next stage downstream (Tees at Eggleston 
Hall, site 12) where the effect of the large Hudeshoe Beck tributary (site 17) on 
the overall end member A proportion can be seen. 
Only two sampled catchments had an overall majority of end member B: 
Rennygill Sike (site 35) and Hunder Beck (site 38); these are both largely flat, 
drained peat catchments and so their high end member B composition is as 
would be expected. In the initial sampling, the Eggleston Burn Upstream (site 
15) and Little Eggles Hope (site 14) were noted to have high DOC levels 
compared with most other catchments in the north of the study area; Blackton 
Beck (site 42) was therefore originally selected for catchment characteristics 
that were predicted by the preliminary model (section 4.7) to result in lower 
DOC concentrations than the rest of the Eggleston Burn catchment. This 
selection is confirmed by the higher proportion of end member A and lower 
proportion of end member B noted here. 
The catchment schematic does show that the catchments showing a significant 
influence from end member B are largely the peatland catchments in the south 
of the study area, and those significantly inflUenced by end m-ember A are 
largely in the north. However, this observation regarding site 42 helps to 
demonstrate, along with Crook Burn (site 27), that the general north I south 
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divide is not inherent on the catchment positions to the north or south of the 
river nor on their aspect, but rather on the factors identified in the modelling in 
chapter 4 (e.g. peat cover, slope, and drainage management). Furthermore, 
the work in chapter 4 distinguished DOC-rich from DOC-poor water, with no 
attempt to classify the latter based on source. Here it can be seen that the 
difference between the high and low DOC catchments is largely in terms of the 
proportion of end member B; the proportion of end member A does not 
decrease in line with increases of end member B. For example many high-DOC 
catchments in the south are also high in end member A (e.g. 30 and 31, the 
Greta and Sleightholme Beck above their confluence, and 38, Hunder Beck). 
Therefore in addition to being distinguished by DOC levels (related to end 
member B and to catchment characteristics including peat cover), there is a 
second distinction to be made between catchments based on their proportion of 
old vs. new water, which is not related in the same way to these catchment 
characteristics. The catchment characteristics identified previously are related 
to end member Band DOC concentration, rather than to an overall proportion of 
old vs. new water; there is another old water observed in these catchments 
(represented by end member A) which is not well described by the same 
catchment characteristics. 
Figure 5.21 shows the same sample characterisation pie charts but plotted 
spatially over the scale map of the overall catchment. In the absence of 
suitable flow data as a scaling variable, pie chart size is shown proportional to 
Strahler order of the catchment (note the nesting of the catchments, so each pie 
chart applies to the entire catchment area above the catchment in which it is 
shown). Here the end member compositions of the River Tees at Cauldron 
Snout (26), High Force (22), and Middleton (16) are instructive. The proportion 
of end member A in the Tees at Cauldron Snout is very low. The catchment 
above this point is largely peat covered and there are no significant tributaries 
found to be high in end member A. However at High Force the catchment 
includes Langdon Beck (23/28) and Harwood Beck (24), both of which are 
substantial tributaries with a significant end member A composition - but the 
proportion of end member A in the Tees is still low. This could be due to the 
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contribution of Maize Beck (39), which unfortunately was not sampled in this 
part of the study. Maize Beck is also a substantial tributary with a largely peat-
covered catchment with high observed DOC (in chapter 4 ). This water would 
therefore seem likely to be high in end member B, and so the relative 
contributions of Maize Beck and Langdon Beck I Harwood Beck may to a 
certain extent cancel. 
5.7.2 Standardisation for inter-run variation 
One potential problem with the analysis above stems from the way in which 
each sampling site was sampled on a different combination of days. Since 
there were systematic differences in the distribution of water sources (in terms 
of PC end member mixing) between days (Figure 5.13 - Figure 5.15) this could 
potentially skew the results. 
One possible way of mitigating this is to normalise the results from each run 
relative to one another. This was achieved as follows: firstly, for each run the 
mean proportion of each of the three end members was calculated. Secondly, 
for each end member the run with the highest mean score was then identified 
and this score was divided by the mean score for each of the other runs in order 
to generate a "normalisation factor'' for each end member and run. Each 
sample end member proportion was then multiplied by the relevant 
normalisation factor for its run. The results of this process are shown as a 
schematic and a map in Figure 5.22 and Figure 5.23 respectively. 
One difference notable in the normalised data maps is a more obvious 
downstream evolution of the water in the River Tees towards an increasing 
proportion of composition A, accompanied by decreases in the proportion of 
both compositions R and B. The decreasing proportion of composition R 
represents a shift from new to old water, as would be expected moving down a 
catchment. Among the smaller side catchments the proportion of new water is 
higher amo_ng th,e ste~p~r catchments: e.g. 24, 28, 36, and 41 in the north; and 
19, 33, and 34 in the south; these latter catchments can be contrasted with 
others which have lower slope such as 38, 32 and 3. Although the flatter 
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catchments vary in type of old water, they all have a higher proportion of old 
water relative to new, emphasising the faster runoff production from steeper 
terrain. 
Another difference on the normalised data maps can be seen in the proportions 
of end member B, which is important given the strong loading of DOC on this 
composition. The highest proportions of this composition are observed at sites 
35, 27, 14 and 38 (in descending order). These are among the smallest, 
lowest-order catchments in the study (all with Strahler order 2 or 3), and all 
have peat cover > 90%. Table 5.10 is sorted by fraction of peat cover and 
shows these catchments in comparison with the others. Of the other 
catchments with peat cover > 90% (but lower end member B proportions) 
numbers 34, 28, 33 and 15 all have substantially higher mean slope whilst 20 
has a high proportion of ungripped peat. All this points to the same conclusions 
suggested in chapter 4: that DOC production is primarily from small, flat, low 
order peatland catchments, especially where there is extensive drainage. 
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Figure 5.23 Catchment map showing mean end member proportions at each site, normalised for differences between sampling runs; charts are 





This chapter has used solute concentration data from samples taken across a 
range of conditions from sites around the Tees catchment to conduct a principal 
components analysis. The results of this PCA were analysed in several 
different ways to make inferences about the overall behaviour of the catchments 
and to identify water sources. 
5.8.1 Component loadings 
Firstly, the variable loading structure of the components was examined in order 
to assess how each component provided contrast between different sample 
characteristics (section 5.4.2). The first component contrasted peat I non-peat 
source waters, while the second component was found to describe general 
concentration and the third was suggested to contrast groundwater I non-
groundwater sources (specifically, a limestone influence, given the dominant Ca 
loading of component 3). This was used in conjunction with sample score plots 
in order to identify sample groupings and trends. Identification of groupings 
enabled systematic differences between different sampling runs to be observed, 
and trends in sample scores together with knowledge of site and catchment 
characteristics enabled some basic inferences to be made regarding the 
interactions between sites. For instance, the fourth sampling run was observed 
to have greatly different PC3 scores to the other runs; the fact that these 
samples were taken under baseflow conditions was used to confirm the 
description of PC3 as a groundwater component. 
5.8.2 Spatial analysis of component evolution 
Secondly, component scores were described relative to spatial location on the 
main river branch (section 5.5). The nested nature of the catchments described 
by these samples enabled the trends to be interpreted in terms of the 
• "<. ' -. ' .,:,..-.-..... ,.,-· ,r ···- • • • • 
development of water as it moves down the catchment, whilst the fact that each 
of the sample sets was collected under different flow regimes enabled some 
suggestions to be made regarding how these development trends vary with 
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hydrograph stage. The river sample scores on PC1 were generally higher 
under high-flow conditions; the loadings of PC1 translate this as representing a 
greater influence from peat surface sources under such conditions. This was 
shown to imply that during wet periods near surface runoff is more increased 
from peat catchments than from other catchments, and this is unlikely to be 
related to catchment slope. This is in line with general characterisations of 
peatland catchments as possessing a flashy hydrograph nature, responding 
more quickly to storm events than other source areas. 
For PC2, comparing river sample scores between runs 2 and 3 showed a 
possible greater influence from infiltration-excess overland flow immediately 
following a dry period compared to after a longer wetting-up period, which 
points towards the effect of dessication on soils. PC2 scores (overall 
concentrations) may therefore remain lower during storms immediately following 
a dry period, with any flush not occurring until the source materials have wetted 
up. 
PC2 river scores during dry conditions (run 4) did suggest that the groundwater 
contribution to samples may be reasonably uniform throughout the catchment, 
including in the more flashy, peat-dominated upper areas; however, this 
suggestion was not robust given the considerable scatter in only 4 samples that 
may have been obscuring a trend, and the possibility for high PC2 scores to 
result from several different sources which need not be the same throughout the 
catchment. Low overall scores on PC2 during run 4, compared to generally 
high scores on PC2 for Langley Beck, were shown to suggest that Langley 
Beck does not represent a "baseflow" end member but rather an end member 
from some different source. 
The downstream trend in PC3 during the fourth run together with the lower 
overall PC3 scores during baseflow conditions were used to suggest that the 
component contrasts two types of baseflow: from peatland streams vs. mineral/ 
rock influenced streams. Under overall baseflow conditions (run 4) PC3 
decreased downstream, but under all other conditions there was no significant 
trend, as would be expected were the baseflow signal swamped by the 
influence of other sources under high flow conditions. 
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5.8.3 Mixing analysis from PCA scores 
Finally the PC score plots were used to geometrically determine mixing 
proportions for each sample relative to three samples selected as "end 
members". The principal components score plots indicated this to be the 
appropriate number of end members to describe the source water types across 
the catchment. By plotting the end member proportions on a schematic or map 
of the catchment a visual impression of the mixing behaviour could be 
developed, which was clearer when the results for each catchment were 
normalised in an attempt to take account of the general differences between 
sampling runs. Generally the effect of large tributaries combining can be seen 
to combine downstream of the confluence, for example the increased end 
member A proportion from site 22 to site 16, due to the contribution of high-A 
tributaries such as 36 and 21. The proportion of "new" water (represented by 
the end member R) decreases downstream along the main river branch. Key 
sources of end member B are the smallest, peat covered, flat catchments; as 
end member B is strongly associated with DOC concentration this confirms the 
nature of DOC source areas. Overall there is nothing in these results to 
suggest that the three end members do not mix reasonably conservatively, but 
to accurately determine whether the downstream trends in end member 
proportions are due to evolution or mixing would require flow records for each 
site. With reference to DOC, in-stream processing is known to reduce 
concentrations downstream (e.g. Dawson et al, 2001 ), implying that in reality 
there is a non-conservative mixing which would be difficult to address here 
without more information on flow rates and residence times. However Dawson 
et al (2001) found this to be of secondary importance to spatial differences in 
inputs resulting from different soil types, even in summer when in-stream 
processing would be highest. Therefore in this study from the perspective of 
DOC source identification the key characteristics of source areas can be readily 
identified; as can low-DOC source areas, demonstrating the use of multivariate 
analysis to make detailed inferences about a wide range of catchment 






This chapter presents the main conclusions of the work, specific to each 
objective outlined in Chapter 1. The correspondence of results obtained at the 
two main scales of monitoring is discussed in context of the water colour levels 
observed at the Broken Scar water treatment works. Limitations of the findings 
are discussed along with recommendations for future work. 
6.1.1 Review of aims 
Several specific objectives for the study were outlined in Chapter 1. These 
were: 
1. To conduct an intensive monitoring programme of several peat drains which 
have a range of management treatments, and to use the results of this 
programme to create detailed export budgets for the drains. The operation 
and results of this programme were described in chapter 2. 
2. To examine the differences in behaviour between the drains and determine 
to what extent such differences are due to blocking. This was addressed in 
chapters 2 and 3, based on a long term detailed monitoring programme of 
the five drains in addition to several other short term experiments. 
3. To identify key source areas of water colour throughout the catchment of the 
River Tees above Broken Scar in order to describe those areas chiefly 
responsible for the problematic increase in water colour at Broken Scar. 
The sampling programme described in chapter 4 was conducted to identify 
these areas, and the work in chapter 5 traced these sources further through 
further analysis of the samples. 
4. To relate the presence of such source areas to their spatial characteristics 
including both catchment morphology and management techniques such as 
drainage. Chapter·4 presented the results oHhismodelling. 
5. To review the statistical methods used in this latter form of spatial catchment 
modelling, and compare the results and reliability of several such statistical 
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techniques. The modelling in chapter 4 was conducted following several 
different statistical techniques and the results of these were compared to 
one another and to those of previous studies in the field. 
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6.2 Overall conclusions 
6.2.1 Objective 1 
This objective was addressed in chapter 2, which described a monitoring 
campaign which sought to calculate the DOC export from each site, through 
continuous monitoring of the flow from each catchment and frequent sampling 
of the absorbance. Difficulties with keeping the flow monitoring equipment 
operational led to the application of a unit hydrograph based method to fill in the 
resultant gaps in the flow record; this was found to be a largely satisfactory 
method of modelling flow in such small catchments. Even when the hydrograph 
resolution was reduced to a scale that was somewhat coarse compared to the 
flashy nature of the hydrographs this had only minimal effect on the resultant 
budget calculations, showing that there is little benefit gained by continuous or 
quasi-continuous monitoring of flow if the corresponding concentration variable 
for budget calculation is not also monitored with the same level of detail. 
The export budgets did show some evidence that DOC export per unit 
catchment area is lower from blocked grips, although this was not consistent 
over the period of the study. Both blocked and unblocked grips showed higher 
export per unit area than a pristine first order stream, which in turn was higher 
than a larger peatland stream. That is, all drained catchments, whether 
unblocked, recently blocked, or blocked over a decade ago, still exhibited higher 
DOC export per unit area than the natural catchments. 
A recent study by Wallage et al (2006) suggested some evidence that both 
DOC and absorbance values may be lower in blocked drain catchments than in 
pristine catchments; that study, however, pertained to soil water concentrations 
rather than export values. This study, concerned with export from the 
catchments rather than concentrations in the soil water, suggested that the key 
driver of differences in the export was hydrological differences between the 
grips. The unblocked catchment was found to have a significantly higher bbc 
export for a given water yield than any of the blocked catchments, which in turn 
all had a significantly higher DOC export for a given water yield than either of 
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the natural catchments. Holden et al (2006) showed that drainage increases 
throughflow relative to overland flow. From these data it is suggested that of 
the drained catchments, the unblocked catchment has the greatest access to 
DOC produced in the soil, implying a greater proportion of throughflow. These 
data also show that while blocking may reduce this throughflow proportion, 
possibly through raising of the water table causing a greater proportion of runoff 
to be saturation-excess overland flow, it seems unlikely to do so to such an 
extent as to return the catchment to a natural state. 
6.2.2 Objective 2 
Following identification in chapter 2 of differences in the DOC export of the 
drains, chapter 3 addressed objective 2 by examining the differences between 
the grips in more detail. Comparing the relationship between pH and 
conductivity, measured on a large number of samples taken across a wide 
range of flow conditions, showed a consistent negative (increasing conductivity 
vs. decreasing pH) relationship between the artificially drained sites, the 
coefficient of which was significantly different only in one of the blocked sites 
and even then not by a large amount; the coefficient of the relationship was also 
not significantly different from that of rainwater. This was interpreted as 
showing that each grip samples water which has developed along a common 
pathway from a single source - these development pathways do not differ 
between the grips. This finding is in contrast with studies in the literature which 
show a positive trend (increasing conductivity I increasing pH) -for example 
Sjors and Gunnarsson (2002) showed a positive trend in samples collected 
from a range of peat surface pools in Sweden. Such a trend is indicative of 
chemical interaction between the peat and water and since it is not observed in 
these data, it would appear that the export of these catchments is not well 
connected to the peat chemistry. The single trend observed here represents an 
increasing concentration, and the pH intercept of the trend together with the 
correspondence of the trend in the rainwater samples suggests that the 
increasing trend of increasing concentration is from a single rainwater source, 
which is not altered in any way that differs between the grips. 
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The quasi-continuous monitoring of flow in two of the grips, one blocked and 
one unblocked, was augmented with conductivity monitoring at the same 
resolution, enabling an analysis of the intra-storm behaviour of these 
catchments through examination of conductivity vs. flow hysteresis loops. 
Since it had been shown that high conductivity had a common cause in these 
two grips, namely older and deeper water, this was effectively a comparison of 
the distribution of old and new water in the storm runoff of the grips. The 
blocked grip (Hexham 3) had generally lower conductivity, representing a 
smaller proportion of old (soil) water in the runoff. Although the behaviour in 
events varied, possibly due to varying infiltration capacity, the key differences 
observed between the grips were this lower concentration in the blocked grip, 
together with a greater tendency to step changes in the conductivity. The 
conclusion from this is that the pools formed behind the block dams in Hexham 
3 have a substantial buffering effect that makes interpretation of the catchment 
runoff difficult, but also that it seems likely that the differences are attributable to 
a generally shallower depth of sampling in Hexham 3. This may be due to a 
greater proportion of overland flow in Hexham 3 following rising of the water 
table following blocking - a desirable result in terms of lowering DOC export -
but it may be nothing more than physical differences between the two grips if 
Hexham 3 is shallower. 
Grab samples from all the sites were analysed for base metal cations and these 
results were used to conduct a multivariate analysis with the aim of identifying 
mixing end-members and testing whether these differed between the grips. 
There appeared to be a common trend in the grips which paralleled the trend in 
rainwater composition (figure 3.27), which although not conclusive would agree 
with the results from the pH vs. conductivity analysis described above. 
Although such a trend represented a major effect in the data, the sites were not 
significantly separated from one another by it. Mixing end members could not 
be unambiguously identified in the data, but selecting as end members those 
samples which circumscribed most grip samples enabled a general analysis to 
be undertaken. The end member which was related to the composition of high-
DOC runoff (end member B- section 3.4.8) did identify significant differences 
between the unblocked grip and the blocked grips. Once again this showed 
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that the unblocked grip contains a higher proportion of deeper water, a 
difference which is sustained over a wider range of conditions. However as with 
the hysteresis analysis, this cannot be said with certainty to represent anything 
more than physical differences in the depth of the grips. 
Finally a tracer experiment confirmed the importance to the catchment export of 
the pools behind the block dams. The tracer was observed in two separate 
pulses in each grip - these may be due to two different transport processes 
within the soils, but the only differences between the grips seemed to be 
explained by the hypothesis of retardation in the pools. 
In summary, the conclusions relative to objective 2 are that the export of the 
unblocked grip is higher than that of the blocked grips in both DOC and overall 
concentration, but this does not imply differences between the catchments in 
either the rate or extent of production of DOC and other solutes. Rather, the 
effect of blocking is to reduce the overall concentration and quantity of the 
dissolved export through alteration of the hydrological behaviour of the 
catchments. 
6.2.3 Objective 3 
This objective was addressed in chapters 4 and 5. A series of grab sampling 
campaigns from sites around the Broken Scar catchment were conducted and 
the samples were analysed for DOC concentration along with concentration of 
base metal cations. The catchments of each of the sampling sites were 
identified and mapped, and it was observed that there was a general divide 
between high DOC water in the south of the Broken Scar catchment, and low 
DOC water to the north. Areas with particularly high concentrations included 
the catchments of the Rivers Greta, Balder, and Lune. The work in chapter 5 
took a different approach to identifying the DOC sources through principal 
components analysis and mixing analysis. Three end members were identified, 
repres~ntjng three fundamental .. source water types that were identified in the 
catchment: rainwater, groundwater, and peat runoff. The nested nature of 
sampling sites along the Tees allowed the development of the river to be 
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described in terms of these three influences, illustrating the greater storm runoff 
that occurs from peat areas along with the decreasing proportion of peat 
influence down the catchment, as would be expected as the fraction of 
catchment peat cover decreases. Three end members were identified in the 
mixing analysis which indicated three fundamental source water types within the 
catchment: these were attributed (based on the sites from which they were 
collected) to rainwater, peat runoff, and another "old" water, probably 
groundwater. Mapping of the distribution of these end members confirmed that 
the proportion of new (rain) water decreased down the catchment, and the 
relative proportions of the two old water end members were dependent primarily 
on catchment characteristics. High proportions of end member B were 
observed to be related to catchment characteristics in a similar way to DOC 
concentrations in chapter 4: low slope, high peat cover, and extensive drainage 
being the key factors. 
6.2.4 Objective 4 
This objective was addressed in chapter 4. A series of grab sampling 
campaigns produced samples from a wide range of subcatchments around the 
Broken Scar catchment, which were analysed for DOC concentration and for 
base metal cations; a comprehensive series of catchment statistics was also 
produced to describe each subcatchment. Areas with high DOC export were 
mapped as described under objective 3, and through the use of a range of 
statistical regression techniques were related to catchment characteristics, 
enabling the generation of predictive maps of DOC export from a greater range 
of sites. The range of statistical methods used was greater than in previous 
studies, allowing comparison of the results as described under objective 5. A 
binary logistic regression approach was also introduced to identify specifically 
areas which either contribute towards or dilute the colour at Broken Scar. 
Relating DOC concentration to catchment characteristics is an approach that 
has,-been taken by sevetall>revioUs studies, as discussed in section 4.2, with 
varying results. The results of the study in chapter 4 showed that the catchment 
characteristics which were strongly related to DOC concentration were in good 
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agreement with those found in previous studies: extent of peat cover, shallow 
slope, and high elevation, along with the extent of drained and burned areas in 
the peatland; the statistically rigorous approach of this study enables the results 
to be treated with greater confidence than was previously appropriate. High 
DOC, concentrating areas were mainly in the upper catchments of the Balder, 
Lune, and Greta, along with the upper reaches of the Tees catchment. 
6.2.5 Objective 5 
This objective was addressed in chapter 4, which showed that differences in 
which catchment descriptors were found to be significant predictors of DOC 
concentration is likely to be due more than anything else to the limited suitability 
of the data for the statistical techniques used. This implies that the results of 
these studies are in agreement to a greater extent than may be assumed from 
the differences in specific catchment morphometries used, with the key factors 
leading to increased concentrations being extensive peat cover, artificial 
drainage and burning, and low slope. Although factors such as peat cover and 
low slope are themselves correlated due to the nature of peat formation, they do 
also have separate effects on the resultant DOC export. These findings were 
strengthened by the use of partial least squares regression, a technique which 
has been developed in chemometrics to make robust predictions from a large 
and ill-conditioned set of predictor variables, yet which has not been previously 
applied to studies of this nature. Although the technique is not affected by the 
same data limitations as classical regression techniques, it still identified the 
same key catchment types. This means that such models can be used with 
reasonable confidence to identify and predict key source areas for high DOC 
runoff concentration, and also shows that although the data in this and many 
other studies do not strictly meet the requirements of the classical regression 
techniques used, their results are nonetheless valid. 
6.2~6 General 
With reference to all the above objectives, the key findings of this work can 
therefore be summarised as follows: 
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• Unblocked grips export somewhat more DOC than blocked grips. 
However blocked grips, even more than a decade after blocking, still 
export more DOC than pristine sites. 
• The grip runoff shows minimal chemical interaction with the peat and so 
does not differ between sites in ways that cannot be attributed to different 
depths of runoff source. 
• Therefore the differences in DOC export are driven primarily by 
differences in water yield from the catchments, and differences in the 
depth within the soil from which runoff originates, rather than by changes 
in the production rate of DOC. Blocking programmes should thus be 
designed for maximum water retention. 
• Along with peat cover and catchment slope, the extent to which peat is 
drained or burned on a catchment wide scale is significantly related to 
the exported DOC concentration. 
• The flashy nature of the catchment of the Tees above Broken Scar and 
associated low retention times means that the mixing behaviour is largely 
conservative: differences in DOC input are of key importance to the 
catchment export and in stream processing or DOC removal is of minor 
importance. This implies that identification of source water types and 
areas is indeed a useful strategy in managing catchment export. 
• The water observed in streams and rivers throughout the catchment can 
be described in terms of three end members: peat runoff, lowland or 
groundwater runoff, and relatively unaltered rainwater. 
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6.3 Data limitations 
It is acknowledged that there are some limitations inherent in the methods and 
data used in this study. Firstly, in terms of the analysis protocols used two 
points should be made. Due to the large number of samples collected in the 
grip sampling campaigns, it was not possible to directly analyse DOC 
concentrations and therefore absorbance was used as a proxy for DOC. 
Regular calibration experiments for this relationship were carried out and these 
did indicate that adoption of a single relationship across sites was appropriate 
for these data, but this is in contrast with recent studies on soil water from peat 
sites (Wallage et al, in review). The calibration should therefore be assessed 
more rigorously in future studies, not least to examine how far the findings of 
Wallage et al (in review) scale up from soil water to catchment export. 
Furthermore, the analyses of grip samples, both for absorbance and directly for 
DOC concentration, were conducted on unfiltered samples. Although this is in 
contrast to common protocol, the rationale was that the study sought to 
compare colour and DOC export with that observed in the input river water at 
the Broken Scar treatment works, where DOC removal by flocculation is 
conducted on unfiltered water. The greater number of samples that could be 
analysed here without the additional step of filtration, allowing the construction 
of more detailed export records, was therefore considered to be of greater 
benefit. Nonetheless to address this concern a limited number of samples from 
each site were filtered, and it was observed that membrane filters clogged 
extremely quickly and after capturing only extremely small quantities of 
sediment (of the order of 1-2 mg on a standard 0.45~m. 49mm diameter filter 
membrane; unpublished data). This suggests that the non-dissolved matter in 
the samples is predominantly in the colloidal range and may act to reduce pore 
size in the filters, effectively causing smaller material to be captured with 
continued filtration. This would lead to inconsistency in the particle size to 
which samples were actually filtered, and as such the use of unfiltered samples 
may in fact ell-sure greater consistency. However, the implication in these 
results is that the term DOC should be interpreted with caution, with 
339 
measurements more accurately reflecting the concentration of (DOC + colloidal 
suspended material). 
A key finding with regard to the blocked grips was the importance of the pools 
behind the block dams and the retardation of water that these cause. Once 
again, the results of this study are presented in context of the export from the 
catchments, but in order to gain from these results an understanding of the 
changes in DOC production within the soil, it would be necessary to better 
understand the extent to which DOC and colour change over time within the 
retarded water. This would entail sampling along the length of the drain 
channel from the pools behind each dam, in addition to at the drain outlet as 
was done here. 
The focus of this study on water colour at the treatment works means also that 
other aspects of the carbon cycle of the peatlands are not addressed. As 
described in chapter 1 several studies have identified changes in other aspects 
of the carbon budget of peats following water table rise, with C02 exports 
generally decreasing and CH4 exports increasing. Construction of a total 
carbon budget for the peat is beyond the scope of this study but work towards 
such a goal is underway at Durham University; the data from this project will 
form an important component of this as DOC has been shown to be the 
dominant form of carbon export (e.g. Dawson et al, 2002). 
A final limitation, with regard to the catchment-wide study, was in the number of 
sampling campaigns that were conducted. Ideally enough samples should be 
gathered from each site to represent the behaviour of each catchment across a 
range of flow and seasonal conditions. Since this was not possible in this study, 
the samples were instead grouped by considering the similarities in the actual 
sampled conditions. A study sampling a range of sites across sufficient 
variation in conditions to construct DOC rating curves for each site would be the 
next step towards a model that could be used to predict colour load at a 
treatment works on any one occasion from catchment spatial characteristics. 
Such a model would then be of utility for example in indicating the appropriate 
drawdown and release from reservoirs around the catchment in order to 
minimise colour peaks at the treatment works. 
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6.4 Context of the results and recommendations for future 
work 
The findings of this study and their limitations can be used to direct a number of 
future research objectives. The results from the grip monitoring suggested that 
DOC production was fast on the inter-event timescale and that hydrological 
change was therefore the key driver of DOC export change. However it is 
intuitive that there must be a limit to this and so work is required to assess the 
actual speed of DOC production, as would become relevant in the case of 
prolonged events of low enough intensity that throughflow remained significant. 
The data in this study do not provide information on how or when DOC 
production becomes exhausted during large or prolonged events. This could be 
assessed through the collection of more temporally detailed data, by sampling 
during such events, or through laboratory-based peat core experiments. 
Although this means that further work is needed to identify any changes in DOC 
production following blocking, grip blocking was nonetheless found to lead to 
differences in DOC export through hydrological change. A grip blocking 
programme can therefore be recommended as an appropriate strategy that will 
lead to the reduction of water colour at the treatment works, but the magnitude 
of such a reduction or the timescale over which it will remain effective cannot be 
identified from these data. 
In order to scale up these results for individual grips to a catchment-wide effect, 
such as would be required to quantitatively predict the effect of a catchment-
wide blocking programme on the DOC at Broken Scar or any other catchment, 
data will be required to answer two key questions. Firstly, the extent and 
density of drainage within the catchment, and secondly how the hydrological 
changes within individual grips affect the behaviour of a larger gripped area. 
Both of these are areas where there is currently a dearth of information. 
With regard to the first point, the drainage extent dataset used in this study was 
largely empirical, without estimates of either" drainage density or extent of 
blocking and therefore cannot be used to quantitatively apply the results found 
here for individual grips to a catchment-wide scale. There is no unified 
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database of peatland drainage programmes and in the majority of cases there is 
no formalised record even at a catchment scale of the extent and intensity of 
drainage. Early steps towards creation of such a database are now being taken: 
a study is underway in the North Pennines by the Peatscapes group to digitise 
all grips and their state within the North Pennines AONB (A. Armstrong, pers. 
comm.). 
With regard to the second point above, in the context of scaling up results from 
individual grips to whole gripped areas the overall change in hydrology of the 
peatland through gripping would also need to be monitored: Does blocking 
retard runoff from the peatland as a whole, or merely divert it from the individual 
blocked grips to other runoff pathways? Recent work by Holden et al (2006) 
illustrated the effect that drainage within a catchment can have on the flow 
leaving the catchment, increasing the flashy nature of the hydrograph. However, 
as yet no work has assessed the extent to which blocking can reverse this on a 
river-wide scale. If water is retarded by blocks across a dense drainage 
network, it seems likely that a point will be reached where a proportion of that 
water leaves the catchment by other means. The magnitude of such export and 
its partitioning into overland flow and throughflow is unknown and will be of 
crucial importance in understanding the DOC export of a drained peatland, 
rather than that of individual peat drains. 
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