We consider a fully discrete implicit nite element approximation of a model for phase separation of a multi-component alloy. We prove existence, uniqueness and stability of the numerical solution for a su ciently small time step. We prove convergence to the solution of the associated continuous problem. We perform a linear stability analysis of the equations and describe some numerical experiments.
Introduction
The purpose of this work is to consider a nite element approximation of the model studied in Elliott & Luckhaus (1991) for isothermal phase separation of a multicomponent ideal mixture with N>2 components, occupying an isolated domain R d (d = 1; 2; 3) . It is concerned with nding the vector pair fu(x; t); w(x;t)g 2 R N R N for x 2 and t > 0 solving the system of nonlinear di usion equations given by u t ? L w = 0;
(1:1a) w = ? u + (u) ? Au ? 1 X ? (u) ? Au];
(1:1b) @u @ = @w @ = 0 on @ ; (1:1c) u(x;0) = u 0 (x):
(1:1d) Here and are positive constants, is the normal unit vector pointing out of and A and L are symmetric N N matrices. We use the notation l to be the lth (1:2) are satis ed. The non-negativity of u l is a consequence of the fact that ( ) is in nite at 0. That (1.2b) is satis ed is a consequence of assuming L has a one dimensional kernel such that L1 = 0 and N P ? u 0 (x) = 1. We also assume that L is positive semi-de nite. It then easily follows by summation from (1.1a-d) that (1.2b) holds and that X ? w = 0; Z u(x)dx = Z u 0 (x)dx = m; 8 t:
(1:3)
Here we take initial values such that 0 < m < 1j j; we use the notation >(>)0 means the inequality holds component by component.
The collection of equations (1.1a-d) is a system of Cahn-Hilliard equations, see De Fontaine (1972 ), De Fontaine (1973 , Hoyt (1989) , Hoyt (1990) and Eyre (1993) . Remark 1.1 In the case N = 2, assuming that A 11 = A 22 , L 11 = L 22 = 1, de ning u := u 2 ? u 1 , w := w 2 ? w 1 and c = (A 11 ? A 12 )=2 we obtain that fu; wg satis es the equations u t ? w = 0; w = ? u + 0 (u);
(1:4) where (u) = 2 ((1 + u) log e (1 + u) + (1 ? u) log e (1 ? u))? c 2 u 2 . This is the CahnHilliard equation, with logarithmic free energy, whose numerical analysis has been studied by Copetti & Elliott (1992) . (1:6)
Here we take k k to be the usual 2-norm for vectors. We take the matrix norm to be that induced by the vector 2-norm; for symmetric matrices, the value of the matrix norm is given by the spectral radius. We will also have cause to refer to the matrix L 1=2 := E 1=2 E ?1 , E being the matrix with right eigenvectors of L in its columns and 1=2 being the diagonal matrix with values taking the square root of the respective right eigenvalues of L. Throughout this paper, we assume that is a convex polygonal bounded domain in R 2 ; however our results also hold convex domains in R d (d = 1; 2; 3) where @ is su ciently smooth. We denote the norm of the Sobolev space H p ( ) (p>0) by k k p , the semi-norm kD p k 0 by j j p . We introduce the spaces L 2 ( ) = L 2 ( ) N and H 1 ( ) = H 1 ( ) N . The layout of the paper is as follows, in section 2 we consider a fully discrete implicit nite element approximation proving existence and uniqueness of the numerical solution. In section 3 we obtain su cient stability estimates which enable us to show that the approximation converges to the solution of (1.1a{d). In section 4 we describe the iterative method used. Finally in section 5 we perform a linear stability analysis of the equations and describe some numerical experiments; we compare the two.
A Finite Element Approximation
Let T h be a regular family of triangulations of , see Ciarlet (1978) , so that = 2T h with mesh size h. Associated with T h is the nite element space S h H 1 ( ) of continuous functions on which are linear on each 2 T h . Let fx i g D i=1 be the set of nodes of T h and f i g D i=1 be the cardinal basis for S h . For our discrete inner product on C( ), we choose
where I h : C( ) ! S h is the interpolant de ned by I h f(x i ) = f(x i ) (i = 1; ; D). The norm j j h := ( ; ) h 1=2 on S h is an equivalent norm to j j 0 := ( ; )] 1=2 (( ; ) is the usual L 2 inner product) satisfying 8 ; 2 S h j j 0 6j j h 6C 1 j j 0 and j( ; ) ? ( ; ) h j6Ch 1+r k k r k k 1 (r = 0; 1) (2:1) numerical analysis of multi-component phase separation see Ciavaldini (1975) . We also de ne M and K to be the usual mass and sti ness matrices M ij = ( i ; j ) h ; K ij = (r i ; r j ) ;
where M is a diagonal matrix, M ii > 0. Further, we assume that our triangulation is weakly acute, Ciavaldini (1975) , so that K ij 60 (i 6 = j). We shall make reference to v 2 S h to mean v l 2 S h (16l6N m l j j . We note that J h and K h are both non-empty as they contain the trivial element m=j j.
The problem we wish to solve is the following: Given U 0 2 K h 0 , for 16n6M nd fU n ; W n g 2 K h 0 S h such that (@U n ; ) h + (LrW n ; r ) = 0 8 2 S h ;
(2:6a) Furthermore, using (2.4) and (2.6a), with = W n , we nd k@U n k 2 ?h = (@U n ; G h N @U n ) h = ?(@U n ; W n ) h = (LrW n ; rW n ): (2:8)
The numerical analysis of (1.4) has been studied by Copetti & Elliott (1992) in the form of the fully implicit nite element approximation: nd fU n ; W n g 2 S h S h such that for all ; 2 S h (@U n ; ) h + (rW n ; r ) = 0;
(2:9) (W n ; ) h = (rU n ; r ) + ( 0 (U n ); ) h :
(2:10) They proved existence, uniqueness and convergence of the numerical solution to the solution of the continuous problem. Some numerical experiments were performed. If we attempt to prove existence to (2.6a,b) using the fact that these equations can be rewritten as the Euler-Lagrange equation of a minimization problem over the set K h 0 then, in calculating the Euler-Lagrange equation, we will need to know in advance that the minimizer is strictly positive. To avoid this problem, we will consider the same minimization over the set K h where > 0 and su ciently small. Thus, for n xed it is convenient to consider the following constrained problems which are Euler-Lagrange equations:
(Q h ) Given U n?1 2 K h 0 and 0 < 6 , nd U 2 K h such that for all 2 K h 1 t 6C; (2:17) where the constant C is independent of . From the stability results obtained, we may extract a subsequence of n U o , denoted by the same sequence, with the property that U ! U 2 K h 0 . To pass to the limit in (2:11), we need only prove that U l > 0 and we do so using a nite dimensional argument. Assume that U l (x i ) = 0 at some node of the triangulation. Note that
so when j = i and k = l
Rewriting (2:11) with = m j j , using (2.17) and letting ! 0, we obtain a contradiction due to the fact
We deduce that there exists 0 < 0 such that U 2 K h for all 6 0 and hence that U is the solution to (Q h ) for all 6 0 .
For 6 0 , we wish to pass to the limit in (2.11), however for technical reasons it is easier to pass to the limit in (2.12) where the problem is written with Lagrange multipliers. Our goal is to prove that all 2 J h 0 So ! and passage to the limit is immediate. For t < 4 =( 2 A kLk) uniqueness follows in a similar fashion to that shown for Setting U n = U and W n = ?G h N @U n + we have proven the following theorem: Theorem 2.4 Let U 0 2 K h 0 . Then for t < 4 =( 2 A kLk), there exists a unique sequence fU n ; W n g satisfying (2.6a,b) with the properties X ? U n = 1=N; X ? W n = 0; (U n ; 1) h = m; 0 < U n < 1:
numerical analysis of multi-component phase separation Remark 2.5 In an analogous manner to theorem 2.4, given U 0 2 K h 0 and t > 0 there exists a unique sequence fU n ; W n g M n=1 2 K h 0 S h such that (@U n ; ) h + (LrW n ; r ) = 0 8 2 S h ; 
Stability and Convergence
In this section we follow Copetti & Elliott (1992) ? H 1 ( ) 0 and H 1 ( ).
3.1 Stability First we prove stability estimates which will enable us to pass to the limit in h and t. 10 j.f. blowey, m.i.m copetti and c.m.elliott Lemma 3.1 Let 0 < t < 4 =( 2 A kLk) and t n := n t, (06n6M (LrW n ; rW n ) 6 C; (3:7) where each constant C is independent of h and t.
Proof. Set = @U n in (2.6b). Using (2.19) and (2.6a) with = G h N (@U n ) we obtain 2 t ? jU n j 2 1 + jU n ? U n?1 j 2 1 ? jU n?1 j 2 1 + 1 t ( (U n ); 1) h ?
? (U n?1 ); 1 h ? t 2 (A@U n ; @U n ) h + k@U n k 2 ?h 60: and we see that E h is a Lyapunov functional. Hence, multiplying (3.9) by t and summing from n = 1; ; m we obtain (3.2) where C = E h (U 0 ). (3.3) follows immediately from (2.8).
We wish to show that W n is bounded in H 1 ( ). Clearly by the equivalence of norms (2.1), the discrete Poincar e inequality (2.3) and (1.6) kW n k 2 1 = jW n j 2 0 + jW n j 2 1 = jW n ? R ? W n j 2 0 + j jk R ? W n k 2 + jW n j 2 1 6 j jk R ? W n k 2 + CjW n j 2 1 6j k R ? W n k 2 + C l 0 (LrW n ; rW n ): 3), (3.5) clearly holds for m = 1. For m>n>2, from (2.6b) with = @U n and from the monotonicity of , it follows that (@W n ; @U n ) h = (r@U n ; r@U n ) + t ( (U n ) ? (U n?1 )) ? A@U n ; @U n h > (r@U n ; r@U n ) ? (A@U n ; @U n ) h :
(3.11) Using (2.6a) with = @W n we see that ? (@W n ; @U n ) h = (LrW n ; r@W n ) = 
Convergence
We will nd it useful to de ne the following discrete operators. Let P h 0 be the discrete L 2 projection onto S h :-given 2 L 2 ( ), P h 0 is the unique solution of (P h 0 ; ) h = ( ; ) 8 2 S h : Given 2 H 1 ( ), P h 1 is the H 1 projection onto S h such that (P h 1 ; 1) = ( ; 1) and (rP h 1 ; r ) = (r ; r ) 8 2 S h :
Notice that due to the nature of projections, it follows that (1; i ) h >0;
where i is an element of the cardinal basis for S h , it follows that U 0 >0, N P ? U 0 = 1. Hence U 0 satis es the assumptions of theorem 2.4. Let fU n ; W n g M n=1 be the sequence resulting from (2.6a,b). For t 2 (t n?1 ; t n ), n 2 1; M], de ne the piecewise constant sequences in time u h t (t) = U n ; w h t (t) = W n ; h t (t) = I h (U n ); 1 l and l = P h 1 l in (2.6a) and (2.6b) respectively, multiplying each equation by t (t n?1 ) and summing over n yields where fP 1 g l = P 1 l . By compactness we can extract subsequences such that u h t * u in L 2 (0; T; H 1 ( )); w h t * w in L 2 (0; T; H 1 ( )); t ! in H 1 (0; T); h t * in L 2 (0; T; L 2 ( )); as h; t ! 0. Further, u h t is bounded in H 1 ( ; T; H 1 ( )) for 0 < < T, hence the compact injection into L 2 ( ; T; L 2 ( )) guarantees the existence of a subsequence such that u h t ! u in L 2 ( ; T; L 2 ( )): From (3.2) we conclude that ku h t ? u h t k L 2 ( ;T;L 2 ( )) ! 0 and it follows that
Note that since h t 60 for all h and t, it follows that 60 a.e. We remark that fu; wg satisfy the same regularity as proved in Elliott & Luckhaus (1991) .
Applying (2.1) we nd that Here we use a di erent proof than that of Elliott & Luckhaus (1991) . In fact we show that u l = ?1 ( l ) where ?1 ( l ) = e l , which exists a.e. since l 60 so that e l 2 (0; 1). Notice that ?1 (x) ? ?1 (y) 6 ?1 (maxfx; yg)jx ? yj:
We will show that for all 0 < < T
where we assume that v is smooth, otherwise we approximate it by a smooth sequence and prove these results for the subsequent sequence. If the above inequality holds, then using Minty's lemma will yield the result; in fact the following argument 
where we have used the facts I h ?1 (v(x)) = P i:xi2
?1 (v(x i )) i (x) for x 2 , P i:xi2 i (x) = 1 and the mean value theorem. Now, assembling all of these pieces together and using (2. 
Numerical Simulation
We consider a ternary system in one space dimension where = ( where jc n i (t)j 1 (i = 1; 2; 3; n = 1; 2; ), note that c n 1 (t) + c n 2 (t) + c n 3 (t) = 0.
Linearizing (u i ) about m i and substituting into (4.1), up to rst order we nd that c n 1 and c n 2 must satisfy the ordinary di erential equations dc n 1 dt + n 2 2 ? n 2 2 ? c c n 1 + n 2 2 2c n 1 The two curves = c = m 1 and = c = 3m 1 ? 6m 2 1 , see gure 1, de nes four regions in which B is positive de nite, negative de nite or inde nite. It is easy to see that for = c < 1=3 we will have a negative de nite region in which growth of phases may take place. For su ciently small, the free energy has three equal minima; for < c =3 a local maximum at (1=3; 1=3; 1=3). We notice that is de ned on the surface u 1 + u 2 + u 3 = 1 of the 3-simplex, known as the Gibbs triangle (see gure 2). For example, if we take = 0:3 and c = 1 then to calculate the regions where B is negative de nite, dominates. Moreover, for sometime the evolution is in the direction of u 1 = u 2 with a two-phase structure (see gure 6, t = 1; 2). However at a time shortly after t = 2, the composition takes the value of a critical point of the free energy which is unstable to perturbations in the direction u 1 = u 2 , and by t = 3 we see growth in the phases u 1 and u 2 .
In the second experiment m 1 = 2=5 and the evolution, after the quench, shows two phases with either u 1 or u 2 dominating (see gure 7, t = 0 5; 1 5) (decomposition proceeds like a binary alloy).
In each of the above experiments, the system evolved into a three phase structure with the concentration of the peaks, for some of the phases, very close to the value 0 89. Figure 8 shows the time evolution of an almost binary system (m 1 = 0:48). As expected there are no spatial variations where u 3 is dominant; only phases u 1 and u 2 separated. We also set t = 10 ?5 .
We remark that in all experiments, the directions of decomposition observed at short times after the quench are in agreement with the direction of the eigenvectors for the negative eigenvalues. The results are consistent with numerical calculations performed by Eyre (1993) who investigated the evolution of ternary systems during spinodal decomposition using a nite di erence scheme.
