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Abstract
Consider a near-integrated time series driven by a heavy-tailed and long-memory noise εt =∑∞
j=0 c jηt− j , where {η j } is a sequence of i.i.d random variables belonging to the domain of attraction of
a stable law with index α. The limit distribution of the quantile estimate and the semi-parametric estimate
of the autoregressive parameters with long- and short-range dependent innovations are established in this
paper. Under certain regularity conditions, it is shown that when the noise is short-memory, the quantile
estimate converges weakly to a mixture of a Gaussian process and a stable Ornstein–Uhlenbeck (O–U) pro-
cess while the semi-parametric estimate converges weakly to a normal distribution. But when the noise is
long-memory, the limit distribution of the quantile estimate becomes substantially different. Depending on
the range of the stable index α, the limit distribution is shown to be either a functional of a fractional stable
O–U process or a mixture of a stable process and a stable O–U process. These results indicate that although
the quantile estimate tends to be more efficient for infinite variance time series, extreme caution should be
exercised in the long-memory situation.
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1. Introduction
Consider a near-integrated first-order autoregressive (AR(1)) model
Yi = γnYi−1 + εi , (1.1)
where γn = 1− γ /n and γ is a real number. The asymptotic theory of autoregressive time series
with roots on or near the unit circle has been actively pursued by statisticians and econometricians
alike. As of today, a relatively complete theory has been established under the finite variance
situation. For a concise review on the recent developments of this topic, see Chan [5] and the
references therein.
A large number of empirical studies ranging from signal processing, network traffic to
insurance, however, indicates that time series with heavy tails offer a viable alternative. For
background information on heavy-tailed time series and their applications, readers are referred
to the Se´minaire Europe´en de Statistique edited by Finkensta¨dt and Rootze´n [13], where
exemplary theories and applications of extreme values in finance, insurance, the environment
and telecommunications are surveyed. In financial econometrics, there has also been increasing
interest in modeling financial phenomena by time series driven by heavy-tailed innovations.
For example, Fama [12] and Mandelbrot [23,24] argued that distributions of commodity and
stock returns are often heavy-tailed with possible infinite variance. Rachev and Mittnik [28]
considered stable paretian models in finance, [22] studied agent-based models in with heavy tails,
and [2] studied financial market model where order flows follow heavy-tailed and long-memory
durations.
Due to the intricacy of the asymptotic theory involved in the infinite variance model, much
less is known when both long-range dependence and infinite variance structure are exhibited in
the time series. Since the least squares procedure is known to be less robust and less effective
when the time series is heavy-tailed, one of the main purposes of this paper is to establish a more
robust estimate of αn for nearly nonstationary AR(1) models (1.1) driven by strongly dependent
and infinite variance innovations. For more information and applications concerning strong
dependent and infinite variance processes, we refer the readers to [11,30] and the references
therein. It should also be pointed out that an alternate way to describe long-range dependence
is by means of aggregating short-memory processes with random coefficients, see for example
[9,3] and the references therein. In this paper, we follow the traditional method of describing
long-range dependence through linear processes.
Specifically, Chan and Zhang [7] considered the least squares inference for a nearly nonsta-
tionary time series with errors defined by a heavy-tailed and long-memory noise
εi =
∞∑
j=0
c jηi− j ,
where c0 = 0 and c j = j−βl( j) when j ≥ 1, β > 1/α, l(·) is a slowly varying function and
ηi , i ∈ Z are i.i.d variables and in the domain of attraction of a stable law. That is, there exists
some sequence an = inf{x : P(|η0| > x) ≤ 1/n} = n1/αL(n), L(x) which is a slowly varying
function such that
a−1n
[ns]∑
i=1
ηi⇒J1 Zα(s), (1.2)
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where Zα(s) is a stable random variable with index α ∈ (0, 2) and⇒J1 denotes weak conver-
gence in the J1 topology, see [4].
It is well known that when Eε2t = ∞, the least squares estimate is not efficient. An important
method used to deal with this problem is the so-called quantile regression, which has been
receiving considerable attention since the seminal work of Koenker and Bassett [20], see also
[19] for more discussion on this topic. Knight [17,18] established the limit distribution for least
absolute deviations estimate for γn = 1 when the infinite variance errors {εi } are independent or
weakly dependent. Chan et al. [8] considered quantile inference for a nearly non-stationary time
series (i.e., γn = 1− γ /n) when {εt } are independent with infinite variance.
In this paper, we generalize the results to the case when {εt } are long- and short-memory
processes with heavy tails. Limit distributions of quantile regression estimate are established
under different scenarios. As the limit distributions for long- and short-memory errors are
substantially different, these results indicate that when applying quantile regression to infinite
variance time series, extreme caution should be exercised. In particular, for short-memory noise
(β > 2/α), the process n−1/2
∑[nt]
i=1 ϕτ (εi − β0(τ )) converges weakly to a Gaussian process,
where ϕτ (x) = τ − I (x < 0). In this case, standard arguments together with the continuous
mapping theorem can then be used to show that the limit distribution of the quantile estimate
of γn is a functional of a stable process and a Brownian motion. For the long-memory case
(β < 2/α), instead of converging weakly to a Gaussian process, the partial sum process
n−1/2
∑[nt]
i=1 ϕτ (εi − β0(τ )) converges weakly to a stable process. The crux of the difficulty lies
in establishing the limit of the process
∑n
i=1 Yiϕτ (εi − β0(τ )). We show that when 1/α < β <
(α + 2)/(3α) and α > 1, ∑ni=1 Yiϕτ (εi − β0(τ )) can be approximated by ∑ni=1 Yiεi and as a
result, the limit distribution of the quantile estimate of γn can be deduced from [7] as a functional
of a fractional Ornstein–Uhlenbeck (O–U) stable process. On the other hand, when 1 < β < 2/α
and α > 1, applying a result of [21] shows that the partial sum
∑n
i=1 Yiϕτ (εi −β0(τ )) converges
weakly to a stable process and as a result, the limit distribution of the quantile estimate of γn is a
functional of two different stable processes.
The paper is organized as follows. Section 2 provides the asymptotic distribution of quantile
regression estimate. As the limit process depends on unknown parameters of the density of ε at
the quantile and the variance in the weakly dependent case, estimation of these parameters and
their corresponding limit distributions are given in Section 3. Proofs of the main results are given
in Section 4 and technical lemmas are relegated to the Appendix.
2. Quantile regression
Given τ ∈ (0, 1), let γ (τ) = γn and denote the τ -th quantile of εt by β(τ). Define
ρτ (µ) = µ(τ − I (µ < 0)), θ(τ ) = (β(τ ), γ (τ ))T and X t = (1, Yt−1)T. Let Qt (τ |t − 1) be the
τ -th conditional quantile of Yt conditional on Yt−1. Then Qt (τ |t − 1) = XTt θ(τ ). According to
[20], the quantile regression estimate is defined as
θ̂ (τ ) = argminθ(τ )
n∑
i=1
ρτ (Yt − XTt θ(τ )). (2.1)
We impose the following conditions throughout the entire paper.
H1. Let {Yt } follow model (1.1) with {η j } satisfying (1.2).
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H2. The density p(x) of η1 satisfies |p′(x)| ≤ C1(1 + |x |)−(1+δ) for some δ > max{0, α − 1}
and for all x ∈ R and |p′(x) − p′(y)| ≤ C2|x − y|(1 + |x |)−(1+δ) for all x, y ∈ R with
|x − y| < 1.
Let λ = ∑∞j=0 c j , f (x) be the density of ε and θ0(τ ) = (β0(τ ), γn)T be the true value of
θ(τ ). Define A(x) = ∫ 10 (1, x(s))T(1, x(s))ds. We have the following theorems.
Theorem 2.1. Assume conditions H1 and H2. If β > 2/α, then
Dn(θ̂(τ )− θ0(τ ))−→d σf (β0(τ )) (A(S))
−1(W (τ, 1), ∫ 1
0
S(s)dW (τ, s)
)T
. (2.2)
In particular,
an
√
n(̂α(τ )− γn)−→d σf (β0(τ ))
∫ 1
0 S(s)dW (τ, s)−W (τ, 1)
∫ 1
0 S(s)ds∫ 1
0 S
2(s)ds −
(∫ 1
0 S(s)ds
)2 (2.3)
and ( n∑
t=1
Y 2t−1 −
( n∑
t=1
Yt−1
)2)1/2
(̂α(τ )− γn)−→d N
(
0,
σ 2
f 2(β0(τ ))
)
, (2.4)
where Dn = diag(√n, an√n), σ 2 = Eϕ2τ (ε0) + 2
∑∞
j=1 E[ϕτ (ε0)ϕτ (ε j )] and W (τ, ·) is a
standard Brownian motion independent of S(s) = λ(Zα(s)− γ
∫ s
0 e
−γ (s−t)dZα(t)), with Zα(t)
being defined in (1.2).
Theorem 2.2. Assume conditions H1 and H2. If c j ∼ b0 j−β , 1/α < β < (α + 2)/(3α) and
α > 1, then
Dn(θ̂(τ )− θ0(τ ))−→d(A(Zα,β,γ ))−1
(
Zα,β(1), γ
∫ 1
0
Zα,β,γ (s)ds + 12 Z
2
α,β,γ (1)
)T
,
(2.5)
where Dn = diag(a−1n nβ , n), Zα,β(t) =
∫∞
−∞
∫ t
0 (u − s)−β+ dudZα(s) and
Zα,β,γ (t) = Zα,β(t)− γ
∫ t
0
e−γ (t−s)Zα,β(s)ds, Zα,β,γ (0) = 0.
Theorem 2.3. Assume conditions H1 and H2. Suppose that c j ∼ b0 j−β and limx→∞ P(η0 >
x)/P(|η0| > x) = 1/2. Then for 1+√1− 1/α < β < 2/α and α > 1,
Dn(θ̂(τ )− θ0(τ ))−→d 1f (β0(τ )) (A(S))
−1(−Lαβ(1),− ∫ 1
0
S(s)dLαβ(s)
)T
, (2.6)
where Dn = diag(na−1/βn , na1−1/βn ), Lαβ(s) is a stable process with index αβ defined by
Lαβ = c+Z+αβ + c−Z−αβ ,
c± = Λ
∫ ∞
0
(F(β0(τ )± t)− τ)t−1−1/β dt,
Λ =
( bα0 (αβ − 1)
Γ (2− αβ) cos(piαβ/2)βαβ
)1/(αβ)
(2.7)
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and Z−αβ(s) is an independent copy of Z
+
αβ(s) with characteristic function
Eeit Z
+
αβ (s) = exp{−s|t |αβ [1− isgn(t) tan(piαβ/2)]}.
Note that Theorems 2.1–2.3 point out the subtle differences and difficulties in quantile
estimation of the near-integrated model (1.1). In the short-memory case (β > 2/α), Theorem 2.1
shows that the limit distribution of the quantile estimate converges weakly to a functional of a
mixture of a Brownian motion and a stable O–U process. On the other hand, in the long-memory
case with 1/α < β < (α+2)/(3α), Theorem 2.2 shows that the limit distribution of the quantile
estimate converges weakly to a functional of a different fractional stable O–U process. But for the
long-memory case with 1 < β < 2/α, Theorem 2.3 gives a completely different characterization
of the limit distribution of the quantile estimate of αn as a functional of a mixture of a stable
process and a stable O–U process. Consequently, one needs to be extremely cautious in applying
the quantile regression procedure in the near-integrated model as there is an abrupt change in the
behavior of the limit distributions.
3. Semi-parametric estimates of αn
Although Theorems 2.1–2.3 give the limit distributions of the quantile estimate of γn , they
involve the unknown parameters f (β0(τ )) and σ 2. Likewise, f (β0(τ )) and F(β0(τ ) + t) in
Theorem 2.3 are also unknown a priori. In this section, we propose a semi-parametric estimate
α˜n to tackle this problem. Note that according to Theorem 2.1, we have
t̂γn =
( n∑
t=1
Y 2t−1 −
( n∑
t=1
Yt−1
)2)1/2
(αˆ(τ )− αn)−→d N
(
0,
σ 2
f 2(β0(τ ))
)
.
This implies that
f (β0(τ ))
σ
t̂γn −→d N(0, 1).
Therefore, if we can construct consistent estimators σ̂ and f̂ (β0(τ )) to estimate σ and f (β0(τ ))
respectively, then
t˜αn =
f̂ (β0(τ ))
σ̂
t̂γn −→d N(0, 1).
Similarly, to apply Theorem 2.3, we need to construct a consistent estimator F̂(β0(τ ) + t) of
F(β0(τ )+ t). Since
σ 2 = Eψ2τ (ε0 − β0(τ ))+ 2
∞∑
k=1
Eψτ (ε0 − β0(τ ))ψτ (εk − β0(τ )) = 2pi fεε(0),
where fεε(·) is the spectral density of {ψτ (εt − β0(τ ))}, we can estimate σ 2 by
σ̂ 2 = 2pi f̂εε(0) =
M∑
j=−M
(1− j/M )̂r( j),
where r̂( j) = 1n
∑n
t=1 ϕτ (̂εt − β̂0(τ ))ϕτ (̂εt+ j − β̂0(τ )) and M = o(n1/2),M →∞.
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To estimate f (β0(τ )) in Theorems 2.1 and 2.3, we use a kernel density estimate method. Let
εi = Yi − α̂nYi−1 be the residuals and let K (·) be a symmetric and monotone kernel function
with a bounded derivative, a compact support, [−1, 1], say and ∫ 1−1 K (x)dx = 1. Since f (·) is
unknown, β0(τ ) is also unknown. We estimate f (β0(τ )) by
f̂ (β0(τ )) = 1nh
n∑
i=1
K
( ε̂i − β̂0(τ )
h
)
.
To estimate the distribution F(β0(τ )+ t) of ε, we use an empirical process defined by
F˜n(β0(τ )+ t) = 1n
n∑
i=1
I (̂εi − β̂0(τ ) ≤ t).
We have the following theorems.
Theorem 3.1. Under the conditions of Theorem 2.1,
f̂ (β0(τ ))− f (β0(τ )) = Op
(
(nh)−1/2 + h2
)
(3.1)
and
σ̂ − σ = op(1). (3.2)
Theorem 3.2. Under the conditions of Theorem 2.3,
f̂ (β0(τ ))− f (β0(τ )) = Op((nh)−1a1/βnh + h2) (3.3)
F˜n(β0(τ )+ t)− F(β0(τ )+ t) = Op(n−1a1/βn ), (3.4)
and
na−1/βn F˜n(β0(τ )+ t)− F(β0(τ )+ t)⇒J1 Z∗αβ(t), (3.5)
where an = n1/αl(n) is defined in Section 1 and Z∗αβ(t) is a stable process with index αβ defined
in Appendix.
Theorems 3.1 and 3.2 show that the proposed semi-parametric estimates of f , σ 2 and F are
consistent and as a result, they can be used in conjunction with Theorems 2.1–2.3 to construct
confidence intervals for the quantile estimates of the near-integrated process (1.1) in the long-
memory and heavy-tailed situations.
4. Proofs
Proof of Theorem 2.1. Put v = (v1, v2)T = √n(β(τ )− β0(τ ), an(γ (τ )− γn))T and
Zn(v) =
n∑
t=1
ρτ (εt − β0(τ )− vT D−1n X t )− ρτ (εt − β0(τ )).
Then
Zn(v) = −
n∑
t=1
vT D−1n X tϕτ (εt − β0(τ ))
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+
n∑
t=1
(εt − β0(τ )− vT D−1n X t )I (0 > εt − β0(τ ) > vT D−1n X t )
−
n∑
t=1
(εt − β0(τ )− vT D−1n X t )I (0 < εt − β0(τ ) < vT D−1n X t )
=: II1 + II2 + II3. (4.1)
From Lemma A.3, it follows that
II1−→d −vTσ(W (τ, 1),
∫ 1
0
S(t)dW (τ, t))T (4.2)
and for all |v| ≤ C for some C > 0,
max
1≤t≤n
|√nvT D−1n X t | ≤ |v1| + |v2| sup
0≤t≤1
|Y[nt]/an| = Op(1).
Let
Z tn(v) = (vT D−1n X t − εt + β0(τ ))I (vT D−1n X t > εt − β0(τ ) > 0)
× I (0 < √nvT D−1n X t ≤ log n),
Ft = σ(εs, s ≤ t), µtn = E(Z tn(v)|Ft−1),
Atn(v) = vT D−1n X t I (0 <
√
nvT D−1n X t ≤ log n). (4.3)
Then
n∑
t=1
µtn =
n∑
t=1
∫ β0(τ )+Atn(v)
β0(τ )
(Atn(v)+ β0(τ )− x) ft−1(x)dx
=
n∑
t=1
∫ β0(τ )+Atn(v)
β0(τ )
∫ Atn(v)+β0(τ )
x
ds ft−1(x)dx
=
n∑
t=1
∫ β0(τ )+Atn(v)
β0(τ )
∫ s
β0(τ )
ft−1(x)dxds
=
n∑
t=1
∫ β0(τ )+Atn(v)
β0(τ )
(s − β0(τ )) ft−1(β0(τ ))(1+ op(1))ds
= 1
2
n∑
t=1
ft−1(β0(τ ))Atn(v)2 + op(1). (4.4)
Note that under H2, E| ft−1(β0(τ ))|ϑ < ∞ for some ϑ > 1. Combining with the stationarity of
{ ft−1(β0(τ ))} yields for some δ > 0
max
1≤k≤n
1
n1−δ
|
k∑
t=1
( ft−1(β0(τ ))− f (β0(τ )))| = op(1). (4.5)
This implies that
n∑
t=1
µtn =p f (β0(τ ))Atn(v)2.
Furthermore, by Lemma A.3, we have max1≤t≤n Atn(v) = op(1), which implies
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n∑
t=1
E(Z2tn(v)|Ft−1) ≤ ( max
1≤t≤n
Atn(v))
n∑
t=1
µtn −→p 0. (4.6)
Therefore,
II3=p 12 f (β0(τ ))
n∑
t=1
(vT D−1n X t )2 I (vT D−1n X t > 0). (4.7)
Similarly,
II2=p 12 f (β0(τ ))
n∑
t=1
(vT D−1n X t )2 I (vT D−1n X t < 0). (4.8)
By Lemma A.3 and (4.2),
Zn(v)−→d −vTσ
(
W (τ, 1),
∫ 1
0
S(t)dW (τ, t)
)T + 1
2
f (β0(τ ))v
T A(S)v.
Since Zn(v) has a convex sample path, Theorem 2.1 follows from Lemma 2.2 of [10]. 
Proof of Theorem 2.2. Let bn = ann1−β , v = (nb−1n (β(τ ) − β0(τ )), n(γ (τ ) − γn))T, Dn =
diag(n/bn, n) and Zn(v) =∑nt=1 ρτ (εt −β0(τ )− vT D−1n X t )− ρτ (εt −β0(τ )). Similar to (4.4)
and (4.5), we have
nb−2n Zn(v) = −nb−2n
n∑
t=1
vT D−1n X tϕτ (εt − β0(τ ))+
1
2
nb−2n f (β0(τ ))
×
n∑
t=1
(vT D−1n X t )2 I (nb−1n |vT D−1n X t | ≤ log n)+ op(1). (4.9)
Under the condition that 1/α < β < (α + 2)/(3α), it can be shown after tedious calculations
that for any x ∈ R,
sup
0≤t≤1
∣∣∣∣∣ [nt]∑
i=1
ϕτ (εi − β0(τ ))−
[nt]∑
i=1
f (β0(τ ))εi −
[nt]∑
i=1
∞∑
j=0
E[ϕτ (εi − β0(τ ))
− f (β0(τ ))εi |ηi− j ] +
[nt]∑
i=1
∑
0≤ j1< j2
c j1c j2ηi− j1ηi− j2
∣∣∣∣∣ = op(n1−2βa2n). (4.10)
It follows from Theorem 3.3 of [31] that
Fn(t) =: 1
n1−2βa2n
[nt]∑
i=1
∑
0≤ j1< j2
c j1c j2ηi− j1ηi− j2
⇒J1 C
∫ t
−∞
∫ t
u2
∫ 1
0
(x − u1)−β+ (x − u2)−β+ dxdZα(u1)dZα(u2), (4.11)
for some constant C . By (4.11) and the weak convergence of Sn(t) =:∑[nt]i=1 εi/bn⇒J1 Zα,β(t),
we have for δ small enough (see [4]),
(a) sup0≤t≤1 |Sn(t)| = Op(1) and sup0≤t≤1 |Fn(t)| = Op(1);
(b) sup|s−t |≤δ |Sn(s)− Sn(t)| = op(1) and sup|s−t |≤δ |Fn(s)− Fn(t)| = op(1).
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Partition [0, 1] into sub-intervals each with length δ, say Ai = [(i − 1)δ, iδ], i = 1,
2, . . . , [1/δ] and A∗ = [[1/δ]δ, 1]. Then
1
b2n
n∑
i=1
i∑
l=1
∑
0≤ j1< j2
c j1c j2ηl− j1ηl− j2εi
= 1
n
n∑
i=1
( i∑
l=1
∑
0≤ j1< j2
c j1c j2ηl− j1ηl− j2/(n1−2βa2n)
)
εi
= 1
n
[1/δ]∑
i=1
[niδ]∑
l=[n(i−1)δ]+1
[
Fn
( l
n
)
− Fn
( [n(i − 1)δ] + 1
n
)]
εl
+ 1
n
[1/δ]∑
i=1
[niδ]∑
l=[n(i−1)δ]+1
εl Fn
( [n(i − 1)δ] + 1
n
)
+ 1
n
n∑
l=[n[1/δ]δ]+1
Fn
( l
n
)
εl
≤ sup
|s−t |≤δ
|Fn(s)− Fn(t)|
(1
n
n∑
i=1
|εi |
)
+ ann−β [1/δ] sup
|s−t |≤δ
|Sn(s)− Sn(t)|( sup
0≤t≤1
|Fn(t)|)
+ sup
0≤t≤1
|Fn(t)|
(1
n
n∑
l=[n[1/δ]δ]+1
|εl |
)
= op(1), (4.12)
by letting n→∞ and then δ→ 0.
Let H(ηi ) =∑∞j=0{F(β0(τ )− c jηi )− E[F(β0(τ )− c jηi )] + f (β0(τ )c jηi )} and H ′(ηi ) =∑∞
j=0 E[ϕτ (εi − β0(τ ))− f (β0(τ ))εi |ηi− j ]. Then
1
b2n
n∑
i=1
(
Yi−1
∞∑
j=0
E[ϕτ (εi − β0(τ ))− f (β0(τ ))εi |ηi− j ]
)
= Yn−1
b2n
n∑
i=1
H ′(ηi )− 1
b2n
n−1∑
i=1
i∑
l=1
(H ′(ηl)+ H(ηl))(Yi − Yi−1)
+ 1
b2n
n−1∑
i=1
i∑
l=1
H(ηl)(Yi − Yi−1)
= Yn−1
b2n
[
2
n−1∑
i=1
H ′(ηi )+ H ′(ηn)
]
− 1
b2n
[n−1∑
i=1
Yi−1 H(ηi )
]
− 1
b2n
n−1∑
i=1
i∑
l=1
(H ′(ηl)+ H(ηl))
(
εi − γYi−1n
)
. (4.13)
Similar to Lemma 3.2 of [33], we have a−1/βn
∑n
i=1 H(ηi )−→d Z ′αβ , where Z ′αβ is a stable
process with index αβ. For any 0 ≤ t ≤ 1,
[nt]∑
i=1
(H ′(ηi )+ H(ηi )) = −
∑
i≤0
[nt]−i∑
j=1−i
{F j (β0(τ )− c jηi )− τ + f (β0(τ )c jηi )}
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+
[nt]∑
i=1
∞∑
j=[nt]−i+1
{F(β0(τ )− c jηi )− E[F(β0(τ )− c jηi )] + f (β0(τ )c jηi )}
−
[nt]∑
i=1
[nt]−i∑
j=1
{[F j (β0(τ )− c jηi )− F(β0(τ )− c jηi )] − E[F j (β0(τ )− c jηi )
− F(β0(τ )− c jηi )]}
=: V1(t)+ V2(t)+ V3(t), (4.14)
with E|Vl(t)|r ≤ Cn1+r−αβ+κ for any κ > 0, 1 < r < αβ, l = 1, 2 and E|V3(t)|2 ≤ Cn.
Therefore, the first term of the right-hand side in (4.13) is equal to zero in probability and by
(3.9) and (3.10) of [33], we can show the third term is
− 1
b2n
n−1∑
i=1
i∑
l=1
(H ′(ηl)+ H(ηl))εi + op(1)
= − 1
b2n
n−1∑
i=1
i∑
l=1
(H ′(ηl)+ H(ηl))εi [I (|εi | > an log n)+ I (|εi | ≤ an log n)] + op(1)
= − 1
b2n
n−1∑
i=1
[(V1(i/n)+ V2(i/n))εi + V3εi (i/n)I (|εi | ≤ an log n)] + op(1)
= − 1
b2n
n−1∑
i=1
[V3(i/n)εi I (|εi | ≤ an log n)] + op(1).
Let εi,n = εi I (|εi | ≤ an log n), by the Ho¨lder inequality, we have
E
∣∣∣∣∣ 1b2n
n−1∑
i=1
[V3(i/n)εi I (|εi | ≤ an log n)]
∣∣∣∣∣
≤ 1
b2n
n−1∑
i=1
[E(|V3(i/n)|2)]1/2[E(|εi |2)]1/2
= o(1).
By Theorem 2.7 of [21], we have the second term of the right hand side of (4.13) is equal to zero
in probability. Thus, by (4.9), (4.10), (4.12) and (4.13),
nb−2n Zn(v)=p f (β0(τ ))
(
−
n∑
t=1
vTnb−2n D−1n X tεt +
1
2
nb−2n
n∑
t=1
(vT D−1n X t )2
)
. (4.15)
Since Zn(v) is convex, it follows that
nb−1n (β̂(τ )− β0(τ ), bn (̂α(τ )− γn))=p Σ−1n
( 1
bn
n∑
i=1
εi ,
1
b2n
n∑
i=1
Yi−1εi
)
,
where
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Σ−1n =

1
1
n
n∑
i=1
Yi−1
bn
1
n
n∑
i=1
Yi−1
bn
1
n
n∑
i=1
Y 2i−1
b2n
 .
By Theorem 2.3 of [7], we have Theorem 2.2. 
Proof of Theorem 2.3. Let v = (na−1/βn (β(τ ) − β0(τ )), na1−1/βn (γ (τ ) − γn(τ )))T, Dn =
diag(na−1/βn , na1−1/βn ) and Zn(v) defined as above. Using a similar argument of Theorem 2.2,
we have
na−2/βn Zn(v) = na−2/βn
n∑
t=1
vT D−1n X tϕτ (εt − β0(τ ))
+ 1
2
f (β0(τ ))na
−2/β
n
n∑
t=1
(vT D−1n X t )2 + op(1).
By Lemma A.4 and the convexity of Zn(v), we have Theorem 2.3. 
Proofs of Theorem 3.1. To prove (3.1) and (3.2), it is enough to show that for some σ1 <∞,
(
√
nh)
(
f̂ (β0(τ ))− f (β0(τ ))− 12 f
′′(β0(τ ))h2
)
−→d N(0, σ 21 ) (4.16)
and that
r̂( j)− r( j) = Op(n−1/2). (4.17)
Note that
ε̂i − β̂0(τ ) = εi − β0(τ )+ (γ̂n − γn)Yi−1 + β̂0(τ )− β0(τ ) =: εi − β0(τ )+ µ̂n . (4.18)
Put g(β0(τ ), u) = 1nh
∑n
i=1 K
(
εi−β0(τ )+u/√n
h
)
. Then by H2 and the monotone property of K (·),
for any 0 < C <∞,
E sup
0≤|u|≤C
|g(β0(τ ), u)− g(β0(τ ), 0)|
≤ 1
nh
n∑
i=1
E sup
0≤|u|≤C
∣∣∣∣K(εi − β0(τ )+ u/√nh )− K(εi − β0(τ )h )
∣∣∣∣
≤ 1
nh
n∑
i=1
∫ ∞
−∞
|K ((y − β0(τ ))/h)| sup
0≤|u|≤C
| f (y − u/√n)− f (y)|dy
≤ 2(nh)−1
n∑
i=1
h| f ′(β0(τ ))|Cn−1/2 = O(n−1/2). (4.19)
Thus,
sup
0≤|u|≤C
|g(β0(τ ), u)− g(β0(τ ), 0)| = Op(n−1/2). (4.20)
It follows from Theorem 2.1 that
µ̂n = (γ̂n − γn)Yi−1 + β̂0(τ )− β0(τ ) = Op(n−1/2). (4.21)
N.H. Chan, R.-M. Zhang / Stochastic Processes and their Applications 119 (2009) 4124–4148 4135
Combining (4.20) and (4.21) yields
1
nh
n∑
i=1
K ((̂εi − β̂0(τ ))/h)− 1nh
n∑
i=1
K ((εi − β0(τ ))/h)
= g(β0(τ ),
√
nµ̂n)− g(β0(τ ), 0) = Op(n−1/2). (4.22)
Similar to the proof of (A.4) (see Lemma A.1), we have
√
nh
(
g(β0(τ ), 0)− f (β0(τ ))− f ′′(β0(τ ))h2/2
)
−→d N(0, σ 21 ), (4.23)
where σ 21 = E[(nh)−1/2
∑n
i=1 K ((εi − β0(τ ))/h)] < ∞. Combining (4.22) and (4.23) gives
(4.16).
For (4.17), let ξt = εt − β0(τ ) and
Ln(u) = 1n
n∑
t=1
ϕτ (ξt + u/
√
n)ϕτ (ξt+ j + u/
√
n).
Then
Ln(u)− ELn(0) = Ln(u)− Ln(0)+ Ln(0)− ELn(0)
= 1
n
n∑
t=1
ϕτ (ξt + u/√n)
(
I (ξt+ j < 0)− I (ξt+ j + u/√n < 0)
)
× 1
n
n∑
t=1
ϕτ (ξt+ j )
(
I (ξt < 0)− I (ξt + u/
√
n < 0)
)
+ Ln(0)− ELn(0)
=: Ln1(u)+ Ln2(u)+ Ln(0)− ELn(0). (4.24)
Observe that
sup
|u|≤C
|Ln1(u)| ≤ (τ + 1)n
n∑
t=1
∣∣∣∣I (− C√n ≤ ξt+ j ≤ C√n
)∣∣∣∣ . (4.25)
Thus,
E sup
|u|≤C
|Ln1(u)| ≤ (τ + 1)n
n∑
t=1
P(−C/√n ≤ εt+ j − β0(τ ) ≤ C/
√
n)
= (τ + 1)
∫ β0(τ )+C/√n
β0(τ )−C/√n
f (x)dx
≤ 3C(τ + 1) f (β0(τ ))/
√
n. (4.26)
This implies that sup|u|≤C |Ln1(u)| = Op(n−1/2). Similarly, we have sup|u|≤C |Ln2(u)| =
Op(n−1/2). In the following, we will apply the method of Woodroofe for the central limit theo-
rem for functions of Markov chains to show that
√
n(Ln(0)− ELn(0))−→d N(0, σ 22 ), (4.27)
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where σ 22 = Var(
√
nLn(0)) <∞. Put g(ξt , ξt+ j ) = ϕτ (ξt )ϕτ (ξt+ j ). Since supx∈R | f (x)| ≤ C ,
it follows that
∞∑
i=1
‖E(g(ξt , ξt+ j )|F1)− E(g(ξt , ξt+ j )|F0)‖
=
∞∑
t=1
‖ − τ {E[(I (ξt < 0)+ I (ξt+ j < 0))|F1] − E((I (ξt < 0)+ I (ξt+ j < 0))|F0)}
+E[I (ξt < 0)I (ξt+ j < 0)|F1] − E[I (ξt < 0)I (ξt+ j < 0)|F0]‖
≤ τ
∞∑
t=1
‖E(I (ξt < 0)|F1)− E(I (ξt < 0)|F0)‖
+τ
∞∑
t=1
‖E(I (ξt+ j < 0)|F1)− E(I (ξt+ j < 0)|F0)‖
+
∞∑
t=1
‖E[I (ξt < 0)I (ξt+ j < 0)|F1] − E[I (ξt < 0)I (ξt+ j < 0)|F0]‖
=: Γ1 + Γ2 + Γ3. (4.28)
Let εt0, εt2 be defined as that in Lemma A.1. By (A.2), we have
Γ1 = τ
∞∑
t=1
‖E(I (εt0 + ct−1η1 + εt2 < β0(τ ))|F1)
−E(I (εt0 + ct−1η1 + εt2 < β0(τ ))|F0)‖
= τ
∞∑
t=1
‖E(G t (β0(τ )− εt0 − ct−1η1)− G t (β0(τ )− εt0 − ct−1η′1)|F1)‖
< ∞. (4.29)
Similarly, Γ2 <∞. To show that Γ3 <∞, let Ft j be the distribution of∑ j−1i=0 ciηt+ j−i . Note that
E(I (ξt < 0)I (ξt+ j < 0)|F1)− E(I (ξt < 0)I (ξt+ j < 0)|F0)
= E
[
I (ξt < 0)Ft j
(
β0(τ )−
∞∑
i= j
ciηt+ j−i
)
|F1
]
−E
[
I (ξt < 0)Ft j
(
β0(τ )−
∞∑
i= j
ciηt+ j−i
)
|F0
]
= E
[
(I (εt0 + ct−1η1 + εt2 < β0(τ ))− I (εt0 + ct−1η′1 + εt2 < β0(τ )))
Ft j (β0(τ )− εt+ j,0 − ct+ j−1η1 −
t∑
i=2
ct+ j−iηi )|F1
]
−E
[
I (εt0 + ct−1η1 + εt2 < β0(τ ))Ft j
(
β0(τ )
N.H. Chan, R.-M. Zhang / Stochastic Processes and their Applications 119 (2009) 4124–4148 4137
− εt+ j,0 − ct+ j−1η1 −
t∑
i=2
ct+ j−iηi
)
− Ft j
(
β0(τ )− εt+ j,0 − ct+ j−1η′1 −
t∑
i=2
ct+ j−iηi
)
|F1
]
=: Γ31t + Γ32t . (4.30)
Let pt (x), p∗1(y) be the densities of ηt and η′1. Then
Γ31t = E[E(Γ31t |Ft−1)|F1]
= E
(∫
R
∫
R
[I (εt,t−1 + c0x < β0(τ ))− I (εt,t−1 + c0x + ct−1(y − η1) < β0(τ ))]
Ft j (β0(τ )− εt,t−1 − c0x)pt (x)p∗1(y)dxdy|F1
)
= E
[∫
R
∫ 1
c0
(β0(τ )−εt,t−1)
1
c0
(β0(τ )−εt,t−1−ct−1(y−η1))
Ft j (β0(τ )− εt,t−1 − c0x)pt (x)dxp∗1(y)dy|F1
]
≤ CE
[∫
R
min
{
1
c0
|ct−1(y − η1)|, 1
}
p∗1(y)dy|F1
]
= CE(min{c−10 ct−1(η′1 − η1), 1}|F1). (4.31)
Thus,
∞∑
t=1
‖Γ31t‖ ≤
∞∑
t=1
C
∥∥∥∥E [∫
R
min
{
c−10 |ct−1(y − η1)|, 1
}
p′1(y)dy|F1
]∥∥∥∥
≤
∞∑
t=1
C
[
E min
(
1, c−10 ct−1(η
′
1 − η1)
)2]1/2
<∞. (4.32)
Furthermore, by (A.2), we have
∞∑
t=1
‖Γ32t‖ ≤
∞∑
t=1
∥∥∥∥∥E
[
Ft j
(
β0(τ )− εt+ j,0 − ct+ j−1η1 −
t∑
i=2
ct+ j−iηi
)
− Ft j
(
β0(τ )− εt+ j,0 − ct+ j−1η′1 −
t∑
i=2
ct+ j−iηi
)∣∣∣∣∣F1
]∥∥∥∥∥
≤
∞∑
t=1
‖min{1, ct+ j−1|η1 − η′1|}‖
= O
( ∞∑
t=1
|ct+ j−1|min{α′/2,1}
)
<∞. (4.33)
From (4.32) and (4.33), it follows that |Γ3| < ∞. Arguing along the same line as in the proof
of Lemma A.1, we have (4.27). Thus, sup|u|≤C |Ln(u)−ELn(0)| = Op(n−1/2). Combining this
with (4.21) implies (4.17). The proof of Theorem 3.1 is complete. 
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Proof of Theorem 3.2. Let µ̂n be defined in (4.18) and
g˜(β0(τ ), µ) = 1nh
n∑
i=1
K ((εi − β0(τ )+ µa−1/βn )/h).
Similar to the proof of (4.22), we have
1
nh
n∑
i=1
K ((̂εi − β̂0(τ ))/h)− 1nh
n∑
i=1
K ((εi − β0(τ ))/h)
= g˜(β0(τ ), a1/βn µ̂n)− g˜(β0(τ ), 0) = Op(a−1/βn ). (4.34)
Let ζ ′(ηi , x) =∑∞j=1(F(x − c jηi− j )−EF(x − c jηi− j )). Then by revising Lemma 5.2 of [32],
we have
sup
y∈[−1,1]
n∑
i=1
|ζ ′(ηi , β0(τ )+ yh)− ζ ′(ηi , β0(τ ))
− [ζ(ηi , β0(τ )+ yh)− ζ(ηi , β0(τ ))]| = Op(a1/βnh ). (4.35)
Thus, by Lemmas 5.3 and 5.4 of [32], we have
nha−1/βnh (g˜(β0(τ ), 0)− Eg˜(β0(τ ), 0))
= −a−1/βnh
∫
R
n∑
i=1
[I (εi < x)− F(x)]dK ((x − β0(τ ))/h)
= −a−1/βnh
∫ 1
−1
n∑
i=1
[I (εi < β0(τ )+ yh)− F(β0(τ )+ yh)
− I (εi < β0(τ ))− F(β0(τ ))] dK (y)
= −
∫ 1
−1
a−1/βnh
n∑
i=1
(ζ(ηi , β0(τ )+ yh))− ζ(ηi , β0(τ ))dK (y)+ Op(1). (4.36)
By (3.9) of [32], there exists 1 < γ < α such that for all y ∈ [−1, 1],
|ζ(ηi , β0(τ )+ yh)− ζ(ηi , β0(τ ))| ≤ C max{|ηi |1/βh1/γβ , 1}.
This yields that for any w > 0 and a large enough n,
P
(
sup
y∈[−1,1]
∣∣∣∣∣ n∑
i=1
ζ(ηi , β0(τ )+ yh)− ζ(ηi , β0(τ ))
∣∣∣∣∣ ≥ Cwa1/βnh
)
≤ n P{max{|ηi |1/βh1/γβ , 1} > wa1/βnh } ≤ Cw−αβ , (4.37)
which combines with (4.36) implies
nha−1/βnh (g˜(β0(τ ), 0)− Eg˜(β0(τ ), 0)) = Op(1). (4.38)
Note that Eg˜(β0(τ ), 0) − f (β0(τ )) = − 12 f ′′(β0(τ ))h2
∫ 1
−1 y
2 K (y)dy + o(h2) and a−1/βn =
o(n−1a1/βn ). Thus (3.3) follows from (4.34) and (4.38).
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Set Fn(β0(τ ) + t, µ) = ∑ni=1 I (εi − β0(τ ) + µa−1/βn ≤ t). It is easy to see that for any
x, y ∈ R,
E| sup
|µ|≤C
{[Fn(β0(τ )+ x, µ)− Fn(β0(τ )+ x)] − [Fn(β0(τ )+ y, µ)− Fn(β0(τ )+ y)]}|
≤ 2
∫ C/a1/βn
0
∫ |x−y|
0
f ′(β0(τ )+ a + b)dadb ≤ C |x − y|/a1/βn .
This implies that
sup
t∈R
|F˜n(β0(τ )+ t)− Fn(β0(τ )+ t)| = Op(a−1/βn ). (4.39)
From Theorem 2.1 of [32], it follows that
na−1/βn (Fn(β0(τ )+ t)− F(β0(τ )+ t))
⇒ ΛZ+αβ
∫ ∞
0
[F(β0(τ )+ t − s)− F(β0(τ )+ t)]s−1−1/βds
+ΛZ−αβ
∫ ∞
0
[F(β0(τ )+ t + s)− F(β0(τ )+ t)]s−1−1/βds =: Z∗αβ(t). (4.40)
By (4.39) and (4.40), we have (3.4) and (3.5). This completes the proof of Theorem 3.2. 
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Appendix
Let
Sn(s) = 1an
[ns]∑
t=1
ηt , Tn(s) = 1an Y[ns], Wn(τ, s) =
1√
n
[ns]∑
t=1
ϕτ (εt − β0(τ ))
where ϕτ (x) = τ − I (x < 0). To prove Theorems 2.1–2.3 and Theorems 3.1 and 3.2, we need
the following lemmas.
Lemma A.1. Under conditions H1 and H2, for β > 2/α, we have(
Sn(s1)
Wn(τ, s2)
)
⇒J1
(
Zα(s1)
σW (τ, s2)
)
on D(0, 1)× D(0, 1). (A.1)
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Proof. Let ‖X‖ be the norm (E|X |2)1/2, εt0 =
∑0
j=−∞ ct− jη j , εt2 =
∑t
j=2 ct− jη j and
Ft = σ {εs, s ≤ t}. Let {η′j } be an independent copy of {η j } and G t be the distribution of
εt2. Since supx∈R | f (x)| < C < ∞, it follows that gt (x) = G ′t (x) is also bounded by C . This
gives
∞∑
t=1
‖E(ϕτ (εt − β0(τ ))|F1)− E(ϕτ (εt − β0(τ ))|F0)‖
=
∞∑
t=1
‖E(G t (β0(τ )− εt0 − ct−1η1)− G t (β0(τ )− εt0 − ct−1η′1)|F1)‖
≤
∞∑
t=1
‖G t (β0(τ )− εt0 − ct−1η1)− G t (β0(τ )− εt0 − ct−1η′1)‖
≤
∞∑
t=1
‖min{C |ct−1(η1 − η′1)|, 1}‖
≤
∞∑
t=1
[
E
(
C |ct−1(η1 − η′1)|
)min{α′,2}]1/2
= O
( ∞∑
t=0
{|ct |α′/2}
)
<∞ (A.2)
for some α′ < α, where we have used the fact that [min(1, |a|)]2 ≤ |a|min(2,α′). It follows from
(A.2) that
‖E(Wn(τ, 1))|F0‖2 =
∥∥∥∥∥ 0∑
k=−∞
E(Wn(τ, 1)|Fk)− E(Wn(τ, 1)|Fk−1)
∥∥∥∥∥
2
≤
0∑
k=−∞
‖E(Wn(τ, 1)|Fk)− E(Wn(τ, 1)|Fk−1)‖2
≤ 1
n
0∑
k=−∞
( n∑
t=1
‖E(ϕτ (εt − β0(τ ))|Fk)− E(ϕτ (εt − β0(τ ))|Fk−1)‖)2
=
(1
n
)
O
[ ∞∑
k=0
n∑
t=1
‖E(ϕτ (εt+k+1 − β0(τ ))|F1)− E(ϕτ (εt+k+1 − β0(τ ))|F0)‖]
= o(1). (A.3)
Since {ϕτ (εt − β0(τ ))} is a stationary process with Eϕ2τ (εt − β0(τ )) <∞, from (A.2) and (A.3)
and Theorem 1 of [34] (see also [35]), it follows that
Wn(τ, 1)−→d N(0, σ 2). (A.4)
By (A.4) and a standard argument, we have
Wn(τ, s)−→d σW (τ, s) in D(0, 1).
Thus, the marginal distributions of Sn(·) and Wn(·) are Zα(·) and σW (τ, ·) respectively. Follow-
ing the argument of [29], we have the conclusion as desired. 
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Lemma A.2. If 1 < β < 2/α and 1 < α < 2, there exists a ν > 0 such that for any µ > 0 and
for any 0 ≤ t1 < t2 ≤ 1,
P
{ 1
n1/(αβ)
∣∣∣∣∣ [nt2]∑
i=[nt1]
vi
(
ϕτ (εi − β0(τ ))+ ζ ′(ηi , β0(τ ))
)∣∣∣∣∣ ≥ µ} ≤ C12(t2 − t1)n−ν, (A.5)
and for any 0 ≤ t ≤ 1,
P
{
a−1/βn
∣∣∣∣∣ [nt]∑
i=1
(
ζ ′(ηi , β0(τ ))− ζ(ηi , β0(τ ))
)∣∣∣∣∣ ≥ µ
}
≤ C12µ−αn−α(β−1)+1−1/β , (A.6)
where F(x) is the distribution of ε0, {vi , 1 ≤ i ≤ n} is a non-random real-valued sequence with
max1≤i≤n |vi | = O(log n) and
ζ(ηi , β0(τ )) =
∞∑
j=1
(F(β0(τ )− c jηi )− EF(β0(τ )− c jηi )),
ζ ′(ηi , β0(τ )) =
∞∑
j=1
(F(β0(τ )− c jηi− j )− EF(β0(τ )− c jηi− j )).
Proof. Let X i, j = ∑ jl=0 clηi−l , X i, j = ∑∞l= j+1 clηi−l , F j (β0(τ )) = P(X i, j ≤ β0(τ )) and
Ui, j (β0(τ )) = F j−1(β0(τ )− X i, j−1)− F j (β0(τ )− X i, j )− F(β0(τ )− c jηi− j )+ EF(β0(τ )−
c jηi− j ). Then
[nt2]∑
i=[nt1]
vi
(
I (εi ≤ β0(τ ))− τ − η(ξi , β0(τ ))
)
=
[nt2]∑
i=[nt1]
∞∑
j=1
viUi, j (β0(τ )) =
[nt2]−1∑
j=−∞
[nt2]∑
i=[nt1]∨( j+1)
viUi,i− j (β0(τ )).
Let M[nt2], j = {
∑[nt2]
i=[nt1]∨( j+1) Ui,i− j (β0(τ ))}. Then {M[nt2], j } is a martingale difference. By
Bahr–Essen’s inequality for martingales, we have that for any 1 ≤ v ≤ 2,
E
(∣∣∣∣∣[nt2]−1∑
j=−∞
M[nt2], j
∣∣∣∣∣
v)
≤ 2
[nt2]−1∑
j=−∞
E|M[nt2], j |v
≤ 2
[nt2]∑
j=−∞
( [nt2]∑
i=[nt1]∨( j+1)
E1/v(Ui,i− j |v
)v)
. (A.7)
Using (A.7) and a similar argument to that of Lemma 5.3 in [32] (see also Lemma 7 of [6]), we
have (A.5) as desired. (A.6) can be shown by a similar argument of Lemma 5.2 in [32]. 
Lemma A.3. Assume conditions H1 and H2 hold. Then,∫ 1
0
Tn(s)ds−→d
∫ 1
0
S(s)ds,
∫ 1
0
T 2n (s)ds−→d
∫ 1
0
S2(s)ds, (A.8)
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and ∫ 1
0
Tn(s−)dWn(τ, s)−→d σ
∫ 1
0
S(s)dW (τ, s), (A.9)
where
S(s) = λ
∫ s
0
e−γ (s−t)dZα(t) = λ
(
Zα(s)− γ
∫ s
0
e−γ (s−t)Zα(t)dt
)
and the convergence in (A.8) and (A.9) holds jointly.
Proof. The proof of
∫ 1
0 Tn(s)ds−→d
∫ 1
0 S(s)ds is similar to that of
∫ 1
0 T
2
n (s)ds−→d
∫ 1
0 S
2(s)ds,
so we only give the proof of the latter. Note that
Tn(s) = Y[ns]/an =
[ns]∑
j=1
γ
[ns]− j
n ε j/an, (A.10)
and
εt = ληt + (εt − ληt ). (A.11)
In view of (A.10) and (A.11), we have
Tn(s) = λan
[ns]∑
j=1
γ
[ns]− j
n η j + 1an
[ns]∑
j=1
γ
[ns]− j
n (ε j − λη j ). (A.12)
This yields∫ 1
0
T 2n (s)ds =
∫ 1
0
( λ
an
[ns]∑
j=1
γ
[ns]− j
n η j + 1an
[ns]∑
j=1
γ
[ns]− j
n (ε j − λη j )
)2
ds
= λ2
∫ 1
0
( 1
an
[ns]∑
j=1
γ
[ns]− j
n η j
)2
ds +
∫ 1
0
( 1
an
[ns]∑
j=1
γ
[ns]− j
n (ε j − λη j )
)2
ds
+ 2λ
∫ 1
0
( 1
an
[ns]∑
j=1
γ
[ns]− j
n η j
)( 1
an
[ns]∑
j=1
γ
[ns]− j
n (ε j − λη j )
)
ds
=: I1 + I2 + I3. (A.13)
By Lemma 2 of [8], we have
1
an
[nt]∑
j=1
γ
[ns]− j
n η j⇒J1 Zα(s)− γ
∫ s
0
e−γ (s−t)Zα(t)dt in D(0, 1). (A.14)
By means of the continuous mapping theorem, I1−→d
∫ 1
0 S
2(t)dt . Note that I3 ≤ 2(I1 I2)1/2. It
is enough to show I2−→p 0. Observe that
1
an
t∑
j=1
γ
t− j
n (ε j − λη j ) = 1an
t∑
j=1
(ε j − λη j )− γnan
t∑
j=1
j∑
k=1
γ
t− j
n (εk − ληk)
= 1
an
( t∑
j=1
∞∑
i=t− j+1
ciη j −
0∑
j=−∞
t− j∑
i=1− j
ciη j
)
− γ
nan
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×
t∑
j=1
γ
t− j
n
( j∑
k=1
∞∑
l= j−k+1
clηk −
0∑
k=−∞
j−k∑
l=1−k
clηk
)
. (A.15)
When α > 1, since
sup
1≤m≤n
E
{
1
an
∣∣∣∣∣ m∑
j=1
∞∑
i=m− j+1
ciη j −
0∑
j=−∞
m− j∑
i=1− j
ciη j
∣∣∣∣∣
}
→ 0, (A.16)
it follows that
1
n
n∑
i=1
∣∣∣∣∣ 1an
i∑
j=1
γ
i− j
n (ε j − λη j )
∣∣∣∣∣−→p 0. (A.17)
On the other hand, by the continuous mapping and Theorem 2 of [1],
sup
0≤i≤n
∣∣∣∣∣ 1an
i∑
j=1
γ
i− j
n (ε j − λη j )
∣∣∣∣∣
≤ sup
1≤i≤n
∣∣∣∣∣ 1an
i∑
j=1
γ
i− j
n ε j
∣∣∣∣∣+ sup1≤i≤n
∣∣∣∣∣ 1an
i∑
j=1
γ
i− j
n λη j
∣∣∣∣∣ = Op(1).
Thus,
I2 =
∫ 1
0
( 1
an
[ns]∑
j=1
γ
[ns]− j
n (ε j − λη j )
)2
ds
= 1
n
n∑
t=1
( 1
an
t∑
j=1
γ
t− j
n (ε j − λη j )
)2−→p 0. (A.18)
When α ≤ 1, by the ‘Beveridge–Nelson’ decomposition of {εt }, we have
εt − ληt = εt−1 − εt (A.19)
where εt = ∑∞j=0 c jεt− j and c j = ∑∞i= j+1 c j . Eq. (A.8) can be shown as in Theorem 2.1 of
[27]. The proof of (A.8) is complete.
Next, we adopt an idea of [18] to show (A.9). Let {ξt } be stationary ergodic martingale
differences with respect to σ -fields generated by {ηk, k ≤ t} for t = 1, 2, . . . , n with Eξ2t < ∞
and Z t be a stationary process with EZ2t <∞ such that
ϕτ (ηt ) = ξt + Z t − Z t+1, t = 1, 2, . . . , n.
Let W ∗n (τ, s) = 1√n
∑[ns]
j=1 ξt . Then∣∣∣∣∣
∫ 1
0
Tn(s−)dWn(τ, s)−
∫ 1
0
Tn(s−) dW ∗n (τ, s)
∣∣∣∣∣
= |Tn(1)(W ∗n (τ, 1)−Wn(τ, 1))−
∫ 1
0
(W ∗n (τ, s)−Wn(τ, s))dTn(s)|
≤ |Tn(1)| sup
0≤s≤1
|W ∗n (τ, s)−Wn(τ, s)| +
∣∣∣∣∣ 1an√n
n∑
t=1
(Z t+1 − Z1)εt
∣∣∣∣∣
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+
∣∣∣∣∣ 1an√n
n∑
t=1
(Z t+1 − Z1)
t−1∑
j=1
γ
t− j−1
n (γn − 1)ε j
∣∣∣∣∣
=: I4 + I5 + I6. (A.20)
Note that EZ2t <∞. It follows that
sup
0≤s≤1
|W ∗n (τ, s)−Wn(τ, s)| ≤
2√
n
sup
1≤t≤n+1
|Z t | = op(1). (A.21)
Thus I4 = op(1). For any ζ > 0, define
I51 = P
{∣∣∣∣∣ n∑
t=1
( 1√
n
(Z t+1 − Z1)I (|Z t+1 − Z1| >
√
nδ)
)( εt
an
)∣∣∣∣∣ > ζ
}
,
I52 = P
{∣∣∣∣∣ n∑
t=1
( 1√
n
(Z t+1 − Z1)I (|Z t+1 − Z1| ≤
√
nδ)
)( εt
an
I (|εt | ≥ Man)
)∣∣∣∣∣ > ζ
}
and
I53 = P
{∣∣∣∣∣ n∑
t=1
( 1√
n
(Z t+1 − Z1)I (|Z t+1 − Z1| ≤
√
nδ)
)( εt
an
I (|εt | < Man)
)∣∣∣∣∣ > ζ
}
.
Since EZ2t <∞, it follows that
I51 ≤ P( max
1≤t≤n
|Z t+1 − Z1| >
√
nδ)→ 0.
Next, we use Karamata’s theorem to show that I52 → 0. For this quantity, we split α into two
cases: α > 1 and 0 < α ≤ 1. For α > 1, by Karamata’s theorem, we have
I52 ≤ P
{ n∑
t=1
δ|εt |I (|εt | ≥ Man) > ζan
}
≤ δ
ζan
n∑
t=1
E
[
|εt |I (|εt | ≥ Man)
]
≤ Cδ
( α
α − 1
)
. (A.22)
For 0 < α ≤ 1 and ν < α, we have
I52 ≤ δ
ν
(ζan)ν
n∑
t=1
E[|εt |ν I (|εt |ν ≥ (Man)ν)]. (A.23)
Since ενt has index α/ν, similar to the argument of (A.22), the right-hand side of (A.23) is no
bigger than Cδνα/(α − ν). Thus, by taking δ → 0 small enough in (A.22) and (A.23), we have
I52 → 0. Finally, using Karamata’s theorem again, we have
I53 ≤ 1
ζ
E
[(1
n
n∑
i=1
(Z t+1 − Z1)2
)1/2( 1
a2n
n∑
i=1
ε2t I (|εt | < Man)
)1/2]
≤ 1
ζ
[
E
(1
n
n∑
i=1
(Z t+1 − Z1)2
)]1/2[
E
( 1
a2n
n∑
i=1
ε2t I (|εt | < Man)
)]1/2
→ 0,
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by first letting n → ∞ and then M → 0. Thus I5−→p 0. Note that since 1 − γn = γ /n,
similar to I5, I6 can be shown converging to zero in probability. Combining these with I4−→p 0
and (A.20) yields
∫ 1
0 Tnd(Wn − W ∗n )−→p 0. We can therefore work with
∫
TndW ∗n instead of∫
TndWn . Since sup1≤i≤n |ϕτ (εi − β0(τ ))| ≤ 2, it follows that W ∗n is a martingale with bounded
jumps. By Tn(s) = λ∑[ns]j=1 γ [ns]− jn η j/an + op(1), we have
(Tn(s),W
∗
n (s))
f.d.d−→ (S(s),W (τ, s)).
Since Tn(s)⇒M1 S(s) (see Theorem 2 of [1] and W ∗n (s)⇒J1 σW (τ, s) on D[0, 1] by
Lemma A.1 and (A.21). It follows from Theorem 3 of [15] that∫ 1
0
Tn(s−)dW ∗n (τ, s)−→d σ
∫ 1
0
S(s−)dW (τ, s).
This gives (A.9). The joint convergence follows from the joint weak convergence of {Sn(·)} and
{Wn(τ, ·)}. The proof of Lemma A.4 is complete. 
Lemma A.4. Let Ln(s) = a−1/βn ∑[ns]i=1 ζ(ηi , β0(τ )), Sn(s) = ∑[ns]i=1 ηi/an and W ′n(τ, s) =
1
nαβ
∑n
t=1 ϕτ (εt − β0(τ )). When 1 +
√
1− 1/α < β < α/2, then under condition H1 and H2,
we have
(Sn(s), Ln(s))⇒J1(Zα(s), Lαβ(s)) in D[0, 1] × D[0, 1] (A.24)
and (∫ 1
0
Tn(s)ds,
∫ 1
0
T 2n (s)ds,
∫ 1
0
Tn(s−)dW ′n(s)
)
−→d
(∫ 1
0
S(s)ds,
∫ 1
0
S2(s)ds,
∫ 1
0
S(s)dLαβ(s)
)
. (A.25)
Proof. For the proof of (A.24), let κi = (a−1n ηi , a−1/βn ζ(ηi , β0(τ ))), 1 ≤ i ≤ n. Then {κi } is
a sequence of i.i.d random vectors. Since ηi belongs to the domain of attraction of a stable law
with index α, it follows that ζ(ηi , β0(τ )) belongs to the domains of attraction of a stable law
with index αβ (see [32]). By a similar argument of Theorem 1 in [25], it can be shown that κi
belongs to a generalized domain of an operator stable law on R2. That is, there exists a stable
vector process κ(t) = (κ1(t), κ2(t)) with κ1(t)=d Zα(t), and κ2(t)=d Lαβ(t) such that
Zn(t)⇒J1 κ(t),
where Zn(t) =∑[nt]i=1 κi . This gives (A.24).
For (A.24), put T ′n(s) = λ
∑[ns]
i=1 γ
[ns]− j
n ηi/an . By a similar argument of [26]), we have T ′n(s)
is a semi-martingale satisfying the so-called UT conditions defined in Kurtz and Protter [21]
(see also [16]). Further, by (A.24) and the continuous mapping theorem (see Lemma 2 of [8]),
T ′n(s)⇒J1 S(s) on D[0, 1]. Thus, by Theorem 2.7 of [21] (see also [14]), it follows that
(T ′n(s), Ln(1)T ′n(1)−
∫ 1
0
Ln(s−)dT ′n(s))⇒J1(S(s),
∫ 1
0
S(s)dLαβ(s)).
Therefore, for the proof of (A.24), it is enough to show(∫ 1
0
Tn(s)ds,
∫ 1
0
T 2n (s)ds,
∫ 1
0
Tn(s−)dW ′n(s)
)
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=
(∫ 1
0
T ′n(s)ds,
∫ 1
0
T ′2n (s)ds, Ln(1)T ′n(1)−
∫ 1
0
Ln(s−)dT ′n(s)
)
+ op(1). (A.26)
Similar to the argument of Lemma A.3 for the case of α > 1, we have(∫ 1
0
Tn(s)ds,
∫ 1
0
T 2n (s)ds
)
=
(∫ 1
0
T ′n(s)ds,
∫ 1
0
T ′2n (s)ds
)
+ op(1).
In the following, we show that when 1+√1− 1/α < β < 2/α,∫ 1
0
Tn(s−)dW ′n(s) = Ln(1)T ′n(1)−
∫ 1
0
Ln(s−) dT ′n(s)+ op(1).
By (A.15), we have
E
∣∣∣∣∣ 1n1/(αβ)
n∑
t=1
[Yt−1/an − T ′n((t − 1)/n)]ϕτ (εt − β0(τ ))
∣∣∣∣∣
≤ 2
n1/(αβ)
n∑
t=1
E
∣∣∣∣∣ 1an
t∑
j=1
γ
t− j
n (ε j − λη j )
∣∣∣∣∣
≤ 2
n1/(αβ)
n∑
t=1
[
E
∣∣∣∣∣ 1an
( t∑
j=1
∞∑
i=t− j+1
ciη j −
0∑
j=−∞
t− j∑
i=1− j
ciη j
)∣∣∣∣∣
+ γ
n
t∑
j=1
E
∣∣∣∣∣ 1an
( j∑
k=1
∞∑
l= j−k+1
clηk −
0∑
k=−∞
j−k∑
l=1−k
clηk
)∣∣∣∣∣
]
≤ Cn−1/(αβ)+1a−1n max
1≤t≤n
E
∣∣∣∣∣( t∑
j=1
∞∑
i=t− j+1
ciη j −
0∑
j=−∞
t− j∑
i=1− j
ciη j
)∣∣∣∣∣
≤ Cn−1/(αβ)+1a−1n n1−β+1/α = Cn2−β−1/(αβ) = o(1). (A.27)
Therefore, by (A.27), it follows that
n∑
t=1
Yt−1ϕτ (εt − β0(τ )) = λ
ann1/(αβ)
n∑
t=1
( t−1∑
j=1
γ
t−1− j
n η j
)
ϕτ (εt − β0(τ ))+ op(1)
= λ
ann1/(αβ)
(n−1∑
t=1
γ n−1−tn ηt
)( n∑
t=1
ϕτ (εt − β0(τ ))
)
− λ
ann1/(αβ)
n−1∑
t=2
( t−1∑
j=1
ϕτ (ε j − β0(τ ))
)
ηt + op(1). (A.28)
By Lemma A.2, we have
∑n
t=1 ϕτ (εt − β0(τ )) = Ln(1) + op(1) and when 1 +
√
1− 1/α <
β < 2/α,
E
∣∣∣∣∣ λann1/(αβ)
n−1∑
t=1
t−1∑
j=1
(
ζ(η j , β0(τ ))− ζ ′(η j , β0(τ ))
)
ηt
∣∣∣∣∣
≤ λ
ann1/(αβ)
n−1∑
t=1
E
∣∣∣∣∣ t∑
j=1
ζ(η j , β0(τ ))− ζ ′(η j , β0(τ ))
∣∣∣∣∣ = o(1).
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Further,
1
n1/(αβ)
[nt]∑
i=1
[ϕτ (ε j − β0(τ ))− ζ ′(η j , β0(τ ))]⇒J1 0.
Invoking Theorem 2.7 of [21] yields
λ
ann1/(αβ)
n−1∑
t=1
t−1∑
j=1
[ϕτ (ε j − β0(τ ))− ζ ′(η j , β0(τ ))]ηt −→d 0.
Thus, by (A.28), we have (A.26) and the proof of Lemma 5.5 is completed. 
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