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As an important chemical raw material, alcohols can be used as fuels, solvents 
and chemical feedstocks to produce a variety of downstream products. With limited fossil 
fuel resources, alcohol synthesis from syngas reactions can be a potential alternative to 
the traditional petroleum based alcohol synthesis. Among many catalysts active for 
syngas to alcohol processes, alkali promoted Mo2C has shown promising performance. 
More interestingly, the alkali promoter was found to play an important role in shifting the 
reaction selectivity from hydrocarbons to alcohols. However, limited understanding of 
the mechanism of this alkali promoter effect is available due to the complexity of syngas 
reaction mechanism and low content of alkali added to the catalysts. 
In this thesis, we performed a comprehensive investigation of the alkali promoter 
effect with density functional theory (DFT) calculations as our primary tool. We first 
examine various Mo2C surfaces to determine a representative surface structure active to 
alkali adsorption. On this particular surface, we develop a syngas reaction network 
including relevant reaction mechanisms proposed in previous literature. With energetics 
derived from DFT calculations and a BEP relation, we predict the syngas reaction 
selectivity and find it to be in excellent agreement with experimental results. The 
dominant reaction mechanism and selectivity determining steps are determined from 
sensitivity analysis. We also propose a formation mechanism of alkali promoters on 
Mo2C catalysts that shows consistency between experimental IR and DFT computed 
vibrational frequencies. Finally, the effect of alkali promoters on the selectivity 
determining steps for syngas reactions are investigated from DFT calculations and charge 
 xix 
analysis. We are able to rationalize the role of alkali promoters in shifting the reaction 













1.1 Alcohol synthesis from syngas reactions 
As an important raw material in the modern society, alcohol can be used as fuel, 
solvent and chemical feedstock. While the current chemical industry heavily relies on 
petroleum based olefins as the building blocks, alcohol could be an alternative for 
synthesis of chemicals since it is renewable, environmental-friendly, and can be derived 
from a variety of sources.
1-4
 Traditionally, alcohols were either produced from hydration 
of olefins from oil refinery, or fermentation of biomass derived sugars. The former 
process is subject to the limited fossil fuel resources, while the latter is not economically 
feasible for producing industrial grade pure alcohols. In contrast to these processes, 
alcohol synthesis from syngas (CO+H2) could be a promising approach. 
As a versatile chemical feedstock, syngas can be either derived from conventional 
sources, such as coal and natural gas, or renewable sources like biomass.
5
 Extensive 
research has been performed to investigate producing downstream chemicals from syngas 
reactions.
6
 Fischer-Tropsch synthesis, aiming at converting syngas to hydrocarbons, has 
been successfully implemented on a commercial scale. Similarly, methanol synthesis 
from syngas, has been commercialized over Cu-based catalysts. However, no 




1.2 Alkali promoted Mo2C as a promising catalyst 
Catalytic conversion from syngas to downstream products has been investigated 
experimentally with various homogeneous and heterogeneous catalysts.
1,2,7,8
 Among the 
heterogeneous catalysts, Mo2C based catalysts exhibited promising performance due to 
their noble-metal-like catalytic properties, relatively low cost, and resistance to sulfur 
poisoning.
9,10





 water gas shift reaction,
17-19
 and higher 
alcohol synthesis.
20-22
 Interestingly, when an alkali promoter is added to the catalysts, the 
syngas reaction selectivity has been shown to shift significantly from hydrocarbons to 
alcohols.
20,22-24
 Woo et al. reported enhanced selectivity towards linear C1-C7 alcohols 
with addition of K2CO3 as a promoter.
20
 Xiang et al. performed a series of studies on 
performance of Mo2C catalysts for mixed alcohol synthesis with doped K and other 
transition metals, as promoters.
21,25-28
 Recently, Shou et al. investigated reactivity of Rb 
promoted catalysts regarding the influence of passivation and Rb promoter with several 
spectroscopic techniques.
22-24
 All this evidence suggested that an alkali promoter is 
crucial to the catalytic performance for alcohol synthesis reactions. However, limited 
knowledge of alkali promoter effects has been obtained experimentally to date, due to the 
complexity of these catalysts, where an Mo2C phase, the alkali promoter, and the catalyst 
support may all be important. The elucidation of the alkali promoter effect requires 
additional approach that can examine catalysts at a more detailed level.  
As a rapidly developing modeling technique in recent years, density functional 
theory (DFT) has been applied to investigate many important catalytic reactions, 
including ammonia synthesis, water gas shift, Fischer Tropsch synthesis, etc..
29-32
 It has 
 3 
shown a useful in understanding the fundamental properties of heterogeneous catalysts. 
Regarding Mo2C catalysts, a number of DFT studies have been performed.
33-44
       
Kitchin et al. examined the -Mo2C (001) surface along with the closed-packed surfaces 
of other carbides to compare properties of various carbides surfaces.
35
 Ren et al. 
investigated adsorption of several small molecules on -Mo2C (001), including H, CO, 
CO2, O2, CHx and C2H4.
38,45
 Tominaga et al. studied individual reaction steps associated 
with several reactions on -Mo2C (001) including the water gas shift reaction, CH4 
reforming, and hydrodesulfurization of thiophene.
41,46,47
 Shi et al. performed calculations 
on several aspects of Mo2C catalysts,  from the surface properties, adsorption of CO and 
NO, to dissociation of these gas molecules on Mo2C surface.
39,40
 Pistonesi et al. studied 
adsorption of alkali metal on Mo2C surfaces and its effect on CO adsorption and 
dissociation.
48
 Medford et al. applied ab initio thermodynamics and DFT to study the 
stability of surface structure of Mo2C and adsorption of reactive intermediates as well as 
C-O bond dissociation on the Mo2C surface.
36
 Although these studies have provided 
useful insights into Mo2C catalysts , none of them have investigated alkali promoter's role 
in shifting reaction selectivity from hydrocarbons to alcohols for alcohol synthesis on 
Mo2C catalysts. Also, few of them provided experimental validation to support their 
conclusions.   
    1.3 Thesis summary 
In order to address these limitations, we seek to present a comprehensive study on 
the alkali promoter effect for alcohol synthesis on Mo2C catalysts. A complete 
description of alkali promoted alcohol synthesis on Mo2C catalysts will be provided, 
from the bulk structure of Mo2C, the active surface structure of Mo2C, the syngas 
 4 
reaction network, alkali promoter formation and finally the mechanism of alkali promoter 
shifting the reaction selectivity. Further, we collaborate with an experimental group 
supervised by Prof. Robert Davis at University of Virginia to validate our modeling work. 
A summary of the contents in later chapters is given below.  
In Chapter 2, we provide a simple overview  of density functional theory (DFT) 
which will be our primary method throughout the entire thesis for predicting the physical 
and chemical properties of the systems we have interest in.  
In Chapter 3, we examine the bulk and surface structures of Mo2C to determine a 
representative surface structure for syngas reactions study in further chapters. 
Specifically, several low Miller index surface structures of Mo2C were first cleaved from 
hexagonal phase bulk Mo2C, and their surface free energies were calculated. The 
equilibrium crystal shape of Mo2C was then predicted by minimizing the total surface 
free energy. Adsorption of K and Rb on these surfaces was computed, where Mo2C (001) 
was found to bind K and Rb most strongly. This surface was also shown to favor a 
reconstruction in the absence of adsorbates. Therefore, the reconstructed Mo2C (001) was 
determined as a representative surface structure. 
In Chapter 4, a surface reaction network analysis was performed on the 
reconstructed Mo2C (001) surface, with the objective of identifying the elementary steps 
that contribute most to the reaction selectivity shift from hydrocarbons to alcohols upon 
promotion with alkali. Adsorption of 32 reaction intermediates was examined, followed 
by computation of the reaction energy of 53 elementary steps using DFT, with activation 
energies approximated by a BEP relation. From kinetic theory and transition state theory, 
a microkinetic model was constructed, and the steady state reaction selectivities of 
 5 
products were computed and found to be in excellent agreement with experimental results. 
Finally, the contribution of each elementary step to the reaction selectivity was 
quantitatively measured by sensitivity analysis. CO insertion (CO*+CH3*) was suggested 
to be responsible for the selectivity of hydrocarbons over alcohols.   
In Chapter 5, we investigate alkali promoter formation and its effect on CO 
adsorption by DFT calculations and IR spectroscopy to elucidate how alkali promoters 
are formed on Mo2C catalysts. Experimentally, the IR peak associated with CO 
adsorption was found to undergo a red shift upon Rb promoter addition. This IR peak 
shift was well explained by computed CO vibrational frequency changes with RbO 
coadsorbed. An alkali promoter formation mechanism was proposed, where surface 
hydroxyl groups generated in catalyst preparation were replaced by Rb2CO3 to form RbO 
species on the surface.  
In Chapter 6, with RbO as the active form of alkali promoter and CO insertion 
(CO*+CH3*) as the elementary step contribute most to the selectivity shift from 
hydrocarbons to alcohols proposed in previous chapters, we look into how CO insertion 
take place on Mo2C surface at a more detailed level, and how RbO can affect the 
activation energy of this step. A complete charge analysis on CO*, CH3*, CH3CO* and 
RbO was performed by the Density Derived Electrostatic and Chemical (DDEC) charge 
assignment method, where it was shown that distinct surface dipoles were created by 
electron transfer between the Mo2C surface and adsorbed intermediates. The transition 
state of CO insertion was further located by Nudged Elastic Band (NEB) calculations. 
Finally, the dipole interaction between RbO and transition state [CO-CH3] structure was 
 6 
found to favor the CO insertion mechanism, explaining the alkali promoter's role in shift 
reaction selectivity from hydrocarbons to alcohols.  
Besides the main topic of the thesis described from Chapter 3 to Chapter 6, we 
establish a linear correlation between experimental X-ray Absorption Near Edge 
Structure (XANES) energy and computed DDEC charge for several Mo-containing 
materials. This effort was originally motivated by an experimental observation where 
MoS2 gave significant lower XANES edge energy than MoO2, although Mo in both 
materials have the formal oxidation state of +4. By comparing three different charge 
assignment methods: the formal oxidation state, the Bader charge and the DDEC charge 
for several Mo containing materials, we show that only DDEC charge can accurately 
represent partial charge of Mo in layered materials like MoS2. A linear relation was 
established between XANES edge energy and the DDEC charge that can be used to 
provide a simple "snapshot" of oxidation state of Mo in supported catalyst samples.  
Finally, we conclude the major results in this thesis and outline challenges and 
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Density functional theory (DFT) is one of the most widely used computational 
methods to investigate the electronic structure of many-body systems such as atoms, 
molecules, and condensed phases. In this chapter, we present a brief overview of DFT, 
which will be our primary method to study the topics discussed in this thesis. A detailed 
introduction of DFT is beyond the scope of this chapter, as excellent review articles and 
books are readily available.
1-9
  
In 1926, the Austrian physicist Erwin Schrodinger first published his famous 
work describing quantum state of physical systems - the Schrodinger equation. However, 
exact analytic solution to the equation only exists for very simple systems such as a 
single hydrogen atom since the dimension of the problem grow rapidly when multiple 
electrons are involved. With the advance of modern computing ability, growing attention 
was focused on developing numerical methods to solve the Schrodinger equation.  
The idea of DFT are based on two fundamental mathematical theorems proved by 
Hohenberg and Kohn.
10
 They first showed that the ground state total energy of a system 
of interacting electrons is a unique functional of the electron density. The         
Hohenberg-Kohn theorem states that there exists a unique mapping between the ground 
state electron density and the ground state wave function of the system. They further 
identified that the electron density that minimizes the energy of the overall functional is 
the true electron density corresponding to the full solution of the Schrodinger equation. In 
1965, Kohn and Sham showed that the problem of multiple interacting electrons can be 
 11 
mapped to a set of non-interacting electrons in an effect external potential, leading to a 






∇2 +  𝑉 𝑟  + 𝑉𝐻 𝑟  +  𝑉𝑥𝑐  𝑟   Ψ𝑖(𝑟 )  =  𝑖Ψ𝑖(𝑟 )                 (2.1) 
In this equation, the energy of a system is decomposed into four principal components: 
the kinetic energy, the nuclei-electron static interaction, the electron-electron static 
interaction, and the non-classical electron-electron interactions. While the first three 
components can be well represented in their exact forms, the form of the non-classical 
interactions is not known. To address these non-classical effects, a concept named as 
exchange correlation energy functional was created. This functional can be approximated 
by various theoretical methods. Typically, DFT calculations for solid materials employed 
two types of approximations: the local density approximation (LDA) and the generalized 
gradient approximation (GGA) to describe the exchange correlation energy functional. 
The LDA assumes that the energy of each electron can be related to the energy of that 
electron in a uniform electron gas with the same global density as the local electron 
density in the actual system. The GGA includes corrections for local gradients in the 
electron density and is often implemented as an improvement of the LDA.  
 Throughout the thesis, we have employed plane wave DFT calculations using the 
Vienna ab initio Simulation Package (VASP).
12-14
 The projector augmented wave (PAW) 
method
15,16
 was used to describe ionic cores in these calculations. The revised        
Perdew-Burke-Ernzerhof (rPBE) functional
17,18
 was applied to describe the exchange 
correlation contributions to the total energy. Compared with other frequently used 
functionals such as PBE and PW91, rPBE functional has shown improved accuracy for 
calculating adsorption energy on solid material surfaces.
19
 All of our calculations have 
 12 
used plane wave basis functions using periodic boundary conditions to model the bulk 
and surface structures of the materials of interest. More details for DFT calculations on 
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DETERMINATION OF REPRESENTATIVE SURFACE 





 Transition metal carbides are interesting as catalysts because of their extreme 
hardness,
1
 high melting points,
2
 and excellent electric and thermal conductivities.
3
 Within 
this class of materials, molybdenum carbides have exhibited excellent catalytic behavior 













 and hydrocarbon 
isomerization.
12
 Molybdenum carbides are potentially promising substitutes for 
expensive noble metals due to their similar catalytic properties,
13
 accompanied by 
resistance to sulfur poisoning.
13,14
 
 In the Mo-C phase diagram at least six different phases have been identified,
15
 
including two phases of Mo2C (one orthorhombic and one hexagonal). Among these 
phases, only two types of Mo2C and one MoC phase are found to be stable at room 
temperature.
15,16
 There is some confusion in the literature regarding the names of Mo2C 
phases, with some authors referring to orthorhombic Mo2C as –Mo2C.
17-21
 We prefer to 
follow the convention defined by the Joint Committee on Power Diffraction Standards 
(JCPDS) data files,
22-24
 in which hexagonal Mo2C, orthogonal Mo2C, and hexagonal 
MoC are denoted , , and , respectively. –Mo2C has been studied extensively since it 
has a well-determined structure in which carbon atoms occupy half of the octahedral sites 
 16 
in an ordered way. In –Mo2C, Mo atoms form a hexagonally close packed structure 
while carbon atoms fill half of the octahedral interstitial sites randomly. In order to study 
the structure of –Mo2C, various carbon occupancy structures were proposed and 
investigated in literature,
25,26
 and the eclipsed configuration identified by Haines et al.
26
 
was found to be most stable. We restrict our attention in this work to this eclipsed 
hexagonal configuration. 
 The surface properties of catalytic materials can be modified by doping with 
alkali metals.
27-33
 Since K is relatively inexpensive, it is widely used as a promoter in 
industrial applications. Woo et al. reported significant changes in the selectivity to C1-C7 
linear alcohols relative to hydrocarbons from synthesis gas for experiments in which 
molybdenum carbides were promoted with K2CO3.
14
 Xiang et al. have reported in 
experiments for mixed alcohol synthesis from CO hydrogenation that both β–Mo2C and 
–MoC1-x produced light hydrocarbons and by adding K as a promoter, they showed a 
distinctive selectivity shift from hydrocarbons to alcohols.
29
 In general terms, this 
promotion effect is thought to be associated with the charge transfer to the catalyst 
surface due to the exceptionally low ionization potential of alkali metal. The addition of 
alkali promoters generates electrostatic fields at the surface, inducing substantial changes 
in the process of adsorption and catalytic reactions.
32
 
 Theoretical studies have been applied to a range of physical, chemical, and 
electronic properties of the molybdenum carbides, including the adsorption and reaction 
of small species on the surfaces. Hugosson et al. have extensively examined the relative 
stabilities of Mo-C phases and the effect of vacancies on phase stability.
15
 Kitchin et al. 
investigated the β–Mo2C (001) [β–Mo2C (0001) in their notation] surface along with the 
 17 
close-packed surfaces of other carbides to compare the chemical properties of various 
carbide surfaces.
34
 DFT calculations for the adsorption of small molecules on β–Mo2C 
(001) have been also performed, including the adsorption O2 and CO
35
 [–Mo2C (0001) 
in their notation], CO2, H, CHx (x=0-3), C2H4
20,35
 [–Mo2C (0001) in their notation], and 
methanol.
36
 Tominaga et al. have studied individual reaction steps associated with several 







 In all of these studies, it appears that attention was 
given to the (001) surface because this is most densely packed surface of β–Mo2C. Shi et 
al. reported DFT calculations for a range of low-index surfaces of –Mo2C [–Mo2C in 
their notation]
25
 and further investigated CO and NO adsorption and dissociation on the 
–Mo2C (001) surface.
40
 They observed that the mixed Mo/C termination of the (011) 
surface, not (001), had the lowest surface free energy among the surfaces they 
considered. Pistonesi et al. recently studied K promoter effects on dissociation of 
methanol on the –Mo2C (001) surface.
41
 None of the existing DFT studies of –Mo2C 
have considered the properties of alkali atom as a promoter on the surface. A small 
number of DFT calculations are available examining this issue on other materials.
42,43
 
 In this chapter, we use DFT calculations to study the bulk and surfaces of          
–Mo2C to determine a representative surface structure reactive for alkali-promoted 
alcohol synthesis reactions. To make progress towards this goal, we assume that the 
catalytic activity of Mo2C is associated with the terraces of stable surfaces of the material 
rather than being dominated by a rate-determining step dictated by a step edge or other 
defect. This assumption also underlies the DFT studies listed above, although it is rarely 
stated explicitly. Further, we believe that on the representative surface, alkali promoter 
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must adsorb and interact with reaction intermediates. This choice implies that we must 
determine what Mo2C surfaces on a typical catalyst particle bind alkali most strongly. To 
this end, we examine the adsorption energies and geometries of K and Rb on seven    
low-index surfaces to determine the most preferred surface for alkali atom adsorption. A 
surprising finding from our calculations is that the bulk-terminated surface that binds K 
and Rb most strongly undergoes a surface reconstruction in the absence of any adsorbed 
species. The reconstructed surface binds K and Rb even more strongly than the          
bulk-terminated surface. We conclude that this reconstructed –Mo2C (001) surface is a 
representative surface structure for further surface reactivity investigation. 
3.2 Computational methods 
 Our plane wave DFT calculations were performed with the Vienna ab initio 
simulation package (VASP).
44-47
 We employed the revised Perdew-Burke-Ernzerhof 
(rPBE) generalized gradient functional
48,49
 along with the projector augmented wave 
(PAW)
50,51
 method to describe ionic cores. A plane wave expansion with a cutoff of 400 
eV was used for all calculations. Geometries were relaxed using a conjugate gradient 
algorithm until the forces on all unconstrained atoms were less than 0.03 eV/Å. 
 Calculations for adsorbed K and Rb on each surface were performed at various 
coverages to understand coverage effects as discussed later. A 6×6×1 Monkhorst-Pack   
k-point mesh was used for a (1×1) surface unit cell, which was sufficient to give well 
converged results. For calculations at lower coverages, the number of k-points in the 
Monkhorst-Pack mesh was appropriately reduced. Calculations for H and CO adsorption 
with or without coadsorbed K were performed using a (2×2) surface unit cell with a 
3×3×1 Monkhorst-Pack k-point mesh. Geometries and energies for gas phase species 
 19 
were calculated using supercells equivalent to those for the largest slab calculations. 
When examining adsorption, molecules were placed on only one side of the slab. Dipole 
corrections were therefore applied in computing all of the energies reported below.
52,53
  
3.3 Results and Discussion 
3.3.1 Bulk structure of Mo2C 
 The –Mo2C phase has an hexagonal crystal structure, with a = 3.011 Å,              
b = 3.011 Å, and c = 4.771 Å.
54
 The DFT-optimized hexagonal lattice constants for       
–Mo2C phase (a = 6.08 Å, b = 6.07 Å, and c = 4.72 Å) are in good agreement with the 
experimental values (here we have to double a and b because the original unit cell from 
experiment needs to be extended to define the eclipsed configuration unit cell). This bulk 
structure is illustrated in Fig. 3.1. Calculations with the bulk structure confirmed that this 




Figure 3.1: The most stable bulk structure of β–Mo2C phase viewed along the [010] axis. Mo (C) atoms 




3.3.2 Surface structure and particle shape of Mo2C 
 We cleaved this structure along seven low Miller index planes, namely (001), 
(010), (100), (110), (101), (011), and (111), to construct surfaces. Each surface was 
represented by slabs 10-15 Å thick. All possible bulk terminations perpendicular to the 
surface normal to these planes were considered. The (001), (010), and (111) surfaces 
have both pure Mo and pure C terminations. The (100), (110), and (101) surfaces have 
mixed Mo/C terminations. The (011) surface has a pure Mo termination and a mixed 
Mo/C termination. In all calculations, no atoms in the slab were constrained and a 
vacuum spacing of 14 Å was used normal to the surface. 
 
 









































 (001) Mo terminated
 (001) C terminated
 (010) Mo terminated 1
 (010) Mo terminated 2
 (010) C terminated
 (100) Mo/C terminated
 (011) Mo/C terminated
 (011) Mo terminated
 (110) Mo/C terminated
 (101) Mo/C terminated
 (111) Mo terminated
 (111) C terminated
Figure 3.2: The surface free energies of seven low Miller index surfaces plotted as a function of              
μC-μC(bulk). For each surface, the results for all possible terminations are shown. 
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 In all of our calculations the surfaces were constructed as symmetric slabs. This 
implies that some of the surface slabs were non-stoichiometric. As a result, the surface 
energy,  , is calculated by25,55-58 
          slab Mo Mo C C(E n n ) / 2A      .             (3.1) 
Here, slabE  is the total energy of the slab, A  is the surface area of one side of the slab, 
x  is the chemical potential of species x , and yn  is the number of atoms of species y  in 
the supercell. After some algebra using the relationships described by previous 
reports,
25,55-58
 the surface energy can be expressed as a function of difference between the 
chemical potential for a C atom, C  , and the chemical potential in bulk phase of C, 
C(bulk) . If a surface is stoichiometric within the symmetric slabs, Eq. (3.1) can be 
reduced to the usual expression for the surface energy,
47
 
         slab bulk(E nE ) / 2A   ,         (3.2) 
where bulkE  is the bulk total energy per Mo2C unit and n  is the number of Mo2C units in 
the slab. In earlier work, Shi et al. compared the surface energies of different terminations 
using Eq. (3.2), and then used the predictions from these calculations to compare the 
surface energies of a variety of low index surfaces.
25
 This approach is potentially 
problematic because differing surface terminations should be compared using Eq. (3.1). 
In our work, we calculated the surface energy for each surface with each possible 
terminations using Eq. (3.1), as shown in Fig. 3.2. In Fig. 3.2, the C-terminated (010) 
surface has the highest surface free energy at almost all the ranges of μC-μC(bulk). Details 
regarding the definition and interpretation of μC-μC(bulk) are given in the earlier work by 
 22 
Shi et al. The lowest surface free energy is the mixed Mo/C-terminated (011) surface, in 
agreement with Shi et al.’s calculations.
25
 
 As can be seen from Fig. 3.2, the range of surface energies among the set of 
surfaces we examined is not large, with energies varying from 2.2-3.4 J/m
2
. Once the 
surface energies are known, the equilibrium crystal shape (ECS) of the material can be 
predicted from the Wulff construction.
59-62
 We used this approach to examine the ECS for 
a range of carbon chemical potentials. Figure 3.3 shows that resulting ECS at the upper 
and lower bounds for C. Intermediate values of the C give similar results. One 
immediate observation from this figure is that the (001) surface, which has been the focus 
of much earlier theoretical work, is not the only dominant surface on Mo2C crystals in 




Figure 3.3: The predicted equilibrium crystal shapes of Mo2C determined from the Wulff construction 







3.3.3 K and Rb adsorption on Mo2C surfaces 
As described in the Introduction, we are interested in alkali adsorption in the limit 
of low alkali coverages on a catalyst particle. We have therefore examined K adsorption 
on the seven low Miller index surfaces mentioned in section 3.3.2. For these calculations 
only the termination with the lowest surface energy among the terminations we examined 
on each surface was considered except for the (001) surface, for which we considered 
both Mo- and C-terminated surfaces since they had similar surface free energy. The 
adsorption energy, Eads, of an atom or molecule was defined by 
                     ads surf adsorbate totalE E E E          (3.3) 
where Etotal is the total energy of the system containing the adsorbed species, Esurf is the 
total energy for the optimized bare surface, and Eadsorbate is the total energy for the 
adsorbate in the gas phase. With this definition, positive adsorption energies correspond 
to energetically favored states. 
Figure 3.4 shows an example of the calculated K adsorption energy at six surface 
coverages on –Mo2C(001). Coverage is expressed in terms of the adsorbate number 
density in Å
-2
. In order to have confidence that a global minimum can be identified, large 
numbers of adsorption configurations must be examined for studying atomic or molecular 
adsorption.
63-66
 To address this challenge, we examined a variety of initial configurations 
by dividing a (1×1) surface unit cell of the (001) surface into a 4×3 grid at intervals of 
~1.6 Å. K is then positioned 3.3 Å above each grid point so that we have 12 initial 
configurations for adsorption on the surface. Each configuration was relaxed to find a 
local energy minimum for the adsorbed molecule. The structure with the most stable 
adsorption energy among the energy minima found in this way was used to perform 
 24 
lower coverage calculations. The adsorption energies shown in Fig. 3.4 are the result of 
these coverage dependent calculations. 
Figure 3.4 shows that the adsorption energy of K is strongly dependent upon 
coverage. This is not surprising, as strong repulsive interactions induced by the dipole 
moment of adsorbed K are expected. Based on the steep work function changes upon the 
K adsorption, Bugyi et al. suggested that the K promoter donates charge to the surface 
upon adsorption on this kind of surface.
30,31
  Our charge calculations by Bader   
analysis
67-69
 at the highest coverage, 32.0 Å
2
/atom, support the observation, showing that 
a charge of -0.9 e is transferred into the surface from K. This charge transfer creates a 
dipole moment associated with an adsorbed K. 
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Figure 3.4: The adsorption energy of K and Rb as a function of coverage on Mo2C(001). The solid curve 




We can model the coverage dependent adsorption using a simple electrostatic 
method developed by Albano.
70
 The coverage dependent adsorption energy is assumed to 
be entirely due to repulsive dipole-dipole interactions on the surface. This model has been 
successfully applied to several experiments including desorption of K from metal 
surfaces ,
70
 desorption of K in the presence of coadsorbed O,
70
 molecular desorption of 
CH3Cl from Pd(100),
71
 and atomic I desorption from Ni surfaces.
72
 The Albano model 

















Here, adE  is the adsorption energy (in eV), ad N 0E   is the adsorption energy in the limit 
of zero coverage (in eV), 
N 0
  is the static dipole moment of the K-Mo2C surface bond 
in the limit of zero coverage (in Debye), N  is the surface coverage in atoms (in Å-2),     
  is the constant polarizability of the adsorbed K (in Å3), 9 is the geometric factor 
applicable to a hexagonal or square array of adsorbates, and 1.602 is the unit conversion 
factor. Fitting Eq. (3.4) to the data in Fig. 3.4 gives ad N 0E  , N 0 , and   values of   
2.72 eV, 5.46 D, and 12.06 Å
3
, respectively. 
We used an approach similar to the one described above to calculate the coverage 
dependent adsorption energies of K for the other surfaces. For simplicity, we assumed 
that the polarizability of adsorbed K is independent of the surface orientation and equal to 
the value deduced above, 12.06 Å
3
. With this assumption the Albano model includes only 
two parameters, which we fitted for each surface from computed adsorption energies at 
three distinct coverages. Table 3.1 summarizes ad N 0E   and N 0  for each surface. For 
 26 
(001) surface, results are only shown for the C-terminated surface; K had much less 
favorable adsorption energies on the Mo-terminated surface. Among the seven surfaces, 
(001) has the highest adsorption energy and dipole moment.  On this basis, we selected 
the (001) surface for further calculations involving adsorption of intermediates of alcohol 
synthesis reactions.  
 
 
Table 3.1: The adsorption energies and dipole moments of K in the limit of zero coverage for the seven 
surfaces obtained as described in the text. 
 
Surface 
  C-term 
  (001) 
Mo-term
 (001) 
(100) (110) (010) (011) (101) (111) 
 ad N 0E eV
 







5.46 3.41 3.83 3.29 1.95 4.41 2.95 4.26 
 
 
To examine whether the results for K also apply to other alkali metals, we also 
studied Rb adsorption on Mo2C (001) surface as a comparison with K adsorption. 
Calculations were performed at the same set of coverages as for K, and the Albano model 
was again used to fit the data. The results are shown in Fig. 3.4. The geometry, 
adsorption energy, and dipole moment (as determined from the Albano model) are very 
similar for Rb and K.  
3.3.4 Surface reconstruction of Mo2C (001) surface 
We noted above that most previous DFT calculations examining surfaces of      
–Mo2C used the (001) surface, even though later calculations by Shi et al.
25
 showed that 
the (011) surface has a markedly lower surface energy. Our analysis of K and Rb binding 
energies, however, suggests that it is quite appropriate to focus attention on the (001) 
surface if we are interested in low coverages of alkali on catalyst particles. While 
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performing calculations with –Mo2C(001), however, we made the surprising 
observation that this surface can reconstruct, even in the absence of adsorbates. Figure 
3.5 shows both unreconstructed and reconstructed bare (001) surfaces. The surface 
energy is lowered by 0.18 J/m
2
 for any value of μc-μc(bulk) by this reconstruction. This 
structure was initially observed in calculations involving CO adsorption, but subsequent 
calculations confirmed that the reconstructed bare surface in the absence of CO has    
1.47 eV/unit cell lower total energy than the unreconstructed one. During the 
reconstruction, C atoms move in a way that they form hexagons on the surface with 
adjacent C atoms separated ~3.5 Å. Our reconstructed surface is similar to a honeycomb 
 3 3 R30° C-terminated structure on α-Mo2C(001) previously reported by scanning 
tunneling microscopy (STM),
73,74
 as shown in Fig. 3.6. This observation implies that 
earlier calculations
20,35-39
 examining adsorption on –Mo2C(001) may not capture all 
features of these systems because they did not include the surface reconstruction. The 
existence of a reconstruction for the (001) surface prompted us to consider whether 
surface reconstructions might also exist for some of the other surfaces we have 
considered. It is of course not possible to make any definitive statements about this 
possibility, but examination of the other surfaces shown in Fig. 3.2 based on 
coordination-based arguments did not suggest any obvious candidates for reconstruction. 
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Figure 3.5: (a) Unreconstructed and (b) reconstructed bare (001) surface. Mo atoms are shown as green 





Figure 3.6: STM image of “honeycomb” structure on Mo2C (001) surface.
74
 Copyright 1999 The Japan 
Society of Applied Physics 
 
 
Above, we argued that adsorption of K on the unreconstructed (001) surface is the 
most stable among the surfaces we considered. It is therefore important to compare K 
adsorption on the bulk terminated and reconstructed (001) surfaces. Possible adsorption 




/atom. The binding energy of K was then calculated in the most stable site on 
each surface with one K adsorbed in a (2×2) surface unit cell, which gives an area of 
127.9 Å
2
/atom. The results from these calculations are shown in Fig. 3.7. K binds on the 
unreconstructed (001) surface by coordinating with two C atoms and two Mo atoms. On 
the reconstructed surface, the adsorbed atom is coordinated with three C atoms and three 
Mo atoms. The adsorption energy of K on the unreconstructed (reconstructed) surface at 
this coverage is 2.48 eV (2.64 eV). That is, the reconstructed surface binds K more 
tightly than the unreconstructed surface and is therefore an appropriate surface to 




Figure 3.7: Top view of K adsorption on (a) unreconstructed and (b) reconstructed (001) surfaces. In 




In order to provide fundamental information on what surface of Mo2C catalysts 
contribute to alkali promoted alcohol synthesis reactions, DFT calculations were 
performed to study the stability of seven low-index bare surfaces of –Mo2C and the 
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adsorption of alkali on those surfaces. We used the Wulff construction to predict the 
equilibrium crystal shape of Mo2C using surface energies calculated from DFT. Even 
though the (011) surface has the lowest surface energy, we found that at low coverages, 
K atoms adsorb more strongly on the (001) surface. The adsorption of Rb was found to 
be very similar to the adsorption of K. During further investigation of the (001) surface, 
we observed a surface reconstruction that is favored for the bare surface in which the top 
layer of C atoms on the surface form hexagonal arrays. The adsorption of K was 
energetically favored on the reconstructed (001) surface. Our finding is in agreement with 
“honeycomb” structure observed in STM image of Mo2C surface in the literature. 
Therefore, we conclude that the reconstructed C-terminated –Mo2C(001) is a useful 
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COVERAGE DEPENDENT ADSORPTION ENERGIES OF K FOR 
THE SIX LOW MILLER INDEX SURFACES 
 
We assumed that the polarizability of adsorbed K is independent of the surface 
orientation and equal to the value deduced from K adsorption on (001), 12.06 Å
3
. With 
this assumption the Albano model includes only two parameters (the adsorption energy in 
the limit of zero coverage and the static dipole moment of the K-Mo2C surface bond in 
the limit of zero coverage), which we fitted for each surface from computed adsorption 




Figure 3.A.1: The adsorption energies of K at three distinct coverages on six Mo2C surfaces as computed 






STRUCTURE INFORMATION FOR THE OPTIMIZED 




This appendix lists the coordinates for the most stable structures of 
unreconstructed and reconstructed bare Mo2C (001) surfaces discussed in this chapter. 
The coordinates for each surface are defined for a single supercell of a (1×1) surface unit 
cell with all coordinates in Å. A table defining unit cell vectors for supercell is also listed 
in Å.  
 
 
Table 3.B.1: Unit cell vectors for a (1×1) surface used in this chapter. (in Å) 
 
 x y z 
a 5.268 3.036 0.000 
b 0.000 6.072 0.000 






















Table 3.B.2: Fractional coordinates for a (1×1) unreconstructed bare Mo2C (001) surface.  
 
No. Atom x y z 
1 Mo 0.164990 0.167504 0.367819 
2 Mo 0.164990 0.667505 0.367818 
3 Mo 0.693552 0.153222 0.368159 
4 Mo 0.693551 0.653224 0.368159 
5 Mo 0.990845 0.004576 0.266539 
6 Mo 0.990845 0.504576 0.266539 
7 Mo 0.482544 0.008726 0.261022 
8 Mo 0.482544 0.508725 0.261022 
9 Mo 0.184070 0.157964 0.162388 
10 Mo 0.184068 0.657965 0.162388 
11 Mo 0.675839 0.162080 0.156891 
12 Mo 0.675839 0.662080 0.156891 
13 Mo 0.973086 0.013455 0.055261 
14 Mo 0.973086 0.513457 0.055261 
15 Mo 0.501712 -0.000859 0.055578 
16 Mo 0.501709 0.499143 0.055579 
17 C 0.828858 0.335568 0.413685 
18 C 0.828877 0.835558 0.413684 
19 C 0.336393 0.331802 0.319216 
20 C 0.336394 0.831803 0.319216 
21 C 0.833325 0.333336 0.211709 
22 C 0.833325 0.833336 0.211709 
23 C 0.330307 0.334843 0.104211 
24 C 0.330308 0.834845 0.104210 
25 C 0.837831 0.331086 0.009716 





















Table 3.B.3: Fractional coordinates for a (1×1) reconstructed bare Mo2C (001) surface.  
 
No. Atom x y z 
1 Mo 0.125397 0.187303 0.361401 
2 Mo 0.196846 0.651581 0.375069 
3 Mo 0.687340 0.161500 0.372538 
4 Mo 0.687340 0.651165 0.372538 
5 Mo -0.008513 0.008050 0.264783 
6 Mo -0.008512 0.500460 0.264783 
7 Mo 0.498880 0.000561 0.265293 
8 Mo 0.481443 0.509278 0.261460 
9 Mo 0.180812 0.159591 0.162283 
10 Mo 0.183950 0.658022 0.162797 
11 Mo 0.673698 0.162884 0.156639 
12 Mo 0.673699 0.663413 0.156639 
13 Mo 0.972729 0.013357 0.055492 
14 Mo 0.972729 0.513904 0.055492 
15 Mo 0.502734 -0.001372 0.056194 
16 Mo 0.501198 0.499396 0.056033 
17 C 0.520175 0.489918 0.421657 
18 C 0.827817 0.836092 0.415597 
19 C 0.339377 0.331324 0.319874 
20 C 0.339376 0.829304 0.319873 
21 C 0.829083 0.335457 0.211830 
22 C 0.835798 0.832099 0.211094 
23 C 0.328486 0.335579 0.104140 
24 C 0.328487 0.835924 0.104139 
25 C 0.837374 0.331310 0.010163 




STRUCTURE INFORMATION FOR K ADSORPTION IN THE 
MOST STABLE STATES ON BOTH UNRECONSTRUCTED AND 
RECONSTRUCTED BARE (001) SURFACES 
 
 
This appendix lists the coordinates for the most stable structures of K adsorption 
on both unreconstructed and reconstructed bare Mo2C (001) surfaces discussed in this 
chapter. The coordinates for the adsorbate are defined for a single supercell of a supercell 
of a (2×2) surface unit cell with all coordinates in Å. The shaded section of the table give 




Table 3.C.1: Unit cell vectors for a (2×2) surface used in this chapter. (in Å) 
 
 x y z 
a 10.536 6.072 0.000 
b 0.000 12.143 0.000 




















Table 3.C.2: Fractional coordinates for K adsorbed on a (2×2) unreconstructed bare Mo2C (001) surface.  
 
No. Atom x y z No. Atom x y z 
1 Mo 0.082972 0.083164 0.368121 54 Mo 0.496532 0.752292 0.266170 
2 Mo 0.082991 0.333856 0.368120 55 Mo 0.742959 0.504199 0.260233 
3 Mo 0.349200 0.075391 0.367572 56 Mo 0.742930 0.754182 0.260886 
4 Mo 0.348831 0.327273 0.369251 57 Mo 0.593938 0.578063 0.162212 
5 Mo 0.997414 0.001262 0.266468 58 Mo 0.593920 0.828030 0.162183 
6 Mo 0.997618 0.251189 0.266227 59 Mo 0.839815 0.580455 0.156921 
7 Mo 0.242704 0.003634 0.261294 60 Mo 0.839971 0.830014 0.156898 
8 Mo 0.242704 0.253655 0.261290 61 Mo 0.487740 0.506135 0.055393 
9 Mo 0.094060 0.078017 0.162348 62 Mo 0.487844 0.756235 0.055350 
10 Mo 0.094060 0.327923 0.162347 63 Mo 0.753080 0.498460 0.055278 
11 Mo 0.339539 0.080228 0.156899 64 Mo 0.752825 0.748595 0.055245 
12 Mo 0.339643 0.330100 0.156863 65 C 0.413706 0.168723 0.413767 
13 Mo 0.988214 0.005726 0.055256 66 C 0.420913 0.415628 0.415891 
14 Mo 0.988087 0.255958 0.055410 67 C 0.169536 0.165229 0.320103 
15 Mo 0.252567 0.998735 0.055211 68 C 0.170306 0.414856 0.319667 
16 Mo 0.252572 0.248696 0.055211 69 C 0.418121 0.165758 0.211474 
17 Mo 0.583990 0.083747 0.367763 70 C 0.418357 0.415607 0.211541 
18 Mo 0.584441 0.333083 0.366276 71 C 0.167045 0.166477 0.103940 
19 Mo 0.848405 0.075541 0.368221 72 C 0.167095 0.416514 0.103929 
20 Mo 0.847322 0.326348 0.368589 73 C 0.421173 0.164334 0.009464 
21 Mo 0.496919 0.001538 0.266156 74 C 0.421667 0.414101 0.009468 
22 Mo 0.496532 0.251173 0.266167 75 C 0.913642 0.168440 0.414529 
23 Mo 0.742927 0.002885 0.260886 76 C 0.913685 0.417904 0.414532 
24 Mo 0.742956 0.252841 0.260232 77 C 0.670267 0.164225 0.318668 
25 Mo 0.593921 0.078049 0.162183 78 C 0.670572 0.414712 0.317718 
26 Mo 0.593937 0.328000 0.162212 79 C 0.918854 0.165457 0.211555 
27 Mo 0.839815 0.079730 0.156921 80 C 0.918856 0.415687 0.211556 
28 Mo 0.839764 0.330117 0.156871 81 C 0.667138 0.166371 0.103746 
29 Mo 0.487924 0.006039 0.055380 82 C 0.667012 0.416495 0.103704 
30 Mo 0.487843 0.255923 0.055351 83 C 0.921797 0.164061 0.009502 
31 Mo 0.752825 0.998579 0.055245 84 C 0.921800 0.414144 0.009503 
32 Mo 0.753079 0.248461 0.055278 85 C 0.420915 0.663440 0.415890 
33 Mo 0.084644 0.582883 0.368108 86 C 0.413727 0.917550 0.413768 
34 Mo 0.084625 0.832478 0.368109 87 C 0.170819 0.664593 0.319209 
35 Mo 0.347728 0.576130 0.370861 88 C 0.170299 0.914839 0.319676 
36 Mo 0.348832 0.823889 0.369254 89 C 0.418356 0.666038 0.211542 
37 Mo 0.997412 0.501322 0.266468 90 C 0.418120 0.916118 0.211475 
38 Mo 0.997392 0.751303 0.266652 91 C 0.167113 0.666444 0.103959 
39 Mo 0.243295 0.503258 0.261183 92 C 0.167096 0.916391 0.103931 
40 Mo 0.243294 0.753449 0.261187 93 C 0.421661 0.664242 0.009469 
41 Mo 0.094131 0.577886 0.162354 94 C 0.421166 0.914502 0.009463 
42 Mo 0.094130 0.827983 0.162356 95 C 0.915756 0.667055 0.413863 
43 Mo 0.339786 0.580108 0.156897 96 C 0.915708 0.917208 0.413861 
44 Mo 0.339644 0.830257 0.156863 97 C 0.670273 0.665500 0.318667 
45 Mo 0.988213 0.506063 0.055256 98 C 0.669115 0.915442 0.319726 
46 Mo 0.988239 0.755883 0.055140 99 C 0.918752 0.665779 0.211723 
47 Mo 0.252856 0.498579 0.055299 100 C 0.918750 0.915468 0.211723 
48 Mo 0.252854 0.748568 0.055299 101 C 0.667138 0.666492 0.103746 
49 Mo 0.584443 0.582471 0.366276 102 C 0.667195 0.916402 0.103823 
50 Mo 0.584001 0.832252 0.367764 103 C 0.921340 0.664373 0.009380 
51 Mo 0.848411 0.576055 0.368229 104 C 0.921340 0.914294 0.009380 
52 Mo 0.848458 0.825760 0.367962 105 K 0.610272 0.444857 0.511373 





Table 3.C.3: Fractional coordinates for K adsorbed on a (2×2) reconstructed bare Mo2C (001) surface.  
 
No. Atom x y z 53 Mo 0.510750 0.496225 0.267406 
1 Mo 0.077781 0.085726 0.364239 54 Mo 0.510750 0.743032 0.267406 
2 Mo 0.114412 0.317797 0.377970 55 Mo 0.764124 0.492941 0.267946 
3 Mo 0.358854 0.072792 0.375960 56 Mo 0.755541 0.747782 0.264504 
4 Mo 0.358855 0.318358 0.375960 57 Mo 0.604959 0.572525 0.165211 
5 Mo 0.010793 0.996413 0.267926 58 Mo 0.606625 0.821805 0.165726 
6 Mo 0.011205 0.242457 0.267597 59 Mo 0.851357 0.574373 0.159802 
7 Mo 0.264439 0.992636 0.268670 60 Mo 0.851327 0.824601 0.159928 
8 Mo 0.255387 0.247308 0.264481 61 Mo 0.500610 0.499553 0.058687 
9 Mo 0.104885 0.072465 0.165366 62 Mo 0.500610 0.749845 0.058687 
10 Mo 0.106903 0.321552 0.165827 63 Mo 0.765827 0.492090 0.059274 
11 Mo 0.351582 0.074223 0.159949 64 Mo 0.765079 0.742496 0.059027 
12 Mo 0.351582 0.324201 0.159949 65 C 0.275332 0.237339 0.425067 
13 Mo 0.000612 0.999531 0.058837 66 C 0.430199 0.409761 0.419285 
14 Mo 0.000889 0.249720 0.058765 67 C 0.184913 0.158009 0.322964 
15 Mo 0.265761 0.992161 0.059358 68 C 0.184913 0.407082 0.322962 
16 Mo 0.264844 0.242582 0.059028 69 C 0.429477 0.160265 0.215192 
17 Mo 0.577190 0.086407 0.364675 70 C 0.432484 0.408478 0.214156 
18 Mo 0.613609 0.319536 0.378249 71 C 0.179152 0.160320 0.107308 
19 Mo 0.858400 0.073656 0.376310 72 C 0.179152 0.410538 0.107308 
20 Mo 0.858481 0.318607 0.374798 73 C 0.433436 0.158287 0.013263 
21 Mo 0.511108 0.996188 0.267974 74 C 0.432932 0.408453 0.012832 
22 Mo 0.511108 0.242711 0.267974 75 C 0.776268 0.239503 0.425580 
23 Mo 0.764884 0.992560 0.269249 76 C 0.929953 0.410024 0.418952 
24 Mo 0.755541 0.246681 0.264503 77 C 0.684648 0.158313 0.323633 
25 Mo 0.605236 0.072386 0.165538 78 C 0.684694 0.407100 0.322255 
26 Mo 0.606626 0.321579 0.165726 79 C 0.929141 0.160274 0.214973 
27 Mo 0.851328 0.074079 0.159928 80 C 0.932812 0.408597 0.214082 
28 Mo 0.851357 0.324277 0.159802 81 C 0.678975 0.160407 0.107212 
29 Mo 0.500708 -0.000457 0.058836 82 C 0.678901 0.410534 0.107090 
30 Mo 0.500709 0.249757 0.058836 83 C 0.933763 0.158166 0.013199 
31 Mo 0.765772 0.992118 0.059344 84 C 0.933014 0.408497 0.012825 
32 Mo 0.765080 0.242433 0.059026 85 C 0.274412 0.737794 0.425557 
33 Mo 0.077782 0.586496 0.364239 86 C 0.430195 0.910045 0.419285 
34 Mo 0.113493 0.818255 0.378339 87 C 0.185058 0.658181 0.323101 
35 Mo 0.358861 0.573370 0.376345 88 C 0.185059 0.906763 0.323101 
36 Mo 0.358861 0.817772 0.376346 89 C 0.429005 0.660502 0.214724 
37 Mo 0.011204 0.496344 0.267596 90 C 0.432484 0.909045 0.214157 
38 Mo 0.010793 0.742800 0.267926 91 C 0.178851 0.660561 0.107204 
39 Mo 0.264439 0.492929 0.268670 92 C 0.178851 0.910598 0.107204 
40 Mo 0.255918 0.747043 0.264698 93 C 0.433388 0.658311 0.013134 
41 Mo 0.104885 0.572659 0.165366 94 C 0.432931 0.908625 0.012832 
42 Mo 0.106658 0.821676 0.165907 95 C 0.776274 0.734227 0.425580 
43 Mo 0.351195 0.574183 0.159829 96 C 0.928762 0.910623 0.419270 
44 Mo 0.351195 0.824630 0.159829 97 C 0.684693 0.658211 0.322256 
45 Mo 0.000888 0.499397 0.058765 98 C 0.684649 0.907042 0.323634 
46 Mo 0.000612 0.749862 0.058836 99 C 0.929140 0.660593 0.214973 
47 Mo 0.265761 0.492087 0.059358 100 C 0.932505 0.908751 0.214344 
48 Mo 0.264848 0.742581 0.059062 101 C 0.678900 0.660575 0.107090 
49 Mo 0.575644 0.587180 0.363227 102 C 0.678974 0.910628 0.107213 
50 Mo 0.613610 0.816859 0.378250 103 C 0.933762 0.658078 0.013199 
51 Mo 0.858482 0.572913 0.374798 104 C 0.932881 0.908563 0.012843 
52 Mo 0.858400 0.817947 0.376310 105 K 0.768329 0.490832 0.528796 





ANALYSIS OF SYNGAS REACTION NETWORK TO IDENTIFY 





With limited fossil fuel resources, extensive research efforts have been devoted to 
find alternative building blocks in the chemical industry. Among many candidates, 
syngas is potentially promising as it can be either derived from conventional sources such 
as coal and natural gas, or renewable sources like biomass.
1,2
 Syngas can be converted to 
downstream products directly through syngas reactions. However, since these reactions 
produce a series of products, managing reaction selectivity often turns out to be critical.
3-9
    





 water gas shift,
18-20
 and higher 
alcohol synthesis,
21-23
 due to their noble-metal-like catalytic properties, relative low cost, 
and resistance to poisoning. More interestingly, as a syngas reaction catalyst, 
molybdenum carbides were found to shift reaction selectivity significantly from 
hydrocarbons to alcohols with alkali promoters.
21,23,24
 In principle, understanding the 
relation between selectivity and catalyst structure could eventually help us designing 
catalyst selective to specific product. However, little progress has been made in this 
endeavor to date due to the complexity of the syngas reaction mechanism.     











 Recently, Medford et al. applied ab initio thermodynamics and DFT 
to study the stability of surface structures of Mo2C and adsorption of reactive 
intermediates as well as C-O bond dissociation on the Mo2C surface.
36
 Pistonesi et al. 
studied adsorption of alkali metal on Mo2C surfaces and its effect on CO adsorption and 
dissociation.
37
 Tominaga et al. reported energetics of CO hydrogenation and C-O bond 
cleavage on molybdenum and cobalt molybdenum carbide catalysts.
38
 Most of these 
studies focus on specific elementary steps, with the inherent assumption that this gives an 
adequate descriptor of catalyst performance. This could be potentially problematic for 
several reasons: 1) these steps might not have the lowest activation energy among 
competing processes; 2) these steps might be the lowest activation-energy steps, but still 
not necessarily the rate-determining steps (RDS), since kinetically, reaction rates also 
depend on surface coverage; 3) these steps might be the RDS for certain products, but not 
necessarily the ones responsible for controlling overall selectivity. Addressing these 
issues are especially important for a complex reaction system where reaction pathways 
could be numerous and intricate.   
Motivated by these observations, in this chapter, we seek to provide a broad 
perspective on syngas reaction using a Mo2C catalyst by describing a complex reaction 
network and determining which steps contribute most to the overall reaction selectivity. 
Specifically, we first develop a reaction network containing relevant syngas reactions, 
including Fischer-Tropsch synthesis, methanol synthesis, ethanol synthesis and water gas 
shift reaction. All the reaction energies in this network were calculated by Density 
Functional Theory (DFT) while activation energies were approximated by          
Bronsted-Evans-Polanyi (BEP) relations. With these energies as inputs, a microkinetic 
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model was formulated and the reaction selectivity was computed and compared with 
experimental results. Finally, sensitivity analysis was applied to determine the overall 
model’s sensitivity on changes of each elementary step. This chapter gives insights into 
the reaction mechanism of syngas reactions on Mo2C catalysts and serves as a useful 
example of determining descriptors for a complex reaction network.    
4.2 Computational methods 
Our plane wave DFT calculations were performed with the Vienna ab initio 
simulation package (VASP).
39-42
 We employed the revised Perdew-Burke-Ernzerhof 
(rPBE) generalized gradient functional
43,44
 along with the projector augmented wave 
(PAW)
45,46
 method to describe ionic cores. A plane wave expansion with a cutoff of    
400 eV was used for all calculations. Geometries were relaxed using a conjugate gradient 
algorithm until the forces on all unconstrained atoms were less than 0.03 eV/Å. 
For surface structure calculation, a 6×6×1 Monkhorst-Pack k-point mesh was 
used for (1×1) surface unit cell, which was sufficient to give well-converged results. For 
calculations on a (2×2) surface unit cell, the number of k-points in the Monkhorst-Pack 
meshes was reduced to 3×3×1. Geometries and energies for gas phase species were 
calculated using supercells equivalent to those for the largest slab calculations. When 
examining adsorption, molecules were placed on only one side of the slab. Dipole 
corrections were therefore applied in computing all of the energies reported below.
47,48
 
The adsorption energy, Eadsorption, of an atom or molecule was defined by 
 
Eadsorption = (Esurface+Eadsorbate) − Etotal                         (4.1) 
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where Etotal is the total energy of the system containing the adsorbed species, Esurface is 
the total energy for the optimized bare surface, and Eadsorbate is the total energy for the 
adsorbate in the gas phase. With this definition, positive adsorption energies correspond 
to energetically favored states. Adsorbate coverages were defined by considering a 
surface with an adsorbed species on every surface molybdenum atom to have coverage of 
1 monolayer (ML). This means that placing one adsorbate in a 1×1 unit cell gives a 
coverage of 0.25 ML. 
4.3 Results and Discussion 
4.3.1 Bulk and surface structure of Mo2C catalyst 
The bulk and surface structures of the molybdenum carbide catalyst modeled in 
this chapter are based on the work discussed in Chapter 3.
26
 In Chapter 3, lattice 
parameters of the hexagonal Mo2C bulk structure were confirmed to be in good 
agreement with experimental results. By comparing surface free energy and adsorption 
energy of alkali metal (K and Rb) atoms for different low-Miller-index surfaces of Mo2C, 
the Mo2C(001) surface was determined to be one of the major surfaces found on Mo2C 
particles in equilibrium as well as the one having the greatest affinity and dipole moment 
for K/Rb atoms. This surface is also known to favor a reconstruction in the absence of 
adsorbates,
49,50
 which results in both Mo-top and C-top sites for adsorption. As we 
demonstrate below, reaction intermediates adsorb on both Mo-top and C-top sites, so we 
believe a surface model including Mo-top and C-top sites is more appropriate to represent 
overall reactivity of Mo2C than pure Mo-terminated surface or C-terminated surface. 
Given all the factors mentioned above, the reconstructed hexagonal Mo2C(001) surface 
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Figure 4.1. Top view of reconstructed C-terminated Mo2C (001) surface used in this chapter. Molybdenum 
and carbon atoms are depicted in green and cyan respectively. 
 
 
4.3.2 Syngas reaction network  
As mentioned earlier, syngas reaction on Mo2C catalysts can generate products 
including hydrocarbons, alcohols, water and CO2. In order to model reaction selectivity, 
reaction pathways towards all of these products should be considered, which involves 
water gas shift reactions, Fischer-Tropsch (FT) synthesis, methanol synthesis and higher 
alcohol synthesis. A tremendous amount of research has been performed to understand 
the mechanisms of these four types of reactions.
3-7,51-57
 In terms of theoretical studies, 
Cheng et al. performed DFT calculation for Fischer-Tropsch(FT) synthesis on Co,
58,59
 
Ru, Fe, Rh, and Re surfaces
60
 and analyzed the C-C chain growth mechanism.
61,62
      
Choi et al. performed extensive DFT calculations to investigate ethanol synthesis on 
Rh(111).
63
 Grabow et al. presented a comprehensive mean-field microkinetic model for 
the methanol synthesis and water-gas-shift reactions.
64
 Similar studies have been done by 
Gokhale et al.,
65
 Madon et al.,
66
 Grabow et al.,
67
 Ferrin et al.,
68




these calculations have been an important tool in elucidating reaction mechanisms, most 
reaction mechanisms are still under debate, or only understood for certain catalyst 
system.   
In this chapter, for Fischer-Tropsch synthesis, we include various CHx-CHy 
coupling reactions suggested by a carbene mechanism.
70
 For ethanol synthesis, we focus 
on the most studied CO-insertion mechanism,
63,71,72
 where C2 oxygenates can be formed 
by CHx-CO coupling. For methanol synthesis, although direct CO hydrogenation (CO + 
2H2 → CH3OH) is often assumed to be the main reaction mechanism, it was suggested 
that for Cu-based catalysts, CO2 hydrogenation (CO2* → HCOO* → H2COO* → 
H3COO* → H3CO* → CH3OH*) was actually responsible for producing methanol.
73-76
 
Therefore, we include both CO and CO2 hydrogenation to investigate which one prevails. 
For water gas shift reactions, both redox and carboxyl mechanisms were included in the 
network. The former assumes CO is oxidized by atomic O produced from H2O 
dissociation,
77-79
 while the latter involves formation of an intermediate carboxyl group 
COOH (CO* + OH* → COOH* → CO2* + H*).
65,67
 The schematic reaction network is 
shown in Fig. 4.2. A list of all 53 elementary steps in this network can be found in the 
Appendix 4.B.  
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Figure 4.2. Syngas reaction network examined in this chapter. Gas phase reactants (products) are shown in 
circles (rectangles).  
 
 
It should be noted here we only included products up to C2 species in this network 
to save computational cost. From experimental results,
80
 it is observed that these species 
already took up more than 80% of product selectivity on a carbon basis. The only higher 
products found to be significant were C3 hydrocarbons (~10%), which we expect are 
produced through C2-C coupling reactions. Therefore, contributions of C3 hydrocarbons 
to the hydrocarbon/alcohol selectivity are expected to be lumped in selectivity of our 
model network to ethane and ethylene.   
4.3.3 Adsorption of reaction intermediates 
The adsorptions of the 31 reaction intermediates shown in the network in Fig. 4.2 
were investigated. In order to have confidence that the most stable adsorption site can be 
identified, a set of 12 initial adsorbate configurations were examined with a 4  3 grid 
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above the (1  1) surface unit cell. Most of the intermediates prefer to adsorb on Mo top, 
C top or Mo-C bridge site, as shown in Fig. 4.1. A list of most (second most) stable site 
for 31 reaction intermediates can be found in the Appendix 4.A. The adsorption energies 
of 9 gas phase species were calculated in a similar way in Table 4.1. 
 
 
Table 4.1. Adsorption energy of gas phase species as computed with DFT. 
 













As expected, CO was found to be most strongly adsorbed species. As is well 
known, DFT calculations of this kind tend to overestimate adsorption energies.
81
 To 
address this point, for CO, we compared our computed adsorption energy with TPD 
experiment results for Mo2C in Table 4.2. Adsorption energies are not directly measured 
in TPD experiment, but it can be easily estimated from TPD peak temperature by the 
Redhead equation.
82
 Two peaks were identified in TPD, which correspond to              
1.17 eV/molecule and 0.85 eV/molecule, with energy difference of ~0.3 eV/molecule. On 
the other hand, in our DFT calculation, CO was found to be adsorbed on Mo top (most 
stable site) and C top (second most stable site), also with ~0.3 eV/atom energy difference. 
This supports assigning the two TPD peaks to CO adsorption on Mo top and C top sites. 
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It is also supported by our earlier results, comparing vibrational frequencies calculated 





Table 4.2. Comparison between adsorption energy calculated from TPD peak temperature and DFT-rPBE 
functional. 
 




Computed adsorption  
energy from DFT 
CO on Mo top 450 K (1.17 eV/molecule) 1.46 eV/molecule 
CO on C top 328 K (0.85 eV/molecule) 1.18 eV/molecule 
Difference             (0.32 eV/molecule)  0.28 eV/molecule 








Based on the observations above, we corrected the CO adsorption energy in our 
model by a factor of 0.8 based on the ratio of the TPD experiment value                     
(1.17 eV/molecule) to the DFT computed value (1.46 eV/molecule) shown above. To be 
consistent, we also applied this correction factor to the other eight gas phase species in 
the reaction network. TPD experimental results for these eight species are not readily 
available. For all the other species adsorbed as reaction intermediates, we chose not to 
apply this correction since the impact of overestimating their adsorption energies will be 
cancelled out in the further reaction enthalpy calculation. 
4.3.4 Approximation of activation energy 
Because of the large number of transition states that would have to be determined 
to treat each activated process in our reaction network rigorously, our model applied a 
Bronsted-Evans-Polanyi (BEP) relation to approximate activation energy for all 
elementary steps. The BEP relation, states that there is an approximately linear relation 
between activation energy and reaction enthalpy: 
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                     Ea  = α∙∆H + E0                          (4.2) 
Several types of bond activation, such as C-C, C-H, C-O bond breaking, on 
various transition metal surfaces have been examined extensively to test the validity of 
the BEP approximation.
84-87
 Here, we employ the parameters reported by Michaelides    
et al.
84
, where for dehydrogenation reactions,  
                                                        Ea
diss  = 0.92∆H + 0.87                                (4.3) 
for diatomic activation reactions, 
                                                        Ea
diss  = 0.97∆H + 1.69                                        (4.4) 
and for triatomic activation reactions, 
Ea
diss  = 0.74∆H + 1.03, with all energies in eV.          (4.5) 
From the principle of reversibility, the activation energy for bond association can be 
calculated by 
                                                      Ea
diss  = Ea
asso + ∆H                                             (4.6) 
For each elementary step (A* + B* → C* + D*), the reaction enthalpy, ∆H was calculated 
by       
                                                  ∆H =  𝐸𝐶∗ +  𝐸𝐷∗ −  𝐸𝐴∗ −  𝐸𝐵∗                                   (4.7) 
where 𝐸𝑎𝑑𝑠𝑜𝑟𝑏𝑎𝑡𝑒 ∗ can be calculated from DFT calculations.  
It should be noted that the correlation used here was developed for transition 
metal surfaces, rather than transition metal carbides. Thus, when elementary steps happen 
on surface carbidic site, proper parameters should be chosen carefully. For example, 
diatomic activation on carbidic site used the triatomic activation parameters shown 
above.  Although in principle, parameters for transition metal carbide surface should be 
developed, this is a useful way to rapidly estimate activation energies for transition metal 
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carbide surfaces. A list of activation energy for all steps can be found in the Appendix 
4.B.  
4.3.5 Microkinetic model 
4.3.5.1 Quasi-chemical approximation  
With all the energetics available, we can compute reaction rates with a 
microkinetic model. The most widely applied models for this goal are mean field (MF) 
and kinetic Monte Carlo (kMC) models
88
. Kinetic Monte Carlo requires predefining the 
rate of each process (adsorption, reaction, diffusion, etc.) at certain local ordering 
conditions (interaction with nearby species). We chose not to use kMC because of the 
complexity of the reaction network we are considering. It was important, however, to 
adopt an approach beyond the MF level to account for adsorbate-adsorbate interaction. 
To this end, we used the quasi-chemical approximation (QCA),
89-91
 which assumes there 









Figure 4.3. Schematic showing the quasi-chemical approximation. 
 
 
To use the QCA, the interaction energy 𝑤 between nearest neighbors must be 
defined. Our model includes 31 distinct adsorbates. For simplicity, 𝑤 is approximated as 
the interaction energy between dominant species on the surface. As shown below, oxygen 
was found to be the dominant species on the surface under typical experimental 
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conditions. Therefore, the interaction energy between two adsorbed oxygen atoms on the 
Mo2C surface was calculated from DFT and used in the application of QCA to all 
adsorbed gas phase species. The effect of interaction on adsorption, desorption and 
surface reactions is discussed below.  
4.3.5.2 Adsorption, desorption and surface reaction rates 
For adsorption of a gas phase species, the rate is defined in kinetic theory by
92
  
                                                𝑟𝑎𝑑𝑠 =  𝜎(1 − ∑𝜃𝑖)𝑒
−
𝐸𝑎 ,𝑎𝑑𝑠
𝑘𝐵𝑇 ∙  
𝑃
 2𝜋𝑚𝑘𝐵𝑇
                        (4.8) 
where σ is the steric factor which represents the probability that a molecule possessing 
sufficient energy Ea,ads and colliding with a vacant site will adsorb, Ea,ads is activation 
energy of adsorption process, P is the partial pressure of the adsorbing species, m is mass 
of the species, kB is Boltzmann’s constant, and  T is temperature. The term (1 − ∑𝜃i), 
where θi is the fractional surface coverage of species i, represents the probability that a 
collision occurs with an empty site. In this work, σ is assumed to be 1, and Ea,ads is zero 
by assuming the adsorption is non-activated process.   
For desorption, the rate is defined by
92
  
                                                                𝑟𝑑𝑒𝑠 =  𝜈𝐿𝜃𝑖𝑒
−
𝐸𝑎 ,𝑑𝑒𝑠
𝑘𝐵𝑇                                        (4.9) 




, L is the site density, and 
Ea,des is the activation energy for the desorption process, which is taken to be equal to the 
adsorption energy Ead .  
Interaction between adsorbed species can be important in a desorption process. 
For instance, with strong repulsive interaction, it is expected desorption will happen more 
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easily at higher surface coverage. Thus, based on QCA, a correction factor 𝑔 was applied 
to desorption rate expression as: 
                                                        𝑟𝑑𝑒𝑠 =  𝜈𝐿𝜃𝑖𝑒
−
𝐸𝑎 ,𝑑𝑒𝑠
𝑘𝐵𝑇 ∙ 𝑔                                   (4.10) 
Here, 𝑔 is a function of nearest neighbor interaction energy 𝑤, vacant site coverage 𝜃∗, 
temperature 𝑇, and number of nearest neighbored sites 𝑧.       





                                      (4.11) 
where                         





                       (4.12) 
This correction keeps the desorption rates as a closed form equation. We compared the 
performance of MF, QCA, and Monte Carlo models for a simple adsorption/desorption 
process, finding that the QCA description is accurate in many regime where the MF 
calculations was inaccurate. Details of these calculations can be found in the Appendix 
4.C.  






)                                             (4.13) 





Eact,i is the activation energy of step i. Although adsorbate-adsorbate interaction can 
influence surface reaction rates, we treated these reactions at an MF level for simplicity.     
4.3.5.3 Governing equations and solving technique 
With adsorption, desorption and surface reaction rates defined, the derivative of 
surface coverage over time for each species was defined as:  
𝑑𝜃𝑖
𝑑𝑡
=  𝑟𝑎𝑡𝑒 𝑜𝑓 𝑓𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛 𝑜𝑓 𝑠𝑝𝑒𝑐𝑖𝑒𝑠 𝑖 − (𝑟𝑎𝑡𝑒 𝑜𝑓 𝑐𝑜𝑛𝑠𝑢𝑚𝑝𝑡𝑖𝑜𝑛 𝑜𝑓 𝑠𝑝𝑒𝑐𝑖𝑒𝑠 𝑖)          (4.14) 
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Traditional methods of solving rate equations, such as Langmuir-Hinshelwood (L-H) 
model or Hougen-Watson (H-W) model,
92
 involve simplifying reaction sequence to 
derive an analytical close-form rate expression. This often requires assuming a specific 
step to be the rate determining step (RDS). For example, L-H model assumes a RDS 
surface reaction governs the rate and all adsorption/desorption steps are                    
quasi-equilibrated. These models are often good enough to correlate experimental data 
for simple reactions with a single linear sequence. However, for complex reactions, 
where there are reactions split into multiple linear sequences and interconnections 
between different sequences, a closed-form rate expression cannot readily be derived. 
Moreover, as the goal of this work is to determine rate and selectivity limiting steps, 
clearly, no assumption should be made on them prior to solving the model.  
Thus, our model chose to solve the above equations numerically without imposing 
assumptions on reaction mechanism. Specifically, at steady state, the derivative of 
surface coverage over time equals to zero for each surface species, which gives N (but   
N-1 independent) equations, plus with surface site balance ∑ 𝜃𝑖 = 1.
𝑁
1  Here, N is the 
number of surface species including vacant site. This formulates an algebraic equation set 
with N equations and N unknown surface coverages. Then it can be solved numerically 
with Matlab fsolve function. Because the rate constant terms in the equation set could 
differ in several orders of magnitude, variables were properly scaled to equalize their 
effect on the objective and constraint functions. Also, as a nonlinear optimization 
problem, initial estimate of the surface coverages is needed. This estimate was obtained 
from time evolution of 𝜃𝑖  by solving 
𝑑𝜃𝑖
𝑑𝑡
 with Matlab solver for stiff ODEs, assuming that 
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at 𝑡 = 0, the surface was complete empty (𝜃∗ = 1). A mass balance was performed to 
confirm equations were solved correctly.  
4.3.6 Results 
4.3.6.1 Surface coverage 
The steady state surface coverage solved from the microkinetic model under 
typical experimental conditions is shown below in Table 4.3. A list of coverages for all 
32 species can be found in the Appendix 4.D.  
 
Table 4.3. Steady state surface coverages at typical experimental condition (573 K, 30 bar of syngas with 
CO:H2 in an 1:1 ratio). 
No. Species Coverage 
1 O* 62.3% 
2 CO* 21.5% 
3 CH2* 3.2% 
4 * 2.9% 
5 CHO* 2.1% 
6 CH3CH2O* 1.9% 
7 CH3* 1.8% 
8 C2H5* 1.8% 
9 CH3CO* 1.8% 
10-32 Other 23 species 0.7% 
 Sum 100% 
 
 
Under the chosen conditions (573 K, 30 bar of syngas, CO:H2 = 1:1), oxygen was 
found to be the most abundant species on the surface at steady state. This is an 
interesting, but not entirely surprising result. There has been multiple studies reporting 
that a molybdenum oxycarbide phase could be formed in-situ over Mo2C catalyst under 
syngas reaction conditions.
93-98
 Our results shows that surface oxygen originating from 
CO, tends to accumulate on Mo2C catalytic surface when a steady state is reached. It is 
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important to note that the total surface coverage is high; less than 3% of the surface sites 
are unoccupied. 
4.3.6.2 Selectivity 
With the surface coverage at steady state, the production rates of six gas phase 
products  were calculated. The product selectivities, defined as the percentage of specific 
production rate within the overall production rate, are listed in Table 4.4. In order to 
compare with experimental results, we reported the computed selectivity using carbon% 
based notation used in the experimental data of Shou et al..
80
 The selectivity to product i 
is based on the total number of carbon atoms in the product and is therefore defined as 
                                              𝑆𝑒𝑙𝑒𝑐𝑡𝑖𝑣𝑖𝑡𝑦  % =
𝑛𝑖𝑀𝑖
∑𝑛𝑖𝑀𝑖
 × 100                                  (4.15) 
where 𝑛𝑖  is the number of carbon atoms in product i and 𝑀𝑖  is the percentage of      
product i.  
 
 
Table 4.4. Comparison between computed and experimental selectivities, using experimental data from 
Shou et al..
80








CO2 47.7% 46% 
Selectivity (on a CO2-free basis) 
          Total hydrocarbons  82.9% 89% 
CH4 36.7% 33% 




Total alcohols 17.1% 11% 
CH3OH 0.2% 4.9% 
C2+ alcohols 16.9% 6.1% 
     Reaction condition at 573 K, 30 bar of syngas with CO/H2 = 1:1  
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As can be seen in Table 4.4, our computed selectivities are in good agreement 
with experimental results. As expected, besides CO2 as a major byproduct, the 
unpromoted Mo2C catalyst primarily produces hydrocarbons (80%~90% selectivity on 
CO2 free basis) rather than alcohols. Most of hydrocarbons were in form of paraffin, 
although some olefins were also observed. It is important to emphasize that our model 
was not fitted in any way to the experimental data shown in Table 4.4. The consistency 
between the predictions of our first-principle-based model and this experimental data 
gives us confidence that our model can be used in a predictive sense for this complex 
catalytic system. 
4.3.6.3 Effect of temperature and pressure on selectivity   
With good agreement reached at benchmark reaction condition (573 K, 30 bar of 
syngas with CO/H2 = 1:1) used in the experiment, the performance of our model was 
further tested under different temperature and pressure conditions, as shown in Table 4.5 
and 4.6.  
 
 
Table 4.5. Selectivities of  total hydrocarbons and total alcohols at different temperatures (on CO2-free 
basis). 
 
Species 548 K 573 K 598 K 
Total hydrocarbons 82.6% 82.9% 83.3% 
Total alcohols 17.4% 17.1% 16.7% 
 
 
Table 4.6. Selectivities of total hydrocarbons and total alcohols at different pressures (on CO2-free basis). 
 
Species 20 bar 30 bar 40 bar 
Total hydrocarbons 84.5% 82.9% 81.8% 
Total alcohols 15.5% 17.1% 18.2% 
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Our model shows that with increasing temperature, the selectivity of total 
hydrocarbons increases at the expense of selectivity to alcohols. This is consistent with 
the trend observed experimentally,
99
 where it was proposed that alcohol synthesis 
reactions are more exothermic than Fischer-Tropsch synthesis. The trend of hydrocarbon 
and alcohol selectivities as a function of pressure also match the experimental results,
99
 
where higher syngas pressure made the catalysts more selective to alcohols. This could be 
explained as a surface coverage effect, where at higher pressure, more CO* enhances 
alcohol production through CO-insertion mechanism.  
4.3.6.4 Reaction rates at steady state 
Based on the comparison above with experimental results, we can be confident 
that our reaction network usefully describes the mechanism of syngas reactions over 
Mo2C. To clearly demonstrate the reaction mechanism, we calculated the rates of all 
individual elementary steps in the network at steady state under the benchmark reaction 
condition (573 K, 30 bar with CO:H2 = 1:1), and plotted them in Fig. 4.4. The numbers in 
red are the elementary step rates in units of molecule per second per site. For simplicity, 
steps along the same reaction route with the same rate are only be labeled once. To better 
visualize our results, we drew arrows to qualitatively represent these rates, where a 
broader arrow indicates a larger rate. As shown in Fig. 4.4, certain pathways within the 
overall network dominate. For instance, for water gas shift reactions, the pathway going 
through CO* (redox mechanism) is 10
4
 times faster than the one via COOH* (carboxyl 
mechanism). Similarly, for methanol production, although CO2 hydrogenation 
mechanism has been reported to be dominant on Cu based catalyst,
64,73,75,76
 our results 
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suggest that methanol is mainly produced through a CO hydrogenation mechanism on 
Mo2C.  
One issue receiving growing attention recently is how adsorbed CO dissociates on 
catalyst surfaces. Historically, it has long been considered that CO* directly dissociates 
into C* and O*.
70,71,100
 However, more evidence in recent years, both theoretically and 
experimentally,
101-103
 indicates that CO* can dissociate with the assistance of hydrogen. 
H-assisted CO dissociation involves a two-step process: adsorbed CO is first 
hydrogenated to HxCO*, and then dissociates to CHx* and O*. Our results are an 
example of this phenomenon, where H-assisted CO dissociation is dominant over direct 




Figure 4.4. Rates of elementary steps in the reaction network at steady state. Gas phase reactants (products) 
are shown in circles (rectangles). 
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CH2* is found to be a major intermediate produced from H-assisted CO 
dissociation. CH2* can be coupled with other CHx* intermediates to produce C2 
hydrocarbons. Our results show that C2 hydrocarbons are mainly produced from coupling 
of CH2*+CH3* or CH3*+CH3*, rather than couplings of CHx species with lower 
hydrogen content such as CH*+CH*. Finally, for ethanol synthesis, our results showed 
that CO insertion mechanism through CH3* is the primary reaction pathway while CO 
insertion through CH2* also plays an important role.  
4.3.6.5 Sensitivity analysis - production rate 
The previous section has qualitatively discussed the dominant reaction pathways 
in our network. This eliminates a large number of steps from consideration as the events 
that control the catalyst performance. To further determine which elementary steps in 
these pathways are the most kinetically rate-limiting, we performed a sensitivity analysis 
on our reaction network. This approach was introduced by Campbell under the name 
“degree of rate control” analysis.
104,105
 The basic idea is to increase/decrease the rate 
constant of a step by a small amount and calculate the resulting fractional change in the 
overall rate. The step whose increase/decrease leads to the greatest increase/decrease in 
the overall rate is then considered the most rate-controlling. Campbell defined the degree 
of rate control by  






)                                                   (4.16) 
where, Xrc,i is the degree of rate control of step i, ki is the rate constant of step i; r is the 
reaction rate of targeted product; 𝛿𝑟 and 𝛿𝑘𝑖  are the differential changes of corresponding 
reaction rate and rate constant.  
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As our model was solved by numerical methods, the disturbance introduced in 
sensitivity analysis 𝛿𝑘𝑖 , should be small enough to make a small impact on the model 
results, while large enough to be differentiated from numerical uncertainty in our 
calculations. We used 
𝛿𝑘𝑖
𝑘𝑖
 = 1%, 3%, 5%, 8%, and 10% and tested their performance for a 
small group of elementary steps. We found that 1% was too small, while 10% was too 
large. All results below were calculated using 
𝛿𝑘𝑖
𝑘𝑖
 = 5% for the degree of rate control, as 
summarized in Table 4.7. 
 
 
Table 4.7. Degrees of rate control for selected steps under reaction condition at 573 K, 30 bar of syngas 
with CO/H2 = 1:1. 
 
 CH4 CO2 C2H6 C2H5OH 
CH2* + H* → CH3* + * 0.46 0.03 -0.10 0.14 
CH3* + H* → CH4* + * 0.59 0.05 -0.34 -0.34 
CO* + H* → HCO* + * 0.24 0.02 0.38 0.97 
CO* + O* → CO2* + * 0.08 0.94 -0.25 -0.64 
CH3* + CO* → CH3CO* + * -0.15 -0.06 -0.14 0.74 
CH2*+CH3* → CH2CH3* + * -0.35 0.03 0.44 -0.32 
All the other 47 elementary steps have Degree of rate control smaller in magnitude than 0.05.  
 
 
By definition of the degree of rate control, steps with a positive degree of rate 
control indicate the targeted production rate is promoted by these steps, while a negative 
degree of rate control mean the targeted production rate is inhibited by these steps. Also, 
the larger the absolute value of the degree of rate control, the more rate-controlling the 
step is. Thus, by performing degree of rate control analysis, we quantitatively identified 
which steps are rate-controlling. In Table 4.7, we listed elementary steps having degrees 
of rate control larger than 0.4 for the production of CH4, CO2, C2H6 and C2H5OH. Of the 
53 elementary steps in the network, only 6 of them are rate liming. Specifically, for 
Weak inhibiting step  
(-0.7<value<-0.4)  
Weak promoting step  
(0.4<value<0.7)  
Strong promoting step  
(value > 0.7)  
 63 
ethanol production, hydrogenation of CO* is found to be the strongest promoting step. 
Oxidation of CO* is the strongest inhibiting step for ethanol production but the strongest 
promoting step for making CO2. These findings suggested that reactions involving CO* 
as the starting point of the reaction network greatly influence the overall activity of 
syngas reactions. Whether adsorbed CO is hydrogenated or oxidized directly correlates 
with production of alcohols and CO2 respectively. Similarly to CO*, CH3* is another 
important splitting point for producing ethane and ethanol.  As a promoting step for 
making ethane, CH2*+CH3* is found to be the dominant step for C-C coupling, among 8 
distinct CHx-CHy coupling steps in the network. On the other hand, CH3*+CO* is a 
strong promoting step for making ethanol. Finally, CH3*+H* and CH2*+H* are the 
strongest two promoting steps for methane production.  
4.3.6.6 Sensitivity analysis - selectivity 
From previous section, we successfully determined 6 elementary steps controlling 
production rates in syngas reactions. However, as discussed earlier, we are primarily 
interested in characterizing the steps that control the reaction selectivity. Therefore, we 
further applied sensitivity analysis to the reaction selectivity. Similar to the idea of degree 
of rate control used in previous section, we define the degree of selectivity control as  






)                                                  (4.17) 
where Ysc,i is the degree of selectivity control of step i, ki is the rate constant of step i; s is 
the reaction selectivity of targeted product; 𝛿𝑠  and 𝛿𝑘𝑖  are differential changes of 
corresponding reaction selectivity and rate constant. In other words, every quantity is 
defined in the same way as in Eqn. 4.16 except the reaction rate is replaced by the 
reaction selectivity. 
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Table 4.8. Degrees of selectivity control for selected steps under reaction condition at 573 K, 30 bar of 
syngas with CO/H2 = 1:1. 
 
 CH4 CO2 C2H6 C2H5OH 
CH3* + H* → CH4* + * 0.56 0.02 -0.38 -0.37 
CO* + H* → HCO* + * -0.11 -0.33 0.03 0.62 
CO* + O* → CO2* + * -0.20 0.65 -0.53 -0.92 
CH3* + CO* → CH3CO* + * -0.13 -0.04 -0.12 0.76 
CH2*+CH3* → CH2CH3* + * -0.36 0.02 0.43 -0.33 
All the other 48 elementary steps have Degree of selectivity control smaller in magnitude than 0.05.  
 
 
The results of degree of selectivity control are shown in Table 4.8. Comparing to 
the results in Table 4.7, most of the rate determining steps are also the selectivity 
determining steps. However, the meanings behind selectivity determining and rate 
determining are not entirely the same. One elementary step may promote the production 
of a product while inhibit its selectivity because it promotes the production of other 
competing products even more. For example, as shown in Table 4.7, CO hydrogenation 
turned out to increase the rates of all 4 products, while in Table 4.8, it actually inhibited 
selectivities of methane and CO2. The hydrogenation of CH3* is the strongest promoting 
step for CH4 selectivity while it has negative impacts on the selectivities for C2H6 and 
C2H5OH. This is reasonable since they share CH3* as an important reaction intermediate, 
where more CH3* going towards CH4* will result in less of them being produced as C2 
species. Similarly, CO hydrogenation (CO*+H*) and CO oxidation (CO*+O*) are also 
competing steps in the reaction network. The former step promotes C2H5OH selectivity 
and inhibits CO2 selectivity while the latter enhances CO2 production and impedes all the 
other productions. These selectivity determining steps are illustrated in Fig. 4.5. As seen 
below, within the main reaction mechanism shown in Fig. 4.4, in general the elementary 
steps at the intersections are important in determining the reaction selectivity.  
Strong inhibiting step  
(value <-0.7)  
Weak inhibiting step  
(-0.7<value<-0.4)  
Weak promoting step  
(0.4<value<0.7)  
Strong promoting step  








Another interesting finding is the selectivity controlling step of ethanol. CO 
insertion (CH3*+CO*) turned out to be the strongest promoting step for ethanol 
selectivity, as well as the only step that promotes ethanol production while inhibits ethane 
production. This suggested a possible explanation for selectivity shift from hydrocarbons 
to alcohols on alkali promoted Mo2C catalysts observed experimentally. Our results 
implied that CO insertion could be promoted by alkali promoter and thus the overall 
selectivity is shifted from hydrocarbons to alcohols.  
4.3.6.7 Model robustness analysis over BEP relation 
As mentioned earlier, our model applied a BEP relation to approximate the 
activation energy for all surface elementary steps. It is useful to ask how accurate the 
BEP relation is and whether this affects the validity of our conclusion. As the BEP 
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relation is by definition an approximation without considering how reactions take place at 
a detailed level, a certain margin of error in this approximation is expected. Since the 
motivation of this work is to identify rate/selectivity controlling steps in a complex 
network, We aimed to understand the impact of the BEP relation on these steps. 
To examine the robustness of this model against error, we deliberately manipulate 
both slope and intercept terms of the BEP relation, and repeated all the procedures to 
calculate the degree of selectivity control. Specifically, we introduced errors to the slope 
and intercept terms in Eqn. 4.3, 4.4 and 4.5, at levels of ±5%, ±10%, and ±15%, as 
follows: 
Ea  = α∙(1+x)∙∆H + E0∙(1+y)                                        (4.18) 






















Figure 4.6. Selectivity promoting steps for CH4 and CO2 at different levels of error on the slope and 
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In Fig. 4.6, the selectivity promoting step for CH4 was shown for the range of 
conditions we analyzed. CH3*+H* was found to be the only selectivity promoting step 
over the whole range of conditions. This is an encouraging result, suggesting that a 
quantitative uncertainty in a BEP relation may not influence qualitatively identifying the 
selectivity determining step of a reaction. Similarly, for CO2 selectivity, CO*+O* 
remains to be the strongest promoting step as determined in Table 4.8. On the other hand, 
the selectivity determining steps for ethane and ethanol are more complicated. In Fig. 4.7, 
the strongest promoting and inhibiting steps for the ethane selectivity was illustrated. 
Although CO*+O* is still the strongest inhibiting step for all conditions we examined, 
with an overestimated intercept term and an underestimated slope term in the BEP 
relation, C2H5*+H* became the strongest promoting step for ethane selectivity. In other 
situations, CH3*+CH2* is the strongest promoting step. In Fig. 4.8, similar results were 
obtained for ethanol case, where three elementary steps: CO hydrogenation      
(CO*+H*), CO insertion (CO*+CH3*) and C2H5O hydrogenation (C2H5O*+H*) could be 
the strongest selectivity promoting step based on the error associated with the BEP 
relation. These results suggest that our conclusions in previous section could be 
influenced by the errors in the BEP relation to some extent. Nevertheless, this analysis 

























Figure 4.7. Selectivity promoting and inhibiting steps for ethane at different levels of error on the slope and 






















Figure 4.8. Selectivity promoting and inhibiting steps for ethanol at different levels of error on the slope 
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4.4 Conclusions 
This chapter provides a useful example of screening selectivity-determining 
elementary steps in a complex reaction network for a heterogeneous catalyst. Our model 
mainly employs energy inputs from DFT calculations. DFT computed adsorption energy 
for gaseous products were corrected by TPD results. Activation energies for surface 
reactions were approximated from a BEP relation. To consider interactions between 
surface intermediates, we applied the quasi-chemical approximation to calculate 
contribution from nearest neighbored adsorbates while keeping the whole approximation 
in closed equation form. Further, kinetic theory and transition state theory were used to 
derive the rate equations and the whole equation set was numerically solved without 
imposing any assumptions on the reaction mechanism. To validate our methodology, our 
computed selectivities were compared with experimental selectivities at various 
temperatures and pressures, where excellent agreement was reached. Finally, sensitivity 
analysis was performed to determine individual elementary step’s contribution to the 
overall selectivity. We are able to conclude with very few steps that are            
selectivity-determining. As a long term goal, these steps can be used as descriptors and 
could potentially help the rational design of catalysts selective to specific products.  
In terms of mechanistic insights into syngas reactions on Mo2C catalysts, our 
results suggested that H-assisted CO dissociation was dominant over the direct CO 
dissociation on Mo2C under the experimental conditions we used. Within a reaction 
network including 53 elementary steps, only 5 steps are controlling the selectivities of 
CH4, CO2, C2H6 and C2H5OH. CO oxidation (CO*+O*) was found to be the strongest 
inhibiting step for C2H6 and C2H5OH selectivity. CO insertion (CO*+CH3*) and CO 
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hydrogenation (CO*+H*) are the strongest two promoting steps for C2H5OH selectivity, 
while CH2*+CH3* was suggested to be the strongest selectivity promoting step for C2H6 
production. As the only step promoting ethanol selectivity while inhibiting ethane 
selectivity, CO insertion could be potentially responsible for the selectivity shift from 
hydrocarbons to alcohols upon addition of alkali promoters observed in experiments. 
Although the conclusions above are specifically drawn for a Mo2C catalyst, some 
of them can be generalized and potentially helpful to understand syngas reactions on 
other types of catalysts. Firstly, investigating product selectivity of syngas reactions is a 
complex problem and it requires developing a reaction network to consider all the 
relevant reactions. For example, Fischer Tropsch synthesis, methanol synthesis, alcohol 
synthesis and water gas shift chemistry should be all included. Secondly, elementary 
steps controlling the production rate and selectivity are generally the slowest steps in the 
fastest reaction pathways. This raises the complication that sometimes an elementary step 
may be fast enough to create a dominant reaction pathway while too fast to be the 
controlling step of it. For instance, H-assisted CO hydrogenation turned out to be critical 
since it provided a faster pathway to break C-O bond than direct CO dissociation. 
However, our results suggested it is not a rate-controlling step because it is not the 
slowest step in the overall H-assisted CO dissociation pathway. Finally, steps where the 
reaction network splits into different products are important to product selectivity and 
thus should be closely examined. As shown in this chapter, reactions involving CO* play 
an important role as whether CO* is oxidized, hydrogenated directly influences 
selectivity of CO2 and hydrocarbons. Similarly, CH3* is another vital reaction 
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intermediate since it reacts with CO*, H* or CH2* and therefore could potentially 
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ADSORPTION GEOMETRY OF SYNGAS REACTION 
INTERMEDIATES ON RECONSTRUCTED MO2C (001) SURFACE 
 
This appendix lists the structure information for the most stable geometries of 
syngas reaction intermediates adsorbed on reconstructed bare Mo2C (001) surfaces 
discussed in this chapter. The coordinates for each surface are defined for a single 
supercell of a (1×1) surface unit cell with all coordinates in Å. A table defining unit cell 
vectors for supercell is also listed in Å. The adsorption sites information and geometries 
are listed below. 
 
 
Table 4.A.1: Unit cell vectors for a (1×1) surface used in this chapter. (in Å) 
 
 x y z 
a 5.268 3.036 0.000 
b 0.000 6.072 0.000 

























No. Atom x y z 
1 Mo 0.125397 0.187303 0.361401 
2 Mo 0.196846 0.651581 0.375069 
3 Mo 0.687340 0.161500 0.372538 
4 Mo 0.687340 0.651165 0.372538 
5 Mo -0.008513 0.008050 0.264783 
6 Mo -0.008512 0.500460 0.264783 
7 Mo 0.498880 0.000561 0.265293 
8 Mo 0.481443 0.509278 0.261460 
9 Mo 0.180812 0.159591 0.162283 
10 Mo 0.183950 0.658022 0.162797 
11 Mo 0.673698 0.162884 0.156639 
12 Mo 0.673699 0.663413 0.156639 
13 Mo 0.972729 0.013357 0.055492 
14 Mo 0.972729 0.513904 0.055492 
15 Mo 0.502734 -0.001372 0.056194 
16 Mo 0.501198 0.499396 0.056033 
17 C 0.520175 0.489918 0.421657 
18 C 0.827817 0.836092 0.415597 
19 C 0.339377 0.331324 0.319874 
20 C 0.339376 0.829304 0.319873 
21 C 0.829083 0.335457 0.211830 
22 C 0.835798 0.832099 0.211094 
23 C 0.328486 0.335579 0.104140 
24 C 0.328487 0.835924 0.104139 
25 C 0.837374 0.331310 0.010163 































































No. Species Most stable site 
Second most  
stable site   
1 CO* Mo top C top 
2 H* C top C top 
3 C* Mo-C bridge N/A 
4 O* C top Mo top 
5 CH* Mo-C bridge N/A 
6 CH2* C top N/A 
7 OH* Mo top N/A 
8 CH3* C top N/A 
9 CH4* Mo top N/A 
10 HCO* C top N/A 
11 H2CO* Mo-C bridge N/A 
12 H3CO* Mo top N/A 
13 CH3OH* Mo top N/A 
14 H2O* Mo top N/A 
15 CO2* Mo-C bridge Mo top 
16 COOH* Mo-C bridge N/A 
17 HCOO* Mo top N/A 
18 H2COO* Mo top N/A 
19 C2H* Mo-C bridge N/A 
20 CHCH* Mo-C bridge N/A 
21 CCH3* Mo-C bridge N/A 
22 CH2CH2* Mo-C bridge N/A 
23 C2H5* C top N/A 
24 C2H6* Gas phase N/A 
25 CH3CO* C top N/A 
26 CH3CHO* Gas phase N/A 
27 CH3CH2O* Mo top N/A 
28 CH3CH2OH* Gas phase N/A 
29 CH2CO* Mo-C bridge N/A 
30 CHCH2* Mo-C bridge N/A 






Figure 4.A.1: Adsorption geometry of CO on Mo top sites on reconstructed bare Mo2C (001) surface. Mo, 






Figure 4.A.2: Adsorption geometry of CO on C top sites on reconstructed bare Mo2C (001) surface. Mo, C 









Figure 4.A.3: Adsorption geometry of H on reconstructed bare Mo2C (001) surface. Mo, C and H atoms 





Figure 4.A.4: Adsorption geometry of O on reconstructed bare Mo2C (001) surface. Mo, C and O atoms 










Figure 4.A.5: Adsorption geometry of CH on reconstructed bare Mo2C (001) surface. Mo, C and H atoms 





Figure 4.A.6: Adsorption geometry of CH2 on reconstructed bare Mo2C (001) surface. Mo, C and H atoms 










Figure 4.A.7: Adsorption geometry of OH on reconstructed bare Mo2C (001) surface. Mo, C, O and H 






Figure 4.A.8: Adsorption geometry of CH3 on reconstructed bare Mo2C (001) surface. Mo, C and H atoms 









Figure 4.A.9: Adsorption geometry of CH4 on reconstructed bare Mo2C (001) surface. Mo, C and H atoms 





Figure 4.A.10: Adsorption geometry of HCO on reconstructed bare Mo2C (001) surface. Mo, C, O and H 










Figure 4.A.11: Adsorption geometry of H2CO on reconstructed bare Mo2C (001) surface. Mo, C, O and H 





Figure 4.A.12: Adsorption geometry of H3CO on reconstructed bare Mo2C (001) surface. Mo, C, O and H 








Figure 4.A.13: Adsorption geometry of CH3OH on reconstructed bare Mo2C (001) surface. Mo, C, O and 





Figure 4.A.14: Adsorption geometry of H2O on reconstructed bare Mo2C (001) surface. Mo, C, O and H 








Figure 4.A.15: Adsorption geometry of CO2 on reconstructed bare Mo2C (001) surface. Mo, C, and O 





Figure 4.A.16: Adsorption geometry of COOH on reconstructed bare Mo2C (001) surface. Mo, C, O and H 








Figure 4.A.17: Adsorption geometry of HCOO on reconstructed bare Mo2C (001) surface. Mo, C, O and H 





Figure 4.A.18: Adsorption geometry of H2COO on reconstructed bare Mo2C (001) surface. Mo, C, O and 








Figure 4.A.19: Adsorption geometry of C2H on reconstructed bare Mo2C (001) surface. Mo, C and H 





Figure 4.A.20: Adsorption geometry of CHCH on reconstructed bare Mo2C (001) surface. Mo, C and H 







Figure 4.A.21: Adsorption geometry of CCH3 on reconstructed bare Mo2C (001) surface. Mo, C and H 





Figure 4.A.22: Adsorption geometry of CH2CH2 on reconstructed bare Mo2C (001) surface. Mo, C and H 








Figure 4.A.23: Adsorption geometry of C2H5 on reconstructed bare Mo2C (001) surface. Mo, C and H 





Figure 4.A.24: Adsorption geometry of C2H6 on reconstructed bare Mo2C (001) surface. Mo, C and H 








Figure 4.A.25: Adsorption geometry of CH3CO on reconstructed bare Mo2C (001) surface. Mo, C, O and 





Figure 4.A.26: Adsorption geometry of CH3CHO on reconstructed bare Mo2C (001) surface. Mo, C, O and 








Figure 4.A.27: Adsorption geometry of CH3CH2O on reconstructed bare Mo2C (001) surface. Mo, C, O 





Figure 4.A.28: Adsorption geometry of CH3CH2OH on reconstructed bare Mo2C (001) surface. Mo, C, O 








Figure 4.A.29: Adsorption geometry of CH2CO on reconstructed bare Mo2C (001) surface. Mo, C, O and 





Figure 4.A.30: Adsorption geometry of CHCH2 on reconstructed bare Mo2C (001) surface. Mo, C, O and 








Figure 4.A.31: Adsorption geometry of CHCH3 on reconstructed bare Mo2C (001) surface. Mo, C, O and 
































REACTION ENTHALPY COMPUTED FROM DFT AND 
ACTIVATION ENERGY APPROXIMATED BY THE BEP 
RELATION IN THE REACTION NETWORK 
 
Table 4.B.1: List of elementary steps with reaction enthalpy and activation energy in the reaction network 
used in this chapter. 
 
No.   Elementary reactions   ∆H (eV) Eact (eV) 
1  CO(g) + * → CO*  -1.46 N/A 
2  CO* → CO(g) + *  1.46 N/A 
3  H2(g) + 2* → 2H*  -1.11 N/A 
4  2H*→ H2(g) + 2*  1.11 N/A 
5  CO* + * → C* + O*  -0.25 1.45 
6  C* + H* → CH* + *  -0.01 0.87 
7  CH* + H* → CH2* + *  1.13 0.96 
8  CH2* + H* → CH3* + *  0.42 0.90 
9  CH3* + H* → CH4* + *  0.42 0.90 
10  CH4* → CH4(g) + *  0.11 N/A 
11 CO* + H* → CHO* + *  1.40 0.98 
12  CHO* + H* → CH2O* + *  -0.02 0.87 
13  CH2O* + H* → CH3O* + *   0.41 0.90 
14  CH3O* + H* → CH3OH* + *   0.76 0.93 
15  CH3OH* → CH3OH(g) + *  0.54 N/A 
16  H* + O* → OH* + *  0.40 0.90 
17  OH* + H* → H2O* + *  0.51 0.91 
18  H2O* → H2O(g) + *  0.61 N/A 
19  CO* + O* → CO2* + *  0.71 1.21 
20  CO2* → CO2(g) + *  0.16 N/A 
21 H2O* + * → H* + OH* -0.51 0.40 
22 OH* + * → O* + H* -0.40 0.50 
23 OH* + OH* → H2O* + O* 0.10 0.97 
24 CO* + OH* → COOH* + * 0.50 1.16 
25 COOH* + * → CO2* + H* -0.20 0.68 
26 COOH* + OH* → CO2* + H2O* 0.31 1.15 
27 CO2* + H* → HCOO* + * 0.81 0.93 
28 HCOO* + H* → H2COO* + * 0.71 0.93 
29 H2COO* + H* → H3CO* + * -0.43 0.84 
30 C* + CH* → C2H* + * 1.14 1.33 
31 CH* + CH* → CHCH* + * 1.31 1.37 
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32 C* + CH3* → CCH3* + * -0.30 0.95 
33 CH2* + CH2* → CH2CH2* + * 0.55 1.17 
34 C2H* + H* → CHCH* + * 0.16 0.88 
35 CHCH* + H* → CHCH2* + * 0.59 0.92 
36 CHCH2* + H* → CH2CH2* + * 0.91 0.94 
37 CH2CH2* → C2H4(g) + * 0.55 N/A 
38 CH2CH2* + H* → C2H5* + * -0.18 0.86 
39 C2H5* + H* → C2H6* + * 0.81 0.94 
40 C2H6* → C2H6(g) + * 0.03 N/A 
41 CH3* + CO* → CH3CO* + * 0.50 1.16 
42 CH3CO* + H* → CH3CHO* + * 1.34 0.98 
43 CH3CHO* + H* → CH3CH2O* + * -0.40 0.84 
44 CH3CH2O* + H* → CH3CH2OH* + * 1.38 0.98 
45 CH3CH2OH* → CH3CH2OH(g) + * 0.05 N/A 
46 CH2* + CO* → CH2CO* + * 0.99 1.29 
47 CH2CO* + H* → CH3CO* + * -0.07 0.86 
48 CH3CH2O* + * → C2H5* + O*  -0.62 1.09 
49 CCH3* + H* → CHCH3* + * 1.12 0.96 
50 CHCH3* + H* → C2H5* + * 0.26 0.89 
51 H2CO* + * → CH2* + O* -0.51 0.65 
52 H3CO* + * → CH3* + O* -0.50 1.20 
53 CH* + CH2* → CHCH2* + * 0.12 1.06 
54 CH* + CH3* → CHCH3* + * 1.26 1.36 
55 CH2* + CH3* → CH2CH3* + * -0.05 1.02 























COMPARISON OF MF, QCA, AND MC FOR A SIMPLE 
ADSOPTION/DESORPTION CASE 
 
This appendix describes our calculations in comparing Mean Field (MF) 
approximation, Quasi-chemical approximation (QCA) and Monte Carlo (MC) for a 
simple adsorption/desorption process on a 2-D square lattice. The interaction energy 
between two nearest adsorbates are defined as a variable to examine the performance of 
these methods with different types (attractive, repulsive) and magnitudes (strong, weak) 
of interactions. We have studied cases of repulsive interaction of 0.2 eV, attractive 
interaction of 0.2 eV, repulsive interaction of 0.05 eV, and repulsive interaction of   
0.0001 eV. For each case, the average interaction energy per particle was plotted as a 
function of surface coverage. For MF, since the interactions do not influence the 
configurations of surface adsorbates. The coverage of the nearest adsorbate pair A-A is 
𝜃𝐴 ∙𝜃𝐴 . For QCA, the coverage of the nearest adsorbate pair, 𝜃𝐴𝐴  is calculated by: 











𝜃𝐴∗ =  2 1 − 𝜃∗ − 2𝜃∗∗ 
𝜃𝐴𝐴 =  1 − 𝜃∗∗ − 𝜃𝐴∗ 
 
For Monte Carlo simulation, the canonical ensemble was employed, where the number of 
adsorbates,  the number of adsorption sites on the 2D lattice and temperature are kept as 
 100 
constants for each MC run. Adsorbates at a certain coverage were placed randomly on the 
lattice. For each step, the adsorbates were allowed to move to one randomly picked 
adjacent site, with the possibility of acceptance defined by the Metropolis method. After 
one million steps, which the surface redistribution reached equilibrium. The average 

































































































































































































































STEADY STATE COVERAGE SOVLED FROM MICROKINETIC 
MODEL UNDER EXPERIMENTAL CONDITION USED 
Table 4.D.1: Steady state coverage solved from microkinetic model at 573 K, 30 bar of syngas with CO/H2 
in an 1:1 ratio. 
 
No. Species Coverage Percentage 
coverage 
1 CO* 2.1474E-01 21.47% 
2 H* 5.7788E-03 0.58% 
3 C* 5.5417E-06 0.00% 
4 O* 6.2262E-01 62.26% 
5 CH* 2.0639E-05 0.00% 
6 CH2* 3.1849E-02 3.18% 
7 OH* 3.4844E-05 0.00% 
8 CH3* 1.7531E-02 1.75% 
9 CH4* 2.6094E-18 0.00% 
10 CHO* 2.1429E-02 2.14% 
11 CH2O* 5.2780E-05 0.01% 
12 OCH3* 9.2396E-05 0.01% 
13 CH3OH* 8.7436E-18 0.00% 
14 H2O* 1.5142E-17 0.00% 
15 CO2* 1.4658E-17 0.00% 
16 COOH* 1.6319E-08 0.00% 
17 HCOO* 9.5778E-28 0.00% 
18 H2COO* 3.3682E-23 0.00% 
19 C2H* 2.5642E-12 0.00% 
20 CHCH* 1.2701E-11 0.00% 
21 CCH3* 1.9919E-05 0.00% 
22 CH2CH2* 1.5680E-16 0.00% 
23 C2H5* 1.8275E-02 1.83% 
24 C2H6* 4.5063E-19 0.00% 
25 CH3CO* 1.8031E-02 1.80% 
26 CH3CHO* 1.0672E-03 0.11% 
27 CH3CH2O* 1.9158E-02 1.92% 
28 CH3CH2OH* 2.3667E-19 0.00% 
29 * 2.9060E-02 2.91% 
30 CH2CO* 2.2732E-04 0.02% 
31 CHCH2* 1.0197E-05 0.00% 
32 CHCH3* 4.9392E-06 0.00% 




INVESTIGATION OF ALKALI PROMOTER FORMATION ON 
MO2C CATALYSTS FOR ALCOHOL SYNTHESIS REACTIONS  





 Fischer-Tropsch synthesis (FTS) of hydrocarbons has received growing attention 
as a source of low-sulfur diesel fuel because of the uncertainty of crude oil prices. 
However, higher alcohol (C2+ alcohols) synthesis from synthesis gas, as a source of 
chemical feedstocks, might be more commercially attractive. For example, Celanese 
Corporation reported an expected ethanol price of $1.4/gallon with their new               
coal-to-ethanol technology via acetic acid,
1
 and E. I. du Pont de Nemours and Company 
and BP have a stated goal for a butanol price of $1/gallon with their bio-based process 
currently under development.
2
 Considering that methanol is currently produced from 
natural-gas based syngas at the world scale, it is reasonable to expect a comparably low 
price for higher alcohols produced by a similar catalytic process, assuming production 
and selectivity achievements are realized.  
An effective catalyst for the production of higher alcohols from syngas is 
necessarily multifunctional since CO activation, hydrogenation, carbon chain growth, and 
potentially alcohol coupling processes are all important steps in the reaction. Thus, no 
single-component transition metal catalyst has been discovered to effectively catalyze 
higher alcohol synthesis. 
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Exploratory research on higher alcohol synthesis has discovered some promising 
candidates.
3-7
 Rh-based catalysts are effective for the formation of ethanol and other     
C2-oxygenates from syngas,
8-10
 but the very high cost of Rh likely prohibits its large-scale 
utilization. Several non-precious metal catalysts for higher alcohol synthesis have thus 
been evaluated and include, for example, Cu–Co, Cu–Zn–Al and Zn–Cr–K,
4
 but 
improvements in the overall catalytic activity, alcohol selectivity, and long-term stability 
of these catalytic materials for higher alcohol synthesis are still needed. 
Molybdenum-based catalysts have been widely used in many hydro-treating 
processes because of their high activities in desulfurization and denitrogenation with H2. 
When promoted by alkali metals, Mo-based catalysts also show encouraging properties 
for higher alcohol synthesis from CO hydrogenation. Both supported and unsupported 
MoS2-based catalysts have been heavily investigated for higher alcohol synthesis
11-14
 
since it was firstly developed by The Dow Chemical Company in the 1980’s.
15-19
 
However, trace amounts of H2S in the feed were required to sustain the performance of 
the MoS2-based catalysts.
16
 Moreover, small amounts of sulfur may enter the carbon 
skeleton of the products, which is problematic as the world moves toward the use of very-
low-sulfur fuels. Thus, there is a need for a non-sulfided alternative to MoS2-based 
catalysts in this process, among which molybdenum carbide has demonstrated some 
promise when properly promoted.
20-24
 Early transition metal carbides are also recognized 




The selectivity towards alcohols over alkali-metal-promoted MoS2-based and 
Mo2C-based catalysts in the syngas reaction was reported to be low initially but increased 
 107 
significantly with time on-stream over a period of several hours to several days.
22,28-30
 





 catalysts for alcohol formation during CO hydrogenation was mostly the result of 
the surface sites being blocked from adsorbing reactants. By using diffuse reflectance 
infrared Fourier-transform spectroscopy (DRIFTS), Koizumi et al. claimed that syngas 
adsorption on a MoS2/Al2O3catalyst for CO hydrogenation was significantly suppressed 
by K species and the K-promoted Mo species were likely more oxidized than those on  
K-free MoS2.
32
 Muramatsu et al. also studied the role of a K promoter on a Mo oxide 
catalyst for alcohol production from syngas and concluded that K inhibits both 
dehydration of alcohols to alkenes and the hydrogenation of alkenes to alkanes.
33
 For 
supported MoS2-based catalysts, interactions between K promoters and Mo begins with 
the oxidized catalyst precursors
11,28,34,35
 and that some K–Mo–S and/or K–Mo–S–O 
species are formed after sulfidation. However, it is still unclear whether the promoters 
enhance the activity of the catalysts for higher alcohol synthesis. Although CO adsorption 





few of these studies addressed the promotional influence of the alkali metals on higher 
alcohol synthesis. X-ray absorption spectroscopy of Rb-promoted Mo2C/MgO catalysts 
demonstrated that the local environment around the Rb2CO3 promoter was structurally-
modified during reaction,
22
 but the actual structural form of the working promoter is not 
yet known. 
The present chapter uses diffuse reflectance infrared Fourier transform 
spectroscopy (DRIFTS) of adsorbed CO combined with density functional theory (DFT) 
to investigate the interactions between CO and Rb promoter on supported-Mo2C 
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particles. A hypothesis on alkali promoter formation mechanism consistent with 
experimental and computational results is further proposed. The experimental work 
described in this chapter was performed by Dr. Heng Shou and Prof. Robert Davis at the 
University of Virginia. 
5.2 Methods 
5.2.1 Catalyst synthesis 
 Incorporation of Mo onto an alumina support (Mager Scientific, >99.98%, 




) was accomplished by incipient wetness 
impregnation of an aqueous solution of (NH4)6Mo7O24·4H2O (99.98%, Aldrich) followed 
by drying in air for 12 h at 400 K and calcining in flowing air for 5 h at 773 K to produce 
a supported molybdenum oxide, denoted here as MoO3/Al2O3. Carburization of 
MoO3/Al2O3was performed in a quartz tube by heating at a rate of 5 K min
−1
 from room 
temperature to 573 K and at a rate of 1 K min
−1
 from 573 K to1033 K in 20 vol.% CH4 





(STP). After ramping to 1033 K in CH4/H2, the temperature was 
maintained at 1033 K for 1 h. The catalyst was subsequently cooled to 673 K in flowing 
He (GTS-Welco, 99.999%, additionally purified by a Sigma-Aldrich OMI-2 purifier) and 










(STP)stream of 1.04 vol.% O2/N2 mixture (GTS-Welco) at room 
temperature for 12 h. The alkali-metal-promoted Mo2C/Al2O3samples were prepared by 
grinding Rb2CO3 (99.975%, Alfa Aesar)together with passivated Mo2C/Al2O3in a mortar 
and pestle. 
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5.2.2 Diffuse reflectance Infrared Fourier transform spectroscopy 
A Bio-Rad FTIR (FTS-60A) spectrometer outfitted with an MCT detector and an 
in situ reactor cell for DRIFTS (Harrick) was used for the CO adsorption studies. To 
obtain the spectra, 100 scans were co-added at resolution of 4 cm
−1
. Samples of 2 wt.% 
Mo2C/Al2O3catalysts with Rb loading varying from 0−10 wt.% were examined by 
DRIFTS according to the following procedure. A catalyst sample of 30 mg was diluted in 
90 mg of KBr powder (Varian Inc.) before being loaded into the DRIFTS cell. 
The loaded cell was then purged with He (GTS-Welco, 99.999%, additionally 




(STP) at room 
temperature for 10 min before being pressurized with equal flow rates of H2              
(GTS-Welco, 99.999%, additionally purified by Alltech All-Pure) and purified CO   
(GTS-Welco, 99.997%) to 30 bar. The purification system for CO was comprised of a 
CRS Model 1000 O2 trap, a homemade carbonyl trap (silica gel in a copper tube 
immersed in a dry ice/acetone cold bath), a homemade CO2 trap (Ascarite II CO2 
absorbent in a copper tube) and a homemade moisture trap (Fluka molecular sieves 3Å 
loaded in a copper tube). Subsequently, the cell was heated to 573 K at a rate of 10 K 
min
−1
 and held at 573 K for 12 h in 30 bar flowing syngas (H2/CO = 1) with a total flow 




 (STP). The cell was depressurized after 12 h treatment at reaction 




 (STP) H2 at 573 K, ambient pressure, for an 
additional 1 h before cooling to room temperature in flowing He. After recording a 
background spectrum of the sample, flowing He was replaced with purified CO flowing 
at a rate of 50 mLmin
−1
 for 15 min. The sample was finally purged with flowing purified 
He at 50 mLmin
−1
 for 15 min before recording a spectrum of adsorbed CO at 300 K. 
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In another series of studies on representative samples, water was introduced to the 
catalyst by flowing He to the DRIFTS cell through a saturator with liquid water at 300 K. 









, STP) at 423 K for 1 h;       




, STP) at 573 K for 12 h; 30 bar syngas (H2/CO=1, total flow rate 













, STP) at 573 K for 12 h. After each step of the pretreatment sequence, the 




, STP). The background 










 for 15 min, the IR spectra of adsorbed CO were recorded at 300 K. In control 




 (STP) purified 
H2 at 573 K for 12 h and purged in purified He before introducing purified CO at 300 K. 
5.2.3 Computational methods 
Plane wave DFT calculations were performed with the Vienna ab initio 
simulation package (VASP). We employed the revised Perdew-Burke-Ernzerhof (rPBE) 
generalized gradient functional
46,47
 along with the projector augmented wave (PAW)
48,49
 
method to describe ionic cores. A plane wave expansion with a cutoff of 400 eV was 
used for all calculations. Geometries were relaxed using a conjugate gradient algorithm 
until the forces on all unconstrained atoms were less than 0.03 eV/Å. 
The surface structure of the molybdenum carbide catalyst modeled is based on the 
reconstructed C-terminated hexagonal -Mo2C(001) surface discussed in Chapter 3, 
which is illustrated in Fig. 5.1. In Chapter 3, by comparing the surface free energy and 
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the adsorption energy of alkali metal (K and Rb) atoms for different low-Miller-index 
surfaces of Mo2C, the Mo2C(001) surface was found to be one of the major surfaces in 
predicted Mo2C particles as well as have the greatest affinity and dipole moment for Rb 
atoms. This surface is also known to favor a reconstruction in the absence of 
adsorbates,
50-52
 which results in both Mo-top and C-top sites for CO adsorption. 
Moreover, in spite of the potential support effect, the behavior of bulk Mo2C catalysts 
and Mo2C catalysts
20,21





mixed-phase Al2O3) is similar, which suggests that the actual sites on various Mo2C 
catalysts for CO hydrogenation would have a similar configuration. Given all the factors 




Figure 5.1: Top view of reconstructed hexagonal –Mo2C (001) surface. Mo (C) atoms are shown as green 
(blue) spheres. 
 
A 6×6×1 Monkhorst-Pack k-point mesh was used for (1×1) surface unit cell, 
which was sufficient to give well-converged results. For calculations on a (2×2) surface 
unit cell, the number of k-points in the Monkhorst-Pack meshes was reduced to 3×3×1. 
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Geometries and energies for gas phase species were calculated using supercells 
equivalent to those for the largest slab calculations. When examining adsorption, 
molecules were placed on only one side of the slab. Dipole corrections were therefore 
applied in computing all of the energies reported below.
53,54
 The adsorption energy, 
Eadsorption, of an atom or molecule was defined by 
                             Eadsorption = (Esurface+Eadsorbate) − Etotal,                                (5.1) 
where Etotal is the total energy of the system containing the adsorbed species, Esurface is 
the total energy for the optimized bare surface, and Eadsorbate is the total energy for the 
adsorbate in the gas phase. With this definition, positive adsorption energies correspond 
to energetically favored states. Adsorbate coverages were defined by considering a 
surface with an adsorbed species on every surface molybdenum atom to have a coverage 
of 1 monolayer (ML). This means that placing one adsorbate in a 1×1 unit cell gives a 
coverage of 0.25 ML. 
Vibrational frequency calculations were performed with the VASP package where 
the Hessian Matrix was calculated by finite difference approximation with step size of 
0.03Å. Only the adsorbate plus the surface atom to which it directly bonds were allowed 
to move. In order to compare with IR experiments, the calculated frequencies for the CO 
adsorbates are scaled by a factor of 1.009, which reflects the difference between the 
calculated (2124 cm
-1
) and observed (2143 cm
-1






5.3 Results and Discussion 
5.3.1 Infrared spectroscopy results and DFT calculation of CO adsorption on bare 
Mo2C catalysts 
The formation of products during the syngas pretreatment (573 K, 30 bar syngas, 
H2/CO = 1, 12 h reaction in syngas) in the DRIFTS experiments was verified by 
monitoring the IR spectrum during syngas reaction over a 5 wt.% Rb–2 wt.% 
Mo2C/Al2O3 catalyst, which is shown in Fig. 5.2. The IR spectrum at reaction conditions 
was obtained after removal of a background spectrum that was recorded after the sample 
was purged at 573 K for 1 h in H2 at ambient pressure. During the reaction, the bands 
associated with CH4, CO2, H2O, CH3CH2OH and CH3OH, which appear at 3015, 2360, 
1650, 1062 and 1030cm
−1
, respectively, were observed during reaction over 5 wt.%     







Figure 5.2: IR spectroscopy of gaseous species in CO hydrogenation at 573 K, 30 bar syngas over 5 wt.% 
Rb-2 wt.% Mo2C/Al2O3. 
 
 
 The IR spectrum of adsorbed CO on unpromoted 2 wt.% Mo2C/Al2O3 at room 
temperature after being treated at 573 K, in 30 bar syngas (H2/CO=1) for 12 h and in 1 
bar H2 for 1 h, is shown in Fig. 5.3. The spectrum of adsorbed CO on the unpromoted 
Mo2C/Al2O3 catalyst, which was very low in intensity, revealed two bands at 2105 and 
2014 cm
−1
, and very small features at 2173 cm
−1
 and 1946 cm
−1
. A sample of 
“carburized” Al2O3 pretreated with the same condition showed no feature in the IR 
spectrum attributed to adsorbed CO. 
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Figure 5.3: Diffuse reflectance Fourier transform spectra of adsorbed CO on 2 wt.% Mo2C/Al2O3 at room 
temperature after being pretreated at 573 K, in 30 bar syngas (H2/CO=1) for 12 h and in 1 bar H2 for 1h. 
 
 
The corresponding vibrational frequencies derived from DFT calculations of CO 
adsorbed on a reconstructed hexagonal Mo2C(001) surface (Fig. 5.4) are shown in Table 
5.1. With a low CO coverage of 0.0625 monolayer (ML), the vibrational frequency of 
adsorbed CO appears at 2121 cm
−1
 and 1989 cm
−1
 on C-top sites (Fig. 5.4b) and on     
Mo-top sites (Fig. 5.4c), respectively, with Mo-top sites providing a stronger binding 
energy (1.62 eV) than C-top sites (1.55 eV). High CO coverages typically cause a blue 
shift of the vibrational frequency of adsorbed CO,
55
 as a result of the dipole-dipole 
coupling of adsorbed CO molecules.
56
 The DFT calculation results also show that on the 
unmodified Mo2C surface with a CO coverage of 0.25 monolayer (ML), the vibrational 
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frequencies of adsorbed CO on both C-top sites and on Mo-top sites were shifted to 
higher frequency by 20 cm
−1
. Similar shifts in the CO band were also observed on a 
W2C(0001) surface by Aizawa and Otani,
57
 who claimed the features belong to surface 
ketenylidene (CCO) species formed by adsorbed CO on carbidic carbon. Nevertheless, 





Figure 5.4: Top and side view of CO adsorption on reconstructed hexagonal Mo2C (001) surface:            
(a) CO-free; (b) CO adsorbed on C top sites; (c) CO adsorbed on Mo top sites.  
 
 


















0.0625 2121 1.55 1989 1.62 
0.250 2141 1.26 2009 1.56 
 
 
Aegerter et al. attributed a feature of 2178 cm
−1
 to CO adsorption on 









Based on the these prior assignments, we attribute the minor peak at 2173 cm
-1 
in Fig. 5.4 
to CO adsorbed on oxidized molybdenum species or to the residual gaseous CO in the IR 
cell. 
The features in the range of 2071-2054 cm
−1
 have been assigned to linearly 
adsorbed CO on a clean hexagonal Mo2C foil,
59
 on carbidic Mo sites present on 
Mo2C/Al2O3 catalysts,
42-44
 and on modeled surfaces of hexagonal Mo2C described by 
DFT.
60,61
 A shoulder CO band at 2125 cm
−1 
has also been reported when Mo2C foil was 
pre-exposed to O2.
59
 Bands for linearly adsorbed CO (2015 cm
−1
) and bridge-bonded CO 
(1850 cm
−1
) were also seen by high-resolution electron energy loss spectroscopy 
(HREELS) on a Mo (110) single crystal with a surface carbide layer.
62
 Consistent with 
the XANES of bulk Mo2C,
22,24
 the close packed structure of Mo in Mo2C, and the similar 
electronegativity values of C (2.55) and Mo (2.16),
63
 Mo in Mo2C should be close to the 
metallic state so that adsorbed CO on metallic Mo would have similar vibrational 
frequencies to those on carbidic Mo. In fact, bands for linearly adsorbed CO on metallic 




 whereas the features of bridged-bonded 




 The asymmetric C–O stretching frequencies of 
ketenylidene (CCO) species varied from 2130 to 2100 cm
−1
 depending on the groups 
attached to the CCO structure.
65
 Ketenylidene has been shown to be the most stable 
configuration of adsorbed CO on a C-terminated Mo2C surface by DFT.
66
 Ketenylidene 
also formed when CO was adsorbed on a W2C surface that possessed a similar structure 
to Mo2C, giving C–O stretching frequencies varying from 1954 cm
−1





 Interestingly, DFT calculations suggest that ketenylidene may 
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be involved in the initiation of the carbon chain growth process in Fisher–Tropsch 
synthesis over iron carbide.
67
 
Müller et al. studied CO adsorption on a MoS2/Al2O3 catalyst, which 
demonstrates very similar catalytic behavior in CO hydrogenation to Mo2C, and reported 
a major IR feature at 2105 cm
−1
 for CO on Mo
2+
 along the edge of the crystallites with a 
shoulder at 2060 cm
−1
 attributed to CO on less coordinated corner sites.
38
 
Since the XANES of supported Mo2C catalysts
22,24
 suggest that the supported 
Mo2C catalysts are actually oxycarbides even after syngas reaction, the 2105 cm
-1
 peak in 
Fig. 5.3 may result from CO on oxycarbidic Mo sites, and the secondary peak at         
2014 cm
−1
 could be attributed to CO on the Mo sites with lower valence. However, the 
difference between them may be also caused by different coordinative environments of 
Mo, such as corner vs. edge sites as described above for MoS2 catalysts. Moreover, it is 
possible that the 2105 cm
−1
 peak is from the ketenylidene-like species with CO linearly 
adsorbed on C-top sites over the reconstructed hexagonal Mo2C (001) surface (Fig. 5.4), 
as suggested by the DFT calculation (Table 5.1). 
5.3.2 Infrared spectroscopy results and DFT calculation of CO adsorption on Rb-
promoted Mo2C catalysts 
Figure 5.5 summarizes the IR spectra of CO adsorbed on Mo2C/Al2O3, as the 
weight loading of Rb increased from 0% to 10%. Upon addition of promoter, the IR band 
of CO at 2105 cm
−1
 diminished and the entire band associated with CO red shifted 
according to the amount of Rb added. On a 10 wt.% Rb–2 wt.% Mo2C/Al2O3 catalyst 
(Fig. 5.5e), a very weak CO band appeared at 1900 cm
−1
. A physical mixture of Rb2CO3 
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and “carburized” Al2O3 (ground with mortar and pestle) showed no feature of adsorbed 
CO after the same pretreatment conditions. 
 
Figure 5.5: Diffuse reflectance Fourier transform spectra of adsorbed CO on samples at room temperature 
after being pretreated at 573 K, in 30 bar syngas (H2/CO=1) for 12 h and in 1 bar H2 for 1 h: (a) 2 wt.% 
Mo2C/Al2O3; (b) 2 wt.% Rb-2 wt.% Mo2C/Al2O3; (c) 5 wt.% Rb-2 wt.% Mo2C/Al2O3; (d) 7.5 wt.%         
Rb-2 wt.% Mo2C/Al2O3; (e) 10 wt.% Rb-2 wt.% Mo2C/Al2O3. Spectra are offset for clarity. 
 
 
In an effort to interpret the DRIFTS results, Rb and RbO were added to the 
reconstructed hexagonal Mo2C(001) surface previously described by DFT (Fig. 5.1 and 
Fig. 5.4) and vibrational frequencies of adsorbed CO on this promoted surface were 
calculated. Figure 5.6 provides illustrations of Rb- and RbO-modified Mo2C surfaces, 
with and without added CO. The corresponding vibrational frequencies of adsorbed CO 
on the Rb-modified surfaces are listed in Table 5.2. At a fixed CO coverage of        
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0.0625 ML, the vibrational frequencies of adsorbed CO were observed to red shift by 
about 34 cm
−1
 on the C-top sites (Fig. 5.6b and 10e) and by 47 cm
−1
 on the Mo-top sites 
(Fig. 5.6c and 5.6f) after the surface modification with either Rb or RbO. The calculated 
red shifts are in good agreement with the IR observations of CO adsorption on the 
Mo2C/Al2O3 catalysts with increasing Rb loading (Fig. 5.5b-e). It is also instructive to 
compare the binding energy of CO on the promoted and unpromoted surfaces. For 
instance, the binding energy of CO on C-top sites (1.53 eV, Table 5.2) was almost 
unchanged from the unpromoted C-top sites (1.55 eV, Table 5.1) at a coverage of    
0.0625 ML on the RbO-modified Mo2C surface. However, the binding energy of CO on 
the Mo-top sites increased by 0.1 eV as a result of the added RbO, which might explain 
the decrease and eventual disappearance of the CO peak at about 2100 cm
−1
 over the   
Rb-promoted Mo2C/Al2O3 (Fig. 5.5b-e). It is possible that the presence of the Rb species 
shifts the preferred binding from C-top to Mo-top. It should be noted that the calculations 
presented here are specific to one type of Mo2C surface, and that the size, composition 
and morphology of the supported “Mo2C” nanoparticles are more complex than the 




Figure 5.6: Top and side view of CO adsorption on Rb-modified reconstructed hexagonal Mo2C (001) 
surface: (a) no adsorbed CO; (b) CO adsorbed on C top sites; (c) CO adsorbed on Mo top sites; and CO 
adsorption on RbO-modified reconstructed hexagonal Mo2C (001) surface: (d) no adsorbed CO; (e) CO 
adsorbed on C top sites; (f) CO adsorbed on Mo top sites. Mo, C, O and Rb atoms are shown as green, blue, 
red and purple spheres, respectively. 
 
 
Table 5.2: DFT calculated CO adsorption energy and vibrational frequency on the modified reconstructed 



















Rb-modified 0.0625 2088 1.41 1942 1.70 




Bugyi and Solymosi studied the interaction of CO with clean and K-covered 
Mo2C/Mo(100) surfaces by HREELS.
68
 They found that CO adsorbed molecularly on the 
clean Mo2C/Mo(100) surface at 140 K, giving an energy loss at 2100 cm
−1
. Pre-adsorbed 
K atoms at intermediate coverages (0.5-0.8 monolayer) at 140 K led to an HREELS 
feature for CO at 1320−1375 cm
-1
, attributed to a short-range interaction, while the 
development of features at 1670−1685 and 1860 cm
-1 
was attributed to long-range 
interaction in the K–CO co-adsorbed layer.
69
 They also suggested that K atoms were 
stabilized mainly by O atoms arising from the decomposition of CO. 
Given the high oxophilicity of both Mo2C and atomic Rb, neither bare Rb atoms 
nor oxygen-free Mo2C surface can likely exist in syngas reaction conditions. Comparing 
the observed vibrational frequencies of CO adsorbed on Rb-promoted Mo2C/Al2O3 at the 
surface science results for CO adsorbed on K-modified molybdenum carbide surfaces
68
 at 
relatively low CO coverages, a similar trend is found in the shifts of peaks caused by the 
addition of alkali metal species. However, the shift in position is about −200 cm
−1
 from 
Rb-free Mo2C/Al2O3 to 10 wt.% Rb-promoted Mo2C/Al2O3, which is much less than the 
approximately −700 cm
−1
 shift observed on a K-modified Mo2C/Mo(100) surface from a 
corresponding K-free surface.
68
 This implies that the interaction of CO with cluster of 
molybdenum carbide was much less influenced by promoter compared to that of the 
extended surface in ultra high vacuum. 
In summary, the shifts in CO band position in Fig. 5.5 may indicate a change of 
preferred binding site for CO molecules from C-top to Mo-top, as suggested by DFT 
calculations (Table 5.1 and 5.2), or a coverage-dependent asymmetric C–O stretching 
frequency of CCO species formed on the carbide surface.
57
 Additionally, the shift could 
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also result from CO moving from a linearly adsorbed configuration to a bridge-bonded 
one.
64
 The low frequency tail of the CO band on unpromoted Mo2C/Al2O3 (Fig. 5.3, 5.5a) 
extends to the region around 1900 cm
−1
,which is the position of CO on the highly 
promoted Mo2C/Al2O3. Therefore, addition of the Rb promoter may simply deactivate the 
sites for CO adsorption at wavenumbers higher than 2000 cm
−1
, leaving behind only sites 
with the lower characteristic frequencies. Unfortunately, at this point in time a more 
definitive explanation of the observed shifts in the spectrum of adsorbed CO cannot be 
provided. 
5.3.3 Rb promoter formation mechanism on Mo2C catalysts 
Based on the experimental and computational study discussed above, a hypothesis 
of Rb promoter formation mechanism on the surface of Mo2C catalysts for CO 
hydrogenation is proposed and sketched in Fig. 5.7. In this description, the carbide 
surface is first covered by oxygen atoms after surface passivation. Water in the ambient 
air and formed in situ during syngas reaction can dissociate on the carbide surface to 
form acidic hydroxyl groups, which are detrimental to alcohol selectivity. Rb atoms can 
replace hydrogen atoms of hydroxyl groups through a simple ion exchange reaction, 
forming RbO groups. Addition of Rb2CO3 is also needed to both neutralize surface 
acidity on Mo2C and Al2O3 and inhibit hydrocarbon formation on Mo2C. However, water 
that is added to the catalyst or generated in situ during CO hydrogenation is needed to 
distribute the Rb promoter across the catalyst surface. Exposure of the passivated 
catalysts to the syngas environment partially reduces the passivated carbide to create an 
active catalyst. The highly promoted catalyst has Rb on the carbide phase, which 
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perturbed the adsorption mode of CO on the surface and shifted product selectivity from 
hydrocarbons to alcohols.  
 




the IR spectrum of CO adsorbed on the unpromoted carbide catalyst revealed 
features at 2105 cm
−1
 and 2014 cm
−1
. The addition of Rb promoter to Mo2C/Al2O3 
gradually shifted the selectivity of the syngas reaction toward alcohols, primarily by 
inhibiting hydrocarbon and ether formation. The IR features of adsorbed CO on Mo2C 
nanoclusters shifted substantially to lower frequencies upon addition of Rb promoter 
(~200 cm
−1
 shift from an unpromoted sample to a 10 wt.% Rb-promoted sample). Results 
from DFT qualitatively reproduced the trends observed by IR spectroscopy and were 
used to interpret the various features. Results from IR spectroscopy and DFT were used 
to propose a hypothesis on Rb promoter formation mechanism on Mo2C catalyst 
evolution during synthesis, pretreatment and reaction. The RbO group was proposed to be 
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STRUCTURE INFORMATION FOR RBO ADSORPTION IN THE 
MOST STABLE STATES ON RECONSTRUCTED MO2C (001) 
SURFACE 
This appendix lists the coordinates for the most stable structures of RbO 
adsorption on reconstructed Mo2C (001) surface discussed in this chapter. The 
coordinates for the adsorbate are defined for a single supercell of a supercell of a (2×2) 
surface unit cell with all coordinates in Å. The shaded section of the table give the 
coordinates of the adsorbate; all other coordinates define the portion of the surface atoms.  
 
Table 5.A.1: Unit cell vectors for a (2×2) surface. (in Å) 
 
 x y z 
a 10.536 6.072 0.000 
b 0.000 12.143 0.000 

























Table 5.A.2: Fractional coordinates for RbO adsorbed on a (2×2) reconstructed Mo2C (001) surface.  
 
No. Atom x y z No. Atom x y z 
1 Mo 0.063089 0.090217 0.365798 54 Mo 0.495797 0.746880 0.269005 
2 Mo 0.100008 0.322264 0.378958 55 Mo 0.748861 0.497545 0.269252 
3 Mo 0.342899 0.076614 0.374335 56 Mo 0.739744 0.753115 0.265563 
4 Mo 0.342352 0.325216 0.373295 57 Mo 0.589950 0.576846 0.166835 
5 Mo 0.994632 0.001541 0.269633 58 Mo 0.591881 0.825923 0.167003 
6 Mo 0.995733 0.247102 0.268674 59 Mo 0.835041 0.579365 0.161095 
7 Mo 0.248655 0.997372 0.269341 60 Mo 0.836184 0.829400 0.161220 
8 Mo 0.239398 0.251902 0.264994 61 Mo 0.985647 0.503486 0.059694 
9 Mo 0.089984 0.076646 0.166880 62 Mo 0.485726 0.754232 0.059300 
10 Mo 0.091627 0.325986 0.167335 63 Mo 0.749616 0.497060 0.060467 
11 Mo 0.335845 0.079792 0.161343 64 Mo 0.749492 0.747527 0.060514 
12 Mo 0.335727 0.327987 0.161349 65 C 0.264725 0.240740 0.424225 
13 Mo 0.485357 0.004167 0.060367 66 C 0.415900 0.411033 0.419864 
14 Mo 0.985655 0.254557 0.059731 67 C 0.168060 0.163214 0.323876 
15 Mo 0.250149 0.997048 0.060805 68 C 0.167485 0.412766 0.323237 
16 Mo 0.249133 0.247196 0.060524 69 C 0.415238 0.164162 0.217516 
17 Mo 0.574619 0.084602 0.379322 70 C 0.417809 0.412100 0.215802 
18 Mo 0.598694 0.327248 0.379249 71 C 0.163272 0.164953 0.108705 
19 Mo 0.844105 0.078349 0.376573 72 C 0.163295 0.415360 0.108597 
20 Mo 0.844583 0.323142 0.376968 73 C 0.417958 0.162838 0.014829 
21 Mo 0.495410 0.999337 0.269313 74 C 0.417627 0.413063 0.014181 
22 Mo 0.495648 0.248848 0.269200 75 C 0.761633 0.243660 0.425910 
23 Mo 0.747601 0.998048 0.272218 76 C 0.916502 0.413494 0.420417 
24 Mo 0.739670 0.250756 0.265513 77 C 0.665608 0.163662 0.326689 
25 Mo 0.589919 0.076835 0.167041 78 C 0.670969 0.411177 0.322908 
26 Mo 0.591915 0.325968 0.166980 79 C 0.913599 0.164857 0.216206 
27 Mo 0.836308 0.078158 0.161224 80 C 0.917103 0.413258 0.215013 
28 Mo 0.835055 0.329256 0.161188 81 C 0.663583 0.164608 0.108643 
29 Mo 0.984544 0.004695 0.060312 82 C 0.663287 0.415182 0.108456 
30 Mo 0.485404 0.254044 0.060392 83 C 0.917683 0.163419 0.014553 
31 Mo 0.750525 0.996608 0.060605 84 C 0.916566 0.413524 0.014021 
32 Mo 0.749574 0.246627 0.060519 85 C 0.263011 0.739776 0.425867 
33 Mo 0.063136 0.590482 0.365579 86 C 0.415676 0.915684 0.419015 
34 Mo 0.099266 0.822104 0.379119 87 C 0.169948 0.662301 0.324083 
35 Mo 0.344396 0.577340 0.376680 88 C 0.169782 0.911571 0.324241 
36 Mo 0.344729 0.821325 0.376266 89 C 0.414248 0.664724 0.215707 
37 Mo 0.995409 0.501097 0.268547 90 C 0.417817 0.913779 0.215931 
38 Mo 0.994576 0.747547 0.269550 91 C 0.162845 0.665099 0.108251 
39 Mo 0.248396 0.498031 0.269015 92 C 0.162862 0.915672 0.108234 
40 Mo 0.241752 0.750986 0.266267 93 C 0.417919 0.662880 0.013812 
41 Mo 0.089832 0.577006 0.166745 94 C 0.417458 0.912982 0.014178 
42 Mo 0.089119 0.827294 0.166754 95 C 0.762584 0.738156 0.425713 
43 Mo 0.335301 0.578882 0.161295 96 C 0.918783 0.912665 0.418667 
44 Mo 0.335202 0.829640 0.161373 97 C 0.670766 0.661776 0.323129 
45 Mo 0.485782 0.503713 0.059258 98 C 0.665713 0.914327 0.326640 
46 Mo 0.984584 0.754391 0.060236 99 C 0.913418 0.665413 0.216079 
47 Mo 0.250228 0.496461 0.060774 100 C 0.915436 0.914175 0.216553 
48 Mo 0.252030 0.745795 0.061359 101 C 0.663183 0.665307 0.108478 
49 Mo 0.564139 0.589610 0.365819 102 C 0.663536 0.915537 0.108599 
50 Mo 0.598743 0.818115 0.379368 103 C 0.917573 0.662632 0.014513 
51 Mo 0.844604 0.576054 0.376924 104 C 0.918085 0.912794 0.014175 
52 Mo 0.844232 0.821369 0.376494 105 O 0.605458 0.071379 0.457099 




INVESTIGATION OF ALKALI PROMOTER'S EFFECT ON CO 





 Industrial applied catalysts are often complex materials consisting of catalysts, 
supports and promoters. Among them, catalyst promoters play important roles in 
optimizing the catalyst performance of reactions in terms of either activity or selectivity. 
Although they have been widely used for a long time, the mechanism of their impacts on 
catalytic reactions are still not well understood. This is partly due to the complexity of the 
catalyst system, where promoters are often applied in low concentrations, making them 
very difficult to be observed experimentally. Also, catalyst promoters may only influence 
a few intermediate steps in a multi-step reaction.  
 In general, catalyst promoters can be divided into structural promoters and 
electronic promoters. Structural promoters enhance catalytic performance by stabilizing 
the active phase of the catalyst. For example, small amounts of oxides like CaO and 
Al2O3 are used in iron based ammonia synthesis catalysts to stabilize high surface area of 
iron catalysts.
1
 On the other hand, electronic promoters are often suggested to modify the 
catalyst structure by transferring electrons to or from a catalyst surface. The most widely 
used electronic promoters are alkalis such as K or Cs. Generally, when these promoters 
adsorb on a catalyst surface they become strongly polarized and therefore create a dipole 
on the surface, which can interact with reaction intermediates on the surface and potential 
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influence the catalyst reactivity. One example of an electronic promoter is the K promoter 
used in ammonia synthesis. It was suggested that the opposite dipole moments between a 
K promoter and the transition state structure of N2 increased the reaction activity since it 
lowers the activation energy of N2 dissociation.
2
  
 For alcohol synthesis from syngas, as shown in previous chapters, we have found 
RbO as the active form of an alkali promoter and also found that CO insertion is the 
selectivity determining step responsible for the selectivity for hydrocarbons relative to 
alcohols. Therefore, in this chapter, we investigate the effect of RbO on CO insertion on a 
representative Mo2C surface. We perform DFT calculations to locate the transition state 
of CO insertion by the Nudged Elastic Band method. Charge assignment on all the 
relevant structures in CO insertion, including CO, CH3, CH3CO, the [CH3-CO] transition 
state and RbO are made by the Density Derived Electrostatic and Chemical (DDEC) 
charge method. It is found that RbO generated an opposite dipole field to the transition 
state [CH3-CO] structure on Mo2C surface. This could effectively lower the activation 
energy of CO insertion and therefore shift the overall reaction selectivity from 
hydrocarbons to alcohols.  
6.2 Computational methods 
Plane wave DFT calculations were performed with the Vienna ab initio 
simulation package (VASP). We employed the revised Perdew-Burke-Ernzerhof (rPBE) 
generalized gradient functional
3,4
 along with the projector augmented wave (PAW)
5,6
 
method to describe ionic cores. A plane wave expansion with a cutoff of 400 eV was 
used for all calculations. Geometries were relaxed using a conjugate gradient algorithm 
until the forces on all unconstrained atoms were less than 0.03 eV/Å. 
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The surface structure of the molybdenum carbide catalyst modeled is based on the 
reconstructed C-terminated hexagonal -Mo2C(001) surface discussed in Chapter 3, 
which is illustrated in Fig. 6.1. In Chapter 3, by comparing the surface free energy and 
the adsorption energy of alkali metal (K and Rb) atoms for different low-Miller-index 
surfaces of Mo2C, the Mo2C(001) surface was found to be one of the major surfaces of 
Mo2C particles as well as have the greatest affinity and dipole moment for Rb atoms. 
This surface is also known to favor a reconstruction in the absence of adsorbates,
7-9
 
which results in both Mo-top and C-top sites for CO adsorption. In spite of potential 
support effects, the behavior of bulk Mo2C catalysts and Mo2C catalysts
10,11
 and Mo2C 




 and mixed-phase Al2O3) is similar, 
which suggests that the actual sites on various Mo2C catalysts for CO hydrogenation 
would have a similar configuration. Given all the factors mentioned above, Mo2C (001) 








A 6×6×1 Monkhorst-Pack k-point mesh was used for (1×1) surface unit cell, 
which was sufficient to give well-converged results. For calculations on a (2×2) surface 
unit cell, the number of k-points in the Monkhorst-Pack meshes was reduced to 3×3×1. 
Geometries and energies for gas phase species were calculated using supercells 
equivalent to those for the largest slab calculations. When examining adsorption, 
molecules were placed on only one side of the slab. Dipole corrections were therefore 
applied in computing all of the energies reported below.
14,15
 The adsorption energy, 
Eadsorption, of an atom or molecule was defined by 
                             Eadsorption = (Esurface+Eadsorbate) − Etotal,                               (6.1) 
where Etotal is the total energy of the system containing the adsorbed species, Esurface is 
the total energy for the optimized bare surface, and Eadsorbate is the total energy for the 
adsorbate in the gas phase. With this definition, positive adsorption energies correspond 
to energetically favored states. Adsorbate coverages were defined by considering a 
surface with an adsorbed species on every surface molybdenum atom to have a coverage 
of 1 monolayer (ML). This means that placing one adsorbate in a 1×1 unit cell gives a 
coverage of 0.25 ML. 
DDEC charges were computed using the codes available at ddec.sourceforge.net 








6.3 Results and Discussion 
6.3.1 Adsorption of RbO promoter and CO insertion reaction intermediates on 
Mo2C (001) surface 
The adsorption of the RbO promoter and reaction intermediates CO, CH3, and 
CH3CO have been investigated in Chapter 4 and Chapter 5 previously. The most stable 




Figure 6.2: Top view of RbO adsorbed on (2x2) Mo2C (001) surface. Mo, C, O and Rb atoms are shown as 




Figure 6.3: Top view of CO adsorbed on Mo top (left) and C top (right) on (2x2) Mo2C (001) surface. Mo, 




Figure 6.4: Top view of CH3 adsorbed on (2x2) Mo2C (001) surface. Mo, C, H atoms are shown as green, 




Figure 6.5: Topview of CH3CO adsorbed on (2x2) Mo2C (001) surface. Mo, C, O and H atoms are shown 
as green, blue, red and white spheres, respectively. 
 
 
As shown in these figures, RbO adsorbs on in a way that the O atom prefers a Mo 
top site and the Rb atom favors the three-fold site among two surface carbon and one 
surface Mo. CO adsorbs most stably on a Mo top site, although its adsorption on a C top 
site is only slightly unfavorable. In general, CO adopts an O-top-C-down geometry on 
both Mo top and C top sites. Finally, both CH3 and CH3CO prefer a C top site, as shown 
in Fig. 6.5. To examine the effect of RbO on the adsorptions of CO, CH3, and CH3CO, 
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the cases of RbO co-adsorbed with these three intermediates were investigated by DFT 
calculations. The most stable adsorption geometries for these co-adsorbed state are shown 




Figure 6.6: Top view of RbO co-adsorbed with CO on Mo top (left) and C top (right) sites on (2x2) Mo2C 




Figure 6.7: Top view of RbO co-adsorbed with CH3 on (2x2) Mo2C (001) surface. Mo, C, O, H and Rb 




Figure 6.8: Top view of RbO co-adsorbed with CH3CO on (2x2) Mo2C (001) surface. Mo, C, O, H and Rb 
atoms are shown as green, blue, red, white and purple spheres, respectively. 
 
 
As shown in these figures, co-adsorbing RbO with CO, CH3 and CH3CO does not change 
their adsorption geometries significantly. This is consistent with the concept mentioned in 
section 6.1 that the interactions between alkali promoters and other adsorbates are most 
likely from the dipole fields they created rather than forming direct chemical bonds. We 
have calculated the changes of CO's adsorption energy upon RbO addition in Chapter 5, 
and found that RbO promotes CO adsorption on both Mo top and C top sites, with 
increased adsorption energy of 0.14 eV/molecule (Mo top) and 0.03 eV/molecule (C top). 
To further test this hypothesis, we performed charge assignments on the adsorption of 
RbO and these intermediates shown in the above figures.   
6.3.2 Charge analysis of RbO promoter and CO insertion reaction intermediates on 
Mo2C (001) surface 
As mentioned in section 6.2, we used the Density Derived Electrostatic and 
Chemical (DDEC) charge method to assign the charges in this chapter.
16
 Compared to the 
conventional charge assignment methods, like Bader analysis, DDEC is an alternative 
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approach developed recently and has shown to perform well for a wide range of materials 
including isolated molecules, porous solids and solid surfaces. We will show in Chapter 7 
that DDEC performs better than Bader analysis for several Mo-containing materials used 
in XANES experiments. Therefore, the charge analysis on the adsorption cases was 
performed by the DDEC method, as shown below in Table 6.1. 
 
 
Table 6.1: DDEC charges of RbO promoter and CO insertion reaction intermediates on Mo2C (001) 
surface. 
   






























RbO is found to donate electrons to the catalyst surface as indicated by a net 
charge of 0.36. As expected, Rb atom carries a charge of 0.94, as the alkali atom can 
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easily lost its outmost valence electron to the O atom beneath, which has a charge of        
-0.58. CO adsorbed on either Mo top and C top sites carries a positive charge on carbon, 
a negative charge on oxygen, and contributes electrons to the Mo2C surface. As 
mentioned earlier, RbO is found to enhance the adsorption of CO on both sites. This can 
be explained qualitatively by the opposite dipole field created by C( + )O( − ) and 




Figure 6.9: Schematic of RbO co-adsorbed with CO on Mo2C surface. C, O and Rb atoms are shown as 
blue, red and purple spheres, respectively. 
 
 
For CH3 and CH3CO, similar analysis was made. The carbon atom in the methyl 
group was found to have a negative charge while hydrogen atoms are positively charged. 
CO group in CH3CO has a similar charge configuration as the adsorbed CO, where 
carbon carries a positive charge and oxygen carries a negative charge. This charge 
analysis suggests that RbO will destabilize the CH3 adsorption due to dipole-dipole 
repulsion. On the other hand, with opposite dipole field, CH3CO will be stabilized by 
RbO. Schematics of the charge configurations are shown in Fig. 6.10 and 6.11.  
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Figure 6.10: Schematic of RbO co-adsorbed with CH3 on Mo2C surface. C, O, H and Rb atoms are shown 




Figure 6.11: Schematic of RbO co-adsorbed with CH3CO on Mo2C surface. C, O, H and Rb atoms are 
shown as blue, red, white and purple spheres, respectively. 
 
 
6.3.3 Investigation of the effect of RbO on the transition state of CO insertion 
reaction on Mo2C (001) surface 
In order to analyze the effect of RbO on CO insertion, the transition state of the 
CO insertion reaction needs to be located. This can be achieved by a Nudged Elastic 
Band (NEB) calculation. Since the NEB method requires the optimized structures of the 
initial and final states of a reaction route, we first examined the adsorption geometry of 
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CO co-adsorbed with CH3 as the initial state and CH3CO as the final state. Based on the 
most stable adsorption geometry of these three molecules determined in section 6.3.1, 
where CO adsorbed on both Mo and C top sites, CH3 adsorbed C top site and CH3CO 
adsorbed on C top site, a plausible reaction route has both CO and CH3 starting from 
adjacent C top sites, CH3 moving towards CO, creating a bond between their carbon 
atoms, and finally forming CH3CO on the C top site. The initial and final state are shown 




Figure 6.12: Top and side view of CO co-adsorbed with CH3 on two adjacent C top site on Mo2C (001) 
surface as the initial state of CO insertion reaction route. Mo, C, O and H atoms are shown as green, blue, 






Figure 6.13: Top and side view of CH3CO on C top site on Mo2C (001) surface as the final state of CO 




Based on the structures of the starting and ending states, an NEB calculation was 
performed. The potential energy along the reaction coordinates was computed and shown 
in Fig. 6.14. The transition state found in the calculations is shown in the figure above the 
energy curve with an activation energy of 1.41 eV, which is in reasonable agreement with 
the approximate value (1.16 eV) from the BEP relation used in Chapter 4. We further 
assigned charges to this transition state [CH3CO] structure, as shown in Table 6.2.  
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Figure 6.14: Potential energy along the reaction coordinates of CO insertion on Mo2C (001) surface with 
the top and side view of the transition state [CH3CO] struture. Mo, C, O and H atoms are shown as green, 
blue, red and white spheres, respectively. 
 
 
Table 6.2: DDEC charges of the transition state [CH3CO] structure of the CO insertion on Mo2C (001) 
surface 
 













Similar to the adsorbed CH3CO, the transition state [CH3CO] structure also 
carries positive charges on carbon atom of CO group and hydrogen atoms of methyl 
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group and negative charges on oxygen atom of CO group and carbon atom of methyl 
group. The dipole field it created has an opposite direction to the dipole field of RbO 
promoter, as shown in Fig. 6.15. It is expected RbO will stabilize the transition state 
[CH3CO] structure, enhance the CO insertion on Mo2C catalyst, and therefore shift the 
syngas reaction selectivity from hydrocarbons to alcohols. 
 
 
Figure 6.15: Schematic of RbO co-adsorbed with the transition state [CH3CO] structure on Mo2C surface. 




In this chapter, we investigated the CO insertion on Mo2C at a detailed level with 
the NEB calculation. The transition state of the CO insertion is located with an activation 
energy of 1.41 eV, close to the approximated value from the BEP relation used 
previously. We performed charge assignments on RbO promoter, reaction intermediates 
and the transition state of the CO insertion, and found that RbO promoter carries an 
opposite dipole field to the transition state of CO insertion. Therefore, it is suggested that 
RbO promoter can accelerate the CO insertion mechanism on Mo2C catalyst and shift the 
syngas reaction selectivity from hydrocarbons to alcohols.  
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ON THE RELATIONSHIP BETWEEN MO K EDGE ENERGIES 





Partial charges in solid materials form due to the asymmetrical distribution of 
electrons between bonded atoms. Although the concept of a partial charge is not a 
fundamental property, it often serves as a simple quantity to represent the tendency of 
electrons among nearby nuclei and thus can provide important information to understand 
the chemical reactivity of materials. Experimentally, the distribution of partial charges in 
solid materials can be inferred by several spectroscopic methods, including X-ray 
Photoelectron Spectroscopy (XPS) and X-ray Absorption Near-Edge Spectroscopy 
(XANES). While XANES can be used to characterize the structure or coordination of 
compounds, it is most often employed to quantify and compare absorption edge energies 
of similar materials.
1-10
 Specifically, absorption edge energies, as found using XANES, 
can be correlated with partial charge distributions in solids.
5,11-14
  
Partial charges can be also determined from quantum chemistry calculations. 
However, no unique solution to the task of assigning partial charges to atoms exists 
because the net electron density of a material can be assigned to individual atoms in a 
number of ways. Although a wide variety of charge assignment methods exist for 
molecular systems (Mulliken charges, Hirshfeld charges etc.), only a small number of 
these methods are suitable for application to dense solids.
15
 Perhaps the most widely used 
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charge assignment method for dense solids is Bader charges. Bader analysis, which was 
first proposed in the 1980s, assigns the electron density in well-defined volumes around 
each atom to the atom.
16,17
 Efficient implementations of this approach exist for use with 
plane wave DFT calculations.
18-21
 A disadvantage of the Bader approach is that the 
resulting charges do not accurately reproduce the electrostatic potential outside the 
electron distribution.
15
 An alternative approach termed Density Derived Electrostatic and 
Chemical (DDEC) charges has recently been developed and shown to perform well for a 




In this chapter, we examine the empirical correlation between partial charges 
assigned using the DDEC and Bader approaches with XANES measurements of the Mo 
K-edge for a series of reference materials. Both quantum chemistry approaches correlate 
considerably better with the experimental data than formal oxidation states, so our data 
provide a clear example where the use of formal oxidation states in characterizing solids 
is problematic. The charges determined with the DDEC approach show a closer 
correlation with the experimental data than Bader charges. Our results suggest that 
application of DDEC charges gives a useful method for assigning the point charges on 
atoms in dense solids from quantum chemistry calculations. In addition, our data indicate 
that XANES edge energy measurements can aid in determining the partial charges on 





7.2 Computational and experimental methods 
XANES data were collected at beamlines X-18B at the National Synchrotron 
Light Source, Brookhaven National Laboratory. The photon ring was operated at          
2.8 GeV and 300 mA. Data were obtained in transmission mode at the Mo K edge         
(20 keV) with a spot size of 0.5 mm by 3 mm. MoS2 (98.5%, Acros), Mo2C (99.5%, 
Aldrich), MoO2 (99%, Aldrich), MoO3 (99.99%, Aldrich), and Rb2MoO4 (Alfa Aesar) 
samples were ground into fine powders and spread over Kapton tape. The sample-
covered tapes were layered and placed in the path of the beam until an absorption 
thickness of approximately 1 was reached. Three scans from 19700 eV to 21220 eV were 
collected for each sample. Each dataset was collected simultaneously with a Mo foil 
(0.015 mm, 99.9%, Goodfellow) reference, and all datasets were later aligned according 
to that reference.  
Plane wave DFT calculations were performed with the Vienna ab initio 
simulation package (VASP).
19,26-28
 We employed the revised Perdew-Burke-Ernzerhof 
(rPBE) generalized gradient functional
29,30
 along with the projector augmented wave 
(PAW)
31,32
 method to describe ionic cores. A plane wave expansion with a cutoff of 400 
eV was used for all calculations. A 6×6×6 Monkhorst-Pack k-point mesh was used for all 
structures, which was sufficient to give well converged results. 
Point charges were calculated from DFT calculations using the atomic spacings and 
crystal structures obtained from the Inorganic Crystal Structure Database (ICSD).
33,34
 
DDEC charges were computed using the codes available at ddec.sourceforge.net as 
described by Manz and Sholl using the DDEC/c3 method.
15,35
 Bader charges were 




7.3 Results and Discussion 
A series of molybdenum-containing materials was chosen for this study to 
establish the relationship between partial charge and formal oxidation state. Ordered from 














These materials are also listed in Table 7.1. Several of these molybdenum materials are 
commonly used as catalysts or catalyst precursors.
36-42
 
DFT calculations were performed for each material with the atomic geometries 
obtained from the Inorganic Crystal Structure Database (ICSD). For species that have 
entries from multiple space groups (MoS2 and MoO3), all space group representations 
were considered. The lattice parameters for these calculations are summarized in Table 
7.1. To test the effect of structural relaxation on the computational results, we calculated 
and compared the charges of MoO2 for both unrelaxed and relaxed structures. After 
structural relaxation, the DFT optimized MoO2 had lattice parameters a = 5.5962 Å,        
b = 4.9080 Å, c = 5.6598 Å. The computed DDEC charge of Mo in the unrelaxed 
(relaxed) MoO2 was 1.78 (1.86). This suggests that the Mo charges in these dense 
materials (MoO2, MoO3, Mo2C, Rb2MoO4) are insensitive to lattice optimization by DFT. 
However, for MoS2, a layered structure where van der Waals interaction is involved, DFT 
methods without dispersion corrections such as the functional we have used in this work 
are not suitable for geometry optimization. On this basis, all the charge results below 
were calculated with unrelaxed structures using experimentally-observed crystal 
structures. This example also illustrates that Mo atoms do not precisely follow the pattern 
expected based on formal charges, which would predict the presence of Mo
4+
 in MoO2.  
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Table 7.1: Structural information and DFT computed charges for Mo containing materials. Charges are 







Lattice parameters (Å) Computed Charges 
A b c DDEC Bader 
Mo2C 43322
43




 R3mH 3.163 3.163 18.370 0.23 1.09 
95570
45
 P63/mmc 3.168 3.168 12.322 0.21 1.09 
MoO2 152316
46




 Pbma 13.8649 3.6976 3.9629 2.38 2.36 
152312
46
 Pbnm 3.9614 13.8621 3.6970 2.36 2.29 
Rb2MoO4 24904
48
 C12/m1 12.821 6.253 7.842 2.12 2.13 
 
 
We also used MoO2 to probe the influence of the exchange-correlation functional 
used in DFT on the resulting point charges. For MoO2, the computed Mo charge with the 
rPBE (PW91) GGA functional was 1.78 (1.80). This is consistent with the observation of 
Manz and Sholl for small molecules that DDEC charges changed little in calculations that 
used GGA-DFT, DFT with a hybrid functional (B3LYP), and higher level quantum 
chemistry calculations (CCSD and CAS).
15
 All of the results below are based on DDEC 
point charges assigned based on DFT calculations with the rPBE functional.  
The DDEC charges and Bader charges for Mo in each compound are summarized 
in Table 7.1. For the species having multiple space group representations (MoS2 and 
MoO3), we obtained very similar charges from the different representations. We therefore 
use charges averaged over these representations in the following sections. 
The results from the DFT computed charges and XANES experiments are 
summarized in Table 7.2. For comparison, the formal oxidation states of Mo in these 
compounds are also listed. It is clear that the DDEC charges are poorly correlated with 
the formal oxidation states. The two materials that nominally contain Mo
4+
, MoS2 and 
MoO2, have DDEC Mo charges that differ by a factor of ~8. The Bader charges show a 
trend that is more similar to the formal oxidation states, with Mo in MoS2 being assigned 
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a charge significantly larger than that in Mo2C. Although the Bader charges have a trend 
that is similar to the formal oxidation states, all of the Bader charges are considerably 
smaller than the formal oxidation states.  
 
 
Table 7.2: Results from DFT computations and XANES experiments. The DFT results were averaged 
charges from results for different space groups in Table 7.1. The edge energies from XANES are 




Mo Charge  
Bader  
Mo Charge  
Formal 
Oxidation State 
Mo K-edge  
Energy (eV) 
Mo 0.00 0.00 0 20005.3 
MoS2 0.22 1.09 +4 20006.5 
Mo2C 0.57 0.66 +2 20006.9 
MoO2 1.78 1.88 +4 20011.0 
MoO3 2.37 2.32 +6 20013.7 
Rb2MoO4 2.12 2.13 +6 20013.5 
 
 
 The experimental XANES results are shown in Fig. 7.1. The edge spectra 
generally show a blue shift in edge energy for the more highly oxidized species. Notably, 
MoS2 is significantly more reduced than MoO2, whereas MoO3 and Rb2MoO4 have the 
highest edge energies.  As expected, the Mo foil has the lowest absorption edge. The      
K-edge energies reported in Table 7.2 were assigned as the energy at half step 
height.  Although some researchers prefer to assign the first inflection point in the 
absorption edge as the edge position, that methodology is not appropriate in this 
case.  The various compounds in this study (metal, sulfide, oxide) exhibit significantly 
different line shapes at the edge, which complicates the assignment of the edge 
position.  In Figure 7.1, a pre-edge feature exists in the spectra of highly oxidized Mo 
species that does not appear in the other samples.  In addition, the entire absorption edge 
is very broad, spanning nearly 20 eV.  The edge energy was therefore assigned as the 
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energy at half step height to remove the contribution of the pre-edge feature and average 
the broad range of energies throughout the edge.  When assigned in this manner, the Mo 
foil had the lowest edge energy while the most oxidized species, MoO3 and Rb2MoO4, 
had the highest edge energies, which is consistent with what is generally observed in 




Figure 7.1: XANES data for Mo-containing compounds. Data were calibrated according to a Mo foil 
reference with the first derivative of the first peak assigned to 20000 eV. 
 
 
To compare the different charge assignment methods, the K-edge energy 
(determined at half step height) is plotted as a function of the formal oxidation state, 
Bader charges and DDEC charges in Figs. 7.2, 7.3, and 7.4, respectively. As seen in Fig. 








































7.2, the formal oxidation states of Mo in these compounds do not necessarily correlate 
with the observed K-edge energy, with MoS2 being an extreme outlier. This large 
deviation is not entirely surprising because formal oxidation state assumes all of the 
shared electrons are assigned to the element with larger electronegativity. This 
assumption works well for ionic systems, but fails in highly covalent materials. 
 
 
Figure 7.2: Mo K-edge energy vs. formal oxidation state for Mo-containing compounds. Fitted line has an 
R-squared value of 0.72155. 
 
 
Figure 7.3 shows the correlation between the Bader Mo charges and the XANES 
observations. Although the Bader charges are better correlated with the experimental 
results than the formal oxidation states, the ranking of materials defined by these two 




































Mo Formal Oxidation State
Mo
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quantities are not the same. In particular, the Bader charge on Mo is considerably larger 
in MoS2 than in Mo2C, while the XANES results show the opposite trend. 
 
 
Figure 7.3: Mo K-edge energy vs. Bader charge for Mo-containing compounds. Fitted line has an R-
squared value of 0.88282. 
 
 
Figure 7.4 shows the correlation between the computed DDEC Mo charges and 
the observed XANES results. Unlike the similar results for formal oxidation states or 
Bader charges, the DDEC charges correlate well with the XANES results for the entire 
set of materials. Most critically, the DDEC approach assigns a Mo charge in MoS2 that is 
smaller than the charge in Mo2C, in agreement with the ordering given by the XANES 
results. Notably, among the Mo-containing materials we considered, MoS2 is the case 







































where DDEC and Bader methods differ most significantly. Similar results were reported 
by Manz and Sholl in their comparison of different charge assignment methods for a 
broad range of materials
15
. In their examples, for dense materials (NaCl, MgH2, Fe2O3, 
etc. ), Bader charge and DDEC charge were typically in good agreement (difference in 
charge < 0.2), while for BN, a layered material, a substantial charge difference for B was 
found between Bader (+2.03)and DDEC method(+1.07). It is important to note that the 
Bader and DDEC methods are based on different ideas. In the Bader method, space is 
partitioned into non-overlapping volumes and the electron density in each volume is 
assigned to an atom. In the DDEC approach, the electron density associated with each 
atom can overlap and the assigned charges are explicitly developed to reproduce the 
electrostatic potential outside the electron distribution. 
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Figure 7.4: Mo K-edge energy vs. DDEC charge for Mo-containing compounds. The linear relation fitted 
by least squares regression is K-edge Energy = 20005.28 + 3.57  Mo DDEC charges with an R-squared 
value of 0.97853.   
 
 
The analysis above was performed using the K-edge energy from half the step 
height of the experimentally recorded data. The fraction of the step height used for this 
purpose is of course somewhat arbitrary. We verified that the qualitative conclusion that 
DDEC charges are better correlated with the experimental data than Bader charges holds 
for a range of the fraction of the step height that is used. For example, if the fraction is 
chosen to be 0.6, the R
2
 value for the correlation between the experimental data and the 
Bader (DDEC) charges is 0.841 (0.975). If the fraction is increased to 0.7, these R
2
 values 
are 0.773 (0.956).   







































The examples above do not prove that DDEC charges are “right” and Bader 
charges are “wrong”. As pointed out above, there is no unique way to assign point 
charges to individual atoms to capture all properties of the overall electron distribution of 
a material. With these caveats, our results support the idea that DDEC charges capture 
more of the physical information associated with point charges than Bader charges for 
these materials. The physical improvements offered by DDEC charges and the fact that 
DDEC charges can be computed for any example to which Bader analysis can be applied 
suggests that use of DDEC charges could be appropriate in a wide range of theoretical 
studies of dense materials.  
Our results indicate that XANES edge energies can provide a simple probe of the 
oxidation state of metals in dense samples. We conclude with an example of using this 
observation to interpret experimental data.
54
 Figure 7.5 shows XANES results from a 
MoO3/K2CO3 catalyst supported on an Al/Mg mixed metal oxide (MMO) as it is exposed 
to H2S containing syngas over the period of several days.
54
 The catalyst is reacted at    
310 °C, 1500 psig. Additionally the figure shows the state of the catalyst when first 
pretreated in 10% H2S at 450 °C for 2 hours to generate a MoS2 species from the 
supported molybdenum oxide. Although quantum chemistry calculations cannot be used, 
at least in any routine way, to predict the evolution of the catalyst under these conditions, 
the DDEC charges of these samples can still be predicted by the linear function of their 
K-edge energy we obtained in Fig. 7.4. As might be expected, the unreacted catalyst has 
an oxidation state close to the MoO3 species. As the catalyst is reacted and exposed to 
sulfur, it slowly transitions to a MoO2–like phase. After three days on stream, that 
catalyst is more reduced than MoO2 but still not as reduced as the same material when 
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pretreated in 10% H2S/H2 or a bulk MoS2 sample. While the results presented in this 
manner do not provide the level of detail provided by linear combination analysis,
55
 they 
do provide a simple, accurate “snapshot” of the state of the Mo in the catalyst. This 
information is especially significant because the oxidation state of the catalyst is 
transient. 
 
Figure 7.5: Prediction of DDEC charges of catalyst samples from their Mo K-edge energies using the 










































































In this chapter, XANES energies measured for several Mo containing materials 
were correlated with DFT computed charges from different charge assignment methods. 
The charges computed by quantum chemistry calculations correlated much better with 
the XANES results than charges estimated by formal oxidation states, which failed to 
describe the observed experimental trends. This is a useful example of the observation 
that for highly covalent materials, simply estimating charge from formal oxidation states 
would be inappropriate. Further, within the two charge assignment methods suitable for 
dense materials, namely Bader analysis and DDEC analysis, we found that DDEC 
charges correlated considerably better with the Mo K-edge energies derived from 
XANES than Bader charges. Our results suggested more physical information was 
captured by DDEC method for dense materials compared to the Bader charges. This is 
consistent with the conclusion drawn by Manz and Sholl in earlier work comparing the 
performance of DDEC and Bader methods for different sets of materials.
15
 Once a good 
correlation has been established between the charges on atoms in materials and XANES 
measurements, XANES can be used to probe the degree of oxidation and reduction in 
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BULK STRUCTURE INFORMATION FOR MO CONTAINING 
MATERIALS  
This appendix lists the unit cells and coordinates for bulk structures of MoS2, 
Mo2C, MoO2, MoO3 and Rb2MoO4 discussed in this chapter.  
 
 
Table 7.A.1: Unit cell vectors and coordinates for bulk MoS2 in P63/mmc space group. 
 
Lattice unit cell (Å) 
 x y z 
a 2.744 -1.584 0.000 
b 0.000 3.168 0.000 
c 0.000 0.000 12.322 
Coordinate 
Mo 0.333333 0.666667 0.250000 
Mo 0.666667 0.333333 0.750000 
S 0.333333 0.666667 0.625000 
S 0.666667 0.333333 0.125000 
S 0.666667 0.333333 0.375000 
S 0.333333 0.666667 0.875000 
 
 
Table 7.A.2: Unit cell vectors and coordinates for bulk MoS2 in R3mH space group. 
 
Lattice unit cell (Å) 
 x y z 
a 1.826 0.000 6.123 
b -0.913 1.582 6.123 
c -0.913 -1.582 6.123 
Coordinate 
Mo 0.000000 0.000000 0.000000 
S 0.251600 0.251600 0.251600 








Table 7.A.3: Unit cell vectors and coordinates for bulk Mo2C in Pbcn space group. 
 
Lattice unit cell (Å) 
 x y z 
a 4.724 0.000 0.000 
b 0.000 6.004 0.000 
c 0.000 0.000 5.199 
Coordinate 
Mo 0.250000 0.125000 0.083000 
Mo 0.250000 0.375000 0.583000 
Mo 0.750000 0.375000 0.917000 
Mo 0.750000 0.125000 0.417000 
Mo 0.750000 0.875000 0.917000 
Mo 0.750000 0.625000 0.417000 
Mo 0.250000 0.625000 0.083000 
Mo 0.250000 0.875000 0.583000 
C 0.000000 0.325000 0.250000 
C 0.500000 0.175000 0.750000 
C 0.000000 0.675000 0.250000 
C 0.500000 0.825000 0.750000 
 
 
Table 7.A.4: Unit cell vectors and coordinates for bulk MoO2 in P121/c1 space group. 
 
Lattice unit cell (Å) 
 x y z 
a 4.809 0.000 -2.881 
b 0.000 4.857 0.000 
c 0.000 0.000 5.624 
Coordinate 
Mo 0.228100 0.993500 0.013300 
Mo 0.771900 0.493500 0.486700 
Mo 0.771900 0.006500 0.986700 
Mo 0.228100 0.506500 0.513300 
O 0.120000 0.229900 0.274800 
O 0.880000 0.729900 0.225200 
O 0.880000 0.770100 0.725200 
O 0.120000 0.270100 0.774800 
O 0.397500 0.685200 0.291800 
O 0.602500 0.185200 0.208200 
O 0.602500 0.314800 0.708200 
O 0.397500 0.814800 0.791800 
 
.   
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Table 7.A.5: Unit cell vectors and coordinates for bulk MoO3 in Pbnm space group. 
 
Lattice unit cell (Å) 
 x y z 
a 3.961 0.000 0.000 
b 0.000 13.862 0.000 
c 0.000 0.000 3.697 
Coordinate 
Mo 0.077000 0.100100 0.250000 
Mo 0.923000 0.899900 0.750000 
Mo 0.577000 0.399900 0.750000 
Mo 0.423000 0.600100 0.250000 
O 0.490000 0.430200 0.250000 
O 0.510000 0.569800 0.750000 
O 0.990000 0.069800 0.750000 
O 0.010000 0.930200 0.250000 
O 0.473000 0.091100 0.250000 
O 0.527000 0.908900 0.750000 
O 0.973000 0.408900 0.750000 
O 0.027000 0.591100 0.250000 
O 0.044000 0.226300 0.250000 
O 0.956000 0.773700 0.750000 
O 0.544000 0.273700 0.750000 



























Table 7.A.6: Unit cell vectors and coordinates for bulk MoO3 in Pbma space group. 
 
Lattice unit cell (Å) 
 x y z 
a 13.865 0.000 0.000 
b 0.000 3.698 0.000 
c 0.000 0.000 3.963 
Coordinate 
Mo 0.101600 0.250000 0.084600 
Mo 0.398400 0.750000 0.584600 
Mo 0.601600 0.250000 0.415400 
Mo 0.898400 0.750000 0.915400 
O 0.437000 0.250000 0.496300 
O 0.063000 0.750000 0.996300 
O 0.937000 0.250000 0.003700 
O 0.563000 0.750000 0.503700 
O 0.086900 0.250000 0.521600 
O 0.413100 0.750000 0.021600 
O 0.586900 0.250000 0.978400 
O 0.913100 0.750000 0.478400 
O 0.218800 0.250000 0.037600 
O 0.281200 0.750000 0.537600 
O 0.718800 0.250000 0.462400 



























Table 7.A.7: Unit cell vectors and coordinates for bulk Rb2MoO4 in C12/m1 space group. 
 
Lattice unit cell (Å) 
 x y z 
a 5.779 3.127 -2.774 
b 5.779 -3.127 -2.774 
c 0.000 0.000 -7.842 
Coordinate 
Rb 0.848000 0.848000 0.731000 
Rb 0.152000 0.152000 0.269000 
Rb 0.515000 0.515000 0.763000 
Rb 0.485000 0.485000 0.237000 
Mo 0.174000 0.174000 0.773000 
Mo 0.826000 0.826000 0.227000 
O 0.084000 0.084000 0.649000 
O 0.916000 0.916000 0.351000 
O 0.336000 0.336000 0.623000 
O 0.664000 0.664000 0.377000 
O 0.380000 0.902000 0.926000 
O 0.098000 0.620000 0.074000 
O 0.620000 0.098000 0.074000 




















Syngas reactions on alkali promoted Mo2C catalysts have been considered to be a 
promising way to produce alcohols in the chemical industry. However, due to the 
complexity of the reaction, limited knowledge of the reaction mechanism and the role of 
the alkali promoter was obtained experimentally. As an alternative approach, this thesis 
applied DFT calculations to investigate alcohol synthesis reactions on alkali promoted 
Mo2C catalysts. Our results have provided fundamental information and useful insights 
into the bulk and surface structures of Mo2C catalysts, syngas reactions mechanism, 
alkali promoter formation and its effect on the reaction selectivity.  
In Chapter 3, our calculations examined the bulk and surface structures of Mo2C 
to determine a representative surface structure for syngas catalysts.
1
 The surface energies 
of several low Miller index Mo2C surfaces were computed and used to predict the 
equilibrium crystal shape of Mo2C particles. Adsorption of alkali atoms on these surfaces 
was investigated from DFT, and it was found the alkali atoms adsorbed most strongly on 
Mo2C (001) surface. This surface was also found to favor a surface reconstruction, where 
surface carbons rearrange into a "honeycomb" structure, which is consistent with 
experimental observations.
2,3
 The reconstructed C-terminated Mo2C (001) was chosen as 
a representative surface structure to be used in the following chapters.  
In Chapter 4, syngas reactions on the reconstructed Mo2C (001) surface were 
investigated in order to determine the elementary steps controlling the selectivity for 
hydrocarbons relative to alcohols. A surface reaction network was constructed where the 
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relevant syngas reaction elementary steps proposed in previous literature were included. 
The adsorption energies of the gas phase species was computed from DFT and corrected 
from experimental TPD results while the activation energies of all 53 elementary steps 
were approximated by a BEP relation. With  these energies, a microkinetic model was 
developed where the effect of surface interactions was considered by the quasi-chemical 
approximation. The computed selectivity from our model was found to be in excellent 
agreement with experimental results from supported Mo2C catalysts at industrially 
relevant temperatures and pressures. Sensitivity analysis was performed to quantify the 
contribution of each step to the overall selectivity, with CO insertion being identified as 
the step shifting reaction selectivity from hydrocarbons to alcohols.  
In Chapter 5, the alkali promoter's effect on CO adsorption was investigated by 
DFT and IR spectroscopy.
4
 An alkali promoter formation mechanism was proposed, 
where RbO, produced from surface hydroxyl group by an ion exchange reaction, was 
suggested to be the likely form of alkali promoter. This hypothesis was supported by 
good agreement between the DFT computed vibrational frequency change and IR peaks 
shift of CO upon the addition of Rb as a promoter.  
In Chapter 6, the effect of RbO on the CO insertion mechanism was examined. 
The CO insertion process was first examined by NEB calculations, where a [CH3CO] 
transition state was identified. A charge analysis on the RbO promoter, the reactants 
(CO* and CH3*), product (CH3CO) and the [CH3CO] transition state was performed. 
This analysis suggested that the dipole field created by RbO on the Mo2C surface has 
opposite direction as that of the [CH3CO] transition state and therefore will promote CO 
insertion mechanism.  
 172 
In Chapter 7, the partial charges of Mo in several Mo-containing materials were 
investigated by XANES experiment and DFT with different charge assignment methods.
5
 
It was found that the DDEC charges correlate better with XANES edge energy than the 
formal oxidation state and Bader charges. A linear relation between XANES edge energy 
and the DDEC charges was established and can be used to infer the oxidation state of Mo 
in supported catalyst samples.   
In terms of the future work on this topic, several improvements can be made to 
our model. Firstly, the current model assumes the reactions take place when all the 
reaction intermediates are adsorbed on their most stable sites, although in reality, a 
reaction intermediate may need diffuse to a meta-stable site to react with another. 
Therefore, an improved model could be made in order to be capable of distinguishing 
different types of surface sites and considering possible diffusion of reaction 
intermediates for each elementary step. Secondly, as suggested in this thesis and other 
experimental evidence,
6,7
 surface oxygen can play an important role in syngas reactions 
on Mo2C catalysts. Therefore, further studies on relevance of oxygen on surface structure 
of Mo2C, alkali promoter formation, and key elementary steps could be performed. 
Finally, the alkali oxide group was found to be a possible form of the alkali promoter on 
Mo2C catalysts in this thesis. However, the possibility of alkali promoter in other forms 
was not excluded. Since the alkali promoter effect depends strongly on the local 
adsorption geometry and charge distribution of the promoters, careful examination of 
alkali promoters should provide value information to understand the alkali promoter 
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