We study properties of the random metric space called the Brownian map. For every r > 0, we consider the connected components of the complement of the open ball of radius r centered at the root, and we let N r,ε be the number of those connected components that intersect the complement of the ball of radius r + ε. We then prove that ε 3 N r,ε converges as ε → 0 to a constant times the density at r of the profile of distances from the root. In terms of the Brownian cactus, this gives asymptotics for the number of vertices at height r that have descendants at height r + ε. Our proofs are based on a similar approximation result for local times of super-Brownian motion by upcrossing numbers. Our arguments make a heavy use of the Brownian snake and its special Markov property.
Introduction
This paper is devoted to certain properties of the random metric space known as the Brownian map, which can be viewed as a canonical model of random geometry in two dimensions. These properties are closely related to an approximation result for local times of super-Brownian motion in terms of upcrossing numbers, which is similar to the classical result for linear Brownian motion.
In order to present our main results, let (m ∞ , D) denote the Brownian map. This is a random compact metric space, which is a.s.homeomorphic to the two-dimensional sphere and has recently been shown to be the scaling limit in distribution, in the Gromov-Hausdorff sense, of several classes of random planar maps [1, 3, 13, 16] . The Brownian map is equipped with a volume measure λ, which in a sense is the uniform probability measure on m ∞ , and a distinguished point, which we denote here by ρ. This point plays no particular role in the sense that, if we "re-root" the Brownian map at another pointρ chosen according to λ, the pointed metric spaces (m ∞ , D, ρ) and (m ∞ , D,ρ) have the same distribution [12, Theorem 8.1] . For every h > 0, let B h (ρ) stand for the open ball of radius h centered at ρ. Then, on the event where B h (ρ) c = ∅, B h (ρ) c will have infinitely many connected components, but a compactness argument shows that only finitely many of them intersect B h+ε (ρ) c , for any fixed ε > 0. Our first objective is to get precise information about the number of these components. Recall that the profile of distances from ρ in m ∞ is the probability measure ∆ on R + defined by Theorem 1 can be reformulated in terms of the Brownian cactus discussed in [5] . Recall that, with any pointed geodesic compact metric space, one can associate a rooted R-tree called the cactus of the initial space. Roughly speaking, the root of the cactus corresponds to the distinguished point in the original space, and distances from this point are in a sense preserved in the cactus. Furthermore, the vertices of the cactus at a given height h, that is, at distance h from the root, correspond to the connected components of the complement of the open ball of radius h centered at the distinguished point (see [5, Section 2.5] ). The cactus associated with the Brownian map is called the Brownian cactus (one of the main reasons for introducing this object is the fact that the convergence in distribution of discrete cactuses associated with random planar maps toward the Brownian cactus has been proved in great generality [5] ). The quantity N h,ε is then equal to the number of vertices of the Brownian cactus at height h that have descendants at height h + ε, and (1) shows that this number is typically of order ε −3 when ε tends to 0.
Perhaps more surprisingly, the convergence (1) is also closely related to an approximation result for local times of super-Brownian motion in terms of upcrossing numbers. If w : [0, T ] −→ R is a continuous function defined on the interval [0, T ], and h ∈ R, we say that r ∈ [0, T ) is an upcrossing time of w from h to h + ε if w(r) = h and if there exists t ∈ (r, T ] such that w(t) = h + ε and w(s) > h for every s ∈ (r, t]. Then, if N h,ε (T ) is the number of upcrossing times from h to h + ε of a standard linear Brownian motion B over the time interval [0, T ], (2ε) −1 N h,ε (T ) converges a.s. as ε → 0 to the local time of B at level h and at time T . This is the classical approximation of Brownian local times by upcrossing numbers (see [9, Section 2.4] or [18, Theorem VI.1.10] ). In view of a similar result for super-Brownian motion, we would like to count upcrossing times for all "historical paths", and for this we need introduce the historical super-Brownian motion (see [6, 7] for the general theory of historical superprocesses).
So let Y = (Y t ) t≥0 be a one-dimensional historical super-Brownian motion. For every t ≥ 0, Y t is a random measure on the space C( [0, t] , R) of all continuous functions from [0, t] into R. Informally, the support of Y t consists of the historical paths followed between times 0 and t by all "particles" alive at time t. The associated super-Brownian motion X = (X t ) t≥0 is obtained from Y by the formula X t (A) = Y t (dw) 1 A (w(t)), for any Borel subset A of R and every t ≥ 0. Then, for every t > 0, X t has a continuous density denoted by u t (see e.g. [17, Theorem III.4.2] ), and we set, for every x ∈ R,
Clearly, the function x → L x is also the density of the occupation measure ∞ 0 dt X t , and for this reason we call L x the local time of X at level x. Note that these local times also exist in dimensions 2 and 3 even though the measures X t are then singular (see [8, 19] ).
We say that r ≥ 0 is an upcrossing time of Y from h to h+ε if there exist t > r and a function w ∈ C([0, t], R) that belongs to the topological support of Y t , such that r is an upcrossing time of w from h to h + ε.
Theorem 2.
Assume that X 0 = a δ 0 for some a > 0, where δ 0 denotes the Dirac measure at 0. Let h ∈ R\{0} and for every ε > 0, let N h,ε be the number of upcrossing times of
in probability. Here, L h is the local time of X at level h, and the constant c 1 was defined in Theorem 1.
Remark. The definition of upcrossings in the superprocess setting can also be interpreted in terms of the genealogical structure of super-Brownian motion. Recall that the genealogy of X is coded by a random R-tree, or more precisely by a countable collection of random R-trees. Each vertex of these trees is assigned a spatial location in R, and the measure X t is in a sense "uniformly spread" over the spatial locations of vertices at height t. Then upcrossing times of Y from h to h + ε are in one-to-one correspondence with vertices v whose spatial location is equal to h and which have (at least) one descendant v with spatial location h + ε, such that spatial locations stay greater than h on the line segment between v and v in the tree. See Section 3 below for a rigorous presentation of this interpretation.
Our proof of Theorem 1 relies on a version of the convergence of Theorem 2 under the excursion measure of super-Brownian motion (Theorem 6). Let us explain the connection between connected components of the complement of a ball in the Brownian map and upcrossings of super-Brownian motion. We first recall that the Brownian map is constructed as a quotient space of Aldous' Continuous Random Tree (the so-called CRT) for an equivalence relation which is defined in terms of Brownian labels assigned to the vertices of the CRT (see Section 7 for more details). Note that the CRT is just a conditional version of the random trees coding the genealogy of super-Brownian motion, and that the Brownian labels can be viewed as spatial locations in the superprocess setting. From the properties of the Brownian map, it is not too hard to prove that connected components of B h (ρ) c in m ∞ correspond to connected components of the set of vertices in the CRT whose label is greater than h (for this correspondence to hold, one needs to shift the labels so that the minimal label is 0, and one also re-roots the CRT at the vertex with minimal label). It follows that N h,ε counts those connected components of the set of vertices with label greater than h that contain (at least) one vertex with label h + ε. In such a component, there is a unique vertex with label h that is at minimal distance from the root, and, in the superprocess setting, the remark following Theorem 2 shows that this vertex corresponds to an upcrossing from h to h + ε.
The paper is organized as follows. Section 2 recalls basic facts about the Brownian snake, which is our key tool to generate both the Brownian labels on the CRT and the historical paths of super-Brownian motion. In Section 3, we introduce upcrossings of the Brownian snake, and we state Theorem 6, which deals with the convergence (2) under the excursion measure of the Brownian snake. The proof of Theorem 6 is given in Section 5, after an important preliminary lemma (Lemma 7) has been established in Section 4. Theorem 2 is then an easy consequence of Theorem 6. Section 6 provides conditional versions of (2), concerning first the excursion measure of the Brownian snake conditioned to have a fixed duration, and then the same excursion measure under the additional conditioning that the Brownian snake stays on the positive half-line. The latter conditional version is needed for our application to the Brownian map in Section 7, where we prove Theorem 1.
Preliminaries about the Brownian snake
We refer to the book [11] (especially Chapters IV and V) for the basic facts about the Brownian snake that we will use.
The Brownian snake. Throughout this work, W = (W s ) s≥0 denotes the one-dimensional Brownian snake. This is a strong Markov process taking values in the space W of all finite continuous paths w : [0, ζ] −→ R, where ζ = ζ (w) is a nonnegative real number depending on w and called the lifetime of w. We write w := w(ζ (w) ) for the endpoint of w. We let (ζ s ) s≥0 stand for the lifetime process associated with (W s ) s≥0 , that is, ζ s = ζ (Ws) for every s ≥ 0. For every x ∈ R, we identify the trivial element of W starting from x and with zero lifetime with the point x.
It will be convenient to assume that the Brownian snake (W s ) s≥0 is the canonical process on the space C(R + , W) of all continuous mappings from R + into W. The notation P x will then stand for the probability measure on C(R + , W) under which the Brownian snake starts from x. Under P x , the process (ζ s ) s≥0 is a reflected Brownian motion on R + started from 0. Informally, the path W s is shortened from its tip when ζ s decreases and, when ζ s increases, it is extended by adding "little pieces of Brownian paths" at its tip. See [11, Section IV.1] for a more rigorous presentation.
We let N x denote the (infinite) excursion measure of the Brownian snake away from x. This excursion measure is normalized as in [11] , so that, for every ε > 0,
We also set σ = inf{s > 0 : ζ s = 0} which represents the duration of the excursion under N x . The preceding informal description of the behavior of the Brownian snake remains valid under N x , but the "law" of the lifetime process under N x is now the Itô measure of positive excursions of linear Brownian motion. Both under P x and under N x , the Brownian snake takes values in the subset W x of W that consists of all finite paths starting from x. Note that W s = x for every s ≥ σ, N x -a.e. For every h ∈ R, we set
with the usual convention inf ∅ = ∞ that will be used throughout this work. Suppose that h = 0. Then
(see e.g. [15, Lemma 2.1]), and we will use the notation N h 0 for the conditional probability measure
Exit measures and the special Markov property. We will make an extensive use of exit measures of the Brownian snake. Let D be an open interval of R, such that D = R. Suppose that x ∈ D and, for every w ∈ W x , set
where we recall that inf ∅ = ∞. The exit measure Z D from D (see [11, Chapter 5] 
where, in the right-hand side, B = (B t ) t≥0 is a linear Brownian motion starting from x under the probability measure P x , and τ D := inf{t ≥ 0 : B t / ∈ D}. We will use the fact that, for every y ∈ ∂D,
It is immediate from the support property of the exit measure that the set in the left-hand side is a subset of the set in the right-hand side. So, to get the equality in (5) , it suffices to show that both sets have the same N x -measure. However, using the connections between the Brownian snake and partial differential equations [11, Chapters V,VI], one verifies that the N x -measure of either set solves, as a function of x, the differential equation u = 4u 2 in D with boundary values ∞ at y, and 0 at the other end of D (at ∞ if D is unbounded). Since this boundary value problem has a unique nonnegative solution, the desired result follows. A crucial ingredient of our study is the special Markov property of the Brownian snake [10] . In order to state this property, we first observe that, N x -a.e., the set
is open and thus can be written as a union of disjoint open intervals (a i , b i ), i ∈ I, where I may be empty. From the properties of the Brownian snake, it is easy to verify that, N x -a.e. for every 
Informally, the W (i) 's represent the "excursions" of the Brownian snake outside D (the word "outside" is a little misleading here, because although these excursions start from a point of ∂D, they will typically come back inside D).
We also need to introduce a σ-field that contains the information about the paths W s before they exit D. To this end, we set, for every s ≥ 0, is Poisson with intensity
Thanks to this proposition, we can consider each excursion W i again as a Brownian snake excursion starting from a point of ∂D and, if D is another domain containing ∂D, we can consider the "subexcursions" of W i outside D , and so on. Repeated applications of this idea will play an important role in what follows.
Local times.
We consider the total occupation measure O of the process W , which is defined under N x by the formula
for any Borel subset A of R. The random measure O under N 0 (· | σ = 1) is sometimes called one-dimensional ISE for integrated super-Brownian excursion (see [2] and [11, Section IV.6] ).
We will use the fact that O has N x -a.e. a continuous density (L a ) a∈R :
for any Borel subset A of R. This can be derived from regularity properties of super-Brownian motion (see Section 1 and the references therein). Alternatively, we can use Theorem 2.1 in [4] , which gives the existence of a continuous density for O under N 0 (· | σ = 1) (it is of course easy to get rid of the conditioning by σ = 1 via a scaling argument).
Upcrossings of the Brownian snake
Consider the Brownian snake (W s ) s≥0 under N x or under P x , for some fixed x ∈ R. The time s in the definition is in general not uniquely determined by s. However, there is a smallest possible value of s such that the properties stated in the definition hold. In what follows, we will always assume that s is chosen in this way, and we will say that s is associated with the upcrossing time s.
Definition 4.
Remark. Obviously, a stopping time cannot be an upcrossing time of W . On the other hand, it is easy to see that we can find a countable collection (T 1 , T 2 , . . .) of stopping times such that the set of all times s associated with upcrossing times from h to h + ε is contained in {T 1 , T 2 , . . .}. This remark will be useful at the end of Section 5.
The reader may have noticed that the preceding definition seems rather different from the definition of an upcrossing time for a function w : [0, T ] −→ R, which was given in Section 1 (we might have considered upcrossing times of the function s −→ W s , but this is not what we want!). To relate both definitions, we observe that, if s is an upcrossing time of the Brownian snake from h to h + ε, and if s is the associated time, then ζ s is an upcrossing time of the function t −→ W s (t) from h to h + ε. Definition 4 is more easily understood if we interpret the Brownian snake as a tree-indexed Brownian motion. Let us explain this in detail, as the relevant objects will also be useful later (see e.g. [14, Sections 3 and 4] for a more detailed account of the considerations that follow).
We argue under N x , so that the lifetime process (ζ s ) s≥0 is just a single Brownian excursion. The tree coded by (ζ s ) s≥0 is the quotient space We let p ζ stand for the canonical projection from [0, σ] onto T ζ , and equip T ζ with the metric 
It follows from the properties of the Brownian snake that, N x -a.e., W s = W s for every s, s such that s ∼ s . Hence we can define Γ a for every a ∈ T ζ by declaring that Γ p ζ (s) = W s for every s ∈ [0, σ], and it is very natural to interpret (Γ a ) a∈T ζ as Brownian motion indexed by T ζ . We vew Γ a as a spatial location or label assigned to the vertex a. For every s ∈ [0, σ] and every t ∈ [0, ζ s ], W s (t) corresponds to the spatial location of the ancestor of p ζ (s) at generation t.
It is now easy to verify that upcrossing times of W from h to h + ε are in one-to-one correspondence with vertices a of T ζ such that Γ a = h and there exists a descendant b of a in T ζ such that Γ b = h + ε and Γ c > h for every interior point c of the line segment [[a, b] ]. In this form, we see that our definition is the exact analog of the one for upcrossing times of a real function defined on the interval [0, T ] (provided we see [0, T ] as an R-tree rooted at 0).
Lemma 5. Let h ∈ R and ε > 0. Let N h,ε be the number of upcrossing times of the Brownian snake from
Proof. By continuity, there exists N x -a.e. a real δ > 0 such that
If s is an upcrossing time from h to h + ε, we let s > s be the time associated with s (see the comment following Definition 4), and we set
The statement of the lemma follows from the fact that the intervals I s , when s varies over the set of all upcrossing times, are pairwise disjoint. To verify the latter fact, consider two upcrossing times s ands and the associated times s ands . If s < s <s <s , the desired property is immediate from our choice of δ and the definition of upcrossing times. From this definition, it is also easy to verify that we cannot have s <s < s <s (otherwise, p ζ (s) would be both a strict descendant of p ζ (s) and an ancestor of p ζ (s ), implying Ws > h). The only case that remains is when s <s <s < s . In that case, p ζ (s) is an ancestor of p ζ (s ) but not an ancestor of p ζ (s ).
It follows that, if s := inf{r ≥s : ζ r < ζs}, we haves <s < s < s . However, p ζ (s ) = p ζ (s) and so W s = Ws = h, whereas Ws = h + ε and W s = h + ε. The property s −s > 2δ now follows from our choice of δ.
Recall our notation N h 0 for the excursion measure N 0 conditioned on the event that the Brownian snake hits the level h. The following statement is the main technical result of the paper, from which we will deduce the theorems stated in Section 1.
Theorem 6.
Let h ∈ R\{0}. We have
Here L h is the density at h of the occupation measure O, and the constant c 1 > 0 is determined by the identity
Remark. We exclude the value h = 0, in particular because the measure N h 0 is not defined when h = 0.
The proof of Theorem 6 is given below in Section 5. Section 4 contains some preliminary lemmas.
Preliminary lemmas
For technical reasons, we will first deal with the Brownian snake under the probability measure P 0 . We write ( 0 s ) s≥0 for the local time at level 0 of the reflected Brownian motion (ζ s ) s≥0 (the normalization of local times is such that the occupation density formula holds, and local times are right-continuous in the space variable). For every r > 0, we set
The excursions of W away from 0, before time η r , form a Poisson measure with intensity r N 0 .
For every ε > 0 and w ∈ W, set τ ε (w) := inf{t ∈ [0, ζ (w) ] : w(t) ≥ ε}, and also define, for every r > 0, 
where the constant c 1 is as in Theorem 6.
Proof. In this proof, ε > 0 and r > 0 are fixed. We also consider a real δ > 0, that later will tend to 0 (to avoid problems with uncountable unions of negligible sets, we may and will restrict our attention to rational values of δ). We write
for the point measure of excursions of W away from 0 before time η r . With each excursion ω 0 i , we associate its exit measure Z (−δ,ε) (ω 0 i ) from the interval (−δ, ε). This exit measure is a finite measure supported on the pair {−δ, ε}. We set
which represents the total mass assigned to the point −δ by the exit measures associated with the excursions ω 0 i , i ∈ I 0 . Then, for every i ∈ I 0 (we need only consider those values of i such that ω 0 i hits −δ), we can introduce the excursions of ω 0 i outside (−δ, ε) that start from −δ, as defined in Section 2. Write (ω 0 j ) j∈J 0 for the collection of all these excursions when i varies over I 0 . By the special Markov property (Proposition 3), we know that, conditionally on X 1 δ , the point measure
j is a Brownian snake excursion starting from −δ, and therefore we can consider its exit measure Z (−∞,0) (ω 0 j ) from the interval (−∞, 0). We then set
Furthermore, for every j ∈ J 0 , we can also consider the excursions ofω 0 j outside (−∞, 0) (of course these excursions start from 0). We write (ω 1 i ) i∈I 1 for the collection of all these excursions when j varies over J 0 , and we set
By the special Markov property again, we get that, conditionally on Y 1 δ , the point measure N 1 δ is Poisson with intensity Y 1 δ N 0 . Informally, the point measure N 1 δ contains the information about the behavior after their first return to 0 via −δ of those paths W s that hit −δ before hitting ε.
We can continue this construction by induction. Let us briefly describe the second step. We set X
and write (ω 1 j ) j∈J 1 for the collection of all excursions of
and
where (ω 2 i ) i∈I 2 is the collection of all excursions ofω j , j ∈ J 1 , outside (−∞, 0). Again, conditionally on Y 2 δ , the point measure N 2 δ is Poisson with intensity Y 2 δ N 0 . At every step k ≥ 1, we similarly get a nonnegative random variable Y k δ , and a point measure
which, conditionally on Y k δ , is Poisson with intensity Y k δ N 0 . Informally, N k δ describes the paths W s after their k-th return to 0 via −δ, for those paths W s that perform k descents from 0 to −δ before they hit ε.
We now set, for every integer k ≥ 0,
which counts those Brownian snake excursions ω k i , i ∈ I k , for which there exists s ≥ 0 such that the path ω k i (s) hits ε before −δ (by (5), the existence of such a value of s is equivalent to the property
At this point, we need another lemma.
We postpone the proof of Lemma 8 and complete the proof of Lemma 7. We note that, by Lemma 8 and Fatou's lemma, we have
On the other hand, the first assertion of Lemma 8 also shows that
To complete the argument, we will compute
As we already mentioned after (5), we have a ε,δ = u(0), where the function (u(x), x ∈ (−δ, ε)) solves the differential equation u = 4 u 2 with boundary conditions u(ε) = ∞ and u(−δ) = 0. Solving this differential equation leads to
where the constant c ε,δ > 0 is determined by
It follows that c ε,δ = (ε + δ) −6 (c 1 ) 2 , where c 1 is as in the statement of Theorem 6. Since a ε,δ = u(0), we have then
and elementary analysis shows that
Now note that
and, using the conditional distribution of
for every k ≥ 1. On the other hand, by the first moment formula for exit measures (4), we have
An easy induction argument gives, for every k ≥ 1,
Hence,
Using (7) and (8), we get
which completes the proof of Lemma 7. 
, we get distinct upcrossing times. This is obvious if we vary i for a fixed value of k, because the intervals I k,i , i ∈ I k , are disjoint. If we vary k, this follows from the fact that k can be interpreted as the number of descents of W r 0 from 0 to −δ. The preceding discussion shows that M ε (r) ≥ M ε,δ , proving the first assertion of the lemma.
In order to prove the second assertion, let us start with a few remarks.
, and note that, by construction, all paths W u , u ∈ I k,i coincide up to time
Consider then another upcrossing times > s and the associated times . 
because otherwise Ws would make (at least) k + 1 descents from 0 to −δ. Now let s 1 , s 2 , . . . , s p be p distinct upcrossing times from 0 to ε such that s 1 < s 2 < · · · < s p . The second assertion of the lemma will follow if we can prove that we have M ε,δ ≥ p for δ > 0 small enough. We first observe that, for every i, j ∈ {1, . . . , p} such that i < j, we havě ζ s i ,s j < ζ s j , because otherwise (recalling the definition of an upcrossing time) s j would be a time of local minimum of ζ, and it is easy to see that such a time cannot be an upcrossing time.
Then it also follows that we have
Indeed argue by contradiction and suppose that the latter minimum vanishes. Then writing s j for the time associated with s j , we obtain that the path W s j has a local minimum equal to 0 at time ζ s j < ζ s j . This is a contradiction because, with probability one, none of the paths W s can have a local minimum equal to 0 at an interior point of [0, ζ s ] (observe that it is enough to consider rational values of s, and then note that a fixed constant is a.s. not a local minimum of linear Brownian motion).
To complete the argument, we observe that, if 
Proofs of Theorem 6 and Theorem 2
Most of this section is devoted to the proof of Theorem 6. We then explain how to derive Theorem 2 from this statement.
Proof of Theorem 6. Let M ε be the analog of M ε (r) for a single Brownian snake excursion,
and s is an upcrossing time of W from 0 to ε}.
, and we deduce from Lemma 7 that
Let us fix h ∈ R\{0}. In the present proof, we argue under the probability measure N h 0 (for technical reasons it will be convenient to enlarge the probability space so that it carries real random variables independent of the Brownian snake). We have 
h,ε counts the contribution to N 0 h,ε of the i-th excursion, assuming that these excursions are listed in a uniform random order 1 given the Brownian snake. In other words, N 0,i h,ε counts those upcrossing times s that belong to the interval associated with the i-th excursion, and have the additional property that W s makes no upcrossing from h to h + ε. From the special Markov property, we see that, conditionally on n 0 ε , the variables N
h,ε , . . . are independent and follow the distribution of M ε under N 0 (· | T ε < ∞). By scaling, the latter distribution does not depend on ε, and we denote it by µ.
A similar decomposition holds for N k h,ε , for every k ≥ 1. Let us discuss the case k = 1. We consider again the excursions of the Brownian snake outside the domain (−∞, h) if h > 0, or the domain (h, ∞) if h < 0. We apply the special Markov property to each of these excursions (which start from h) and to the domain (−∞, h + ε), in order to get a collection of Brownian snake excursions starting from h + ε. Once again, we apply the special Markov property to each of the latter excursions and to the domain (h, ∞), and we let n 1 ε be the number of the resulting excursions (starting from h) that hit h + ε. We have then
The argument also goes through if excursions are listed in chronological order, but then we need a slightly more precise version of the special Markov property. Arguing inductively, we get that, for every k ≥ 0,
where, conditionally on the sequence (n 0 ε , n 1 ε , . . . , n k ε ), the random variables N k,i h,ε , 1 ≤ i ≤ n k ε , are independent, and independent of the collection (N ,j h,ε ) 0≤ <k,1≤j≤n ε , and are distributed according to µ. Furthermore, the variables n k ε can be characterized as follows. For every k ≥ 0, n k ε counts the instants s such that:
(i) the path W s makes exactly k upcrossings from h to h + ε;
(ii) ζ s is the time of the first return of W s to h after the k-th upcrossing from h to h + ε (when k = 0, ζ s coincides the first hitting time of h by W s );
Notice that, for every fixed ε > 0, we have n k ε = 0 for k large enough, N h 0 -a.s. Let us emphasize that there is no independence between the sequence (n k ε ) k≥0 on one hand and the collection of variables (N is large, the exit measure from (−∞, h + ε) of the first excursion outside (−∞, h) (if h > 0) or outside (h, ∞) (if h < 0) is likely to be large, and, with high probability, n 1 ε will also be large. Lemma 9. For every ε > 0, set which is completed by adding a sequence of independent random variables distributed according to µ at its end (these auxiliary random variables are supposed to be independent of the Brownian snake). As a consequence of the properties stated after (12) , it is a simple exercise to verify that ξ ε 1 , ξ ε 2 , . . . form a sequence of independent random variables distributed according to µ. Set S ε j = ξ ε 1 + ξ ε 2 + · · · + ξ ε j , for every j ≥ 0. By construction, we have
To complete the proof, we simply use the law of large numbers. Using (3) and (11), we get that the first moment of µ is
which does not depend on ε as expected. It is easy to verify that n ε −→ ∞ as ε → 0, N h 0 a.s. (by (5) and the special Markov property, this is even true if we replace n ε by n 0 ε ), and the law of large numbers gives 1
in N h 0 -probability. Notice that the preceding argument applies even though n ε is not independent of the sequence (S ε j ) j≥1 . The convergence of Theorem 6 now follows by writing
and using Lemma 9.
Proof of Lemma 9 . In this proof, we assume that h > 0. Only minor modifications are needed when h < 0. It will be convenient to replace the convergence of Lemma 9 by an analogous convergence in terms of certain exit measures. We argue in a way very similar to the proof of Lemma 7, and for this reason we will omit some details. We first set
Then we consider all excursions of the Brownian snake outside (−∞, h + ε) and we define Z ε,2 as the sum, over all these excursions, of the total masses of their exit measures from (h, ∞). For each of the preceding excursions, we consider its "subexcursions" outside (h, ∞) and define Z ε, 3 as the sum over all these (and over all the initial excursions outside (−∞, h + ε)) of the total masses of their exit measures from (−∞, h + ε). We continue by induction in an obvious way. Informally, for any k ≥ 1, Z ε,2k−1 "counts" the paths W s that make exactly k upcrossings from h to h + ε, and are stopped at the end of the k-th upcrossing, and similarly Z ε,2k "counts" the paths W s that make k upcrossings from h to h + ε, then one additional descent from h + ε to h, and are stopped at the end of this last descent. Using a symmetry argument analogous to the classical reflection principle for Brownian motion (but now relying on the special Markov property rather than on the strong Markov property of Brownian motion), one immediately verifies that
This argument is easily extended to yield
As an easy consequence of the special Markov property and the first-moment formula (4), the process ( Z (−∞,h+a) , 1 ) a≥0 , which is now indexed by the real variable a ≥ 0, is a nonnegative martingale (in fact a critical continuous-state branching process) under N h 0 . Consequently, this process has a càdlàg modification, which we consider from now on, and using the preceding identity in distribution, we have, for every ε > 0,
and ε inf{k :
We set
Next, from the special Markov property again and formula (3), one obtains that, for every k ≥ 0, the conditional distribution of n k ε knowing Z ε,2k is Poisson with parameter 3 2ε 2 Z ε,2k . Simple Borel-Cantelli type arguments, using also (13) and (14), now show that
0 -probability. So the proof of Lemma 9 will be complete if we can verify that
in N h 0 -probability. To this end, we note that, by (6),
and we write
Recall that B = (B t ) t≥0 stands for a linear Brownian motion starting from 0 under the probability measure P 0 , and set θ h = inf{t ≥ 0 : B t = h}. By the first-moment formula for the Brownian snake [11, Proposition 4.2] ,
where the last equality holds for 0 < ε ≤ h, by an application of a classical Ray-Knight theorem. By combining the previous observations, we see that we have also (16) in N h 0 -probability. Then repeated applications of the special Markov property (in a way very similar to the proof of Lemma 7) show that we can write, N h 0 -a.s.,
where U ε = (U ε (r)) r≥0 is a subordinator with no drift, whose Lévy measure π ε is the "law"
By simple scaling arguments, we have
where U ε is a subordinator with Lévy measure π 1 , whose law does not depend on ε. Using again the first-moment formula for the Brownian snake, we get that
The law of large numbers then implies that
in N h 0 -probability. Our claim (15) now follows by combining (16), (17) and (18). This completes the proof of Lemma 9.
We finally explain how Theorem 2 is derived from Theorem 6 via the Brownian snake construction of (historical) super-Brownian motion [11, Chapter IV], which we briefly recall below.
Proof of Theorem 2.
We now argue under the probability measure P 0 . For every t ≥ 0, let 
where the notation d t s refers to integration with respect to the increasing function s −→ t s . In particular, if supp(Y t ) stands for the topological support of Y t , we have a.s. for every t ≥ 0,
Conversely, formula (19) implies that, a.s., for every t ≥ 0, for every s ∈ [0, η a ] such that ζ s = t and sup{ζ u : (s−ε) + ≤ u ≤ s+ε} > t for every ε > 0, one has W s ∈ supp(Y t ) (in particular (20) is an equality if t is not a local maximum of s → ζ s ). Also note that, if X is the super-Brownian motion associated with Y, the random measure Write N h,ε (a) for the number of upcrossing times of W from h to h + ε before time η a . Before time η a , there is only a finite number of excursions of W away from 0 that hit level h, and obviously N h,ε (a) is the sum of the upcrossing numbers corresponding to each of these excursions. We can then apply Theorem 6 to see that ε 3 N h,ε (a) converges in probability to ( From the previous considerations, the proof of Theorem 2 will be complete if we can verify, with the notation of this theorem, that N h,ε = N h,ε (a), a.s. for every fixed h and ε. In other words, we need to prove that upcrossing times of Y from h to h + ε are in one-to-one correspondence with upcrossing times of W from h to h + ε before time η a .
Consider an upcrossing time r of Y from h to h + ε. By the definition, there exists t > r and w ∈ supp(Y t ) such that r is an upcrossing time of the function w. From (20), there exists s ∈ [0, η a ] such that ζ s = t and W s = w. Sets := sup{u < s : ζ u = r}, so that in particular ζs = r. Then by the properties of the Brownian snake the path Ws coincides with the path W s = w restricted to [0, r] . Furthermore, we have ζ u > r for every u ∈ (s, s] by construction, and it easily follows thats is an upcrossing time of W (ifr = inf{r > r : w(r ) = h + ε}, takẽ s = sup{u < s : ζ u =r}, and note that Ws coincides with the restriction of w to [0,r], so that the pair (s,s ) satisfies the properties of the definition of an upcrossing time of the Brownian snake).
By the previous discussion, for any upcrossing time r of Y from h to h + ε, we can construct an upcrossing times ∈ [0, η a ] of W from h to h + ε such that ζs = r. In fact,s is uniquely determined by r: The point is that the quantities ζ s when s varies among upcrossing times of W from h to h + ε are distinct a.s. (recall that h and ε are fixed). The latter property essentially follows from the fact that, if B and B are two independent linear Brownian motions, the set of all left ends of excursion intervals of B away from h and the similar set for B are disjoint a.s. We omit some details here.
Clearly the mapping r →s is one-to-one. It remains to verify that this mapping is also onto, and to this end it will suffice to check that, for any upcrossing time s of W from h to h + ε before time η a , ζ s is an upcrossing time of Y from h to h + ε. Let s ∈ [0, η a ] be an upcrossing time of W from h to h + ε, and let s be the associated time. We already noticed that ζ s is an upcrossing time of the function W s . If t = ζ s , we have then W s ∈ supp(Y t ), by the observations following (20) and the fact that the time s cannot be a time of local maximum of ζ (this fact is a consequence of the strong Markov property of the Brownian snake, using the remark following Definition 4). Hence, we get that ζ s is an upcrossing time of Y as desired.
Finally, the mapping r →s is a bijection, and it follows that N h,ε = N h,ε (a), a.s. This completes the proof of Theorem 2.
Remark. Theorem 2 can be extended to more general initial values of X. In particular, the preceding proof shows that the result still holds if X 0 is supported on a compact interval I and h / ∈ I. The convergence (2) presumably holds for any initial value X 0 and any h ∈ R. Proving this would however require some additional estimates.
Conditioned excursion measures
In view of our applications to the Brownian map, we will now establish certain conditional versions of Theorem 6. We first consider the probability measure N 
Proposition 10.
Let h ∈ R\{0}, and, for every ε > 0, let N h,ε be the number of upcrossing times from h to h + ε. Then,
0 -probability. Remark. It is very plausible that this result also holds for h = 0, but we will leave this extension as an exercise for the reader, since it is not needed in our application to the Brownian map.
Proof. We rely on an absolute continuity argument to derive Proposition 10 from Theorem 6. We fix η > 0 and, on the event {ζ 1/2 > η}, we set
From standard facts about Brownian excursions (we omit a few details here), one easily checks that the law of the process
under the conditional probability measure N 
Then the law of (W η s ) s≥0 under N
0 (· | ζ 1/2 > η) is absolutely continuous with respect to N 0 . Furthermore, the process (W η s ) s≥0 is independent of H η := W Rη under the same probability measure. These facts are simple consequences of the properties of the Brownian snake.
Let h > 0 (the case h < 0 is treated in a similar way). We can choose η > 0 small enough in such a way that,
is arbitrarily small. On the other hand, on the event
simple considerations give, with an obvious notation,
and, for every ε > 0,
Because the law of W η is absolutely continuous with respect to N 0 , and using also the fact that
we can use Theorem 6 to obtain that the convergence
holds in probability under N
0 (· | ζ 1/2 > η). The result of Proposition 10 follows from the preceding considerations.
We finally give the analog of Proposition 10 for the Brownian snake "conditioned to stay positive". It is proved in [15] that the conditional measures N 0 of the Brownian snake "re-rooted" at its minimum. Let us describe this construction (see [15] for more details). We argue under the measure N s by saying that, for every t ∈ [0, ζ
is the (unique) ancestor of p ζ [r] (s) at distance t from the root in the tree T ζ [r] . The invariance of the Brownian snake under re-rooting (see formula (3) in [15] (1) 0 . The latter two properties are straightforward consequences of the invariance under (deterministic) re-rooting.
We write W * = W s * to simplify notation. In a way similar to the discussion before Lemma 5, we assign the spatial location Γ Proof. We fix κ > 0. We can choose α ∈ (0, 1/4) such that
Then, we choose η > 0 such that
Finally, recalling that (ζ s ) 0≤s≤1 is distributed under N
0 as a normalized Brownian excursion, we can choose δ ∈ (0, α 2 ) such that
Since s * is uniformly distributed over [0, 1] , this last bound also implies
From the results recalled before the statement of the proposition, and in particular the fact that s * and W [s * ] are independent under N
0 , we obtain that, under the conditional probability measure N 0 , so that we can apply the bounds (21) and (22) to this process. Combining the bounds (21), (22) and (23), we see that, except on a set of N 
Recall the notation R η , S η , W η , H η introduced in the proof of Proposition 10. Obviously (i)' implies that R η < α and S η > 1 − α. Therefore we can summarize the preceding discussion by saying that, except on a set of N 
Write A δ,η for the intersection of the event {s * < δ} with the event where (i)', (iii) and (24) . Also note that (iii) forces δ ≤ R η . Then,
In the fourth line of the preceding display, we use (24) (and the fact that s 
Under the probability measure N
0 , if we condition on R η and S η , W η becomes independent of the pair (W (Rη) * , H η ), and is distributed as a Brownian snake excursion with duration S η − R η . Therefore we can apply Proposition 10 to see that
and since κ was arbitrary this completes the proof.
Application to the Brownian map
Let us recall the construction of the Brownian map (m ∞ , D) from the Brownian snake (W s ) 0≤s≤1 .
In the following presentation, we argue under the probability measure N 
0 of the Brownian snake "re-rooted at its minimum" (as explained above) shows that this presentation is equivalent to the one given in [13] or in [14] . We can define the collection (Γ a ) a∈T ζ under the probability measure N a.s. We now interpret Γ a as a label assigned to the vertex a. For every a, b ∈ T ζ , we then set 
The distinguished point of the Brownian map is ρ = Π(ρ ζ ), where we recall that ρ ζ = p ζ (0) is the root of T ζ . We have then D(ρ, Π(a)) = Γ a for every a ∈ T ζ . The volume measure λ on m ∞ is the image of Lebesgue measure on [0, 1] under Π • p ζ .
In the proof of Theorem 1, we will need the following lemma. We say that h ∈ R is a local minimum of w ∈ W if there exists t ∈ (0, ζ (w) ) and β > 0, with (t − β, t + β) ⊂ (0, ζ (w) ), such that w(t) = h and w(t ) ≥ h for every t ∈ (t − β, t + β).
Proof. If we replace N Once the claim is proved, the statement of the theorem follows from Proposition 11.
Say that a ∈ T ζ is an (h, ε)-upcrossing vertex if a = p ζ (s) where s is an upcrossing time of the Brownian snake from h to h + ε. This is equivalent to saying that Γ a = h and a has a descendant b such that Γ b = h + ε and Γ c > h for every c ∈ [ [a, b] ]\{a}. Note that we have then D(ρ, a) = Γ a = h. To prove our claim, we verify that (h, ε)-upcrossing vertices are in one-to-one correspondence with connected components of B h (ρ) c that intersect B h+ε (ρ) c .
Let a be an (h, ε)-upcrossing vertex. We define C a as the set of all vertices b ∈ T ζ such that b is a descendant of a and Γ c ≥ h for every c ∈ [ [a, b] ]. Note that if b ∈ C a , then the whole segment [[a, b] ] is contained in C a . It follows that C a is (path-)connected, and it is also easy to check that C a is a closed subset of T ζ . Furthermore the fact that a is an (h, ε)-upcrossing vertex ensures that C a contains (at least) one vertex a such that Γ a = a + ε. 
so that b ∈ O δ as desired. We then observe that In this equality, the inclusion ⊂ is obvious. To prove the reverse inclusion, we need to verify that Π(O δ ) ∩ Π(T 
