The page migration problem occurs in managing a globally addressed shared memory in a multiprocessor system. Each physical page of memory is located at a given processor, and memory references to that page by other processors are charged a cost equal to the network distance. At times the page may migrate between processors, at a cost equal to the distance times a page size factor, D. The problem is to schedule movements on-line so as to minimize the total cost of memory references. Page migration can also be viewed as a restriction of the 1-server with excursions problem. This paper presents a collection of algorithms and lower bounds for the page migration problem in various settings. Competitive analysis is used. The competitiveness of an on-line algorithm is the worst-case ratio of its cost to the optimum cost on any sequence of requests. Randomized (2 + 1 2D )-competitive on-line algorithms are given for trees and products of trees, including the mesh and the hypercube, and for uniform spaces when D = 1; 2. These algorithms are shown to be optimal. A lower bound of 85 27 on the competitiveness of any deterministic algorithm (in arbitrary spaces) with D = 1 is shown, disproving a conjecture by Black and Sleator. Deterministic (2 + 1 2D )-competitive algorithms are given for products of continuous trees under the L 1 metric, such as IR n with the \Manhattan" metric. A deterministic algorithm for IR n under any norm is presented, and shown to have competitive ratio tending to 1 + = 2:618 : : :
Introduction
The page migration problem arises as a memory management problem for a globally addressed shared memory in a multiprocessor system 5, 6, 22] . A common design for such a system is a network of processors, each of which has its own local memory 10, 19, 24] . In such a design, a programming abstraction of a single global memory address space is supported by a virtual memory system that distributes one or more copies of each physical page of memory among the processors' local memories.
If processor p contains a copy of page b, then it can directly read and write memory addresses on b. If p does not have a copy, however, then it must satisfy memory accesses by transmitting a request through the network to some processor q that does have a copy of b and by waiting for an answer from q. The communication cost of this request depends upon the network, and may vary depending on the choice of p and q. Essentially the same situation arises in distributed databases, where multiple copies of a data le may be stored at various local nodes.
Having a given virtual page stored at multiple processors reduces communication overhead during reads, but introduces the problem of maintaining consistency among the multiple copies during writes, something for which most multiprocessors do not provide mechanisms 6]. Therefore, various network designers have proposed restricting each writable page to a single copy 5, 6, 22] , and allowing the operating system to move the page between processors in response to changes in access patterns. The page migration problem is to decide, on-line, a sequence of page movements that minimizes the total cost of communication over all requests.
We formalize the page migration problem as follows: An instance of the problem consists of a metric space M (representing the network) and an integer constant D 1 (the page size factor).
Let s 2 M denote the current position of the page, which we think of as a \server." A sequence % of requests arrives on-line. Each request is a point r 2 M (representing a processor which needs to access the page). Once a request r arrives, it must be immediately served at cost d sr , the distance from s to r, which we also call the remote service cost. We are then allowed to move the server from s to any other point x at cost D d sx . This is called the movement cost. The total cost associated with servicing r is thus d sr + D d sx . We assume that before the rst request the server may be moved from its initial position s to an arbitrary point x at cost D d sx .
Among on-line optimization problems, the k-server problem, proposed by Manasse, McGeoch, and Sleator 18] is perhaps the best known and most widely studied 4, 7, 8, 9, 12, 14, 15, 18, 20] .
In their original paper, Manasse et al. also de ne the k-server with excursions problem, in which k mobile servers move through a metric space, paying costs for movements and for remote accesses, where these costs need not be related. Apart from a few results for (n ? 1) servers in a metric space with n points 18], nothing is known about this problem. Page migration can be viewed as a special 2 case of the 1-server problem with excursions, in which the movement cost is a constant factor times the remote access cost. 
for all request sequences % and all algorithms A 0 . (However, in this paper all algorithms will have a s = 0.)
Formally, a randomized algorithm for the page migration problem is a probability measure on the set of all deterministic algorithms for that problem. If A is such a randomized algorithm, we let cost A (s; %) denote the expected cost incurred by A on a request sequence %, given initial position s, and we say that A is c-competitive if (1) then holds for all choices of x and % and for every deterministic algorithm A 0 .
In the literature of competitive analysis, an on-line problem is often viewed as a game played against an adversary that generates requests on-line. An adversary is called adaptive if during the game it is allowed to know the state of the on-line algorithm, and hence adjust its strategy in response to the random choices of the algorithm. An adversary is called oblivious if it only knows the on-line algorithm and, consequently, it knows the probability distribution of the state at every time step but not the actual state. An adversary must choose its own algorithm to satisfy the requests and is charged the cost incurred by its algorithm on the request sequence. An o -line adversary is allowed to choose its algorithm after the entire request sequence has been generated. An on-line adversary must choose its algorithm before any requests are generated. The oblivious on-line and oblivious o -line adversaries are equivalent in power. Our de nition of randomized competitiveness assumes that the adversary is oblivious.
Black and Sleator 6] consider two classes of networks: uniform spaces (complete graphs with each edge having length 1) and trees with arbitrary edge lengths. They develop 3-competitive deterministic algorithms for these two cases. In addition, they show that no deterministic algorithm could be better than 3-competitive in any metric space with at least two points. Black and Sleator conjecture that a 3-competitive algorithm exists for all metric spaces. Very recently, Awerbuch et al. 1 ] have given a 6-competitive algorithm for the general case, which is the best upper bound known so far.
Westbrook 23] gives a randomized algorithm for the uniform network whose competitiveness constant approaches (5 + p 17)=4 2:28 as D approaches in nity, a (3 + p 5)=2 2:618-competitive randomized algorithm for general networks, and a randomized algorithm that is 3-competitive against an on-line adaptive adversary.
Similar memory management problems are examined in 4, 7, 12, 14, 15, 18, 20] . Practical issues and applications of page migration are discussed more fully in 5, 6, 22] . The le assignment problem involves the static allocation of multiple copies of data les to the nodes of a distributed system. File assignment has received a great deal of attention in the database community (see e.g. 11]). Adaptive versions of this problem have been studied 25], and our work has bearing on these problems.
A major di culty in traditional competitive analysis has been to understand optimal o -line algorithms. In particular, it is almost always impossible to know when, or to where, an optimal algorithm will move its server (the page). The approach in this paper is to use work functions, which completely describe the actions of the adversary to the extent that an on-line algorithm can know them, and which provide a systematic approach to problems of competitive analysis. Work functions were de ned in 9]. A similar concept was de ned earlier in 18] in the context of the server problem.
Each algorithm in this paper maintains a current work function !, where, for each x 2 M, !(x) is the algorithm's estimate of the optimal cost of servicing the past request sequence in such a way that the current server location is x. An algorithm then uses the work function to decide a move.
Overview of the paper. We rst consider randomized algorithms. In Section 4 we consider the simple case where the metric space consists of only two points. We present a (2+ 1 2D )-competitive randomized algorithm, EDGE, and prove a matching lower bound. The lower bound proof uses a potential argument, similar to the method frequently used for proving upper bounds. EDGE will be used as a building block to construct more complex algorithms.
In Section 5 we consider uniform spaces of arbitrary size. Quite unexpectedly, this problem appears to be very hard. We give an extension of EDGE to uniform spaces, prove that this extension is optimal for D = 1; 2, and conjecture that it is optimal for any D 3.
In Section 6 we present a randomized algorithm for trees called FACTOR, which can be viewed as a product of a number of instances of EDGE (one instance for each edge). FACTOR is (2 + 1 2D )-competitive, i.e., optimal. The \factoring" technique is similar to the technique used in 3, 13] in studying sequential search. FACTOR can also be applied, with the same competitive constant, to metric spaces that are Cartesian products of trees with the L 1 metric, including hypercubes and meshes.
We then present a number of results about deterministic algorithms. We show how to use continuity in certain spaces to turn a randomized algorithm into a deterministic one with the same competitive constant. This leads to (2 + 1 2D )-competitive algorithms for certain spaces (such as IR n under the Manhattan metric) which are products of continuous trees. We also derive an algorithm for IR n under any norm with a competitive ratio that tends to 1 + as D grows large, where is the golden ratio, 1:618. (This algorithm actually works for any normed metric space over IR.) Next we disprove the conjecture of Black and Sleator by giving a simple metric space for which there is no deterministic algorithm with competitiveness constant better than 85 27 3:148 for D = 1. For D = 1, we also give an optimal 3-competitive algorithm for any 3-point metric space. This algorithm uses forgiveness, a technique that has recently been applied to develop an 11-competitive algorithm for the 3-server problem 8]. We also have a computer-aided proof showing that this result cannot be extended to 4-point spaces.
Work Functions and Competitive Analysis
Following 9], we introduce the idea of a work function. Informally, at each step in the processing of a request sequence %, we will have an associated work function ! such that !(x) is a lower bound on the cost paid by any algorithm to serve the request sequence up to that point and end with the server located at point x. Although, due to the lack of information about future requests, an on-line algorithm usually cannot know the optimum location of the server, it can use the work function to estimate how much an optimum algorithm has paid so far given that its server is currently located at a particular point. Note that by (wf1), we can replace the universal quanti er in (wf2) by the existential one.
Given an initial position s and a request sequence %, we say that a work function ! is a work function for (s; %) if it satis es the following additional condition:
(wf3) For all x 2 M, the cost incurred by any algorithm that starts at point s, serves %, and ends with the server at point x, is at least !(x). By The optimal o set function is the function s;% = # ! s;% . The optimal o set function tells how much more than the current minimum an optimal algorithm must have paid providing that its server is currently at point x.
It is generally easier to deal with o set functions than work functions. In our problems, o set functions are easily characterized.
Competitive analysis
We can prove that a given algorithm A is c-competitive by showing that cost A (s; %) c cost OPT As mentioned above, we shall work with o set functions rather than work functions. We use the following property: if = #! then min( ^r) = min(!^r) ? min(!):
This property is easily veri ed using the de nitions of update and o set. The current o set su ces, therefore, to compute cost OPT following a request.
The potential functions we use in this paper will in fact depend only on the server location and the current o set function, and thus we will view them as functions : M W ! IR + .
Randomized Algorithms
In the next several sections we present randomized algorithms for a single edge, a tree, and any
Cartesian product of trees under the L 1 metric. In this section we give some preliminary de nitions.
A randomized algorithm is a probability distribution on the set of all deterministic algorithms for a given problem. Equivalently, one can view a randomized algorithm as an algorithm that makes random choices at each step. Given a new request, such an algorithm determines a probability distribution of the new server location.
Finite distributions. A probability distribution on a set S is said to be nite if there exists a nite set X M such that (X) = P x2X (x) = 1. If is a nite distribution on S and (X) = 1, we will also say that X supports . The smallest set that supports is called the support of . If the support of is a singleton, fxg, by an abuse of notation, we will identify x and , e.g., we will write = x. Throughout this paper, unless otherwise stated, we say \distribution" for short when we mean nite probability distribution. We use two formalisms to describe randomized algorithms for an on-line problem. A barely random algorithm, A, for a problem is a xed distribution on a nite set of deterministic algorithms, fA 0 ; A 1 ; : : :A N g, for that problem. A operates by rst choosing A i with probability p i , then following A i deterministically. Hence a random choice is made only once, during initialization. We denote a barely random algorithm constructed in this way by
Some barely random algorithms are given in 21, 23] .
On the other hand, a distribution-speci ed algorithm A is a deterministic function, where A(s; %) is a distribution on a set of states for each start state s and request sequence %. If is the distribution 8 of the current state, and if r is a request, then the algorithm must choose, deterministically, a distribution of the next state. The method of transition from to is determined by a \minimal transport," de ned below.
Transports. Suppose that and are distributions on sets A and B, respectively, and that a \distance" d xy is given for every x 2 A and y 2 B. We de ne a transport from to to be distribution on A B such that A transport describes a way for a randomized algorithm A to change the distribution of its state from to , by specifying for each pair of states (x; y) the probability that it starts at x and ends at y. To move between distributions and , the algorithm examines its actual state. If that state is x, then A moves to state y with probability (x; y)= (x). We assume that any distribution-speci ed algorithm uses a minimum transport to move between distributions. In order to agree with the formal de nition of a randomized algorithm, we must show how a distribution-speci ed randomized algorithm is a probability measure on the set of all deterministic algorithms. Let A be any distribution-speci ed randomized algorithm. For each real number 0 < t 1, we de ne a deterministic algorithm A t , in such a manner that A = Z A t dt That is, for any 0 p 1, A follows A t for some t p with probability p.
The A t are de ned in such a way that if the probability is that A moves from x to y, then A t moves deterministically from x to y for all t in some set whose measure is .
We de ne A t as follows. Let s be the initial position and % the sequence. of requests up to the present step. Let be the distribution of A before the next request at r, and is the distribution of A after that request, and choose a minimal transport from to . Let U(s; %; x; t) be the Lebesque measure of f0 < u t j A u (s; %) = xg. Let 
We call A 0 the distribution-speci ed algorithm generated by A. 
Migration on Two Points
In this section we consider the page migration problem when the metric space M has only two points, x and y. We call such a space an edge. We give a randomized algorithm, EDGE, that is (2 + 1 2D )-competitive on any edge, and show that this constant is optimal.
The edge is a special case of the uniform space of n points, fx 1 ; x 2 ; : : :; x n g, in which d xy =f or all x 6 = y,`a xed constant. Since we are always free to change the scale of distance, we can assume without loss of generality that`= 1. The optimal work function can be written as a vector All costs are non-negative integers, and therefore the property (wf1) implies the following lemma. where the EDGE i are deterministic algorithms de ned as follows. Let s i be the position of EDGE i 's server. If r is a request and not every EDGE i has its server at r, pick the smallest j such that s j 6 = r. EDGE j moves its server to r, while all other EDGE i do not move their servers. By an abuse of notation, we shall also use EDGE to denote the distribution-speci ed randomized algorithm generated by this barely random algorithm. (The costs are the same.)
Let be the current o set function, and let b = (y) ? (x) . Let p b = D+b 2D . By simple induction, it is easy to see that algorithm EDGE maintains the following probability distribution: Let be the distribution prior to processing request r, and let be the distribution after processing request r. The . We analyze the change of the potential in two cases: when the request is on x, and when the request is on y. In both cases we need to show that
In fact, since it is useful in the lower bound proof later, we show the equality holds: Proof: Suppose A is any randomized algorithm for the page migration problem on two points. We will de ne a potential function that assigns a value ( ; !) 2 IR + to each distribution and o set function !. We will also give an adversary strategy for generating requests such that (i) is bounded.
(ii) For request sequences generated by this adversary, the inequality
holds at each request.
(iii) The adversary can generate a sequence of arbitrarily high optimum cost.
We rst show that the above three conditions su ce to prove the statement of the theorem. Summing (5) By (iii), the left side can be made arbitrarily large, contradicting the fact that the right side is bounded.
We now give a potential function and prove that it satis es the three conditions. Let b = (y) ? (x) as before. Let q be the probability that A's server is at x. 
Let be the current o set function, let a = a , and let r be the new request point. We have two 
Trees
We de ne a nite metric space M to be a tree if its points are the vertices of an acyclic connected graph whose edges have nonnegative weights, and its distances are the weighted path lengths in that graph. Given such an M, there is just one such graph, and we will freely use graph terminology (such as \edge") for M when we really mean the associated weighted graph. We will denote an edge of M between vertices x; y 2 M by fx; yg, and the set of all edges of M by E. For x; y 2 M, we denote the set of vertices that are on the unique path in M from x to y by x; y].
In this section we present a (2 + 1 2D )-competitive algorithm, FACTOR, for trees. In the next section we show that this algorithm can be extended to products of trees, that is metric spaces that are Cartesian products of trees with the L 1 metric.
Algorithm FACTOR is based on a technique called \factoring" that divides one instance of the page migration problem on a tree M to a number of instances of the problem on two-point spaces, one for each edge of M. Proof: By Lemma 6.1 the cost of an optimal algorithm OPT for PMP M is the sum of the costs of the induced algorithms OPT e . The cost of each OPT e , however, can be no less than the optimum cost in PMP e , and A e is c-competitive compared to that optimum cost.
Comment: Note that in the general case, when we allow positive additive constants in the de nition of competitiveness (see Inequality (1)), the additive constant of A will be the sum of the additive constants of all the A e , and thus it can depend on the size of the tree. However, in our application all A e will have additive constant zero, and thus so will A.
As suggested by Lemma 6.1 and Corollary 6.2, we will construct FACTOR such that each FACTOR e is a copy of EDGE. This will show that FACTOR is C D -competitive.
De ne the barely random algorithm
where the FACTOR i are deterministic algorithms de ned as follows. Let s i be the position of FACTOR i 's server. Let r be a request, and let T denote a continuous subtree of M. FACTOR can be extended to in nite trees and to dynamic trees. By a dynamic tree we mean a tree that can grow branches during the request sequence. More precisely, at every step a request r is given by (a) choosing an edge fx; yg of T and putting a branch point w on x; y] (so that d xy = d xw +d wy ), (b) attaching r to T via w, and (c) specifying the length rw of the new edge fr; wg.
Let T 0 be the tree obtained from T after executing (a)-(c). FACTOR then satis es the request at r according to its normal algorithm.
Let T be the initial tree, and consider the rst time that it is modi ed. Let % be the request sequence up to this time. Assume we replace fx; yg by edges fx; wg, fw; yg, and fw; rg as above.
The actions performed by FACTOR i on % would have been the same had the new edges always been present. Hence the cost incurred by FACTOR can be no more than 2+1=2D times the optimal cost to serve % starting with T 0 rather than T. On the other hand, the optimal cost to satisfy % starting with T 0 can be no more than the optimal cost starting with T, since any move that can take place in T can also take place T 0 , and the distances in T 0 are no more than the distances in T. Extending this argument inductively on the sequence of dynamic modi cations, we conclude that FACTOR is (2 + 1=2D)-competitive on dynamic trees. Since FACTOR does not need to know the entire tree to run correctly, an in nite tree can be treated as a dynamic tree.
Cartesian Products
In this section we show that FACTOR can be used to design an optimally competitive randomized algorithm for any product of trees, by using one instance of FACTOR in each dimension 6]. The most common examples of such product topologies include hypercubes and meshes. The product construction for two metric spaces and on-line algorithms for the page migration problem extends naturally to products of nitely many spaces. Thus we obtain the following result.
Theorem 7.1 If M is a Cartesian product of nitely many trees, then there is a C D -competitive randomized algorithm for the page migration problem on M.
In particular, Theorem 7.1 holds for hypercubes and meshes, since a hypercube is the N-fold product of two-point spaces, and a mesh is the Cartesian product of linear graphs ( nite subsets of the real line).
Deterministic Algorithms
In this section we consider deterministic algorithms. First we will give an optimal (2+ 1 2D )-competitive algorithm for the vector space IR n , which we call BARY, the barycentric algorithm. We then generalize BARY to an arbitrary continuous tree.
Next, we will prove that there is no general deterministic algorithm for the page migration problem with competitive constant better than 85 27 , for D = 1. Finally, we will give an optimal 3-competitive algorithm for three points and D = 1.
Page Migration in IR n
A point x 2 IR n is an n-dimensional real-valued vector. Fix an arbitrary norm k k in IR n . Then d xy = kx ? yk is a distance function.
To construct deterministic algorithms for IR n we use a technique called \barycentric simulation. Proof: BARY(A) simulates A on the request sequence and computes the distribution of the server of A on IR n . BARY(A) keeps its server on , the barycenter of .
By Lemma 8.1, the movement cost of BARY(A) cannot exceed the expected movement cost of A at any given step. If r is the request point, we can consider r to be a distribution supported by frg, and the barycenter of that distribution is trivially r. Thus, by Lemma 8.1, the remote service cost of BARY(A) cannot exceed the expected remote service cost of A, at any given step. Theorem 8.2 indicates that randomization cannot help improve competitiveness on IR n . On the other hand, it allows us to construct several deterministic algorithms using known randomized algorithms. Theorem 8.3 There is a (2+ 1 2D )-competitive deterministic barycentric algorithm for page migration in IR n under the L 1 metric. Proof: For n = 1, this theorem follows from a barycentric simulation of FACTOR in the real line.
We rst note that if requests are made in IR 1 , then the dynamic tree constructed in the manner described in Section 6 can be uniquely embedded in IR 1 . Thus, it makes sense to refer to the algorithm FACTOR on IR 1 .
Second, we show that EDGE is (2 + 1=2D)-competitive on the real line segment 0; 1], under the restriction that all requests occur at endpoints. Algorithm EDGE is well-de ned: it always keeps its server at either endpoint according to the desired probability. We must ensure that the optimum cost on such a sequence cannot be decreased by placing the server at positions inside the interval. By induction on the request sequence, one may show that the optimum work function has the form
Hence the minimum value of the work function always occurs at the endpoint, and the update costs are the same as in the two point case. Therefore algorithm EDGE is (2 + 1=2D)-competitive on the line segment, which implies FACTOR is (2 + 1=2D)-competitive on IR 1 . The competitiveness of BARY(FACTOR) follows by Theorem 8.2.
To extend this to IR n under the L 1 metric, simply observe that IR n is a n-fold 
An Optimal Deterministic Algorithm for Continuous Trees
In this section we generalize BARY to an arbitrary \continuous tree." Let T be a tree in which each edge e has some length 0 l(e) 1. Consider each edge e of T to be an interval of length l(e) and consider the union of these edges, attached according to T. We call this space the continuous tree based on T. Any space which is obtained from some edge-weighted tree in this fashion is called a continuous tree. Let x; y] denote the set of points w 2 M that lie on the path between x and y, i.e. x; y] = fw j d xw + d wy = d xy g.
We rst note that if requests are made in a continuous tree M, then the dynamic tree constructed in the manner described in Section 6 can be uniquely embedded in M. Thus, it makes sense to refer to the algorithm FACTOR on M. In the rest of this section, we de ne the barycentric algorithm BARY for any continuous tree M, and prove that it is (2 + 1 2D )-competitive.
The goal of barycentric simulation is to nd a point such that for all z 2 M, d z z . It is relatively easy to nd such a point in IR n , but continuous trees are somewhat more complicated. We begin by considering a simple case. Proof: Without loss of generality we can assume that w 1 +w 2 = 1, since otherwise we can normalize the weights. It is also su cient to prove that if x 00 is the barycenter of u 0 ; v with weights w 1 ; w 2 The remaining case, x 0 2 y; v], is similar.
For n > 2, let weights w 1 ; w 2 ; : : :; w n 2 IR + be placed at points u 1 ; u 2 ; : : :; u n 2 M, respectively, and let u 0 2 be the barycenter of u 1 and u 2 with respect to weights w 1 and w 2 . We de ne the barycenter of u 1 ; u 2 ; : : :; u n with respect to weights w 1 ; w 2 ; : : :; w n as the barycenter of u 0 2 ; u 3 ; : : :; u n with respect to weights w 1 + w 2 ; w 3 ; : : :; w n , recursively. If w 1 = w 2 = : : : = w n , we say simply \the barycenter of u 1 ; u 2 ; : : :; u n " for short. Notice that the barycenter depends on the order of the points u 1 ; u 2 ; : : :; u n .
As an example, the reader may wish to consider a star with three edges of lengths 1, 2, and 3, respectively, and weight 1 on each leaf. Lemma 8.6 Let w 1 ; w 2 ; : : :; w n be weights in IR + , and let u 1 ; u 2 ; : : :; u n ; v 1 ; v 2 ; : : :; v n be points in M. If u is the barycenter of u 1 ; u 2 ; : : :; u n with respect to w 1 ; w 2 ; : : :; w n , and v is the barycenter of v 1 ; v 2 ; : : :; v n with respect to w 1 ; w 2 ; : : :; w n , then (
Proof: We use induction on n. The n = 1 case is trivial, and the n = 2 case is Lemma 8.5.
Suppose n > 2. Let u 0 2 be the barycenter of u 1 and u 2 with respect to weights w 1 and w 2 , and let v 0 2 be the barycenter of v 1 and v 2 with respect to weights w 1 and w 2 . Since u is the barycenter of u 0 2 ; u 3 ; : : :; u n with respect to w 1 + w 2 ; w 3 ; : : :; w n , and v is the barycenter of v 0 2 ; v 3 ; : : :; v n with respect to w 1 + w 2 ; w 3 ; : : :; w n then by induction, We now give an adversarial strategy for picking a request sequence % given that the server is initially at x. The adversarial strategy is illustrated by the tree in Figure 3 , where notation v : r means that in response to A moving its server to v, the adversary makes the next request on r. We give a description of the strategy below. The notation rr + means that the adversary generates two or more requests to point r until A moves the server to r. By a theorem of 16], we may assume that A eventually moves the server to r. Proof: For any integer p, let K p be an isometric copy of K, and x p 2 K p the point which corresponds to x. The adversary constructs a tree-like metric space in which each tree node is some copy K p . It begins with copy K 0 at the root. Then three copies K 1 ; K 2 ; K 3 are attached by equating x 1 ; x 2 ; x 3 with y 0 ; z 0 ; t 0 , respectively. The construction procedure then recurses on the three children. The recursion stops when the branch has su cient depth. In this metric space each point which is su ciently close to x 0 corresponds to x p for some copy K p . The server is placed initially at point x 0 .
Let A be any on-line algorithm. The adversary generates a bad request sequence for A in phases. At the start of phase i both A and the adversary have the server at the same point x p of copy K p . The adversary then generates the request sequence % i according to the strategy of Lemma 8.10, playing only within K p . The adversary moves its server optimally within K p . If A ever leaves K p during % i then the adversary may continue as if the server of A were at the point from which it departed K p and the cost incurred by A can only increase. At the end of % i both A and the adversary have their server at the same point u, which is x q for some copy K q . The adversary then begins phase (i + 1). for some > 0. By using the space with arbitrarily large cardinality the value of P i B i can be made arbitrarily large. Hence for % = % 1 % 2 % 3 there is no constant a x for which cost A (x; %) c cost OPT (x; %) + a x , and so A cannot be c-competitive.
An Algorithm for Three Points
The results of Black and Sleator 6] imply that there is a 3-competitive algorithm for each D and each metric space with two points. In this section, we show a 3-competitive algorithm for any three-point metric space and D = 1. We do not know whether there is a 3-competitive algorithm for 3 point spaces with D > 1.
Our three-point algorithm is based on a technique called forgiveness that has been recently used in an 11-competitive algorithm for 3 servers 8]. This technique exploits the exibility in the de nition of work functions. In the previous sections, our algorithms took advantage of the fact that the optimal o set functions for the edge, uniform space, and tree can be compactly characterized and are nite in number. With arbitrary three point spaces, however, the set of optimal o set functions can be very complicated. (The reader may wish to try computing the optimal o set functions for the metric space given by the 3-4-5 triangle as an example.) In fact, for some three point spaces there are in nitely many optimal o set functions.
In general, forgiveness decreases some values of the current work function in order to simplify the form of the corresponding o set function. The term \forgiveness" comes from viewing the on-line problem as a game played against an adversary. At each turn, the adversary chooses a request that the algorithm must serve, but the adversary must also pay something to serve the request. The work function provides a lower bound on the cost incurred by the adversary. By decreasing the work function we forgive the adversary some of that debt. Proof: Let ! i denote the work function at the time of request r i+1 , and i = #(! i ). Let ! 0 = s , where s is the initial server location. To compute ! i+1 , we rst compute ! 0 = ! i^ri . We then choose ! i+1 so that 3. the o set function i+1 = #! i+1 always has one of just four forms given below. (These forms have properties (wf1) and (wf2) from Section 2.) If ! i is a work function for % i = r 1 r 2 r i then clearly ! i+1 is a work function for % i r i+1 .
Notation. We will label the three points of our space relative to the location of the on-line server. The point containing the on-line server is always labeled A, and the other two points are labeled B and C arbitrarily. Let a be the length of the side opposite the point currently labeled A, i.e. d BC . We de ne the quantities b and c similarly. After the on-line server moves, we permute the labels as necessary. For the sake of succinctness, we will describe each o set function as a vector = ( (A); (B); (C)). We consider four forms, where a form is described by a current o set function , and some condition involving A; B; C and . In each form, (A) = 0. Thus, our server is always located at a minimum point of the o set function. Let be the current o set function. By cost adv we denote the cost charged to the adversary for request r. As mentioned before, the algorithm will forgive after updating the current o set function, and therefore the charge to the adversary is simply cost adv = min( ^r). We now give the algorithm A, and show that on any request cost A + 3 cost adv : (8) For request r i+1 , we have min( i^ri+1 ) = min(( #! i )^r i+1 ) = min(! i^ri+1 ) ? min(! i ) = min(! i+1 ) ? min(! i )
Using Equation (9) in Equation (8), and summing over the request sequence % = r 1 : : :r m , we can conclude that cost A (s; %) 3 min(! m ). Although min(! m ) is not necessarily the optimal lower bound on the cost to serve the sequence, it is a lower bound, and competitiveness follows.
In each of the above forms, if the request is on A then the server stays on A and the new o set function is A . Both costs are zero. The new form is of type 1, with potential zero, and thus (8) holds. Therefore we can restrict our attention to requests on B and C. In fact, it is the same space used for the proof of Theorem 8.10, shown in Figure 2 . There exists no written proof of this statement, and any written proof based on the results of our program would be, at this time, far too long and tedious for a journal paper. We are willing to share the source code with anyone who wishes to pursue this matter.
