We study regularity properties of the centered fractional maximal function M β . More precisely, we prove that the map f → |∇M β f | is bounded and continuous from W 1,
Introduction
Given f ∈ L 1 loc (R d ) and 0 ≤ β < d, the centered fractional Hardy-Littlewood maximal operator M β is defined by Questions regarding the regularity of maximal functions started with the work of Kinnunen [11] , who showed that if f ∈ W 1,p (R d ) with 1 < p < ∞, then M f ∈ W 1,p (R d ) and
|∇M f (x)| ≤ M (|∇f |)(x) almost everywhere in R d . The fractional case was first studied by Kinnunen and Saksman [12] , who noticed that Kinnunen's result extends to 0 < β < d, with M β f ∈ W 1,q (R d ) for 1 q = 1 p − β d and 1 < p < ∞, and moreover, showed that if f ∈ L p (R d ) with 1 < p < d and 1 ≤ β < d/p, then
almost everywhere in R d . The continuity of the map f → M β f from W 1,p (R d ) to W 1,q (R d ) was established by Luiro in [14] for β = 0 and 1 < p < ∞, although it immediately generalises to the case 0 < β < d; of course the sublinearity of M β ceases to hold at the derivative level, so the continuity of this map on Sobolev spaces does not immediately follow from its boundedness. It is noted that these results continue to work for the non-centered counterparts M and M β . This is strongly attached to the case p > 1, as the mentioned results rely on the Lebesgue space boundedness of the aforementioned maximal functions. In the case p = 1, one cannot expect M β f ∈ W 1, d d−β if f ∈ W 1,1 (R d ) for any 0 ≤ β < d, as M β fails to be bounded at the level of Lebesgue spaces. However, one may still ask whether M β f is weakly differentiable and whether the map f → |∇M β f | is bounded and continuous from W 1,1 (R d ) to L d d−β (R d ). This question was originally posed for β = 0, is commonly referred to as the W 1,1 (R d )-problem, and it is well known that its study significantly differs from the centered to the non-centered case. In this paper, we concern ourselves with β > 0 and the centered fractional maximal function; for β = 0, see [21, 1] and [7] for boundedness and continuity results for M if d = 1, [13] for boundedness for M if d = 1, and [15] for boundedness for M over radial functions if d > 1.
In the strictly fractional case, it was noted by Carneiro and the second author [6] that the interesting endpoint case p = 1 corresponds to the range 0 < β < 1. Indeed, if 1 ≤ β < d, (1.1) and the Gagliardo-Nirenberg-Sobolev inequality immediately yield, together with the bounds of M β−1 , that
This settles the boundedness of the map f → |∇M β f | from
The continuity of this map between such function spaces was recently established by the authors in [2] . In this situation, the same analysis continues to work for M β .
If 0 < β < 1, the corresponding boundedness result for M β was established by Carneiro and the second author [6] if d = 1, whilst its continuity at the derivative level was later shown by the second author [17] . Our first result is a counterpart for the centered case. 
The continuity statement in the above theorem was already established by the authors in [2, Theorem 1.3] under the boundedness hypothesis. The new contribution is therefore the almost everywhere differentiability of M β f and the bound (1.2). It turns out that special features of β > 0 and d = 1 allow to analyse M β in a similar way to M β , using some of the arguments introduced by Luiro and the second author [16] in the higher-dimensional radial problem.
Our main result is in higher dimensions. More precisely, it was shown by Luiro and the second author [16] 
is a radial function. The continuity of this map was established by the authors in [2] . Here, we prove the corresponding results for M β .
then M β f is differentiable almost everywhere and there exists a constant C = C(d, β) > 0 such that
In contrast to Theorem 1.1, we require a more refined analysis of the operator M β than that performed for M β in [16] . A key new fundamental idea consists in establishing a relation between M β and M β at the derivative level. Whilst
, this comparability ceases to hold for the derivatives. However, we are able to establish an inequality allowing to control ∇M β f (x) by ∇ M β f (x) and some additional terms (see Lemma 4.5) . This inequality is one of the main ingredients in the proof of Theorem 1.2, and allows to exploit non-centered techniques. We believe this is the first time that such a connection between centered and non-centered maximal functions has been made in the study of regularity questions. Whilst our relation is only valid for β > 0, we hope that this new perspective could also be useful to better understand regularity properties for M .
It is noted that the main result in Theorem 1.2 is the endpoint Sobolev bound (1.3). The continuity statement can be deduced via a similar scheme to the one used by the authors [2] in the non-centered case, together with a new idea recently introduced by González-Riquelme [8] . Interestingly, he obtained endpoint Sobolev results for a version of M β f defined on the sphere S d−1 if f is polar; see also [5] for similar results when β = 0.
Further interesting results concerning regularity of fractional maximal functions have been obtained recently; we refer the interested reader to [18] for the boundedness of fractional maximal functions on domains (see also [10] ), to [3] for results on lacunary and smooth variants of M β , as well as fractional spherical maximal functions, and to [20] for Poincaré inequalities for M β .
Structure of the paper. Section 2 is devoted to the representation of the derivative of the maximal function and its almost everywhere differentiability. In Section 3, the proof of Theorem 1.1 is presented. Section 4 contains preliminary results that will feature in the proof of the main theorem, and in particular the key relation between M β and M β at the derivative level. The boundedness part of Theorem 1.2 is presented in Section 5, whilst the continuity part is presented in Section 6.
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The derivative of the fractional maximal function
We start introducing some notation. The value of the Lebesgue exponent q will always be q = d/(d − β). Given a measurable set E ⊂ R d , χ E denotes the characteristic function of E and E c := R d \E its complementary set in R d . For c ∈ R , we denote by cE the concentric set to E dilated by c. The integral average |f (y)| dy .
The families of good radii are denoted by R β x and R β x respectively. Note that, as a consequence of the Lebesgue differentiation theorem, 0 / ∈ R β x and 0 / ∈ R β x . We start recalling some useful facts observed for M β in [16] , and establish the analogues for M β . First, note the following result, which follows by a simple change of variables. where r denotes the radius of B and r i the radius of B i for every i ∈ N.
The above proposition can be used to obtain the following lemma (the noncentered statement corresponds to [16, Lemma 2.2] ).
Assume that B ∈ B β x and x = L h (x). Then Since B ∈ B β x and x is also the center of the ball L h (B) for all h, it follows that s h ≤ 0 for all h. Since h can take positive and negative values, the existing limit must be equal to zero. The corresponding result in the non-centered situation follows similarly.
This implies as a consequence the following corollary, which will play a crucial rôle in relating M β and M β at the derivative level.
and the same holds for B ∈ B β x and M β .
. Our next goal is to show that M β is differentiable almost everywhere. To this end, it is useful to introduce the following object. Given ε > 0, define the truncated fractional maximal function as
The following observation follows from a straightforward adaption to the fractional setting of the arguments in Hajlasz-Maly [9, Lemma 8] .
β is Lipschitz continuous, and in particular differentiable almost everywhere.
The following lemma is essentially contained in Kinnunen [11] ; details are provided for the reader's convenience.
These two lemmas can be combined to show the a.e. differentiability if d = 1.
Proof. As f ∈ W 1,1 (R), the function f is continuous, and by Lemma 2.5 M β f is also continuous. Let I n = [n, n + 1] and write R = ∪ n∈Z I n . For each fixed n ∈ Z, the continuity of M β f ensures that there exists C n > 0 such that M β f (y) ≥ C n > 0 for all y ∈ I n . In particular, one has
As the countable union of sets of measure zero is a set of measure zero, one concludes that M β f is differentiable almost everywhere in R.
For the second part, let
as desired.
The a.e. differentiability and the representation (2.3) will play an important rôle in establishing the endpoint Sobolev bound (1.2). This is in contrast with the analogous result for M β in [6] , in which the bound ( M β f ) ′ q f ′ 1 was obtained without using the version of (2.3) for M β . In fact, a slightly stronger result concerning the q-variation of M β f was proved in [6] , which via a classical result of Riesz allowed to deduce that M β f is absolutely continuous if f ∈ W 1,1 (R).
If d > 1, it is possible to adapt the proof of Lemma 2.6 if the function f is radial. To this end, define the auxiliary operator
This operator was introduced by Luiro [15] in the non-centered β = 0 case, and will essentially behave as a one-dimensional maximal function when acting over radial functions; see the end of Section 4 for further discussion. 4) and the same holds for
5)
and the same holds for
is radial, f is continuous on any annulus and therefore M I β is continuous on A n . One can then argue as in the proof of Lemma 2.6 to show that M β f is a.e. differentiable on I n . On I c n , one has 
The case d = 1
In this section, the proof of Theorem 1.1 is provided. It is noted that we have already established the a.e. differentiability of M β f in Lemma 2.6. Moreover, the continuity result in the statement follows from [2, Theorem 1.3] once the inequality (1.2) is established.
We turn then into establishing (1.2). A key observation is the following.
Proof. We assume without loss of generality that r 1 ≥ r 2 . This implies that B(x 1 , r 1 ) ⊆ B(x 2 , 3r 1 ). In particular, as B 2 ∈ B β x2 , one trivially has that 3r1) . This and the fact that
Then we conclude that
where the lower bound simply follows as r 1 ≥ r 2 .
The above proposition provides a comparability among good radii for intersecting good balls with comparable non-fractional average. Consequently, this provides a uniform lower bound for all r x ∈ R β
x over x ∈ R d such that ∩ B(x, r x ) = ∅. Note that this does no longer work for β = 0. Interestingly, the availability of such a lower bound when β > 0 will allow us to carry a similar analysis to that performed for M I β in the higher dimensional, radial case in [16] . In particular, Lemma 2.10 in [16] adapts as follows, which will allow to exploit Proposition 3.1.
Then
Proof. Assume without loss of generality that (M β f ) ′ (x) > 0, and let z = x + r x . Then, by (2.3), integration by parts and (2.5)
Thus, it suffices to show that
As f ∈ W 1,1 (R), f is continuous. In particular, we can choose z 0 ∈ B x such that f (z 0 ) = |f | Bx . It is immediate from (3.1) that f (z 0 ) ≥ f (x − r x ). We will analyse two different situation according to the relative size of f (x − r x ) and f (z 0 )/2. Note that z 0 ∈ E x .
Combining both cases one obtains the desired result.
We can then proceed to the proof of (1.2), and therefore of Theorem 1.1.
Proof of Theorem 1.1. By Lemma 2.6, M β f is differentiable except on a set of measure zero. Thus, it suffices to show the bound (1.2) on the set
For each x ∈ Ω, fix B x := B(x, r x ) ∈ B β x such that r x is the smallest possible radius. By Lemma 2.6 and Lemma 3.2, one has
using that qβ = q − 1 and where E x is the set defined in Lemma 3.2. We analyse the inner integral for a fixed y ∈ R. We may assume that there exist x 1 , x 2 ∈ R such that χ Bx 1 (y)χ Ex 1 (y) = 0 and χ Bx 2 (y)χ Ex 2 (y) = 0 , as otherwise the inner integral vanishes. In particular, this implies that B x1 ∩B x2 = ∅ and, by definition of E x1 and E x2 ,
and by Proposition 3.1 we obtain
This means that there exists x 0 ∈ Ω y := {x ∈ Ω : χ Bx (y)χ Ex (y) = 0} such that
and
Relation between ∇M β f and ∇ M β f
The goal of this section is to establish an inequality that relates ∇M β f with its non-centered counterpart ∇ M β f . This inequality, which is shown in Lemma 4.5, may be seen as the analogue at the derivative level of the trivial bound M β f ≤ M β f , and it is the first time that such a relation has been obtained at the derivative level. In particular, it will allow us to use some of the techniques in [16] to deal with the term ∇ M β f , although additional difficulties will arise.
To show the upcoming Lemma 4.5 we will need several auxiliary results. Some of them were already observed for M β in [16] , whilst the ones concerning M β are new.
The next proposition was established in [16, Proposition 2.5], and will also be useful in our case.
However, we will also need the following variant, which is more suitable in the study of the centered fractional maximal function. Proof. By Gauss divergence theorem,
The result follows dividing by |B(x, r)|. 
Proof. Suppose that B = B(x, r) and z ∈ ∂B(x, r) such that z = x ± r x |x| , where the sign is chosen according to the direction of ∇M β f (x). By (2.5) and Corollary 4.3, it follows that
The following two lemmas contain the key estimates for the proof of the main theorem. Of these, the next one is the novel one, as it includes the aforementioned relation between M β f and M β f at the derivative level.
where r and r denote the radii of B and B respectively. If ∇M β f (x) · x > 0, we cannot proceed as before as the term β |x| B(x,r) |f (y)| dy is actively contributing. Instead, we control it by the non-centered maximal function 
The above lemma will be used when M β f (x) = M I β f (x). When those two maximal functions are equal, we use instead the following lemma, which is a minor modification of its non-centered counterpart [16, Lemma 2.10] .
for some x ∈ R d with r x ≤ |x| 4 , and
Note that this lemma is a radial higher-dimensional counterpart of Lemma 3.2 under the additional assumption r x ≤ |x|/4. This condition, together with Proposition 4.7, reduces the proof of the lemma to the one-dimensional case, provided the integration by parts argument is replaced by the estimate in Lemma 4.4. Proposition 4.7 is an elementary observation, but nevertheless crucial in order to extend the one-dimensional analysis to that of M I β over radial functions. 
f (y) dy .
Boundedness for d > 1
This section is devoted to the proof of the estimate (1.3). We will examine the different possible cases that arise depending on: the size of good radii r x relative to |x|, the direction of ∇M β f (x) and the size of auxiliary good radii r x for the non-centered M β f (x). A sketch of the proof is provided in Figure 1 for the reader's convenience.
≤ | x | / 4 Figure 1 . Scheme of the proof depending on the different cases.
The notation ≈ means that the analysis is similar to that performed in such cases. Then we can estimate
where we used the fact qβ = d(q − 1) . It suffices to show that Ωi Bx ∇|f |(y) dy dx ||∇f || 1 for i = 1, 2 .
In the case of Ω 1 , the bound follows using Lemma 4.6 and the same scheme as in the proof of the one-dimensional case given in Section 3. This case is then analogous to its non-centered counterpart, already established in [16] . The details are ommited.
The case of Ω 2 is where the analysis substantially differs from that of M β . We consider two further subcases. Define
and 
x is chosen so that r x is the smallest possible good radius. We will argue differently depending on the size of r x .
If r x ≤ |x| 4 , one may use item iv) in Lemma 2.7 in the above estimate to obtain |∇M β f (x)| ≤ r β The first term can be bounded by ∇f 1 as in Ω − 2 . For the second term, note that if y ∈ B x , |y| ≤ 2 r x + |x| ≤ 6 r x . This is the same situation as in the first term, except that we have the additional term ( r x /r x ), which cannot be ensured to be less than 1. However, it can essentially be treated in the same way using Fubini's theorem and the bounds r x ≥ |x|/4, r x ≥ |x|/4 and r x ≥ |y|/6,
Assume next |∇ M β f (x)| = 0. By iv) in Lemma 2.7 one has that x ∈ ∂ B x , and moreover, by radiality and the non-centeredness it follows that z = c x x with either c x < 1 or c x > 1.
If c x < 1, as a consequence of iv) in Lemma 2.7, we have that ∇ M β f (x) · x < 0. Thus, that term can be dropped in (5.1) and the same analysis as in ∇ M β f (x) = 0 yields the estimate -in fact, the situation is even simpler as B x ⊆ B(0, |x|).
If c x > 1, the term ∇ M β f (x) · x is actively contributing, and 
We can estimate the first two terms as in the case |∇ M β f (x)| = 0. The third term also follows with a similar argument, noting that
This yields the desired bound when r x > |x|/4 and concludes the proof of the endpoint Sobolev bound (1.3).
Continuity for d > 1
In order to conclude the proof of Theorem 1.2, it remains to show that the map f → |∇M β f | is continuous from W 1,1 rad (R d ) to L q (R d ). As mentioned in the Introduction, the proof follows the strategy used by the authors [2] in the noncentered case, together with a new idea recently introduced by González-Riquelme [8] that allows to obtain smallness of ∇M β f j inside a small ball around the origin. In what follows we put this strategy in action; see also [8, Theorem 25 ] for a similar approach.
For any radial function f ∈ W 1,1 (R d ) and any sequence of radial functions
We first review some auxiliary results that were established in the previous work by the authors [ 
Moreover,
a.e as j → ∞. 6.1.3. A functional analytic convergence lemma. In view of the representation of the derivative of M β in (2.4), it is useful to note that convergence of f j to f in W 1,1 (R d ) implies the convergence of their modulus. A proof of this functional analytic fact can be founded in [2] .
6.1.4. A classical convergence result. Finally, the following classical variant of the dominated convergence theorem will be also used in establishing (6.1).
This follows as a consequence of Fatou's lemma; see for instance [19, Chapter 4, Theorem 19 ].
6.2.
Proof of the continuity in Theorem 1.2. As it was shown by the authors in [2] , it suffices to show that the convergence (6.1) holds in any large compact set K. This is thanks to the following.
Then, for any ε > 0 there exist a compact set K and j ε > 0 such that
Our goal then is to establish the following. Proposition 6.5. Let 0 < β < 1, f ∈ W 1,1 (R d ) and {f j } j∈N ⊂ W 1,1 (R d ) be radial functions such that f j − f W 1,1 (R d ) → 0. Then, for any compact set K =B(0, b),
where q = d/(d − β).
Note that the convergence ∇M β f j − ∇M β f L q (R d ) → 0 trivially follows combining the above propositions.
In order to prove Proposition 6.5, write K = B(0, a) ∪ A(a, b), where A(a, b) denotes the annulus A(a, b) := {x ∈ R d : a ≤ |x| ≤ b}. We study the convergence on each region independently. Lemma 6.6. Let 0 < β < 1, f ∈ W 1,1 (R d ) and {f j } j∈N ⊂ W 1,1 (R d ) be radial functions such that f j − f W 1,1 (R d ) → 0. Then, for any 0 < a < b < ∞,
Proof. Set f 0 = f , and let E j be the set of measure zero for which Lemma 2.7 fails for f j . The set E := ∪ j≥0 E j continues to have measure zero. Moreover, let F denote the set of measure zero for which Lemma 6.1 fails. Note that for all x ∈ A(a, b) \ E ∪ F , as j → 0. Consequently, the norm convergence also follows in A(a, b) because this is a compact set. Therefore, the result follows from the a.e. convergence ∇M β f j → ∇M β f ensured by Lemma 6.1 and the Generalised dominated convergence theorem (Theorem 6.3).
We next show that there exists a small neighbourhood around the origin for which there is convergence. To this end, we use an idea recently introduced by González-Riquelme in [8] . ≤ ǫ q for all j ≥ j ǫ , and the same holds in B(0, δ) ∩ E 2 . It then suffices to choose λ > 0 large enough so that ∇f 1 /λ d/q < ǫ.
It is clear that Lemmas 6.6 and 6.7 can be combined to obtain Proposition 6.5 and concluding then (6.1), which is the desired continuity result.
