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We derive and employ an algorithm for the three-dimensional ﬂuid treatment of ionospheric
plasma, including the complete set of electromagnetic ﬁelds. Explored are the three-dimensional
electric and magnetic ﬁelds resulting from current divergence, current ﬂows, and Alfvén waves
associated with low-latitude plasma irregularity dynamics. We investigate both dynamic and static
electromagnetic properties. Simulated are the Alfvénic dynamics generated by low-latitude plasma
depletions that map electric ﬁelds along Earth's magnetic ﬁeld lines. The time scales of Alfvénic
dynamics to settle into an approximately electrostatic state is on the order of seconds to tens of
seconds. Presented are the electrostatic three-dimensional electromagnetic characteristics of the
gravitational Rayleigh-Taylor mode. Current divergence resulting from plasma depletions generate
a current circulation from the bubble to the E region where transverse conductivity is the greatest.
Despite high parallel conductivities along Earth's magnetic ﬁeld lines, we show that magnetic ﬁeld
lines are not exactly equipotential as often approximated. Simulated diamagnetic currents associated
with plasma bubbles produce signiﬁcant perturbation magnetic ﬁeld parallel to Earth's magnetic
ﬁeld consistent with Stolle et al. (2006). We ﬁnd that three dimensional ambipolar electric ﬁelds
are overestimated by one-dimensional theory. The gravitational Rayleigh-Taylor produces zonal
polarization electric ﬁelds, while zonal winds can add additional meridional electric ﬁelds, resulting
in a tilted ﬁelds. Observed tilted electromagnetic signatures in nature suggests a prevalence of
neutral wind inﬂuence on low-latitude plasma irregularities. Given a zonal drift, perturbations of
certain zonal wavelength can have polarization electric ﬁelds resonate due to Alfvén resonance. A
bubble upwelling at supersonic speeds is simulated. The bubble developed strong negative and
positive meridional magnetic ﬁelds on the northern and southern edge, respectively, on the order of
100 nT.
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Chapter 1
Introduction
On the bottomside of the F region, the equatorial ionosphere is unstable at night due to sharp post-
sunset bottomside gradients when photoionization ceases and recombination sharpens the density
gradient below the F layer. These sharp bottomside gradients are conducive to plasma instabilities
(Dungey , 1956; Balsley et al., 1972; Haerendel , 1973; Sultan, 1996) that take the form of plasma
density structures (often referred to as spread F, plasma irregularities, or plasma bubbles) in an
otherwise smooth and uniform layer of plasma around the Earth. These equatorial irregularities
have been observed regularly with satellites such as the Communications/Navigation Outage Fore-
casting System (C/NOFS) (Dao et al., 2011). Such irregularities can disrupt satellite-to-ground
communication and navigation systems such as the global positioning system (GPS). Observing,
identifying, and understanding the physics behind these plasma irregularities are essential to fore-
casting satellite-to-ground outages.
In past studies, several satellites observed these plasma irregularities, such as the Atmosphere
Explorer (see Hanson and Sanatani , 1973; McClure et al., 1977; Tsunoda et al., 1982), Defense
Meteorological Satellite Program (DMSP), Challenging Minisatellite Payload (CHAMP) (Reigber
et al., 2002), and C/NOFS (de La Beaujardiere et al., 2004) satellites. Associated with these plasma
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irregularities are perturbations in electric and magnetic ﬁelds. These ﬁelds result from current
systems associated with the the irregularities' growth driven by gravity, dynamo electric ﬁelds and
global wind systems. The electromagnetic signatures of these current systems not only can identify
plasma irregularities, but can also give insight to underlying physics.
In Figure 1.1, presented are ion density measurements spanning ∼ 700 km at low-latitudes
as measured in situ by C/NOFS' Planar Langmuir Probe (PLP) instrument. Raw ion density
measurements (black line) and estimated ambient ion density (red line) are presented on the ﬁrst
panel on a log scale. We take interest in the smaller scale ﬂuctuations (< 100 km) that deviate
from the ambient density n0. The absolute diﬀerence between the ambient density and the raw
measurements (∆ni = ni − n0) is presented in the second panel. To better represent all the small
ﬂuctuations as seen on the top panel's log scale, the ion depletion is often normalized by the
ambient density (∆ni/ni0), which is plotted on the third panel. The solar local time (solid-line) and
altitude (dotted-line) are plotted on the fourth panel. Signiﬁcant small scale density irregularities
are observed during the local nighttime for this particular orbit.
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Figure 1.1: C/NOFS observation of plasma irregularities on the nighttime side of the Earth.
Associated with these plasma irregularities are electric ﬁeld signatures such as those observed
globally at low-latitudes by Rodrigues et al. (2009), Huang et al. (2010), and Yokoyama et al.
(2011). In Figure 1.2, ∆ni/ni0 density ﬂuctuations (in black) and electric ﬁeld ﬂuctuations (in
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red) are presented. Here, ∆ni/ni0 is measured by C/NOFS' PLP and electric ﬁeld ﬂuctuations are
measured by C/NOFS' Vector Electric Field Instrument (VEFI) on June 3rd, 2008. ∆Ezon refers
to electric ﬁeld ﬂuctuations perpendicular to the Earth's magnetic ﬁeld (B0) in the zonal (magnetic
east) direction. ∆Emer refers to electric ﬁeld ﬂuctuations in the meridional direction (zonal cross B0
direction which is vertical at the magnetic equator). Superimposed on the electric ﬁeld ﬂuctuations
(red) is ∆ni/ni0 (black), showing the correspondence of electric ﬁeld ﬂuctuations with plasma
density ﬂuctuations. These electric ﬁeld ﬂuctuations are often interpreted as polarization electric
ﬁelds that result from plasma irregularities.
4
Figure 1.2: Plasma irregularities (normalized units) and associated electric ﬁeld ﬂuctuations
(mV/m). In black are plasma density ﬂuctuations and in red are electric ﬁeld ﬂuctuations sig-
nature to the plasma density ﬂuctuations.
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Until recently, experimental work has focused on by the plasma density, electric ﬁeld, and plasma
velocity measurements made possible by rocket, satellite and ground-based radar and radio-wave
measurement techniques developed in the period between 1950-2000. However, in more recent
times, magnetic ﬁeld measurements have been developed to the point that very small low-latitude
magnetic ﬁelds can be reliably detected (e.g. Lühr et al., 2003; Stolle et al., 2006). Upper atmosphere
magnetic measurements have been made for decades, of course, even before electric ﬁeld instruments
were developed, but were designed for auroral zone and polar cap current systems. The associated
magnetic ﬁeld perturbations are several orders of magnitude larger than near the equator (except for
the equatorial electrojet which is well below the F-Region of interest here). Development of sensitive
magnetic ﬁeld measurements was made jointly with scientists interested in microscale anomalies in
the crustal magnetic ﬁeld. These measurements have inspired the theoretical developments described
here.
In Figure 1.3, plasma density and ACmagnetic ﬁeld measurements made by the CHAMP satellite
are presented. These examples were ﬁrst presented in Stolle et al. (2006). For each day, the two large
increase in density in the top panels at around -15 and 15 degrees magnetic latitude are ambient
density enhancements known as the Appleton anomalies. The smaller scale structures in magnetic
ﬁeld are apparently associated with plasma ﬂuctuations. Stolle et al. (2006) attributed magnetic
perturbations parallel to Earth's magnetic ﬁeld to diamagnetic currents ﬂowing along the walls of
the plasma bubbles. However, questions of what resulted in magnetic perturbations perpendicular
to Earth's magnetic ﬁeld remained. It was postulated that perpendicular perturbations in magnetic
ﬁeld result from Alfvén wave generators inside ion density bubbles that carry ﬁeld-aligned currents,
an idea earlier described by Bhattacharyya and Burke (2000). Bhattacharyya and Burke (2000)
described how plasma density bubbles at the magnetic equator generate Alfvén waves that propagate
poleward, resulting in poleward Poynting ﬂuxes. Stolle et al. (2006) did not reach a deﬁnitive
conclusion about the observed perpendicular magnetic ﬁeld perturbations because, at times, the
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Poynting ﬂuxes pointed towards the supposed wave generator at the equator, contrary to what
Bhattacharyya and Burke (2000) described.
Figure 1.3: The ion density, and vector magnetic ﬁeld measured along CHAMP satellite passes
through the ionosphere at low-latitudes. Adapted from Stolle et al. (2006).
Prior to these sensitive magnetic ﬁeld data, one example of a very large magnetic perturbation
was observed in the equatorial F region (Aggson et al., 1992) using conventional instrumentation.
Aggson et al. (1992) were among the ﬁrst to observe evidence of perpendicular magnetic ﬁeld per-
turbations associated with equatorial plasma irregularities. They observed magnetic ﬁeld intensity
of 150 nano-Tesla (nT) at the edge of a strongly upwelling plasma depletion drifting vertically at
supersonic speeds of ∼ 2 km/s. The magnetic ﬁeld signatures were interpreted as propagating
Alfvén waves. Alfvénic characteristics of equatorial bubbles have been more recently discussed in
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Bhattacharyya and Burke (2000), Basu (2005), and Burke et al. (2012).
While there is a large variety of techniques to observe the electromagnetic signatures of plasma
irregularities, there is an inherent limitation to observing and interpreting these signatures. Plasma
bubbles are large three-dimensional (3-D) phenomena that can span hundreds of kilometers. Due
to a limited ﬁeld of view, neither satellites nor radars can determine the electromagnetic character-
istics of a whole plasma bubble at a given time. Not only are plasma bubbles large, their current
systems couple to the E region at higher latitudes. However, in this dissertation, a numerical
three-dimensional electromagnetic model of equatorial plasma bubbles is developed to investigate
and explore the electromagnetic characteristics of whole bubble systems (including coupling with
the E region). We will refer to this model as the Electro-Magnetic Ionosphere (EMI) model for
its ability to model electromagnetic physics in the ionosphere. For many decades and with good
reason, theoretical emphasis has been directed to the electrostatic nature of the plasma instabilities
associated with these irregularities. While there are several recent advances in low-latitude iono-
spheric numerical modeling (see Huba et al., 2000, 2008; Retterer , 2005, 2010; Aveiro and Hysell ,
2010), these models typically assume electrostatic conditions, where electric ﬁelds are irrotational
(∇ × E = 0, where E is the vector electric ﬁeld) and can be completely described using scalar
potential, Φ, such that E = −∇Φ. With potential solvers, these models determine a solution for Φ
such that currents are divergent free (∇ ·J = 0, where J is the vector current density). While these
models provide great insight into the development of low-latitude plasma irregularities, they do
not resolve dynamic electromagnetic processes. Electric ﬁeld associated with electromagnetic waves
(such as Alfvén waves discussed earlier) are rotational and thus cannot be fully described using a
scalar potential. For a more complete set of electromagnetic signatures, EMI is developed to include
dynamic electromagnetic physics in addition to electrostatic physics. A thorough description of EMI
is presented in Chapters 3 and 4. Inclusion of electrodynamics will allow for the investigation of the
processes that relay information throughout the system of a plasma irregularity.
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The goal of this dissertation is to derive a model and numerically simulate the full set of electro-
magnetic ﬁelds (electrostatic and electrodynamic) associated with low-latitude plasma irregularities
and investigate the electromagnetic characteristics of low-latitude plasma irregularities. The phe-
nomena responsible for the observed perturbed electric and magnetic ﬁeld signatures associated
with low-latitude plasma irregularities will be interrogated. In Chapter 7, Alfvén waves that carry
information through the system of the Rayleigh-Taylor mode (as theorized in Bhattacharyya and
Burke, 2000, Basu, 2005) are analyzed. In Chapter 8, electrostatic electromagnetic ﬁelds associated
low-latitude bubbles are explored. More speciﬁcally, the electromagnetic ﬁelds for the electrostatic
gravitational Rayleigh-Taylor, diamagnetic, ambipolar, and wind-driven current circulations are
analyzed. In Chapter 9, we explore Alfvén resonance in the context of low-latitude plasma irreg-
ularities that electrostatic theory cannot describe. In Chapter 10, a supersonic bubble similar to
that observed by Aggson et al. (1992) is simulated.
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Chapter 2
Background
2.1 General plasma equations
Before discussing the electromagnetic theory associated with plasma irregularities, we must ﬁrst
establish the fundamental equations that describe the physics of plasmas in the ionosphere. First,
the motion of ions and electrons can be described by the ion momentum, and electron momentum
equations,
dvi
dt
=
e
M
(E+ vi ×B) + g − ∇pi
niM
− νin (vi − vn)− νie (vi − ve) (2.1)
dve
dt
= − e
m
(E+ ve ×B) + g − ∇pe
nem
− νen (ve − vn)− νei (ve − vi) , (2.2)
where vi is the ion velocity, ve is the electron velocity, d/dt is the advective derivative (∂t + vi · ∇
for ions and ∂t + ve · ∇ for electrons where ∂t is the partial time-derivative), e is the elementary
positive charge, M is the ion mass, m is the electron mass, E is the electric ﬁeld vector, B is
the magnetic ﬁeld vector, g is the gravitational acceleration vector, pi is the ion pressure, pe is the
electron pressure, νie is the ion-electron collision frequency, νin is the ion-neutral collision frequency,
νei is the electron-ion collision frequency, and νen is the electron-neutral collision frequency. Here,
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we deal with single ion species for simplicity. The conservation of ions is expressed by the plasma
continuity equation,
∂tni = −∇ · (nivi) , (2.3)
where ni is ion density and we neglect ion production and loss. The density of electrons, ne, can be
solved for by considering the quasi-neutrality of plasmas,
ne ' ni, (2.4)
for single species singly charged ions. Throughout this dissertation, we deal only with singly charged
ions (O+, H+, He+, O+2 , NO
+). Hence, ne and ni are interchangeable throughout. The electromag-
netism of plasmas are dictated by Maxwell's equations,
∇ ·B = 0 (2.5)
∇ ·E = e
0
(ni−ne) (2.6)
∂tB = −∇×E (2.7)
∂tE = c
2 (∇×B− µ0J) , (2.8)
where 0 is the permittivity of free space, µ0 is the permeability of free space, and J is the current
density, deﬁned as
J = ene(vi − ve). (2.9)
We can write J, ﬁrst solving equations (2.1) for vi and (2.2) for ve,
vi = A˜i ·
[
e
M
E+ g − ∇pi
niM
+ νinvn + νieve − dvi
dt
]
(2.10)
ve = A˜e ·
[
− e
m
E+ g − ∇pe
nem
+ νenvn + νeivi − dve
dt
]
, (2.11)
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where A˜i and A˜e are tensors, deﬁned as
A˜(σ=i,e) =

νσ −Ωσz Ωσy
Ωσz νσ −Ωσx
−Ωσy Ωσx νσ

−1
, (2.12)
where νi = νin + νie, νe = νen + νei, and gyrofrequency components are deﬁned as
Ωix
Ωiy
Ωiz
 ≡ eBM ,

Ωex
Ωey
Ωez
 ≡ −eBm . (2.13)
Taking the diﬀerence of equation (2.10) and (2.11) and multiplying the diﬀerence by ene yields
J = σ˜E+ eneA˜i
(
g − ∇pi
niM
+ νinvn + νieve − dvi
dt
)
− eneA˜e
(
g − ∇pe
nem
+ νenvn + νeivi − dve
dt
)
,
(2.14)
where σ˜ is the conductivity tensor such that
σ˜ =

σp 0 σh
0 σ0 0
−σh 0 σp

σ0 =e
2ne
(
1
mνe
+
1
Mνi
)
σp =e
2ne
(
νe
m (ν2e + Ω
2
e)
+
νi
M
(
ν2i + Ω
2
i
))
σh =e
2ne
(
|Ωe|
m (ν2e + Ω
2
e)
− Ωi
M
(
ν2i + Ω
2
i
)) ,
(2.15)
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for a coordinate system where yˆ is parallel to B. The conductivities σ0, σp and σh are commonly
referred to as the parallel, Pedersen, and Hall conductivities, respectively. Typical values for these
conductivities are shown below (from Kelley , 2009).
Figure 2.1: Typical parallel, Pedersen, and Hall conductivities in ionosphere (Kelley , 2009).
In the electrostatic regime, an important relation is that the current converges to zero divergence,
∇ · J = 0. (2.16)
This is derived from taking the divergence of equation Ampere's law (2.8) after setting the time
derivative (which is electrodynamic) to zero.
2.2 Classic linear theory of the gravitational Rayleigh-Taylor mode
The gravitational Rayleigh-Taylor instability is classically simpliﬁed by making several approxima-
tions. Firstly, the problem is made one-dimensional (1-D) by neglecting any physics in the parallel
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or meridional direction and only consider currents that ﬂow in the x -direction (zonal). There are
serious implications when making this simpliﬁcation. However, the 1-D approximation is much eas-
ier to analytically solve than the three-dimensional (3-D) problem. We further simplify the analysis
by neglecting pressure forces (cold plasma analysis), neglecting a background electric ﬁeld E0, and
neglecting neutral winds, vn. Their eﬀects will be discussed later. Furthermore, restricting our
analysis to the F region where plasmas are weakly collisional, we neglect electron collisional terms.
With all of these simpliﬁcations, the current density (2.14) reduces to
J =
(
σpEx1 +
niMg
B
)
xˆ. (2.17)
By equation (2.16), ∇ · J = 0, the current must be divergent free. Hence,
∂x (σpEx) = −∂x
(
niMg
B
)
. (2.18)
Let us break E into a sum of a background electric ﬁeld, E0, plus a perturbation value, E1, such
that E = E0 + E1. Likewise, let us break ni into a sum of a background ion density, ni0, plus a
perturbation value, ni1, such that ni = ni0+ni1. We treat background values E0 and ni0 as constant
in all spatial directions, where variations are represented by E1 and ni1, respectively. Substituting
E and ni into equation (2.18) yields
σp∂xEx1 + Ex1∂xσp = −Mg
B
∂xni1. (2.19)
In the F region, where the plasma is weakly collisional (Ω2i  ν2i , Ωe  νe, and νe ∼ 0), the
Pedersen conductivity, σp, from (2.15) can be expressed as
σp =
Mniνin
B2
. (2.20)
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Thus, equation (2.19) can be rewritten as
σp∂xEx1 +
σp
ni
Ex1∂xni = −Mg
B
∂xni. (2.21)
Assuming plane wave solutions, where Ex1 ∝ ni1 ∝ ei(ωt−kx) and where k is the zonal wave vector,
equation (2.21) becomes
σp
ni
Ex1 (ni + ni1) = −Mg
B
ni1. (2.22)
Assuming ni  ni1, as part of this linear analysis, we solve for Ex1 as
Ex1 = −Mg
σpB
ni1, (2.23)
where Ex1 is the polarization electric ﬁeld that develops due to a perturbation in ion density, ni1.
One can interpret this polarization ﬁeld as a simple circuit presented in Figure 2.2. Given a gravity-
driven current source across a plasma resistor, the voltage across that resistor is simply the current
(−Mgni1/B) times the resistance or current divided by the conductance (σp). Such polarization
electric ﬁelds are inherently signature of equatorial plasma irregularities. A density depletion will
result in a zonal electric ﬁeld.
Figure 2.2: Polarization electric ﬁeld circuit analogy diagram.
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Not only are polarization electric ﬁelds signature of plasma irregularities, polarization electric
ﬁelds impose forces on plasma irregularities that are key to the Rayleigh-Taylor instability. The drift
velocity due to gravity and an electric ﬁeld can be calculated from equation (2.10) in the weakly
collisional limit, Ω2i  ν2i , resulting in the following drift velocity
vi =
gravity︷ ︸︸ ︷
Mg ×B
eB2
+
electric ﬁeld︷ ︸︸ ︷
E×B
B2
, (2.24)
where the ﬁrst term is the gravitational drift and the second term is the E×B drift. Substituting
E with the polarization electric ﬁeld (2.23) yields
vi =
Mg ×B
eB2
− gB
νinni
ni1xˆ× B
B2
=
Mg
eB
xˆ− gni1
νinni
zˆ, (2.25)
where xˆ is in the magnetic zonal direction, yˆ is in the direction parallel to B, and zˆ is meridional. In
order to interrogate how these drifts aﬀects the plasma density, we consider the continuity equation
∂tni = −∇ · (nivi) . (2.26)
In the F region, plasmas are approximately incompressible (∇ · v⊥ ' 0). Thus we can simplify the
continuity equation as
∂tni = −vi · ∇ni = −vix∂xni − viz∂zni, (2.27)
where ∂x and ∂z are the spatial partial derivatives in the x and z directions, respectively. The
partial derivative in the parallel direction does not appear because viy = 0 in this 1-D analysis,
but we must consider the vertical gradient in ion density, which is essential to the Rayleigh-Taylor
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instability. Substituting vix and viz with (2.25) yields
∂tni = −Mg
eB
∂xni +
gni1
νinni
∂zni. (2.28)
Now let us consider plane wave solution in the zonal direction assume where both ni1 and Ex1 are
proportional to ei(ωt−kxx), as illustrated below.
Figure 2.3: Diagram of Rayleigh Taylor instability.
Substituting ni with the zonal plane wave solution into the continuity equation (2.28) yields
iωni1 = ikx
Mg
eB
ni1 +
gni1
νinni
∂zni0
ωni = kx
Mg
eB
ni1 − i gni1
νinni
∂zni0
ω = kx
Mg
eB
− i g
νinni
∂zni0 (2.29)
Substituting ω back into the plane wave solution yields the description of how the density wave
drifts and grows,
ni1 ∝ ei(ωt−kxx) =
∣∣∣e gνinni ∂zni0t∣∣∣ · eikx(MgeB t−x). (2.30)
This solution is a plane wave that moves in the x -direction at the velocity of the gravitational drift,
with an amplitude that exponentially decays for ∂zni < 0 and exponentially grows for ∂zni > 0. On
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the bottom-side of the F layer (where ∂zni > 0) irregularities will grow. Because ∂zni is greatest
at night when recombination decays the bottom of the F layer and sharpens the F layer's edge,
these plasma irregularities are most violent at night. During the day, photoionization dominates
bottom-side recombination and decreases both ∂zni and the irregularities' growth rate drastically.
This is why equatorial plasma irregularities are typically nighttime phenomena.
2.3 Generalized classic Rayleigh-Taylor instability
In the previous section we described the gravitational Rayleigh-Taylor instability neglecting the
background electric ﬁeld and neutral winds. We will now generalize the classic Rayleigh-Taylor
instability. Again, in the F region, the plasma is weakly collisional (Ω2i  ν2i , Ωe  νe, and νe ∼ 0).
Neglecting ion momentum and the dimension parallel to B, the cold plasma (Ti = 0 and Te = 0)
ion velocity equation (2.10) becomes
vi =
1
Ω2i
[
νi
( e
M
E+ g + νinvn
)
+ Ωi
( e
M
E+ g + νinvn
)
× B
B
]
, (2.31)
In the F region, electrons are highly magnetized (Ωe  νe). Hence, neglecting the dimension parallel
to B, the cold plasma electron velocity equation (2.11) simpliﬁes to
ve =
(
E
B
+
mg
eB
)
× B
B
, (2.32)
where we neglect electron-neutral collisions. Taking the diﬀerence of the ion and electron velocities
and multiplying the diﬀerence by eni yields
J =
eni
Ω2i
[
νi
( e
M
E+ g + νinvn
)
+ Ωi
( e
M
E+ g + νinvn
)
× B
B
]
− eni
(
E
B
+
mg
eB
)
× B
B
(2.33)
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The E cross B terms cancel and the electron gravitational term is negligible compared to the ion
gravitational term, because M  m. Thus, the current density becomes
J =
eni
Ω2i
[
νin
( e
M
E+ g + νinvn
)
+ Ωi (g + νinvn)× B
B
]
J =
eni
Ω2i
[
νin
( e
M
Ex + νinvnx
)
+ Ωi (gz − νinvnz)
]
xˆ
+
eni
Ω2i
[
νi
( e
M
Ez − gz + νinvnz
)
+ Ωi (νinvnx)
]
zˆ.
(2.34)
By equation (2.16) the current must be divergent free, ∇ · J = 0. Hence, neglecting currents in the
y and z directions in this 1-D analysis, ∂xJx = 0. Focusing our attention to Jx, the x components
of equation (2.34) is
Jx =
eni
Ω2i
[
νin
( e
M
Ex + νinvnx
)
+ Ωi (gz − νinvnz)
]
. (2.35)
Setting ∂xJx = 0 yields
e∂xni
Ω2i
[
νin
( e
M
Ex + νinvnx
)
+ Ωi (gz − νinvnz)
]
+
e2niνin
MΩ2i
∂xEx = 0
e∂xniΩi
[
gz +
νin
B
Ex − νinvnz + ν
2
in
Ωi
vnx
]
+
e2niνin
M
∂xEx = 0. (2.36)
Deﬁning an eﬀective gravity
g′ ≡ g · cos (D) + νin
B
Ex0 − νinvnz + ν
2
in
Ωi
vnx, (2.37)
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where Ex0 is the background zonal electric ﬁeld and D is the dip angle (angle between B and the
horizon), allows us to express the polarization electric ﬁeld resulting from ni1 as
e∂xniΩig
′ +
e2niνin
M
∂xEx = 0
Ex1 = −ni1ΩiMg
′
eniνi
=
B2
Mniνin
Mni1g
′
B
= −Mg
′
σpB
ni1, (2.38)
where the Pedersen conductivity is deﬁned by equation (2.20). Note the similarity to the polarization
electric ﬁeld in equation (2.23). The only diﬀerence is that g is replaced with the eﬀective gravity, g′,
expressed by equation (2.37). The generalized Rayleigh-Taylor instability will operate in the same
way as the simpler gravitational Rayleigh-Taylor instability, but with a diﬀerent gravity. Similarly
to equation (2.30), the wave solution with the eﬀective gravity, g′, becomes
ni1 ∝ ei(ωt−kxx) =
∣∣∣∣e g′νinni ∂zni0t∣∣∣∣ · eikx(Mg′eB t−x), (2.39)
a plane wave that moves in the x -direction at the speed of the eﬀective gravitational drift speed,
with an amplitude that exponentially decays or grows with the
∣∣∣∣e g′νinni ∂zni0t∣∣∣∣ term.
2.4 Polarization electric ﬁeld derived from ﬁeld-line integrated quan-
tities
The simplistic linear analysis of the Rayleigh-Taylor instability in Subsections 2.2 and 2.3 is a great
stepping stone to understand the root of the plasma instabilities in the F region. However, it is
a gross simpliﬁcation. More realistically, parallel currents play an important role on how much
polarization electric ﬁelds develop given a perturbation in ion density. Magnetic ﬁeld lines are
approximately equipotential and act like wires that can extend as far as the E region. The Pedersen
conductivity, σp, is far greater in the E region than it is in the F region (refer to Figure 2.1). The F
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region's connection to the E region's greater σp can signiﬁcantly decrease the polarization electric
ﬁeld because currents have a path to lesser resistance. In turn, the weaker polarization electric
ﬁeld signiﬁcantly reduces the Rayleigh-Taylor growth rate. In this section we attempt to derive the
weaker polarization ﬁelds, approximating Earth's magnetic ﬁeld lines as equipotential with ﬁeld line
integrated quantities similar to those found in Perkins (1973).
Combining the zonal current density equation (2.35) and the eﬀective gravity (2.37), the zonal
current density can be expressed as
Jx = σpEx1 +
niMg
′
B
, (2.40)
whereEx1 is the zonal electric ﬁeld perturbation, and the Pedersen conductivity is σp = e
2niνin/MΩ
2
i
in this section. Here, we refer to x as being in the magnetic zonal direction, y as being parallel to
the magnetic ﬁeld, and z as being perpendicular to the magnetic ﬁeld and in the meridional plane.
The problem with (2.40) alone is that we must recognize that all of the points along a ﬁeld line are
approximately equipotential, as discussed earlier, and thus are eﬀectively tied together. Every point
along a ﬁeld line has the same net zonal current as any other point on the line. Note that current
observed at any speciﬁc point is not necessarily produced at that point locally. For instance, electric
ﬁeld-induced currents will ﬂow through the paths of least resistance and not necessarily where the
electric ﬁeld is generated. Regardless of how electric ﬁelds map along magnetic ﬁeld lines, most of
the current will ﬂow through where the Pedersen conductivity is greatest. A more comprehensive
current equation must be formulated.
Take the circuit analogy of several current sources tied together in parallel. The output current
of the parallel sources is the sum of all the sources. In our case, the current sources are driven by
electric ﬁelds and eﬀective gravity tied together in parallel (in a circuit sense) by magnetic ﬁeld
lines. The total zonal current driven by any of the two drivers is a ﬁeld-line integral of its current
contribution. Dividing this integral by the length of the line yields the eﬀective zonal current
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density. Using the electric ﬁeld mapping for a dipole magnetic ﬁeld (B.1), derived in the appendix,
the eﬀective zonal current driven by electric ﬁelds is formulated as
J ′xE =
´ σp
cos3 θ
dy´
dy
Ex1|θ=0 , (2.41)
where Ex1|θ=0 is the electric ﬁeld perturbation at the magnetic equator, θ is the magnetic latitude,
and the integration in the y direction is along the magnetic ﬁeld line. Turning to the gravitational
current contributions, we note that Perkins (1973) treats gravity currents as a varying value along
the ﬁeld line. However, similar to the formulation of Pedersen currents, gravity-driven currents are
also tied together by magnetic ﬁeld lines. The eﬀective zonal currents should not diﬀer from point
to point along equipotential ﬁeld lines. All points on a ﬁeld line must be subjected to the same
net zonal current, regardless of how much current is produced locally. Similar to the formulation of
(2.41), we formulate the eﬀective current density driven by gravity in equations (2.42), as a ﬁeld-line
integral divided by the length of the ﬁeld line:
J ′x gravity =
´ nMg′
B dy´
dy
(2.42)
where one has to be careful that D, the dip angle, is embedded in g′. Combining the eﬀective
current densities yields
J ′x =
´ σp
cos3 θ
dy´
dy
Ex1|θ=0 +
´ niMg′
B dy´
dy
, (2.43)
where the ﬁrst and second terms are the eﬀective current densities driven by electric ﬁeld and
gravity, respectively. The new current equation (2.43) is similar to the equation of the locally
produced current (2.40) except that all of the points along a ﬁeld line are properly tied together
and are actually common values to all points on equipotential ﬁeld lines.
By equation (2.16), the current divergence must be zero, ∇ · J = 0. Assume the plane wave
solutions Ex1 = δExe
i(ωt−kx) and ni1 = δniei(ωt−kx) where k is the zonal wave number and ni1 is
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the ion density perturbation from the ambient density, n0. Taking the divergence of (2.43), setting
it to zero, using the plane wave solutions, dropping second-order terms, and using the electric ﬁeld
mapping for dipole magnetic ﬁelds (B.1) derived in the appendix, the linearization of the zonal
current divergence equation yields
δEx|θ=0 =
− ´ Mg′B δnidy´ σp
cos3 θ
dy
Ex1 =
− ´ Mg′B n1dy
cos3 (θ) · ´ (dy · σp/ cos3 θ) = −
1
σ′p
´ Mg′
B n1dy´
dy
(2.44)
where δEx|θ=0 is δEx, evaluated at the magnetic equator, and we deﬁne an eﬀective Pedersen
conductivity as σ′p ≡ cos3 (θ) ·
´ (
dy · σp/ cos3 θ
)
/
´
dy. We neglect the second-order term involving
the change in σp due to density perturbations for two reasons. For cases where ni1 and Ex1 are small
compared to the ambient density and ambient zonal electric ﬁeld, respectively, the second-order term
is negligible. Second-order terms are often neglected in linear analysis. Even if ni1 and Ex1 are not
small, the change in the eﬀective Pedersen conductivity, σ′p, is negligible. Depletions are found in
the F region and, while they aﬀect σp in the F region, they will not signiﬁcantly aﬀect σp at lower
altitudes. Since the eﬀective Pedersen conductivity is dominated by σp in the minimally aﬀected
lower altitudes, neglecting the changes of σp due to density perturbations is justiﬁed. Equation (2.44)
describes the polarization electric ﬁeld that develops to relieve any current divergence due to density
perturbations along a ﬁeld line. A circuit analogy to Ex1 as formulated by (2.44) is the voltage
that results from several current sources and conductors in parallel with one another. The voltage
across such a circuit would be the total current sources divided by the total conductance. In our
case, the divergences of gravity-driven currents are current sources and the Pedersen conductivities
are conductors, both of which are tied together in parallel by magnetic ﬁeld lines.
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Let us compare the polarization electric ﬁeld neglecting the parallel dimension (2.38),
Ex1 =
−Mg′B ni1
σp
(2.45)
and the polarization electric ﬁeld assuming equipotential magnetic ﬁeld lines,
Ex1 =
− ´ Mg′B n1dy
cos3 (θ) · ´ (dy · σp/ cos3 θ) . (2.46)
Equation (2.46) reduces to equation (2.45) if integrated over an inﬁnitesimal length along the Earth's
magnetic ﬁeld line. However, extending the integration along the whole ﬁeld line, equation (2.46)
decreases drastically because of the integral in the denominator. Magnetic ﬁeld lines extend into
the E region at lower altitudes where the Pedersen conductivity, σp, is extremely high (much higher
than in the F region), resulting in an increased denominator and subsequently decreased polarization
electric ﬁeld. Deriving the analytical growth rate considering the parallel dimension is complicated.
This is because the continuity equation coupled with the polarization electric ﬁeld,
∂tni = −∂zni0 · Ex1
B
, (2.47)
varies along the magnetic ﬁeld line because ∂zni0 varies. Furthermore, this complicates the integral
of the numerator in equation (2.46). However, when considering the parallel dimension, it can be
said that polarization electric ﬁelds will be decreased due to current ﬂow through the high Pedersen
conductivity in the E region. In turn this drastically reduces the growth of the Rayleigh-Taylor mode
that relies on polarization electric ﬁeld to grow. A full derivation of the growth rate considering the
parallel dimension can be found in Rappaport (1996).
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2.5 Alfvén wave generator
In Section 2.4, we described how polarization electric ﬁelds that develop withing plasma bubbles
interact with the Pedersen conductivity in the E region. The question remains: what processes allow
for the communication between the bubble and the E region? Previously, equatorial plasma bubble
dynamics have been assumed to be electrostatic; that is, dB/dt = 0. This is a fair approximation
in the interest of typical bubble growth with growth rates on the order of tens of minutes to hours,
whereas Alfvénic (or electromagnetic) dynamics are on the scale of seconds to tens of seconds
(Basu, 2005). However, it is the electromagnetic dynamics (where dB/dt 6= 0) that are responsible
for carrying information from the bubble to the E region (Bhattacharyya and Burke, 2000; Basu,
2005). Speciﬁcally, shear Alfvén waves carry electromagnetic information from the bubble to the E
region, where a bubble in the F region acts as an Alfvén wave generator as illustrated in Figure 2.4.
A bubble in the F region creates a divergence in gravity-driven currents that generates polarization
electric ﬁelds and Alfvén waves that are transmitted along Earth's magnetic ﬁeld lines to the E
region at higher magnetic latitudes and lower altitudes
Figure 2.4: Alfvén wave generator diagram. A bubble in the F region creates a divergence of current
that generates a polarization electric ﬁeld that is transmitted to the E region via Earth's magnetic
ﬁeld lines. Information is carried by Alfvén waves.
The Alfvénic nature of the Raleigh-Taylor mode is analytically shown ﬁrst by simplifying the
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problem into a 2-D problem where the bubble generates a divergence of current that ﬂows freely
along Earth's magnetic ﬁeld lines (equipotential ﬁeld line approximation) and eventually closes
through the E region where the Pedersen conductivity is highest, illustrated as σp conductors in
Figure 2.4. In this problem we only consider currents driven by static electric ﬁeld (A.10), gravity-
driven currents (A.13), and polarization currents (A.21). For this problem, the currents density
(2.14) associated with the bubble can be expressed as
J = Jx1xˆ+ Jy1yˆ, (2.48)
where xˆ is zonal, yˆ is parallel to Earth's magnetic ﬁeld, and
Jx1 = σpEx1 +
Mg
B
ni1 +
Mne
B2
∂tEx1 (2.49)
Jy1 = −∂xBz1, (2.50)
where we can determine the parallel currents (Jy1) from the y-component of Ampere's law. Satis-
fying the rest of Ampere's law (speciﬁcally the x -component of Ampere's law),
∂yBz1 = µ0
(
σpEx1 +
Mg
B
ni1 +
Mne
B2
∂tEx1
)
. (2.51)
We can solve equation (2.51) for ∂tEx1,
∂tEx1 = V
2
a ·
(
∂yBz1 − µ0σpEx1 − µ0Mg
B
ni1
)
, (2.52)
where we deﬁne the Alfvén speed, Va = B/
√
µ0neM . Equation (2.52) describes how Ex1 develops
in order for the system to reach an electrostatic state (where ∇ ·J = 0). By taking the partial time
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derivative of equation (2.52),
∂2tEx1 = V
2
a · (∂y∂tBz1 − µ0σp∂tEx1) , (2.53)
we can show that the developing Ex1 is Alfvénic in nature. Recall that by Faraday's law, ∂tBz1 =
∂yEx1. Hence, equation (2.53) can be expressed as
∂2tEx1 = V
2
a ·
(
∂2yE
2
x1 − µ0σp∂tEx1
)
, (2.54)
Substituting Ex1 with the plane wave solution,
Ex1 ∝ ej(ωt−kyy), (2.55)
(where ky is 2pi divided by the parallel wave length and ω is the wave frequency) solving equation
(2.54) for ω yields the dispersion relation,
ω =
±
√
1−
(
Vaµ0σp
2ky
)2
+ i
Vaµ0σp
2ky
 · Vaky, (2.56)
which is the dispersion of the Alfvén wave mode through a medium with ﬁnite transverse conduc-
tivity. Hence, we deem the developing polarization electric ﬁeld to be Alfvénic. These particular
Alfvén waves are shear Alfvén waves that propagate in the parallel direction with a phase and group
speed,
ω
ky
=
dω
dky
=
±
√
1−
(
Vaµ0σp
2ky
)2
+ i
Vaµ0σp
2ky
 · Va. (2.57)
Note that the phase and group speed are equal to the Alfvén speed in the collisionless regime, where
σp = 0.
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2.6 Diamagnetic currents
Now let us consider warm plasmas (ﬁnite Ti and Te). Weakly collisional and collisionless magnetized
plasmas develop diamagnetic currents in the presence of pressure gradient forces across Earth's
magnetic ﬁeld. As derived in the appendix, the current density for a weakly collisional plasma
(ν2i  Ωi2, νe  Ωe, νe ∼ 0) driven solely by pressure gradients perpendicular to B is expressed by
equation (A.15),
Jdiamagnetic = −∇ (pi + pe)× B0|B0|2
, (2.58)
where pi is ion pressure, pe is electron pressure, and B0 is Earth's magnetic ﬁeld. For a magnetized
plasma blob as illustrated in Figure 2.5, currents will ﬂow with a curl in the opposite direction as
B0. By Ampere's law, this current loop results in a perturbation B1 in the opposite direction of
B0. The opposing B1 is the reason why these currents are called diamagnetic. Balancing pressure
perturbations due to a perturbation in ion density (ni1) with magnetic pressure perturbations, Lühr
et al. (2003) derived the ﬁrst-order approximation of the parallel perturbation magnetic ﬁeld due
to diamagnetic currents,
B1 = −ni1kb (Ti + Te) µ0
B0
, (2.59)
where kb is the Boltzmann constant.
Figure 2.5: Diamagnetic diagram. Given a plasma blob in the presence of a magnetic ﬁeld, B0,
pressure gradient forces drive diamagnetic currents that ﬂow along the edge of the plasma in the
plane perpendicular to B0.
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Note that the diamagnetic currents associated with plasma bubbles do not aﬀect the Rayleigh-
Taylor mode. The Rayleigh-Taylor instability feeds oﬀ current divergence that result in polarization
electric ﬁelds that impose a force on the bubble. However, the divergence of diamagnetic current is
∇ · Jdiamagnetic = ∇ ·
[
−∇ (pi + pe)× B0|B0|2
]
=
B0
|B0|2
· [∇×−∇ (pi + pe)]−∇ (pi + pe) ·
[∇×B0
|B0|2
]
.
(2.60)
The ﬁrst term on the right-hand side is zero, because the curl of a gradient is always zero. The
second term is approximately zero because Earth's magnetic ﬁeld lines are eﬀectively straight lines
and thus ∇×B0 ' 0. Hence, diamagnetic currents are nearly divergence-free and do not result in
polarization electric ﬁelds that impose electromagnetic forces on the plasma bubble. Diamagnetic
currents are passive.
2.7 Ambipolar currents
Previously in Section 2.6, we considered pressure gradients acrossB and neglected pressure gradients
parallel to B. As illustrated in Figure 2.6a, pressure gradients parallel to B impose a force on both
electrons and ions that result in diﬀusion. Because electrons are lighter, electrons would initially
diﬀuse faster than ions. However, this results in charge separation and development of ambipolar
electric ﬁelds as illustrated in Figure 2.6b. Ambipolar electric ﬁelds develop to keep the electrons
from diﬀusing faster than ions to maintain quasi-neutrality.
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Figure 2.6: Diagram of the development of ambipolar electric ﬁelds. Given a pressure gradient, both
electrons and ions initially want to diﬀuse to lower densities. Since electrons are lighter, they would
diﬀuse faster than ions without the presence of electric ﬁelds. However this diﬀerence of diﬀusion
induces a separation of charges and results in an ambipolar electric ﬁeld that reduces the electron
diﬀusion until it matches the ion diﬀusion and maintains quasi-neutrality.
In one dimension (1-D), quasi-neutrality implies that electron and ion velocities are equal. Ne-
glecting gravity and collisions between ion and electrons (νie = 0 and νei = 0), setting the elec-
trostatic (dvi/dt = 0) parallel ion velocity (2.10) equal to the electrostatic (dve = dt = 0) parallel
electron velocity (2.11) yields
1
νi
(
eEy
M
− ∂ypi
niM
)
=
1
νe
(
−eEy
m
− ∂ype
nem
)
. (2.61)
Considering that νiM  νem, we can solve for Ey, the 1-D ambipolar electric ﬁeld:
Eambipolar = −∂ype
ene
. (2.62)
Note that this 1-D ambipolar electric ﬁeld does not apply in two or more dimensions when current
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loops can form to maintain quasi-neutrality. With current loops, ion velocity isn't necessarily equal
to electron velocity, as in this derivation of the 1-D ambipolar electric ﬁeld. We will later model
3-D ambipolar currents and electric ﬁelds and show that ambipolar electric ﬁelds are less than 1-D
theory suggests.
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Chapter 3
Formulation
In this chapter, we will describe the model formulation of EMI. Traditional low-latitude ionospheric
models assume electrostatic conditions (Huba et al., 2000, 2008; Retterer , 2005, 2010; Aveiro and
Hysell , 2010). Under the electrostatic approximation, electric ﬁelds are irrotational (∇ × E = 0).
Thus, electric ﬁelds can be completely described using scalar potential Φ such that E = −∇Φ.
With potential solvers, these models determine a solution for Φ such that currents are divergent
free (∇ ·J = 0). Huba et al. (2008) and Retterer (2010) simplify the potential solve by approximat-
ing Earth's magnetic ﬁeld lines to be equipotential and simplifying the 3-D potential problem into
a 2-D potential problem. Aveiro and Hysell (2010) solves the 3-D potential problem. While the
2-D potential problem take signiﬁcantly less computational time than the 3-D potential problem,
there can be signiﬁcant implications when approximating Earth's magnetic ﬁeld lines to be perfectly
equipotential (Aveiro and Hysell , 2010, 2012). All of these models provide great insight into the
development of low-latitude plasma irregularities. However, with the electrostatic approximation,
the dynamic electromagnetic processes cannot be resolved. The electric ﬁelds that carry electro-
magnetic waves are not irrotational and thus are not electrostatic. In the interest of exploring a
larger set of electromagnetic characteristics than the electrostatic approximation allows, we devel-
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oped EMI, an electromagnetic model that makes use of Maxwell's equations to include dynamic
electromagnetic wave physics. Inclusion of electrodynamics allows us to resolve the Alfvénic char-
acteristics previously discussed in Bhattacharyya and Burke (2000), Basu (2005), and Burke et al.
(2012).
3.1 Formulation
EMI's model equations are based on Maxwell's equations, the current density equation, the ion con-
tinuity equation, the single species ion momentum equation, and the electron momentum equation,
∇ ·B = 0 (3.1)
∇ ·E = e
0
(ni−ne) (3.2)
∂tB = −∇×E (3.3)
∂tE = c
2 (∇×B− µ0J) (3.4)
J = ene(vi − ve) (3.5)
∂tni = −∇ · (nivi) (3.6)
Dvi
Dt
=
e
M
(E+ vi ×B) + g − ∇pi
niM
− νie (vi − ve)− νin (vi − vn) (3.7)
Dve
Dt
= − e
m
(E+ ve ×B) + g − ∇pe
nem
− νei (ve − vi)− νen (ve − vn) (3.8)
where ∂t is the partial time derivative, D/Dt is the advective derivative (∂t + vi · ∇ for ions and
∂t + ve · ∇ for electrons), and the rest of the notation is found in the Nomenclature section (on
page xvii). However, we rearrange and make a few approximations to equations (3.1) through (3.8).
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First, by taking the divergence of Maxwell-Faraday's and Maxwell-Ampere's equations (3.3) and
(3.4), it is apparent that they also model both of Gauss's equations (3.1) and (3.2) as long as initial
conditions also satisfy Gauss's equations. Hence, we can model all four of Maxwell's equations with
just equations (3.3) and (3.4), making sure the initial conditions satisfy Gauss's equations.
To include Alfvénic physics, we must include ion inertia in the current density J found in
Maxwell-Ampere's equation (3.4). In other words, we must include polarization currents. However,
time-integrating E with equation (3.4) can be challenging if it involves the partial derivative of ion
velocity ∂tvi embedded in J. Instead, we derive a current density equation that does not directly
involve computing ∂tvi but still manages to include ion inertia. Neglecting electron inertia and ion
inertia parallel to B, we rearrange the momentum equations (3.7) and (3.8) and solve for the ion
and electron velocity as
vi = A˜i
(
e
M
E+ g − ∇pi
niM
+ νieve + νinvn − Dvi⊥
Dt
)
(3.9)
ve = A˜e
(
− e
m
E+ g − ∇pe
nem
+ νeivi + νenvn
)
, (3.10)
where the ⊥ subscript denotes perpendicular (to B) components. The A˜i and A˜e are tensors,
deﬁned as
A˜(σ=i,e) =

νσ −Ωσz Ωσy
Ωσz νσ −Ωσx
−Ωσy Ωσx νσ

−1
, (3.11)
where νi = νin + νie, νe = νen + νei, and we deﬁne the gyrofrequency components as
Ωix
Ωiy
Ωiz
 ≡ eBM ,

Ωex
Ωey
Ωez
 ≡ −eBm . (3.12)
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Electron inertia is neglected (dve/dt = 0) because we assume electron dynamics reach an equi-
librium virtually instantly due to small electron mass. This also implies a neglect of parallel ion
inertia, since ions are relatively ﬁxed compared to the lighter electrons that are free to move in
the parallel direction. Note that we stress the inclusion of both B0 (the background magnetic ﬁeld
vector) and B1 (the perturbation magnetic ﬁeld vector) in equation (3.12). Although magnetic ﬁeld
perturbations are several orders less than Earth's magnetic ﬁeld, B1 perpendicular to B0 can be
important to dynamics in the collisionless regime (Seyler , 1990).
We take the zero order ion velocity as equation (3.9) without ion inertia:
vi = A˜i
(
eE
M
+ g − ∇pi
niM
+ νieve + νinvn
)
. (3.13)
Making the ﬁrst-order approximation thatDvi/Dt ≈ Dvi/Dt, we approximate ion inertia by taking
the derivative of equation (3.13), which results in
Dvi
Dt
= A˜i · e
M
(∂tE) + vi · ∇vi, (3.14)
where we neglect electron inertia again and assume gravity, pressure, and neutral winds to be
constant relative to the electrodynamics we wish to model. Substituting equation (3.14) into (3.9)
yields
vi =A˜i
(
e
M
E‖ + g −
∇pi
niM
+ νieve + νinvn − vi · ∇vi⊥
)
+
(
p− h B|B|×
)
e
M
E⊥
p =
1
ν2i + Ω
2
i
(
νi +
Ω2i
ν2i + Ω
2
i
∂t − ν
2
i
ν2i + Ω
2
i
∂t
)
≈ 1
ν2i + Ω
2
i
(
νi +
Ω2i
ν2i + Ω
2
i
∂t
)
h =
1
ν2i + Ω
2
i
(
Ωi +
2Ωiνi
ν2i + Ω
2
i
∂t
)
≈ Ωi
ν2i + Ω
2
i
,
(3.15)
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where the subscript ‖ denotes components parallel to B. Approximations are made to p and h
considering the time scale of interest. In p, regardless of time scale,
[
ν2i /
(
ν2i + Ω
2
i
)] ·∂t is dominated
by
[
Ω2i /
(
ν2i + Ω
2
i
)] · ∂t for νi  Ωi. However, for νi & Ωi, we must compare [ν2i / (ν2i + Ω2i )] · ∂t
to νi (found in the ﬁrst term). To do this, we compare
[
ν2i /
(
ν2i + Ω
2
i
)]
/∆t to νi where ∆t is the
time scale of interest. Since Alfvén wave speeds in the ionosphere are typically on the order of 100
km/s and we wish to resolve parallel length scales of at least 100 km, the time scale of interest is
on the order of seconds (∆t ∼ 1 s). Consequently, for νi comparable to or greater than Ωi (which
is on the order of 100 Hz),
[
ν2i /
(
ν2i + Ω
2
i
)] · ∂t is dominated by νi. Since [ν2i / (ν2i + Ω2i )] · ∂t is
dominated for νi less than, greater than, or similar to Ωi, we neglect it altogether. In h, we neglect
the partial derivative term because it is dominated by Ωi; the maximum of 2Ωiνi/
(
ν2i + Ω
2
i
)
is unity
and Ωi  1/∆t.
Taking the diﬀerence of the ion and electron velocity equations (3.15) and (3.10) and multiplying
this diﬀerence by the charge density, ene, yields current density that does not directly involve the
partial time derivative of ion velocity
J =
Ω2i(
Ω2i + ν
2
i
)2 nee2M ∂tE⊥
+ eneA˜i
(
eE
M
+ g − ∇pi
niM
+ νieve + νinvn − vi · ∇vi⊥
)
− eneA˜e
(
−eE
M
+ g − ∇pe
nem
+ νeivi + νenvn
)
,
(3.16)
where ion inertia is represented by the ﬁrst term. Substituting equation (3.16) into Maxwell-
Ampere's equation (3.4) and solving for ∂tE yields what will be referred to as the Alfvénic Maxwell-
Ampere's equation
∂tE =
c2V 2a
c2 + V 2a
[∇×B− µ0J′]⊥
+ c2
[∇×B− µ0J′]‖,
(3.17)
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where Va, the Alfvén speed, is
Va =
Ω2i + ν
2
i
Ω2i
B0√
µ0neM
, (3.18)
and J′ is
J′ = eneA˜i
(
eE
M
+ g − ∇pi
niM
+ νieve + νinvn − vi · ∇vi⊥
)
− eneA˜e
(
−eE
m
+ g − ∇pe
nem
+ νeivi + νenvn
)
.
(3.19)
Equation (3.17) is Maxwell-Ampere's equation rearranged such that ion inertia manifests itself as
the Alfvén speed, Va. By inspection, it is apparent that ∂tE⊥ is suppressed with decreasing Va. This
is due to ion inertia limiting sudden development of the perpendicular electric ﬁeld, E⊥. Without
ion inertia, the Alfvén speed, Va, would be inﬁnite and the factor c
2V 2a /
(
c2 + V 2a
)
would reduce to
c2, resulting in the absence of the Alfvén speed and associated Alfvén wave modes. Note that the
Alfvénic Maxwell-Ampere's equation (3.17) is computationally simpler than equation (3.4) since no
time derivatives are required to compute polarization currents found in J. Instead, ion inertia is
included in the easily computed Va, the Alfvén speed (3.18).
While EMI is based on equations (3.1) to (3.8), the model is speciﬁcally given by Maxwell-
Faraday's equation (3.3), the Alfvénic Maxwell-Ampere's equation (3.17), the continuity equation
(3.6), the electron velocity equation (3.10), and the ion velocity equation (3.15), rewritten below
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for convenience:
∂tB = −∇×E (3.20)
∂tE =
c2V 2a
c2 + V 2a
[∇×B− µ0J′]⊥
+ c2
[∇×B− µ0J′]‖ (3.21)
∂tni = −∇ · (nivi) . (3.22)
ve =A˜e
(
− e
m
E+ g − ∇pe
nem
+ νeivi + νenvn
)
(3.23)
vi =A˜i
(
e
M
E+ g − ∇pi
niM
+ νieve + νinvn − vi · ∇vi⊥
)
+
(
Ωi
ν2i + Ω
2
i
)2 e
M
∂tE⊥. (3.24)
Note that we assume quasi-neutrality and that the equatorial E and F region ionosphere is entirely
singly charged ions (O+, H+, He+, O+2 , NO
+). Hence, throughout this dissertation, ni = ne, where
ne and ni are interchangeable.
3.2 Electromagnetic dispersion relation
It is instructive to derive the electromagnetic dispersion relation to see what electromagnetic wave
modes EMI supports. Taking cold plasmas for simplicity and focusing our attention to the electro-
magnetic parts of equations (3.20) and (3.21) ,
∂tB =−∇×E (3.25)
∂tE =
c2V 2a
c2 + V 2a
[∇×B− µ0J′]⊥
+ c2
[∇×B− µ0J′]‖ (3.26)
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where we only consider the currents coupled with (3.25) and (3.26),
J′ = σ˜E, (3.27)
which is just the currents induced by electric ﬁelds. The tensor, σ˜, is the conductivity tensor (2.15).
Let us deﬁne an eﬀective Alfvén speed,
V ′a ≡
c2V 2a
c2 + V 2a
, (3.28)
where Va is deﬁned by equation (3.18),
Va =
Ω2i + ν
2
i
Ω2i
B0√
µ0neM
. (3.29)
Substituting equation (3.27) into (3.25) and (3.26) results in the coupled equations:
∂tB =−∇×E (3.30)
∂tE =V
′
a
2 [∇×B− µ0σ˜E]⊥
+ c2 [∇×B− µ0σ˜E]‖ . (3.31)
The coupling of these equations support several electromagnetic waves. In order to investigate
what modes these equations support, we perform an Eigenmode analysis. First, let us take the time
derivative of (3.31),
∂2tE =V
′2
a [∇× ∂tB− µ0σ˜∂tE]⊥
+ c2 [∇× ∂tB− µ0σ˜∂tE]‖ . (3.32)
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Note that ∂tB, is a function of E by equation (3.30). Substituting equation (3.30) into (3.32) yields
∂2tE =V
′2
a [−∇×∇×E− µ0σ˜∂tE]⊥
+ c2 [−∇×∇×E− µ0σ˜∂tE]‖
∂2tE+ V
′2
a [∇×∇×E+ µ0σ˜∂tE]⊥ + c2 [∇×∇×E+ µ0σ˜∂tE]‖ = 0. (3.33)
Recall that the curl of the curl of E is
∇×∇×E =

0 −∂z ∂y
∂z 0 −∂x
−∂y ∂x 0

2
·E =

−∂2y − ∂2z ∂x∂y ∂x∂z
∂x∂y −∂2x − ∂2z ∂y∂z
∂x∂z ∂y∂z −∂2x − ∂2y
 ·E, (3.34)
and that σ˜ is deﬁned by equation (2.15). Hence, equation (3.33) can be expressed as

∂2t+V
′2
a (−∂2y−∂2z+µ0σp∂t) V ′2a (∂x∂y) V ′2a (∂x∂z+µ0σh∂t)
c2(∂x∂y) ∂2t+c
2(−∂2x−∂2z+µ0σ0∂t) c2(∂y∂z)
V ′2a (∂x∂z−µ0σh∂t) V ′2a (∂y∂z) ∂2t+V ′2a (−∂2x−∂2y+µ0σp∂t)
 ·E = 0, (3.35)
where we pick a coordinate system where yˆ is parallel to B, and both xˆ and zˆ are in the plane
perpendicular to B and perpendicular to each other. Now, let us assume the plane wave solution
for E where E ∝ ei(ωt−kxx−kyy−kzz), where kx, ky, and kz are components of the k-vector (k ≡
kxxˆ+ kyyˆ + kzzˆ) that indicate the direction of wave propagation and the wavelength of the wave,
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λ = 2pi/ |k|. The derivatives of the plane wave solution are
∂tE = iωE
∂xE = −ikxE
∂yE = −ikyE
∂zE = −ikzE.
(3.36)
Hence assuming the plane wave solution for E, equation (3.35) can be expressed as

−ω2+V ′2a (k2y+k2z+iωµ0σp) V ′2a (−kxky) V ′2a (−kxkz+iωµ0σh)
c2(−kxky) −ω2+c2(k2x+k2z+iωµ0σ0) c2(−kykz)
V ′2a (−kxkz−iωµ0σh) V ′2a (−kykz) −ω2+V ′2a (k2x+k2y+iωµ0σp)
 ·E = 0. (3.37)
We can simplify the analysis by picking a coordinate system where kz = 0 without loss of
generality, as done in Cosgrove and Doe (2010). This is because you can rotate a coordinate system
around yˆ where a general k′ ≡ k′xxˆ′+kyyˆ+k′zzˆ′ becomes k ≡ kxxˆ+kyyˆ, where ′ denotes an arbitrary
coordinate frame with yˆ ‖ B. In the new coordinate system, xˆ ‖ k′xxˆ′ + k′zzˆ′, kx =
√
k′2x + k
′2
z , and
most importantly kz = 0. The k-vector is as illustrated in Figure 3.1.
Figure 3.1: General k vector in terms of a perpendicular component and a parallel component.
In this coordinate system where kz = 0, equation (3.37) is simpliﬁed to
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
−ω2 + V ′2a
(
k2y + iωµ0σp
)
V ′2a (−kxky) V ′2a (iωµ0σh)
c2 (−kxky) −ω2 + c2
(
k2x + iωµ0σ0
)
0
V ′2a (−iωµ0σh) 0 −ω2 + V ′2a
(
k2x + k
2
y + iωµ0σp
)
 ·E = 0.
(3.38)
For non-trivial solutions, the determinant of the matrix is equal to zero. Hence,
[−ω2 + V ′2a (k2y + iωµ0σp)] [−ω2 + c2 (k2x + iωµ0σ0)] [−ω2 + V ′2a (k2x + k2y + iωµ0σp)]
− (−V ′2a kxky) (−c2kxky) [−ω2 + V ′2a (k2x + k2y + iωµ0σp)]
− [V ′2a (iωµ0σh)]2 [−ω2 + c2 (k2x + iωµ0σ0)] = 0,
(3.39)
describing the general wave dispersion for EMI. It is fairly complicated as it is a function of V ′a, c,
σp, σh, σ0, ω, kx, and ky. We will go over several of the supported wave modes.
3.2.1 Zero conductivity: Pure Alfvén and light wave modes
First, let us neglect conductivities. Equation (3.38) becomes

−ω2 + V ′2a k2y −V ′2a kxky 0
−c2kxky −ω2 + c2k2x 0
0 0 −ω2 + V ′2a
(
k2x + k
2
y
)
 ·E = 0. (3.40)
It is apparent that Ez is not coupled to Ex nor Ey. Hence, waves carried by Ez are solely carried
by Ez. The dispersion relation for waves carried by Ez can be found simply be writing out the Ez
equation from (3.40), [−ω2 + V ′2a (k2x + k2y)] · Ez = 0 (3.41)
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For non-trivial solutions,
ω2 = V ′2a k
2, (3.42)
where k =
√
k2x + k
2
y. This is simply the wave dispersion for an Alfvén wave, where the phase and
group speed are
ω
k
= ±V ′a (3.43)
and
dω
dk
= ±V ′a. (3.44)
Without conductivities, waves carried by Ez (electric ﬁeld perpendicular to both B and k) are
Alfvén waves that move at the Alfvén speed, V ′a.
Now let us bring our attention back to equation (3.40) and solve for the dispersion relation for
waves carried by Ex and Ey. Since Ex and Ey are decoupled from Ez, the non-trivial solutions can
be found by setting the determinant of the top-left 2 by 2 elements in the matrix of equation (3.40)
to zero, (−ω2 + V ′2a k2y) (−ω2 + c2k2x)− (V ′ackxky)2 = 0,
which when written out is
ω4 − (V ′2a k2y + c2k2x)ω2 = 0. (3.45)
Solving for ω2 yields
ω2 = V ′2a k
2
y + c
2k2x. (3.46)
Dividing equation (3.46) by
√
k2x + k
2
y results in the phase speed,
ω2
k2
= V ′2a ·
k2y√
k2x + k
2
y
+ c2 · k
2
x√
k2x + k
2
y
43
ωk
=
√√√√V ′2a · k2y√
k2x + k
2
y
+ c2 · k
2
x√
k2x + k
2
y
. (3.47)
Let us also deﬁne φ as the angle between k and B. Then the phase speed can be written out as
ω
k
= ±
√
V ′2a cos2 φ+ c2 sin2 φ. (3.48)
Since the phase speed is independent of k, the group speed is the same as the phase speed,
dω
dk
=
ω
k
. (3.49)
Without conductivities, waves carried by Ex and Ey (electric ﬁelds in the plane of k and B) are
electromagnetic waves that move at the speed between V ′a and c depending on φ. The phase speed
versus φ for diﬀerent ratios of V ′a to c is plotted in Figure 3.2. For propagation parallel to B, waves
carried solely by Ex are purely Alfvénic and propagate at the Alfvén speed, V
′
a. For propagation
perpendicular to B, waves carried by Ey are purely light waves and propagate at the speed of light,
c. For φ in between perpendicular or parallel to B, the phase speed is between the Alfvén speed
and speed of light as formulated by (3.48) and plotted on a polar plot in Figure 3.2 for diﬀerent
ratios of V ′a to c.
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Figure 3.2: Polar plot of phase speed (normalized by the speed of light) of waves carried by Ex
and Ey versus φ. The solid black line circle is when V
′
a = c. The dotted black line circle is when
V ′a = c/2. The solid gray line circle is when V ′a = c/10.
3.2.2 Finite Conductivity: Wave propagation perpendicular to B
Let us now consider ﬁnite conductivity and its eﬀect on EMI's dispersion relation. For wave prop-
agation perpendicular to background magnetic ﬁeld (ky = 0), equation (3.38) becomes

−ω2 + iωV ′2a µ0σp 0 iωV ′2a µ0σh
0 −ω2 + c2 (k2x + iωµ0σ0) 0
−iωV ′2a µ0σh 0 −ω2 + V ′2a
(
k2x + iωµ0σp
)
 ·E = 0. (3.50)
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It is apparent that Ey is decoupled from Ex and Ez. The dispersion relation for waves carried by
Ey can be found by writing out the Ey equation from (3.50),
[−ω2 + c2 (k2x + iωµ0σ0)] · Ey = 0. (3.51)
For non-trivial solutions,
ω2 − c2 (k2x + iωµ0σ0) = 0
ω2
k2x
− ic
2µ0σ0
kx
ω
kx
− c2 = 0
ω
kx
=
i c
2µ0σ0
kx
±
√(
i c
2µ0σ0
kx
)2
+ 4c2
2
ω
kx
=
±
√
1−
(
cµ0σ0
2kx
)2
+ i
cµ0σ0
2kx
 · c, (3.52)
which describes a light wave propagating through ﬁnite σ0. Note that for σ0 = 0, equation (3.52)
reduces to equation (3.48) for φ = pi/2, which is simply a pure light wave carried by Ey. Finite σ0
slows down the light wave (as seen the real part of 3.52) and decays the light wave (as seen in the
imaginary part of 3.52).
For waves carried by Ex and Ez, we reduce equation (3.50) to −ω2 + iωV ′2a µ0σp iωV ′2a µ0σh
−iωV ′2a µ0σh −ω2 + V ′2a
(
k2x + iωµ0σp
)
 ·
 Ex
Ez
 = 0. (3.53)
For non-trivial results, the determinant must be zero,
(
ω2 − iωV ′2a µ0σp
) (
ω2 − iωV ′2a µ0σp − V ′2a k2x
)− (ωV ′2a µ0σh)2 = 0, (3.54)
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which is a fairly complex dispersion relation. For σp  σh, equation (3.53) reduces to two separate
equations,
(−ω2 + iωV ′2a µ0σp) · Ex = 0 (3.55)(−ω2 + V ′2a (k2x + iωµ0σp)) · Ez = 0. (3.56)
It is apparent that for σp  σh waves propagating in the xˆ direction cannot be carried by Ex (there
is no kx dependence in 3.55). However, the non-trivial solution to equation (3.56),
ω2 − V ′2a
(
k2x + iωµ0σp
)
= 0
ω2
k2x
− iV
′2
a µ0σp
kx
ω
kx
− V ′2a = 0
ω
kx
=
i
V ′2a µ0σp
kx
±
√(
i
V ′2a µ0σp
kx
)2
+ 4V ′2a
2
ω
kx
=
±
√
1−
(
V ′aµ0σp
2kx
)2
+ i
V ′aµ0σp
2kx
 · V ′a, (3.57)
describes a wave carried by Ez that propagates the speed of the real part of (3.57) and decays
through ﬁnite σp (as seen by the imaginary part of 3.57). For σh  σp, equation (3.53) reduces to
 −ω2 iωV ′2a µ0σh
−iωV ′2a µ0σh −ω2 + V ′2a k2x
 ·
 Ex
Ez
 = 0, (3.58)
When solving for non-trivial solutions,
−ω2 (−ω2 + V ′2a k2x)− (iωV ′2a µ0σh) (−iωV ′2a µ0σh) = 0
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ω4 − V ′2a k2xω2 −
(
ωV ′2a µ0σh
)2
= 0
ω2 = V ′2a k
2
x +
(
V ′2a µ0σh
)2
ω2
k2x
= V ′2a +
(
V ′2a µ0σh
kx
)2
ω
kx
= ±
√
V ′2a +
(
V ′2a µ0σh
kx
)2
ω
kx
= ±
√
1 +
(
V ′aµ0σh
kx
)2
· V ′a, (3.59)
which describes the dispersion for a wave carried by Ex and Ez propagating in the xˆ direction
(perpendicular to B). Note that this wave is partially both a transverse and longitudinal wave.
This wave is often referred to as the extraordinary wave or X wave. While the phase speed can
exceed the speed of light when V ′a → c2, the group velocity,
dω
dkx
= ± kx√
k2x + (V
′
aµ0σh)
2
· V ′a, (3.60)
cannot, considering that V ′a ≤ c2. Therefore information transmitted via X waves does not travel
faster than light.
3.2.3 Finite Conductivity: Propagation parallel to B
Now let us consider the dispersion relation of waves in propagating parallel to B (kx = 0) with
ﬁnite conductivity. For kx = 0, equation (3.38) becomes

−ω2 + V ′2a
(
k2y + iωµ0σp
)
0 V ′2a iωµ0σh
0 −ω2 + iωc2µ0σ0 0
−V ′2a iωµ0σh 0 −ω2 + V ′2a
(
k2y + iωµ0σp
)
 ·E = 0. (3.61)
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It is apparent that Ey is decoupled from Ex and Ez. The dispersion relation for waves carried by
Ey can be found by writing out the Ey equation from (3.50),
[−ω2 + iωc2µ0σ0] · Ey = 0. (3.62)
For non-trivial solutions,
ω = ic2µ0σ0, (3.63)
which describes a non-propagating wave that simply decays in ﬁnite σ0. For waves carried by Ex
and Ez, we reduce equation (3.61) to −ω2 + V ′2a (k2y + iωµ0σp) V ′2a iωµ0σh
−V ′2a iωµ0σh −ω2 + V ′2a
(
k2y + iωµ0σp
)
 ·
 Ex
Ez
 = 0. (3.64)
For non-trivial results, the determinant must be zero,
[−ω2 + V ′2a (k2y + iωµ0σp)]2 − [V ′2a ωµ0σh]2 = 0. (3.65)
Solving for the phase speed (ω/ky) yields
[
ω2 − V ′2a
(
k2y + iωµ0σp
)]2
=
[
V ′2a ωµ0σh
]2
ω2 − V ′2a
(
k2y + iωµ0σp
)
= ±V ′2a ωµ0σh
ω2
k2y
−
[
V ′2a µ0 (iσp ± σh)
ky
]
ω
ky
− V ′2a = 0
ω
ky
= ±
√
V ′2a +
1
4
[
V ′2a µ0 (iσp ± σh)
ky
]2
+
1
2
[
V ′2a µ0 (iσp ± σh)
ky
]
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ωky
=
±
√
1 +
(
V ′aµ0 (iσp ± σh)
2ky
)2
+
(
V ′aµ0 (iσp ± σh)
2ky
) · V ′a, (3.66)
which is a fairly complicated dispersion relation that includes L, R, and Alfvén waves. In the regime
where hall currents are negligible (σh  σp), the dispersion (3.66) becomes
ω
ky
=
±
√
1−
(
V ′aµ0σp
2ky
)2
+ i
(
V ′aµ0σp
2ky
) · V ′a, (3.67)
which describes an Alfvén wave attenuated by ﬁnite σp. In the regime where Hall currents dominate
(σh  σp), the dispersion (3.66) becomes
ω
ky
= ±
√1 + (V ′aµ0σh
2ky
)2
±
(
V ′aµ0σh
2ky
) · V ′a, (3.68)
which describes the L and R wave modes. Speciﬁcally, the L mode is described by
ω
ky
= ±
√1 + (V ′aµ0σh
2ky
)2
+
(
V ′aµ0σh
2ky
) · V ′a, (3.69)
and the R mode is described by
ω
ky
= ±
√1 + (V ′aµ0σh
2ky
)2
−
(
V ′aµ0σh
2ky
) · V ′a. (3.70)
Note that the phase speed for both the L and R waves can exceed the speed of than light. However,
the group speed,
∂ω
∂ky
= ± ky√
k2y +
(
V ′aµ0σh
2
)2V ′a, (3.71)
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remains below the speed of light. By inspection of equation (3.64), the L and R modes rely on the
coupling of Ex and Ez via Hall currents.
At the limit where polarization and displacement currents are negligible (taking V ′a →∞), the
R mode is sometimes referred to as the whistler mode. Recalling that
√
1 + x2 ' x+ 1/ (2x) for
x 1, then the R mode dispersion at at the limit where polarization and displacement current are
negligible, (3.70) becomes
ω
ky
= ± ky
µ0σh
, (3.72)
The reason for the name whistler, refers to that waves with higher ky travel faster than waves
with smaller ky waves. Hence, when observing these waves at a distance, higher frequency waves are
observed before lower frequency waves. A whistler pulse is observed as an initially high frequency
tone that descends in frequency. The tones are reminiscent of whistling.
3.3 The signiﬁcance of displacement currents
It is tempting to neglect displacement current, 0∂tE, in Maxwell-Ampere's equation (3.4). Often
it is negligible. However, it is essential in limiting wave speeds. Recall Maxwell-Faraday's and
Maxwell-Ampere's law,
∂tB =−∇×E (3.73)
∂tE =c
2 [∇×B− µ0J] . (3.74)
Restricting our focus to the currents coupled with (3.73) and (3.74), for the purpose of the analysis
in this section, the current density is
J = σ˜E, (3.75)
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where we neglect ion inertia for simplicity. The tensor, σ˜, is the conductivity tensor (2.15). To
highlight the importance of displacement currents to the model, we derive the dispersion relation
without displacement current (∂tE = 0) which yield's the electrostatic Ampere's law,
∇×B = µ0J. (3.76)
E can no longer be time integrated. However, it can be solved from J as
E = σ˜−1J = σ˜−1
∇×B
µ0
, (3.77)
where J = ∇×B from equation (3.76). Coupled with Maxwell-Ampere's law yields the following
equation
∂tB = −∇×E = −∇×
(
σ˜−1∇×B) . (3.78)
Let us assume the plane wave solution (B ∝ ei(ωt−kxx−kyy−kzz)) and express Ampere's law as
iωB = −

0 −ikz iky
ikz 0 −ikx
−iky ikx 0


σp
σ2h+σ
2
p
0 −σh
σ2h+σ
2
p
0 1σ0 0
σh
σ2h+σ
2
p
0
σp
σ2h+σ
2
p


0 −ikz iky
ikz 0 −ikx
−iky ikx 0
 Bµ0 , (3.79)
where we take x and z to be perpendicular to B and y to be parallel to B. For wave propagation
parallel to B, equation (3.79) becomes
iωB = −

0 0 iky
0 0 0
−iky 0 0


σh
σ2h+σ
2
p
iky 0
σp
σ2h+σ
2
p
iky
0 0 0
− σp
σ2h+σ
2
p
iky 0
σh
σ2h+σ
2
p
iky
 Bµ0
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iωB = −

σp
σ2h+σ
2
p
k2y 0 − σhσ2h+σ2p k
2
y
0 0 0
σh
σ2h+σ
2
p
k2y 0
σp
σ2h+σ
2
p
k2y
 Bµ0

iω + 1µ0
σp
σ2h+σ
2
p
k2y 0 − 1µ0
σh
σ2h+σ
2
p
k2y
0 iω 0
1
µ0
σh
σ2h+σ
2
p
k2y 0 iω +
1
µ0
σp
σ2h+σ
2
p
k2y
B = 0. (3.80)
For non-trivial solutions, the determinant must be zero. Hence, we can derive the dispersion relation
from the determinant of the matrix as
(
iω +
1
µ0
σp
σ2h + σ
2
p
k2y
)2
+
(
1
µ0
σh
σ2h + σ
2
p
k2y
)2
= 0
−ω2 + i 2
µ0
σpk
2
y
σ2h + σ
2
p
ω +
(
1
µ0
σp
σ2h + σ
2
p
k2y
)2
+
(
1
µ0
σh
σ2h + σ
2
p
k2y
)2
= 0
ω2 − i 2σpk
2
y
µ0
(
σ2h + σ
2
p
)ω − k4y
µ20
(
σ2h + σ
2
p
) = 0
ω = i
σp
µ0
(
σ2h + σ
2
p
)k2y ±
√√√√ k4y
µ20
(
σ2h + σ
2
p
) −( σpk2y
µ0
(
σ2h + σ
2
p
))2
ω = i
σp
µ0
(
σ2h + σ
2
p
)k2y ± 1µ0k2y ·
√√√√ 1
σ2h + σ
2
p
− σ
2
p(
σ2h + σ
2
p
)2
ω
ky
= i
σp
µ0
(
σ2h + σ
2
p
)ky ± σh
µ0
(
σ2h + σ
2
p
)ky. (3.81)
Note that the phase speed (3.81) increases with k without limit, which makes numerical integration
extremely stiﬀ. However, the inclusion of ∂tE saturates and limits the phase speed as seen by
comparing equations (3.81) to (3.66).
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3.4 Using Cowling conductivity
The problem with simulating full Hall dynamics is that when the Hall conductivity is signiﬁcant,
the X mode (3.59), L mode (3.69), and R mode (3.70) supported by EMI have extremely fast phase
speeds that can exceed the speed of light and make the Courant condition (Courant et al., 1967;
Press et al., 2007) more restrictive. Note that the X, L, and R mode dynamics are only important in
the highly collisional regime where Hall conductivity is signiﬁcant. In this highly collisional regime,
the Alfvén wave speed saturates to the speed of light (see equations 3.28 and 3.29). Hence, in the
context of resolving Alfvén dynamics, the X, L, and R mode dynamics are relatively instant and are
eﬀectively electrostatic. Treating Hall dynamics as electrostatic, we will discuss what is called the
Cowling conductivity and how we can use it to stabilize numerical simulations that have signiﬁcant
Hall conductivity.
To derive the Cowling conductivity, we assume that in equatorial ionosphere, charges generally
remain conﬁned in a layer of plasma. It is assumed that currents do not diverge in the meridional
direction, which we will deﬁne to be in the zˆ direction. Enforcing ∂zJz = 0 results in a diﬀerent
conductivity tensor that includes what is called the Cowling conductivity. Recall that the current
driven by E is given by Pedersen, Hall, and parallel conductivities (2.15) such that
J =

σp 0 σh
0 σ0 0
−σh 0 σp
 ·E, (3.82)
where the meridional current is
Jz = −σhEx + σpEz. (3.83)
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Enforcing ∂zJz = 0 yields the meridional electric ﬁeld in terms of zonal electric ﬁeld,
Jz = −σhEx + σpEz = 0
Ez =
σh
σp
Ex, (3.84)
in a coordinate system where xˆ is in the zonal direction. In turn, Ez drives a hall current in the
zonal direction. Consequently, the zonal current becomes
Jx = σpEx + σhEz = σcEx, (3.85)
where σc is the Cowling conductivity,
σc =
(
1 +
σ2h
σ2p
)
· σp. (3.86)
The conductivity tensor with the Cowling conductivity can be expressed as
σ˜ =

σc 0 0
0 σ0 0
−σh 0 σp
 , (3.87)
for a coordinate system where xˆ is zonal, yˆ is parallel to B, and zˆ is meridional (in the direction of
increasing L-shell).
By use of this alternative conductivity tensor, we will show that the troublesome X mode (3.59),
L mode (3.69), and R mode (3.70) are no longer supported. Using the Cowling conductivity,
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equation (3.37) becomes

−ω2 + V ′2a
(
k2y + k
2
z + iωµ0σc
)
V ′2a (−kxky) 0
c2 (−kxky) −ω2 + c2
(
k2x + k
2
z + iωµ0σ0
)
c2 (−kykz)
V ′2a (−kxkz − iωµ0σh) V ′2a (−kykz) −ω2 + V ′2a
(
k2x + k
2
y + iωµ0σp
)
·E = 0.
(3.88)
For waves propagating parallel to B (kx = 0, ky 6= 0, kz = 0) equation (3.88) becomes

−ω2 + V ′2a
(
k2y + iωµ0σc
)
0 0
0 −ω2 + c2iωµ0σ0 0
−V ′2a iωµ0σh 0 −ω2 + V ′2a
(
k2y + iωµ0σp
)
 ·E = 0. (3.89)
It is apparent that Ey decoupled from Ex and Ez. The dispersion relation for waves carried by Ey
can be found by writing out the Ey equation from (3.50),
[−ω2 + iωc2µ0σ0] · Ey = 0. (3.90)
For non-trivial solutions,
ω = ic2µ0σ0, (3.91)
which describes a non-propagating wave that simply decays in ﬁnite σ0. For waves carried by Ex
and Ez, [−ω2 + V ′2a (k2y + iωµ0σc)] [−ω2 + V ′2a (k2y + iωµ0σp)] = 0. (3.92)
Note that Hall currents play no role in the dispersion relation when the Cowling conductivity is
used. While Ex is coupled into Ez, Ez is not coupled into Ex. Hence, there are no waves that is
supported by the exchange of energy between Ex and Ez that is essential to the L and R modes.
Waves that propagate parallel to B are instead solely carried by either Ex, or Ey. Waves carried
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by Ex have the dispersion relation,
ω2 − V ′2a
(
k2y + iωµ0σc
)
= 0
ω2
k2y
−
(
iV ′2a µ0σc
ky
)
ω
ky
− V ′2a = 0
ω
ky
=
iV ′2a µ0σc
ky
±
√(
iV ′aµ0σc
ky
)2
+ 4V ′2a
2
ω
ky
=
±
√
1−
(
V ′aµ0σc
2ky
)2
+ i
V ′aµ0σc
2ky
 · V ′a. (3.93)
Similarly, waves carried by Ez have the dispersion relation,
ω
ky
=
±
√
1−
(
V ′aµ0σp
2ky
)2
+ i
V ′aµ0σp
2ky
 · V ′a. (3.94)
For both (3.93) and (3.94), the fastest phase speed does not exceed V ′a and hence does not exceed
the speed of light, unlike with the L and R mode dispersion (3.68). Using the Cowling conductivity
shorts out the L and R modes, reduces the maximum phase speed, and reduces the stiﬀness of the
model making for more stable numerical simulations.
For waves propagating perpendicular to B (ky = 0), equation (3.88) becomes

−ω2 + V ′2a
(
k2z + iωµ0σc
)
0 0
0 −ω2 + c2 (k2x + k2z + iωµ0σ0) 0
V ′2a (−kxkz − iωµ0σh) 0 −ω2 + V ′2a
(
k2x + iωµ0σp
)
 ·E = 0.
(3.95)
For the same reasons the dispersion relation (3.89) was independent of σh, (3.95) is also independent
of σh. While Ex is coupled into Ez, Ez is not coupled into Ex. Hence, there are no waves that is
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supported by the exchange of energy between Ex and Ez. Waves propagating perpendicular to B
are only carried solely by Ex, Ey, or Ez, with the wave dispersion relations,
ω
kz
=
±
√
1−
(
V ′aµ0σc
2kz
)2
+ i
V ′aµ0σc
2kz
 · V ′a (3.96)
ω√
k2x + k
2
z
=
±
√√√√1−( cµ0σ0
2
√
k2x + k
2
z
)2
+ i
cµ0σ0
2
√
k2x + k
2
z
 · c (3.97)
ω
kx
=
±
√
1−
(
V ′aµ0σp
2kx
)2
+ i
V ′aµ0σp
2kx
 · V ′a, (3.98)
respectively. For each dispersion, the phase speed does not exceed the speed of light unlike the
X mode (3.59). Using the Cowling conductivity shorts out X mode, reduces the maximum phase
speed, and reduces the stiﬀness of the model making for more stable numerical simulations.
The implication of using the Cowling conductivity is that you sacriﬁce full Hall dynamics. As
shown, the L an R waves and X mode waves are no longer supported. However, these phenomenon
only happen in the E region where the plasma is highly collisional and the eﬀective Alfvén speed
(3.28) is saturated to the speed of light. In an interest of much slower Alfvén dynamics in the F
region, Hall dynamics happen relatively instantly. In this case, the use of the Cowling conductivity
is warranted.
3.5 Reducing the speed of light
One of the numerical challenges in integrating Maxwell's equations is that equation (3.21) is numer-
ically stiﬀ due to the large c2 factor applied to the parallel component. In low conductivity regions,
the coupling of equation (3.20) to the parallel component of (3.21) includes light wave modes carried
by E‖ that propagate in the plane perpendicular to B0 at speed c. The stiﬀness is remedied by
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reducing the speed of light to 107 m/s , which is still much faster than the typical Alfvén speed in
the ionosphere (∼ 105 m/s). Despite the reduced speed, light wave dynamics still reach a steady
state relatively instantly with respect to the Alfvén dynamics of interest. Keep in mind that the
steady-state solution remains unchanged regardless of the speed of light. For the perpendicular
term, we maintain the true speed of light. Lowering the numerical speed of light would distort the
c2V 2a /
(
c2 + V 2a
)
factor in equation (3.21) for Alfvén speeds that approach the new speed of light.
Not only will the wave speed be inaccurate at low ion density regions, but it can also signiﬁcantly
aﬀect the reﬂection coeﬃcient between low and high Alfvén speed regions. Hence, we maintain the
real speed of light for the c2V 2a /
(
c2 + V 2a
)
factor. Fortunately, in the ionosphere, V 2a  c2 and
naturally reduces the numerical stiﬀness.
3.6 Background conditions
We model the background ionosphere with the 2007 International Reference Ionosphere (IRI-2007)
model (Bilitza and Reinisch, 2008) for ion density, ion composition, ion temperature, and electron
temperature. Modeled are the densities for O+, H+, He+, O+2 , and NO
+ as well as the ion and
electron temperatures. Below, plotted is the ion density on a log scale versus altitude and magnetic
latitude. The density proﬁle at the equator is shown on the right subplot. The F peak is at around
250 km and the E layer is at around 100 km.
59
Figure 3.3: Left, the background ion density (on a log scale) as derived modeled by IRI-2007. The
density at the vertical black line is plotted on the right.
Shown in the next two plots, are the ion temperature and electron temperatures versus altitude
and magnetic latitude. The subplot on the right of each respective ﬁgure shows the temperatures
at the magnetic equator. In this case, ion and electron temperatures are similar. The ion temper-
ature monotonically increases from ∼ 200 K to ∼ 900 K with altitude. The electron temperature
monotonically increases from ∼ 200 K to ∼ 1000 K with altitude.
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Figure 3.4: The ion temperature (in kelvins) as modeled from IRI-2007. The temperature at the
vertical black line is plotted on the right.
Figure 3.5: The electron temperature (in kelvins) as modeled from IRI-2007. The temperature at
the vertical black line is plotted on the right.
We use the NRLMSISE-00 model (Picone et al., 2002) for neutral densities and composition.
61
Modeled in NRLMSISE-00 are the densities for He, O, N2, O2, Ar, H, and N, which are plotted
below. Below 100 km, N2 and O2 dominate. Between 250 km and 450 km, O dominates. Above
600 km, He and H dominate. The total neutral density is very high at low altitudes, where plasmas
will collide with neutrals more frequently and become collisional.
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Figure 3.6: Densities of He, O, N2, O2, Ar, H, and N versus altitude.
3.7 Collision rates and conductivities
From the ion densities and plasma temperatures and the neutral densities, we compute the ion-
neutral, ion-electron, ion, electron-neutral, electron-ion, and electron collision frequencies using
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formulas from Kelley (2009),
νin =
(
2.6× 10−9) (nnA−1/2n + niA−1/2i ) s−1 (3.99)
νie = 0 s
−1 (3.100)
νi = νin + νie (3.101)
νen =
(
5.4× 10−10)nnT 1/2e s−1 (3.102)
νei =
(
34 + 4.18 · ln (T 3e /ne))nnT−3/2e s−1 (3.103)
νe = νen + νei, (3.104)
where nn is neutral density in reciprocal cubic centimeters, ni is ion density in reciprocal cubic
centimeters, An is the dimensionless mean molecular mass of the neutrals, Ai is the dimensionless
mean molecular mass of the ions, and Te is the electron temperature in kelvins. Both νi and νe for
the background ionosphere are plotted below.
Figure 3.7: The ion collision frequency (on a log scale) derived from both IRI-2007 ions and
NRLMSISE-00 neutrals. The collision frequency at the vertical black line is plotted on the right.
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Figure 3.8: The electron collision frequency (on a log scale) as derived from IRI-2007 ions and
NRLMSISE-00 neutrals. The collision frequency at the vertical black line is plotted on the right.
Computing the collision rates allow us to also compute the speciﬁc, Pedersen, and Hall conduc-
tivities from (2.15),
σ0 =e
2ne
(
1
mνe
+
1
Mνi
)
σp =e
2ne
(
νe
m (ν2e + Ω
2
e)
+
νi
M
(
ν2i + Ω
2
i
))
σh =e
2ne
(
|Ωe|
m (ν2e + Ω
2
e)
− Ωi
M
(
ν2i + Ω
2
i
)) ,
(3.105)
These conductivities for the background conditions presented are shown below:
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Figure 3.9: The parallel conductivity (on a log scale). The conductivity at the vertical black line is
plotted on the right.
Ranging between 10 to 102 mho/m, the parallel conductivity, σ0, is very high above 160 km.
Below 160 km, the tandem of decreasing electron density and increasing electron collisions decreases
the parallel conductivity sharply by several orders of magnitude.
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Figure 3.10: The Pedersen conductivity. The conductivity at the vertical black line is plotted on
the right.
The Pedersen conductivity, σp, maximizes to 8×10−4 mhos/m at around 190 km altitude, where
the ion collision frequency, νi, is high but does not exceed the gyro frequency, Ωi ∼ 100 Hz.
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Figure 3.11: The Hall conductivity. The conductivity at the vertical black line is plotted on the
right.
The Hall conductivity, σh, maximizes to ∼ 10−5 mho/m at around 100 km where the ions are
extremely collisional (νi  Ωi), but where electrons are not collisional (νe  Ωe).
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Chapter 4
Numerical methods
Integration of E, B, and ni described by equations (3.20), (3.21) and (3.22), respectively, is done
using many of the advanced ﬁnite-volume methods that were previously used in the PERSEUS
model (Seyler and Martin, 2011), an electromagnetic extended-MHD plasma model. For each ﬂux
term, EMI uses a Rusanov scheme with Van Leer ﬂux limiting second order corrections (Trac and
Pen, 2002). In conjunction with the ﬂux limiting, EMI maintains zero divergent curls in equations
(3.20) and (3.21) with a ﬂux-interpolated central-diﬀerence scheme outlined by Toth (2000). EMI
uses Richardson extrapolation for second-order time accuracy. The result is that EMI is second-
order accurate, both spatially and temporally. This chapter will go into the details of the numerical
methods used to integrate equations (3.20), (3.21) and (3.22).
4.1 Curvilinear dipole grid
We simulate on a grid uniform in dipole coordinates. We will deﬁne the x, y, and z coordinates as
magnetic zonal, north, and meridional, respectively. Earth's magnetic ﬁeld strength can be modeled
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with that of a dipole magnetic ﬁeld (Schunk and Nagy , 2004),
|B0| ∝
√
1 + 3 cos2 θ
r3
, (4.1)
where θ is the magnetic co-latitude and r is the distance away from the center of Earth,
r = R0 sin
2 θ, (4.2)
where R0 is the distance away from the center of the Earth at the magnetic equator (θ = pi/2). We
deﬁne x as the magnetic longitude in radians. Coordinate y is expressed as
y = cos (θ) ·
(
RE
r
)2
, (4.3)
where RE is Earth's radius (∼ 6378.1 km) . Coordinate y is a unitless coordinate that corresponds
to a position on a unique dipole magnetic ﬁeld line, where y = 0 is at the magnetic equator and the
direction of increasing y is parallel to B0. Coordinate z is expressed as
z =
r/Re
sin2 θ
=
R0
RE
, (4.4)
where z increases with increasing L-shell or McIlwain L-parameter. Together, coordinates x, y, and
z form an orthogonal curvilinear coordinate system (Feshbach, 1953). Given by Orens et al. (1979),
the scale factors for this curvilinear coordinate system are
hx = r · sin θ (4.5)
hy =
r3
R2E
√
1 + 3 cos2 θ
(4.6)
hz =
RE sin
3 θ√
1 + 3 cos2 θ
, (4.7)
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for the x, y, and z coordinates, respectively.
Note that the scaling factors (4.5), (4.6), and (4.7) are in terms of r and θ. However, since we
work in x, y, and z coordinates, it useful to solve θ and r as a function of x, y, and/or z. While y
can be written in terms of θ and z as
y = cos (θ) ·
(
RE
R0 sin
2 θ
)2
=
cos (θ)
z2 · sin4 θ , (4.8)
solving for θ thereafter is analytically challenging. Instead of solving for θ analytically, we use the
Newton-Raphson method (Press et al., 2007) to solve for θ to machine precision. A good initial
guess for θ at low latitudes can be made by taking ﬁrst-order Taylor expansions near θ = pi/2 (near
the magnetic equator) of cosine and sine in equation (4.8),
y =
cos (θ)
z2 · sin4 θ ≈
pi/2− θ
z2
, (4.9)
and then solving for θ,
θ(n=0) =
pi
2
− yz2, (4.10)
where θn is the nth iteration in the Newton-Raphson solution. By the Newton-Raphson method, θ
is iteratively solved as
θn+1 = θn − f (θ)
∂θf (θ)
= θn −
yz2 − cos(θn)
sin4(θn)
1+3 cos2(θn)
sin5(θn)
, (4.11)
where f (θ) = yz2 − cos (θ) / sin4 (θ) is the function of which we wish to ﬁnd the root. Equation
(4.11) is iterated until θ converges. The value at which θ converges to is an accurate numerical
function evaluation of θ (y, z). In turn, r is trivially evaluated as
r (z, θ) = REz · sin2 θ. (4.12)
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With both θ(y, z) and r(z, θ), we can compute the scaling factors, equations (4.5), (4.6), and (4.7),
given (y, z) coordinates. It is apparent that θ and r are independent of x.
4.2 First-order spatial accuracy: Rusanov scheme
EMI utilizes a Rusanov scheme for a stable ﬁrst-order integration of ﬂux equations which will be
made second-order accurate in Section 4.3. First, is instructive to show that simple ﬁnite diﬀerencing
is unstable when integrating ﬂux equations. Let us interrogate the general one-dimensional ﬂux
equation,
∂tU = −∂xF, (4.13)
where U is the parameter we wish to integrate, ∂t denotes the partial time derivative, ∂x denotes
the spacial derivative, and F is the ﬂux of U . For simplicity's sake, we only consider one spatial
dimension which can be easily used in higher-dimension schemes discussed later. One may be
tempted to integrate (4.13) with simple ﬁnite diﬀerencing between cells such as central diﬀerencing,
Un+1j − Unj
h
= −F
n
j+1 − Fnj−1
2L
.
Un+1j = U
n
j −
h
L
Fnj+1 − Fnj−1
2
, (4.14)
where h is the time step we wish to integrate and L is the distance between cell centers. The n
superscript indicates the nth iteration in time. The j subscript indicates the value at the jth cell
in space. Performing the Von Neumann stability analysis, we take U and F to take the form,
U ∝ F ∝ ei(jkL). (4.15)
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In other words, we take U and F to be arbitrary Fourier components corresponding to an arbitrary
wave-number, k. In order to analyze whether Un+1j is iteratively stable, we solve (4.14) for the ratio
of consecutive iterations of U ,
Un+1j
Unj
= 1− h
L
(
1
Unj
· F
n
j+1 − Fnj−1
2
)
. (4.16)
Substituting U and F with relation (4.15) yields
Un+1j
Unj
= 1− h
L
(
F
U
· e
ikL − e−ikL
2
)
Un+1j
Unj
= 1− iF
U
h
L
sin (kL) , (4.17)
which has a modulus greater than 1, indicating that the iterative process grows unconditionally.
This shows that integrating ﬂux equations with ﬁnite diﬀerencing is simply unstable and will grow
out of control.
EMI utilizes the following Rusanov scheme for integrating ﬂux equations that introduces artiﬁcial
diﬀusion that maintains stability. Equation (4.13) becomes
∂tU = −∂LF +Dartificial∂2LU, (4.18)
where Dartificial is an artiﬁcial diﬀusion coeﬃcient. Analogous to equation (4.14), equation (4.18)
is integrated as
Un+1j − Unj
h
= −F
n
j−1 − Fnj+1
2L
+ cf
Unj+1 − 2Unj + Unj−1
2L
,
Un+1j = U
n
j − h ·
(
Fnj−1 − Fnj+1
2L
− cf
Unj+1 − 2Unj + Unj−1
2L
)
, (4.19)
where cf is an auxiliary variable referred to as the freezing speed and deﬁned as cf ≡ 2Dartificial/L.
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As one can see, the freezing speed is directly related to the artiﬁcial diﬀusion. However, using
freezing speed instead of Dartificial allows for easier-to-read formulation and matches the form of
Jin and Xin (1995). Performing the Von Neumann stability analysis on the Rusanov Scheme (4.19)
where we substitute the relation (4.15) yields
Un+1j
Unj
= 1− h
Unj
·
(
Fnj−1 − Fnj+1
2L
− cf
Unj+1 − 2Unj + Unj−1
2L
)
Un+1j
Unj
= 1− h
L
(
F
U
eikL − e−ikL
2
− cf e
ikL − 2 + e−ikL
2
)
Un+1j
Unj
= 1− h
L
[
i
F
U
· sin (kL) + cf (1− cos (kL))
]
. (4.20)
For stability, the modulus of equation (4.20) must be less than or equal to one. Thus,
∣∣∣∣∣U
n+1
j
Unj
∣∣∣∣∣
2
=
[
1− h
L
cf (1− cos (kL))
]2
+
[
h
L
F
U
· sin (kL)
]2
≤ 1
−2h
L
cf (1− cos (kL)) +
[
h
L
cf (1− cos (kL))
]2
+
[
h
L
F
U
· sin (kL)
]2
≤ 0
−2h
L
cf +
[
h
L
cf
]2
(1− cos (kL)) +
[
h
L
F
U · sin (kL)
]2
1− cos (kL) ≤ 0[
h
L
cf
]2
(1− cos (kL)) +
[
h
L
F
U
]2 sin2 (kL)
1− cos (kL) ≤ 2
h
L
cf
[
h
L
cf
]2
(1− cos (kL)) +
[
h
L
F
U
]2 1− cos2 (kL)
1− cos (kL) ≤ 2
h
L
cf
[
h
L
cf
]2
(1− cos (kL)) +
[
h
L
F
U
]2
(1 + cos (kL)) ≤ 2h
L
cf
c2f (1− cos (kL)) +
[
F
U
]2
(1 + cos (kL)) ≤ 2L
h
cf
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([
F
U
]2
+ c2f
)
+ cos (kL) ·
([
F
U
]2
− c2f
)
≤ 2L
h
cf . (4.21)
Only a certain range of cf will result in stability. The left-hand side is at a maximum when
cos (kL) = 1 or cos (kL) = −1. For cos (kL) = −1, the inequality,
([
F
U
]2
+ c2f
)
−
([
F
U
]2
− c2f
)
≤ 2L
h
cf
cf ≤ L
h
, (4.22)
is required for stability. This is essentially the Courant condition for the freezing speed, cf , where
the artiﬁcial diﬀusion associated with cf , must not transverse beyond it's neighboring cells for each
time step, h. Turning our attention back to equation (4.21), the inequality for cos (kL) = 1,
([
F
U
]2
+ c2f
)
+
([
F
U
]2
− c2f
)
≤ 2L
h
cf
cf
L
h
>
[
F
U
]2
, (4.23)
is required for stability. Using the lower limit for L/h from inequality (4.22) and generalizing cf for
the whole simulation space, inequality (4.23) becomes
c2f > max
([
F
U
]2)
cf > max
∣∣∣∣FU
∣∣∣∣ , (4.24)
where max refers to the maximum value of its argument in the simulation space. In the context
of the continuity equation (3.22), F/U = vi and inequality (4.24) becomes cf > max |vi|. In
other words, the freezing speed for the continuity equation must be greater than the maximum
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ion velocity for stability. In the context of Maxwell-Faraday's law (3.20) and Maxwell-Ampere's
law (3.21), cf > max |ω/k|. In other words, the freezing speed must exceed the maximum phase
speed for stability. For EMI, the fastest phase speeds are that of the X mode (3.59) and the L
and R modes (3.68). In fact, the continuity equation's vi is also the phase speed for the continuity
equation. Hence, it can be generally stated that the freezing speed must exceed the phase speed for
stability for any of the ﬂux equations,
cf > max
∣∣∣ω
k
∣∣∣ . (4.25)
Inequality (4.25) is consistent with cf conditions found in Jin and Xin (1995) and Trac and Pen
(2002). While the freezing speed can be chosen arbitrarily large to satisfy inequality (4.25), we wish
to use the minimum freezing speed, to minimize the artiﬁcial diﬀusion. We also must keep in mind
that the freezing speed is bounded by the Courant condition (4.22). Note that inequality (4.25) is
easier to satisfy when using the Cowling conductivity in Section 3.4, because the maximum phase
speeds are slower than that of the X, L, and R modes.
4.3 Second-order spatial accuracy: MUSCL scheme
One of the numerical challenges of ﬁnite volume methods is that ﬁrst-order diﬀerencing is artiﬁcially
diﬀusive and cannot model shocks eﬀectively. The Rusanov scheme in Section 4.2 is no exception
considering the artiﬁcial diﬀusion used to maintain stability. However, there are several higher-order
methods that limit numerical diﬀusivity and preserve shocks. We implement a monotone upwind
schemes for conservation laws (MUSCL) scheme as outlined by Trac and Pen (2002) to obtain
second-order spacial accuracy that is monotonicity preserving. For simplicity sake, we assume
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regular grid spacing. Recall that the one-dimensional ﬂux equation takes the form,
∂tU = −∂xF. (4.26)
We can split up the ﬂux into a right moving ﬂux (FR) and a left moving ﬂux (FR) as
Fi+1/2 =
FRi+1/2 − FLi+1/2
2
, (4.27)
where
FRi+1/2 = cfUi + Fi (4.28)
FLi+1/2 = cfUi+1 − Fi+1, (4.29)
and cf is the freezing speed (see Section 4.2). Equation (4.27) actually implements the Rusanov
scheme exactly. Note that cell wall ﬂuxes (4.28) and (4.29) are comprised of cell centered value
whereas we are interested in the ﬂux at the cell wall. We make second-order corrections to FRi+1/2
and FLi+1/2 by extrapolating their right-hand side (which each is composed of cell centered values)
to the cell wall at i+ 1/2. For extrapolation, we can either use the ﬁnite-diﬀerence slope at the cell
wall of interest or the ﬁnite-diﬀerence slope at the upwind cell wall. The upwind slope is a natural
choice because it makes use of information from where the moving ﬂux travels, a key feature of
monotone upwind schemes for conservation laws (MUSCL) (Van Leer , 1979). However, this upwind
ﬂux slope must be compared to the local slope and limited in order to preserve monotonicity. The
MUSCL scheme is expressed as
F ∗i+1/2(U) =
FR,∗i+1/2 − FL,∗i+1/2
2
(4.30)
FR,∗i+1/2 = F
R
i+1/2 + φ
(
FRi − FRi−1
2
,
FRi+1 − FRi
2
)
(4.31)
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FL,∗i+1/2 = F
L
i+1/2 + φ
(
FLi − FLi+1
2
,
FLi+1 − FLi+2
2
)
, (4.32)
where we denote the second-order corrected ﬂux with * and φ is a ﬂux limiting function that
compares the upwind slope with the slope at the i + 1/2 cell wall. Flux limiting functions takes
the two ﬂux slopes and rectiﬁes the more extreme slope for monotonicity preservation. A few
ﬂux limiting equations are presented in Trac and Pen (2002). We use the Van Leer ﬂux limiter
(Van Leer , 1974),
φ(a, b) =

2ab
a+b if ab>0 ,
0 otherwise,
(4.33)
which preserves monotonicity and provides second-order spatial accuracy.
We generalize the ﬂux limiting for irregular grid spacing by introducing scaling discussed in
Berger et al. (2005). Consider an irregular grid spacing as illustrated in the diagram below. Fluxes
(F ) can correspond with cells with diﬀerent cell lengths (L).
Figure 4.1: Fluxes on an irregular grid.
For equation (4.31), the diﬀerence at the i+ 1/2th cell wall is compared to that of the i− 1/2th
cell wall as a proxies for the derivatives at the respective cell wall. This is ﬁne for regularly spaced
cell spacing. However, for irregular spacing, this cannot be done because the derivatives at the
i+ 1/2th and i− 1/2th cell wall are
∂F
∂x
i+1/2
=
F i+1 − F i
(Li + Li+1) /2
(4.34)
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and
∂F
∂x
i−1/2
=
F i − F i−1
(Li−1 + Li) /2
, (4.35)
respectively. For irregular grid spacing, simply comparing diﬀerences of F at the cell walls does not
adequately compare the derivatives. This is because the diﬀerence of F is essentially a derivative
with respect to i which is not necessarily the same as with respect to x. We can outﬁt equations
(4.34) and (4.35) for the ﬂux limiting equation by simply multiplying them by the grid spacing at
the i+ 1/2th cell wall,
(
Li + Li+1
)
/2. Equations (4.34) and (4.35) become
∆F i+1/2 = F i+1 − F i (4.36)
and
∆F i−1/2 =
Li + Li+1
Li−1 + Li
F i − F i−1, (4.37)
respectively. In turn, (4.31) becomes
FR,∗i+1/2 = F
R
i+1/2 + φ
(
Li + Li+1
Li−1 + Li
FRi − FRi−1
2
,
FRi+1 − FRi
2
)
, (4.38)
where the F diﬀerence at the i − 1/2th cell wall is properly scaled to appropriately compare as a
derivative with the diﬀerence at the i+ 1/2thcell wall. Similarly, equation (4.32) becomes
FL,∗i+1/2 = F
L
i+1/2 + φ
(
FLi − FLi+1
2
,
Li + Li+1
Li+1 + Li+2
FLi+1 − FLi+2
2
)
. (4.39)
Note that for regular spacing (Li−1 = Li = Li+1 = Li+2), equation (4.38) and (4.39) reduces to
equations (4.31) and (4.32), respectively.
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4.4 Multi-dimensional second-order spatial accuracy
In the previous section we described how to achieve second-order spatial accuracy for one-dimensional
ﬂux equations. For three-dimensional space, we can apply one-dimensional techniques in what are
called split or unsplit methods. Split methods integrate using ﬂuxes in one dimension at a time
sequentially, a method referred to as dimensional splitting. Details can be found in Trac and Pen
(2002), LeVeque (1998), or Strang (1968) amongst several other publications. However, EMI does
not integrate with one spatial dimension at a time; EMI integrates with all the spatial dimen-
sions at once in unsplit fashion. For ﬂuxes composed of curls, unsplit integration is essential for
zero-divergent curls, which will be described in detail in Section 4.4.1.
4.4.1 Multi-dimensional zero-divergent curls
Both of Maxwell's equations (3.20) and (3.21) require the computation of a curl. As curls are
analytically zero-divergent, we must ensure that they are also numerically zero-divergent. In a
curvilinear coordinate system, −∂tB and ∇ · (∂tB) are given by
−∂tB = ∇×E = xˆ
hyhz
{∂y (hzEz)− ∂z (hyEy)}
+
yˆ
hxhz
{∂z (hxEx)− ∂x (hzEz)}
+
zˆ
hxhy
{∂x (hyEy)− ∂y (hxEx)}
(4.40)
and
∇ · (∂tB) = ∂x (hyhz∂tBx) + ∂y (hxhz∂tBy) + ∂z (hxhy∂tBz)
hxhyhz
, (4.41)
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respectively. After computing the ﬂux-limited discussed earlier, one may be tempted to compute
the curl as
[−∂tB]i,j,k = xˆ
[hyhz]
i,j,k

[
hzE
∗(y)
z
]i,j+1/2,k−[hzE∗(y)z ]i,j−1/2,k
2dy
−
[
hyE
∗(z)
y
]i,j,k+1/2−[hyE∗(z)y ]i,j,k−1/2
2dz

+
yˆ
[hxhz]
i,j,k

[
hxE
∗(z)
x
]i,j,k+1/2−[hxE∗(z)x ]i,j,k−1/2
2dz
−
[
hzE
∗(x)
z
]i+1/2,j,k−[hzE∗(x)z ]i−1/2,j,k
2dx

+
zˆ
[hxhy]
i,j,k

[
hyE
∗(x)
y
]i+1/2,j,k−[hyE∗(x)y ]i−1/2,j,k
2dx
−
[
hxE
∗(y)
x
]i,j+1/2,k−[hxE∗(y)x ]i,j−1/2,k
2dy
 ,
(4.42)
where superscripts ∗(x), ∗(y) and ∗(z) denote ﬂux limited electric ﬁelds (determined by 4.30) evalu-
ated along the x, y, and z directions, respectively, and [ ]i,j,k indicates the value at the (ith, jth, kth)
cell in x, y, z coordinates. Note that for [ ]i,j,k whole numbers indicate the value at the center while
1/2's indicate the value at the cell wall. The divergence of equation (4.42) does not necessarily equal
to zero, violating Gauss's law. The numerical problem lies in that each E∗ component is ﬂux-limited
in two directions resulting in two versions of E∗x, E∗y , and E∗z , each. Subsequently, equation (4.42)
is a sum of incomplete curls of diﬀerent versions of E∗. Equation (4.42) cannot adequately compute
a zero-divergent curl.
To numerically compute zero divergent curls we implement a ﬂux-interpolated central-diﬀerence
scheme as outlined by Toth (2000), but generalized for a three-dimensional curvilinear coordinate
system. Let us deﬁne cell-centered ﬂuxes as interpolations between the multiple versions of each E∗
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as
[E∗]i,j,k =
xˆ
4
{[
E∗(y)x
]i,j−1/2,k
+
[
E∗(y)x
]i,j+1/2,k
+
[
E∗(z)x
]i,j,k−1/2
+
[
E∗(z)x
]i,j,k+1/2}
+
yˆ
4
{[
E∗(x)y
]i−1/2,j,k
+
[
E∗(x)y
]i+1/2,j,k
+
[
E∗(z)y
]i,j,k−1/2
+
[
E∗(z)y
]i,j,k+1/2}
+
zˆ
4
{[
E∗(x)z
]i−1/2,j,k
+
[
E∗(x)z
]i+1/2,j,k
+
[
E∗(y)z
]i,j−1/2,k
+
[
E∗(y)z
]i,j+1/2,k}
.
(4.43)
With this cell-centered interpolated ﬂux-limited E∗, we can compute a zero-divergent curl as
[−∂tB]i,j,k = xˆ
[hyhz]
i,j,k
{
[hzE
∗
z ]
i,j+1,k − [hzE∗z ]i,j−1,k
2dy
−
[
hyE
∗
y
]i,j,k+1 − [hyE∗y]i,j,k−1
2dz
}
+
yˆ
[hxhz]
i,j,k
{
[hxE
∗
x]
i,j,k+1 − [hxE∗x]i,j,k−1
2dz
− [hzE
∗
z ]
i+1,j,k − [hzE∗z ]i−1,j,k
2dx
}
+
zˆ
[hxhy]
i,j,k
{[
hyE
∗
y
]i+1,j,k − [hyE∗y]i−1,j,k
2dx
− [hxE
∗
x]
i,j+1,k − [hxE∗x]i,j−1,k
2dy
}
.
(4.44)
We can show that this curl is in fact zero-divergent. Using the same central-diﬀerencing as in
equation (4.44), the divergence of the curl is
∇ · [−∂tB]i,j,k = [hyhz (−∂tBx)]
i+1,j,k − [hyhz (−∂tBx)]i−1,j,k
2dx · [hxhyhz]i,j,k
+
[hxhz (−∂tBy)]i,j+1,k − [hxhz (−∂tBy)]i,j−1,k
2dy · [hxhyhz]i,j,k
+
[hxhy (−∂tBz)]i,j,k+1 − [hxhy (−∂tBz)]i,j,k−1
2dz · [hxhyhz]i,j,k
.
(4.45)
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Substituting equation (4.44) into (4.45) yields
∇ · [−∂tB]i,j,k =

[hzE∗z ]
i+1,j+1,k−[hzE∗z ]i+1,j−1,k
2dy −
[hyE∗y ]
i+1,j,k+1−[hyE∗y ]
i+1,j,k−1
2dz
− [hzE∗z ]i−1,j+1,k−[hzE∗z ]i−1,j−1,k2dy +
[hyE∗y ]
i−1,j,k+1−[hyE∗y ]
i−1,j,k−1
2dz

2dx · [hxhyhz]i,j,k
+

[hxE∗x]
i,j+1,k+1−[hxE∗x]i,j+1,k−1
2dz − [hzE
∗
z ]
i+1,j+1,k−[hzE∗z ]i−1,j+1,k
2dx
− [hxE∗x]i,j−1,k+1−[hxE∗x]i,j−1,k−12dz + [hzE
∗
z ]
i+1,j−1,k−[hzE∗z ]i−1,j−1,k
2dx

2dy · [hxhyhz]i,j,k
+

[hyE∗y ]
i+1,j,k+1−[hyE∗y ]
i−1,j,k+1
2dx − [hxE
∗
x]
i,j+1,k+1−[hxE∗x]i,j−1,k+1
2dy
− [hyE
∗
y ]
i+1,j,k−1−[hyE∗y ]
i−1,j,k−1
2dx +
[hxE∗x]
i,j+1,k−1−[hxE∗x]i,j−1,k−1
2dy

2dz · [hxhyhz]i,j,k
= 0,
(4.46)
showing that the numerical curl (4.44) is zero-divergent (at least to the accuracy of computational
round-oﬀ errors). The curl of B used in Maxwell-Ampere's law is computed the same way for
zero-divergence.
4.4.2 Multi-dimensional method for the continuity equation
The method for zero-divergent curls does not apply to the continuity equation (3.22). However, the
ﬂux term for the unsplit method for the continuity equation is more simply expressed as
[∇ · (nivi)]i,j,k =
[
hyhz (nivix)
∗(x)
]i+1/2,j,k − [hyhz (nivix)∗(x)]i−1/2,j,k
dx [hxhyhz]
i,j,k[
hxhz (niviy)
∗(y)
]i,j+1/2,k − [hxhz (niviy)∗(y)]i,j−1/2,k
dy [hxhyhz]
i,j,k[
hxhy (niviz)
∗(z)
]i,j,k+1/2 − [hxhy (niviz)∗(z)]i,j,k−1/2
dx [hxhyhz]
i,j,k
, (4.47)
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where superscripts ∗(x), ∗(y) and ∗(z) denote ﬂux limited ﬂuxes (determined by equation 4.30) eval-
uated along the x, y, and z directions, respectively, and [ ]i,j,k indicates the value at the (ith, jth, kth)
cell in x, y, z coordinates.
4.5 Applying ion inertia to Maxwell-Ampere's law
Let us examine the equations we integrate,
∂tB =−∇×E (4.48)
∂tE =
c2V 2a
c2 + V 2a
[∇×B− µ0J′]⊥
+ c2
[∇×B− µ0J′]‖ (4.49)
∂tni = −∇ · (nivi) . (4.50)
Equation (4.48) and (4.50) are already in ﬂux form. However, equation (4.49) is not; the leading
c2V 2a /
(
c2 + V 2a
)
factor is not necessarily constant. This is rectiﬁed by ﬂux limiting the Maxwell-
Ampere's law without ion inertia,
∂tE = c
2
[∇×B− µ0J′] , (4.51)
which is in ﬂux form. Following the ﬂux limiting of equation (4.51), ion inertia is applied by scaling
the perpendicular components by V 2a /
(
c2 + V 2a
)
, which fully models the Alfvénic Maxwell-Ampere's
law (4.49).
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4.6 First-order time integration
Recall EMI's diﬀerential model equations (3.20) through (3.22) rewritten for convenience:
∂tB = −∇×E (4.52)
∂tE =
c2V 2a
c2 + V 2a
[∇×B− µ0J′]⊥
+ c2
[∇×B− µ0J′]‖ (4.53)
∂tni = −∇ · (nivi) , (4.54)
where J′ is
J′ = eneA˜i
(
eE
M
+ g − ∇pi
niM
+ νieve + νinvn − vi · ∇vi⊥
)
− eneA˜e
(
−eE
m
+ g − ∇pe
nem
+ νeivi + νenvn
)
.
(4.55)
EMI integrates Maxwell-Faraday's law, the Alfvénic Maxwell-Ampere's law, and the continuity
equation through time. In other words, EMI integrates a (7× nx × ny × nz)-dimensional vector
where there are 7 state variables (B, E, ni) for each grid point on a nx by ny by nz grid. The
diﬀerential equation we integrate takes the form of
∂tU = D (U) , (4.56)
where D (U) is the diﬀerential equation of U as a function of U deﬁned by equations (4.52), (4.53),
and (4.54). In this section we will discuss the ﬁrst-order Euler method and Backward-Euler methods
for time integration that will later be used to implement a second-order time integration scheme.
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4.6.1 First-order explicit time integration: Euler method
One of the simplest ways to integrate partial diﬀerential equations is by the Euler method (Press
et al., 2007), a popular way to explicitly integrate diﬀerential equations. The term explicitly refers
to how the method can determine the next iteration of U (which we will refer to as Un+1) explicitly
from the current iteration (which we refer to as Un). The Euler method models ∂tU = D (U) as
Un+1 −Un
h
= D (Un) , (4.57)
where h is the time step we wish integrate. Solving for next iteration of U is formulated as
Un+1 = Un + h ·D (Un) . (4.58)
This method is simple and is suﬃcient for non-stiﬀ integration. However, it is only linearly accurate
and it assumes that the D (U) is constant throughout the whole h step interval (∂tD (U) = 0).
For stiﬀ diﬀerential equations, D (Un) can be wildly inappropriate for integrating unless h is really
small. Keep in mind that smaller h steps requires more iterations than large h steps and may be
implausible to numerically compute.
In many cases, the Euler method can also be unstable (Press et al., 2007). The instability of the
Euler method can be illustrated with a simple one-dimensional toy example diﬀerential equation
∂tU = −γU, (4.59)
which is the classic equation for exponential decay for γ > 0. The analytical integration should be
exactly
Un+1 = Une−γh (4.60)
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Taking h→∞ should yield Un+1 = 0. However, integrating this equation with the Euler method,
Un+1 = Un − h · γUn, (4.61)
and taking h → ∞ yields ∣∣Un+1∣∣ = ∞. Secondly, the magnitude of the ratio between consecutive
U iterations, ∣∣∣∣Un+1Un
∣∣∣∣ = |1− h · γ| , (4.62)
is greater than unity for h ·γ > 2, indicating a growing U after each iteration, where U should decay
to zero. Both (4.61) and (4.62) illustrate the Euler method can wildly overshoot integrals for large
h. In order for the method to work, one needs to use very small h.
4.6.2 First-order implicit time integration: Backward-Euler method
A more stable method of integration is the Back-Euler method, which is an implicit method. The
explicit Euler method explicitly deﬁned its diﬀerential equations by Un. Implicit methods attempt
to deﬁne the diﬀerential equation by Un+1. The backward-Euler method models ∂tU = D (U) as
Un+1 −Un
h
= D
(
Un+1
)
. (4.63)
Solving for next iteration of U requires algebra unique to the set of equations you want to integrate,
but is often more stable than the Euler method.
The stability of the backward-Euler method can be demonstrated with the same one-dimensional
toy example (4.59). Using the backward-Euler method (4.63) with (4.59) and solving forUn+1 yields
the numerical integration,
Un+1 =
Un
1 + h · γ . (4.64)
Taking h→∞ yields Un+1 = 0, which is the proper asymptotic limit. Secondly, for any h the ratio
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between the magnitudes of consecutive U iterations,
∣∣Un+1∣∣
|Un| =
1
1 + h · γ , (4.65)
is unconditionally less than unity, indicating a decaying U after each iteration, where U should,
in fact, decay. Both (4.64) and (4.65) illustrate that the backward-Euler method is stable and
relaxes to the asymptotic of the real solution, for any h. However, keep in mind that this method
is still only ﬁrst-order accurate. Also, in many cases, it is not possible to solve the whole set of
diﬀerential equations completely implicitly; there may be no way to solve equation (4.63) for Un+1.
EMI cannot completely integrate its diﬀerential equations (4.52), (4.53), and (4.54) implicitly with
the backward-Euler method. EMI instead utilizes the backward-Euler method where it can, and
utilizes the Euler method when the backward-Euler is not possible.
4.6.3 EMI's ﬁrst-order semi-implicit time-integration
For stability reasons, we would prefer to implicitly integrate all of U. In fact for Maxwell-Ampere's
law, implicit integration is necessary. Implicit time integration allows EMI to integrate over shorter
time scale oscillations associated with the electron plasma frequency and the electron gyrofrequency,
that we do not wish to resolve. However, it is algebraically impossible to solve equation (4.63) for
all of Un+1 with EMI's formulas (4.52) to (4.54). Hence, EMI's integration scheme is composed
of implicit integration where possible, and explicit integration elsewhere. In other words, EMI's
integration takes the form,
Un+1 −Un
h
= De (U) +Di (U) , (4.66)
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where De (U) refers to the diﬀerential equations to be integrated explicitly and Di (U) refers to the
diﬀerential equations to be integrated implicitly. To be more speciﬁc, let us represent U as
U =

B
E
ni
 . (4.67)
Then De (U) can be given by
De (U) =

−∇×En
c2V 2a
c2 + V 2a
[∇×Bn − µ0J′n|E1=0]⊥ + c2 [∇×Bn − µ0J′n|E1=0]‖
−∇ · (nni vni )
 , (4.68)
where J′n|E1=0 is J′n without E1 contributions. The E1 contributions to J′ are found in Di (U),
which is given by
Di (U) =

0
c2V 2a
c2 + V 2a
[−µ0σ˜ ·En+11 ]⊥ + c2 [−µ0σ˜ ·En+11 ]‖
0
 , (4.69)
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where σ˜ is the conductivity tensor (2.15). Using equations (4.125) and (4.69), equation (4.66) can
be written out as
Bn+11 −Bn1
h
= −∇×En (4.70)
En+11 −En1
h
=
c2V 2a
c2 + V 2a
[
∇×Bn − µ0J′n
∣∣
E1=0
− µ0σ˜ ·En+11
]
⊥
+ c2
[
∇×Bn − µ0J′n
∣∣
E1=0
− µ0σ˜ ·En+11
]
‖
(4.71)
nn+1i − nni
h
= −∇ · (nni vni ) . (4.72)
Solving for Un+1 yields the following equations
Bn+11 = B
n
1 − h · ∇ ×En⊥ (4.73)
En+11⊥ =
{[
1 + h · c
2V 2a
c2 + V 2a
µ0σ˜
]−1
·
(
En1 + h ·
c2V 2a
c2 + V 2a
[
∇×Bn − µ0J′n
∣∣
E1=0
])}
⊥
(4.74)
En+11‖ =
En1‖ + h · c2
[∇×Bn − µ0J′n|E1=0]‖
1 + h · c2µ0σ0 (4.75)
nn+1i = n
n
i − h · ∇ · (nni vni ) , (4.76)
The beneﬁts of the implicit integration in (4.74) and (4.75) is found by taking h→∞,
En+11⊥ =
{
[µ0σ˜]
−1 ·
([
∇×Bn − µ0J′n
∣∣
E1=0
])}
⊥
En+11‖ =
[∇×Bn − µ0J′n|E1=0]‖
µ0σ0
,
which can be rearranged and combined as
∇×Bn = µ0
(
J′n
∣∣
E1=0
+ σ˜E1
)
, (4.77)
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where it is apparent that E is relaxed to an asymptotic limit that satisﬁes ∇×B = µ0J′, a feature
that the Euler method cannot achieve without an extremely small h. The implicit integration eﬀec-
tively integrates over shorter time scale oscillations associated with the electron plasma frequency
and gyrofrequency. For convenience of the reader, equation (4.74) and (4.75) with the conductivity
tensor (2.15) can also be written out as
En+11 =
P
P 2 +H2
·
(
En1⊥ + h ·
c2V 2a
c2 + V 2a
[
∇×Bn − µ0J′n
∣∣
E1=0
]
⊥
)
+
H
P 2 +H2
·
(
En1⊥ + h ·
c2V 2a
c2 + V 2a
[
∇×Bn − µ0J′n
∣∣
E1=0
]
⊥
)
× B|B|
+
1
1 + h · c2µ0σ0 ·
(
En1‖ + h · c2
[
∇×Bn − µ0J′n
∣∣
E1=0
]
‖
)
,
(4.78)
where
P = 1 + h · c
2V 2a
c2 + V 2a
µ0σp (4.79)
H = h · c
2V 2a
c2 + V 2a
µ0σh. (4.80)
Alternatively, if using the Cowling conductivity tensor (3.87), equation (4.74) and (4.75) is written
out as
En+11 =
1
C
·
(
En1x + h ·
c2V 2a
c2 + V 2a
[
∇×Bn − µ0J′n
∣∣
E1=0
]
zonal
)
+
1
P
·
(
En1z + h ·
c2V 2a
c2 + V 2a
[
∇×Bn − µ0J′n
∣∣
E1=0
]
meridional
)
+
H
CP
·
(
En1x + h ·
c2V 2a
c2 + V 2a
[
∇×Bn − µ0J′n
∣∣
E1=0
]
zonal
)
× B|B|
+
1
1 + h · c2µ0σ0 ·
(
En1‖ + h · c2
[
∇×Bn − µ0J′n
∣∣
E1=0
]
‖
)
,
(4.81)
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where the subscripts zonal and meridional refer strictly to zonal and meridional components,
respectively, and where
C = 1 + h · c
2V 2a
c2 + V 2a
µ0σc. (4.82)
4.7 Second-order time integration
In the previous section, we discussed ﬁrst-order methods to integrate EMI's equations. While stable,
we wish to improve temporal accuracy to the second-order. Fortunately, we can use the ﬁrst-order
methods discussed earlier using Runge-Kutta methods in order to achieve second-order accuracy,
which will be discussed in this section.
4.7.1 Exact Taylor series of time integration
Before we discuss how EMI achieves second-order temporal accuracy, let us ﬁrst derive the Taylor
series of time integrating U from the nth to the n + 1th iteration given its derivative function,
D (U). As a Taylor series, the n+ 1th iteration of U takes the form of
Un+1 = C0 + C1h+ C2h
2 + C3h
3 + ... (4.83)
where Ci is the i 'th Taylor coeﬃcient and h is the time step we wish to integrate from the nth to
the n+ 1th iteration. C0 is simply solved for by setting h = 0 which implies no change in U
n+1 or
in other words, Un+1 = Un. Thus,
C0 = U
n, (4.84)
the initial value. Taking the derivative of equation (4.83) yields
dhU
n+1 = C1 + 2C2h+ 3C3h
2 + ... = D (U) , (4.85)
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recalling that D (U) is the derivative function of U. We solve for C1 by setting h = 0. Thus,
C1 = D (U) . (4.86)
Taking the derivative of equation (4.85) yields
d2hU
n+1 = 2C2 + 6C3h+ ... = ∂UD (U) ·D (U) , (4.87)
where we applied the chain rule to the furthest right hand side and ∂U is the partial derivative with
respect to U. C2 is solved by setting h = 0. Thus,
C2 =
1
2
∂UD (U) ·D (U) . (4.88)
Having solved for C0, C1, and C2, the exact Taylor series for time integration is
Un+1 = Un +D (U)h+ ∂UD (U) ·D (U) h
2
2
+O
(
h3
)
, (4.89)
where we use big-O notation to represent terms of order i or greater with O
(
hi
)
. For a vector
F = O
(
hi
)
means that |F| < Ahi for some constant vector, A. We already formulated D (U) as a
with equations (3.20) to (3.22). However, the question remains: how do we implement second-order
temporal accuracy and obtain ∂UD (U) from a set of equations that only includes ﬁrst derivatives?
An exact analytical formula for ∂UD (U) would be complex to implement. It would also double
the set of derivative equations. Instead, we can simply use the ﬁrst-order time integration scheme
discussed in Section 4.6 to achieve second-order accuracy using second-order schemes described in
the following subsections.
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4.7.2 Explicit second-order time integration: Explicit Runge-Kutta method
Consider the commonly used explicit second-order Runge-Kutta scheme that can be found in Press
et al. (2007) or Trac and Pen (2002), which can be expressed as
Un+1 = Un +De
(
Un +De (U
n)
h
2
)
· h, (4.90)
where De (U) is the diﬀerential function that we wish to integrate explicitly (as opposed to diﬀeren-
tial functions which we will want to integrate implicitly). The ﬁrst and second derivatives of Un+1
are
dhU
n+1 = De
(
Un +De (U
n)
h
2
)
+ ∂UDe
(
Un +De (U
n)
h
2
)
· De (U
n)
2
h (4.91)
d2hU
n+1 = ∂UDe
(
Un +De (U
n)
h
2
)
·De (Un) + ∂2UDe
(
Un +De (U
n)
h
2
)
·
(
De (U
n)
2
)2
h ,
(4.92)
respectively. The zeroth to second derivative of Un+1 at h = 0 are
Un+1
∣∣
h=0
= Un
∂hU
n+1
∣∣
h=0
= De (U
n)
∂2hU
n+1
∣∣
h=0
= ∂UDe (U
n) ·De (Un) ,
(4.93)
respectively. Thus the Taylor expansion of Un+1 at h = 0 is
Un+1 = Un +De (U
n)h+ ∂UDe (U
n) ·De (Un) h
2
2
+O
(
h3
)
. (4.94)
Note that the similarities to the exact Taylor series (4.89) up to the second-order. For this explicit
method, the ﬁrst derivative is given by De (U
n). The second derivative, ∂UD (U)·D (U), is given by
∂UDe (U
n)·De (Un). Hence, the explicit Runge-Kutta scheme is considered second-order accurate in
the temporal sense. We use this explicit Runge-Kutta scheme to integrate EMI's non-stiﬀ diﬀerential
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equations and equations than cannot be formulated implicitly.
4.7.3 Implicit second-order time integration: Implicit Runge-Kutta method
For diﬀerential equations we wish to integrate implicitly, we could utilize a diagonal implicit Runge-
Kutta scheme (Norsett , 1974; Crouzeix , 1976; Alexander , 1977; Butcher , 1987; Ascher et al., 1997).
The implicit Runge-Kutta scheme EMI uses can be described as
Un+1 = Un + (1− α)K1 + αK2, (4.95)
where
K1 = Di (U
n + αK1)h
after which we use to determine
K2 = Di (U
n + (1− α)K1 + αK2)h.
The steps to implement the scheme is as follows:
1. Implicitly integrate by an αh step where you subsequently determine K1.
2. From the αh point, extrapolate to the (1− α)h point using Di (Un + αK1). Or equivalently,
Un+(1−α) = Un + (1− α)K1.
3. From the (1− α)h point, implicitly integrate an additional αh to complete the full h step,
which results in equation (4.95).
The scheme maintains the stable properties of implicit integration (Alexander , 1977; Ascher et al.,
1997). In intuitive terms, the stability comes from the fact that the last step is an implicit integra-
tion. Not only is the scheme stable, but it will be shown that the scheme is second-order accurate
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for speciﬁc α. The ﬁrst derivative of K1 is derived as
dhK1 = Di (U
n + αK1) + α∂UDi (U
n + αK1) dhK1h
dhK1 =
Di (U
n + αK1)
1− α∂UDi (Un + αK1)h. (4.96)
The second derivative is
d2hK1 =
α∂UDi (U
n + αK1) dhK1 · [1− α∂UDi (Un + αK1)h]
[1− α∂UDi (Un + αK1)h]2
− Di (U
n + αK1)
[−α∂UDi (Un + αK1)− α∂2UDi (Un + αK1) dhK1h]
[1− α∂UDi (Un + αK1)h]2
(4.97)
The ﬁrst derivative of K2 is a little more complicated, because K2 is coupled with K1 by deﬁnition.
Nonetheless, the ﬁrst derivative is derived as
K2 = Di (U
n + (1− α)K1 + αK2)h
dhK2 = Di (U
n + (1− α)K1 + αK2) + ∂UDi (Un + (1− α)K1 + αK2) dh ((1− α)K1 + αK2)h
dhK2 =
Di (U
n + (1− α)K1 + αK2) + (1− α) ∂UDi (Un + (1− α)K1 + αK2) dhK1 · h
1− α∂UDi (Un + (1− α)K1 + αK2)h . (4.98)
The second derivative is
d2hK2 =
[∂UDi (U
n + (1− α)K1 + αK2) dh (2 (1− α)K1 + αK2) +O (h)] [1−O (h)]
[1− α∂UDi (Un + (1− α)K1 + αK2)h]2
− [Di (U
n + (1− α)K1 + αK2) +O (h)] [−α∂UDi (Un + (1− α)K1 + αK2)−O (h)]
[1− α∂UDi (Un + (1− α)K1 + αK2)h]2
.
(4.99)
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The derivatives of K1 and K2 at h = 0 are
dhK1 (h = 0) = Di (U
n + αK1)
dhK2 (h = 0) = Di (U
n + (1− α)K1 + αK2)
d2hK1 (h = 0) = 2α∂UDi (U
n + αK1)Di (U
n + αK1)
d2hK2 (h = 0) = ∂UDi (U
n + (1− α)K1 + αK2) ·
[2 (1− α)Di (Un + αK1) + 2αDi (Un + (1− α)K1 + αK2)] .
(4.100)
Now let us bring our attention back to equation (4.95). The ﬁrst and second derivative of Un+1 are
dhU
n+1 = (1− α) dhK1 + αdhK2 (4.101)
d2hU
n+1 = (1− α) d2hK1 + αd2hK2, (4.102)
respectively. Substituting the derivative values of (4.100), the zeroth to second derivatives of Un+1
at Un or at h = 0 are
Un+1
∣∣
h=0
= Un (4.103)
∂hU
n+1
∣∣
h=0
= (1− α)Di (Un + (1− α)K1 + αK2) (4.104)
+ αDi (U
n + (1− α)K1 + αK2)
∂2hU
n+1
∣∣
h=0
= 2α (1− α) ∂UDi (Un + αK1)Di (Un + αK1) (4.105)
+ 2α (1− α) ∂UDi (Un + (1− α)K1 + αK2) ·Di (Un + αK1)
+ 2α2∂UDi (U
n + (1− α)K1 + αK2) ·Di (Un + (1− α)K1 + αK2)
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respectively. Subsequently, the Taylor expansion of Un+1 at h = 0 is
Un+1 = Un +
(
∂hU
n+1
∣∣
h=0
)
h+
(
∂2hU
n+1
∣∣
h=0
) h2
2
+O
(
h3
)
, (4.106)
which is an appropriate second-order model of the exact Taylor series (4.89) for certain α. By
inspection of the ﬁrst derivative (4.104), it is easy to see that ∂hU
n+1
∣∣
h=0
takes the form of a
weighted mean of ﬁrst derivatives, D (U), for any chosen α since the coeﬃcients of each term add to
unity ((1− α) + α = 1). However, let us turn our attention to ∂2hUn+1
∣∣
h=0
expressed by equation
(4.105). All the terms in ∂2hU
n+1
∣∣
h=0
has the form wj · ∂UDi (U) · Di (U), where wj is a weight
coeﬃcient and ∂UDi (U) ·Di (U) is a second-derivative deﬁned by U at diﬀerent implicit points in
time. However, in order for ∂2hU
n+1
∣∣
h=0
to truly be a weighted mean of second derivatives, all of
the weight coeﬃcients must add to unity,
∑
wj = 2α (1− α) + 2α (1− α) + 2α2 = 1. (4.107)
This condition can only be met for α = 1± 1/√2, which is found after solving for the roots of the
quadratic equation. Any other α would make ∂2hU
n+1
∣∣
h=0
an arbitrary linear function of second
derivatives. Note the similarities of equation (4.106) to the explicit Runge-Kutta Taylor expansion
(4.94). They both represent second-order integration, except they diﬀer by the ﬁrst and second
derivatives they use. The explicit Runge-Kutta scheme has its ﬁrst and second derivatives deﬁned
explicitly by Un. The implicit Runge-Kutta scheme has its ﬁrst and second derivatives deﬁned by
weighted means of ﬁrst and second derivatives implicitly away from Un. As discussed in Section
4.6.3, the implicit method's use of derivatives away from the explicit point is a necessity to integrate
over shorter time scale oscillations associated with the electron plasma frequency and gyrofrequency.
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4.7.4 Implicit-Explicit second-order time integration: Richardson extrapolation
In Sections 4.7.2 and 4.7.3 second-order explicit and implicit integration were described in separate
manners. In this section we describe a scheme (that EMI implements) for second-order accurate
semi-implicit time integration, where both explicit and implicit integration are implemented. For
semi-explicit time integration, the diﬀerential function, D (U), takes the form
D (U) = De (U) +Di (U) , (4.108)
where De (U) refers to the diﬀerential equations to be integrated explicitly and Di (U) refers to
the diﬀerential equations to be integrated implicitly, as discussed in Section 4.6.3. With equation
(4.108), the exact second-order Taylor expansion (4.89) can be expressed as
Un+1 = Un
+De (U)h
+Di (U)h
+ ∂UDe (U) ·De (U) h
2
2
+ ∂UDe (U) ·Di (U) h
2
2
+ ∂UDi (U) ·De (U) h
2
2
+ ∂UDi (U) ·Di (U) h
2
2
+O
(
h3
)
.
(4.109)
The question remains: how is equation (4.109) modeled?
Second and higher order accurate IMEX schemes can be found in Ascher et al. (1997) and
Pareschi and Russo (2000). They discuss clever ways to integrate with high-order accuracy. EMI
uses a second-order Richardson extrapolation which can be described as
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Un+1 = Un + 2K2 −K3, (4.110)
where
K1 = De (U
n)
h
2
+Di (U
n +K1)
h
2
K2 = K1 +De (U
n +K1)
h
2
+Di (U
n +K2)
h
2
K3 = De (U
n)h+Di (U
n +K3)h.
The steps to implement the scheme is as follows:
1. Semi-implicitly integrate by an h/2 step.
2. From the h/2 point, semi-implicitly integrate another h/2 step, where K2 is determined (the
diﬀerence between the current U and the original Un).
3. Go back to the original Un and from that point, semi-implicitly integrate a full h step, where
K3 is determined (the diﬀerence between the current U and the original U
n).
4. Un+1 is computed as Un+1 = Un + 2K2 −K3.
It can be shown that the scheme is second-order accurate; that is, the scheme models equation
(4.109) appropriately. The ﬁrst derivative of K1 is derived as
K1 = De (U
n)
h
2
+Di (U
n +K1)
h
2
2dhK1 = De (U
n) +Di (U
n +K1) + ∂UDi (U
n +K1) dhK1h
dhK1 =
De (U
n) +Di (U
n +K1)
2− ∂UDi (Un +K1)h . (4.111)
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The second derivative is
d2hK1 =
∂UDi (U
n +K1) dhK1
2− ∂UDi (Un +K1)h
− [De (U
n) +Di (U
n +K1)] [−∂UDi (Un +K1)−O(h)]
[2−O(h)]2 .
(4.112)
The ﬁrst derivative of K2 is derived as
K2 = K1 +De (U
n +K1)
h
2
+Di (U
n +K2)
h
2
2dhK2 = 2dhK1+De (U
n +K1)+Di (U
n +K2)+[∂UDe (U
n +K1) dhK1 + ∂UDi (U
n +K2) dhK2]h
dhK2 =
2dhK1 +De (U
n +K1) +Di (U
n +K2) + ∂UDe (U
n +K1) dhK1h
2− ∂UDi (Un +K2)h . (4.113)
The second derivative is
d2hK2 =
2d2hK1 + 2∂UDe (U
n +K1) dhK1 + ∂UDi (U
n +K2) dhK2 +O(h)
2−O(h)
− [2dhK1 +De (U
n +K1) +Di (U
n +K2) +O(h)] [−∂UDi (Un +K2)−O(h)]
[2− ∂UDi (Un +K2)h]2
.
(4.114)
The ﬁrst derivative of K3 is derived as
K3 = De (U
n)h+Di (U
n +K3)h
dhK3 = De (U
n) +Di (U
n +K3) + ∂UDi (U
n +K3) dhK3h (4.115)
dhK3 =
De (U
n) +Di (U
n +K3)
1− ∂UDi (Un +K3)h . (4.116)
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The second derivative is
d2hK3 =
∂UDi (U
n +K3) dhK3
1−O(h)
− [De (U
n) +Di (U
n +K3)] [−∂UDi (Un +K3)−O (h)]
[1−O(h)]2 .
(4.117)
The derivatives of K1, K2, and K3 at h = 0 are
dhK1 (h = 0) =
1
2
[De (U
n) +Di (U
n +K1)]
dhK2 (h = 0) =
1
2
[De (U
n) +Di (U
n +K1)] +
1
2
[De (U
n +K1) +Di (U
n +K2)]
dhK3 (h = 0) = [De (U
n) +Di (U
n +K3)]
d2hK1 (h = 0) =
1
2
∂UDi (U
n +K1) [De (U
n) +Di (U
n +K1)]
d2hK2 (h = 0) =
1
2
∂UDe (U
n +K1) [De (U
n) +Di (U
n +K1)]
+
1
2
∂UDi (U
n +K1) [De (U
n) +Di (U
n +K1)]
+
1
2
∂UDi (U
n +K2) [De (U
n) +Di (U
n +K1)] .
+
1
2
∂UDi (U
n +K2) [De (U
n +K1) +Di (U
n +K2)]
d2hK3 (h = 0) = 2∂UDi (U
n +K3) [De (U
n) +Di (U
n +K3)] .
(4.118)
Now let us bring our attention back to equation (4.110). The ﬁrst and second derivative of Un+1
are
dhU
n+1 = 2dhK2 − dhK3 (4.119)
d2hU
n+1 = 2d2hK2 − d2hK3, (4.120)
respectively. Substituting the derivative values (4.118), the zeroth to second derivatives of Un+1 at
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Un or at h = 0 are
Un+1
∣∣
h=0
= Un (4.121)
∂hU
n+1
∣∣
h=0
= De (U
n +K1) (4.122)
+ Di (U
n +K1) +Di (U
n +K2)−Di (Un +K3)
∂2hU
n+1
∣∣
h=0
= ∂UDe (U
n +K1) [De (U
n) +Di (U
n +K1)] (4.123)
+ ∂UDi (U
n +K1) [De (U
n) +Di (U
n +K1)]
+ ∂UDi (U
n +K2) [De (U
n) +Di (U
n +K1)]
+ ∂UDi (U
n +K2) [De (U
n +K1) +Di (U
n +K2)]
− 2∂UDi (Un +K3) [De (Un) +Di (Un +K3)] ,
respectively. Subsequently, the Taylor expansion of Un+1 at h = 0 is
Un+1 = Un +
(
∂hU
n+1
∣∣
h=0
)
h+
(
∂2hU
n+1
∣∣
h=0
) h2
2
+O
(
h3
)
, (4.124)
which is an appropriate second-order model of semi-implicit second-order Taylor series (4.109),
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where the series (4.109) derivatives are modeled as
De (U) = De (U
n +K1) (4.125)
Di (U) = Di (U
n +K1) +Di (U
n +K2)−Di (Un +K3) (4.126)
∂UDe (U) ·De (U) = ∂UDe (Un +K1) ·De (Un) (4.127)
∂UDe (U) ·Di (U) = ∂UDe (Un +K1) ·Di (Un +K1) (4.128)
∂UDi (U) ·De (U) = ∂UDi (Un +K1) ·De (Un) (4.129)
+ ∂UDi (U
n +K2) ·De (Un)
+ ∂UDi (U
n +K2) ·De (Un +K1)
− 2∂UDi (Un +K3) ·De (Un)
∂UDi (U) ·Di (U) = ∂UDi (Un +K1) ·Di (Un +K1) (4.130)
+ ∂UDi (U
n +K2) ·Di (Un +K1)
+ ∂UDi (U
n +K2) ·Di (Un +K2)
− 2∂UDi (Un +K3) ·Di (Un +K3) .
Note that for each equation (4.125) through (4.130), the coeﬃcients of the terms on the right-
hand-side add to unity. Thus, the right-hand-side of each equation is a kind of weighted mean of
derivatives (determined at diﬀerent points) and is consistent with the left-hand-side that it models.
If the coeﬃcients on the right-hand-side did not add to unity, then the right-hand-side would be an
arbitrary linear function of derivatives inconsistent with the left-hand-side that it models.
In this Richardson extrapolation scheme, the explicit and implicit integration are both im-
plemented with second-order accuracy. Note that for each semi-implicit step, explicit integration
should be applied before the implicit integration. In this order, the pair makes up a ﬁrst-order
semi-implicit step described in Subsection 4.6.3. It's worth noting that, without the presence of
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implicit integration, it can be shown that this scheme produces the same results as the second-order
explicit Runge-Kutta scheme described in Subsection 4.7.2.
4.8 Summary of EMI algorithm
To summarize, the EMI algorithm is as follows:
1. Initialize ionosphere
(a) Use IRI-2007 for background plasma parameters (section 3.6).
(b) Use NRLMSISE-00 for neutral parameters (section 3.6).
2. Time step
(a) Flux limit for second-order spatial accuracy
i. Use the Rusanov scheme for stable ﬁrst-order intermediate ﬂux (section 4.2).
ii. Apply second-order corrections to the Rusanov scheme with a MUSCL scheme (sec-
tion 4.3).
iii. For curls, use a ﬂux interpolated scheme (section 4.4.1) for zero-divergent curls.
(b) Use second-order Richardson extrapolation scheme (section 4.7.4) for temporal integra-
tion.
3. Iteratively go back to step 2 for next time step.
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Chapter 5
EMI code tests
Before using EMI to simulate and analyze the electromagnetic characteristics of low-latitude plasma
irregularities, we will ﬁrst check the model for consistency with analytical solutions to test problems.
Speciﬁcally, EMI is checked for the support for Alfvén waves, the correct phase speed for Alfvén
waves, and the numerical dissipation of Alfvén waves.
5.1 Support for Alfvén waves
In order to test the support for Alfvén waves, an Alfvén wave pulse (with an Alfvén speed set to
107 m/s) is simulated on a 50 × 100 × 50 rectangular grid where the y-dimension is parallel to
B0. The simulation results are presented in Figure 5.1, where Sub-ﬁgures (a) through (f) plot E1
and B1 at times separated by 0.05 s. The cell lengths in the x and z dimensions are kilometer-
scaled. Cell lengths in the y-dimension are tens of kilometers. The span of the y-dimension is
thousands of kilometers, the length of magnetic ﬁeld lines typically associated with low-latitudes
plasma irregularities. This particular Alfvén wave is supported by Ex1 and Bz1. It is apparent that
it propagates along the y-dimension at the Alfvén speed; the wave travels 2500 km in 0.25 s. The
results in Figure 5.1 show that, in fact, EMI supports Alfvén waves.
105
Alfvén wave pulse
(a) t = 0.00 s (b) t = 0.05 s
(c) t = 0.10 s (d) t = 0.15 s
(e) t = 0.20 s (f) t = 0.25 s
Figure 5.1: Alfvén wave pulse propagating (in the y-direction) through time with Va = 10
7 m/s.
For each sub-ﬁgure, Ex1 and Bz1 are plotted.
5.2 Alfvén speed test
In Section 5.1, the support for Alfvén waves was shown. In this section, we excite several Alfvén
waves with diﬀerent Va. According to linear theory, Alfvén waves should propagate at Va (see
Section 3.2). In Figure 5.2, the E1 of an example simulation is presented, where an Alfvén wave
pulse (where Va = 10
7 m/s in this particular simulation) is excited and propagates parallel to B0.
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The x -axis indicates time in seconds. The y-axis indicates the distance along B0. The wave peak
is ﬁtted and traced by the solid black line. By ﬁtting a line through the wave peak versus time, a
the phase speed is calculated. As mentioned before, by linear theory, this phase speed should be
equal to Va, which is, in fact, true. The phase speeds versus Va are plotted (marked with + signs)
in Figure 5.3 for several simulations. Figure 5.3 shows that the phase speeds match Va and are
consistent with the linear wave theory.
Figure 5.2: Alfvén wave pulse propagating parallel to B0 versus time for an Alfvén speed, Va = 10
7
m/s. The solid line traces the wave peak, where the derivative of the line is the phase speed.
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Figure 5.3: Phase speeds as simulated with EMI versus Alfvén speed.
5.3 Numerical dissipation
The inherent problem with the Rusanov scheme described in Section 4.2 is that it introduces nu-
merical diﬀusion to the model for stability. In Section 4.3, second-order corrections are made to the
Rusanov scheme to limit the numerical diﬀusion to an extent. While, numerical diﬀusivity is greatly
diminished with the second-order corrections, numerical diﬀusivity still exists and can artiﬁcially
dissipate the Alfvén wave modes of interest. To test EMI's dissipation, we simulate several Alfvén
waves with diﬀerent wavelengths over 1000's of km with 40 km cell spacing and measure the dissi-
pation of the Alfvén wave amplitude. The results are plotted in Figure 5.4a, where the estimated
e-fold distance is plotted versus cell points per wavelength. For waves resolved by 20 points or more,
the wave dissipation e-fold distance is much greater than the 1000's of km lengths of interest. In
other words, Alfvén wavelengths resolved by 20 cell points or more suﬀers minimally from numerical
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dissipation. Furthermore, the natural dissipation of Alfvén waves from Pedersen conductivity (as
determined by equation 3.67) exceeds the numerical dissipation at altitudes less than 300 km. The
e-fold distances due to Pedersen conductivity is plotted in Figure 5.4b. The color plot plots the
e-fold distance (in color in units of log km) versus both altitude and magnetic latitude. The e-fold
distance (in units of log km) at the black solid line is plotted on the right by the black curve. It is
apparent that the e-fold distance below 300 km is less than the 10000s km numerical e-fold distance
for waves resolved by 20 points or more.
(a) Numerical dissipation. (b) Pedersen conductivity dissipation.
Figure 5.4: Numerical dissipation of propagating Alfvén waves versus physical dissipation.
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Chapter 6
Basic Alfvén wave dynamics
6.1 Alfvén wave interaction with change in Alfvén speeds
In this section, we show how Alfvén waves interact with discontinuities in Alfvén speed, Va, as
illustrated in Figure 6.1. This problem is described by an initial wave incident to the boundary
that splits into a reﬂected wave and transmitted wave. Here, c1 is Alfvén speed on the side of
incidence and c2 is the Alfvén speed on the other side of incidence. By equation (C.8) derived in
the Appendix,
Ereflected =
c2 − c1
c2 + c1
· Eincident, (6.1)
where the E of the reﬂected and incident wave are indicated by the subscripts. For c1 < c2, the
reﬂected wave is a positive reﬂection; that is, the E of the reﬂected wave has the same sign as the
incident wave. For c1 > c2, the reﬂected wave is a negative reﬂection; that is, the E of the reﬂected
wave has the opposite sign as the incident wave.
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Figure 6.1: Diagram of an incident wave interacting with a change in Alfvén speed.
To illustrate this reﬂection, we simulate an Alfvén wave pulse encountering a negative change in
Va, as shown in Figure 6.2. Sub-ﬁgures (a) through (d) plot the E1 and B1 at t = 0.00 s, t = 0.10
s, t = 0.20 s, and t = 0.30 s, respectively. The black solid line at y = 2700 km, indicate change
of Alfvén speed from c1 = 10
7 m/s to c1 = 10
6 m/s. The incident wave has a positive Ex1 and
propagates to the right from t = 0.00 s to t = 0.20 s. After t = 0.20 s, a reﬂected wave propagates to
the left. Consistent with equation (6.1), the reﬂected wave has a negative Ex1. A negative change
in Alfvén speed results in a negative reﬂection.
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(a) t = 0.00 s (b) t = 0.10 s
(c) t = 0.20 s (d) t = 0.30 s
Figure 6.2: Alfvén interaction with a negative change in Va.
We simulate an Alfvén wave pulse encountering a positive change in Va, as presented in Figure
6.3. Sub-ﬁgures (a) through (d) plot the E1 and B1 at t = 0.00 s, t = 0.10 s, t = 0.20 s, and
t = 0.30 s, respectively. The black solid line at y = 2700 km, indicate change of Alfvén speed from
c1 = 10
7 m/s to c1 = 10
8 m/s. The incident wave has a positive Ex1 and propagates to the right
from t = 0.00 s to t = 0.20 s. After t = 0.20 s, a reﬂected wave propagates to the left. Consistent
with equation (6.1), the reﬂected wave has a positive Ex1. A positive change in Alfvén speed results
in a positive reﬂection.
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(a) t = 0.00 s (b) t = 0.10 s
(c) t = 0.20 s (d) t = 0.30 s
Figure 6.3: Alfvén interaction with a positive change in Va.
6.2 Alfvén wave interaction with high transverse conductors
In this section, we show how Alfvén waves interact with high transverse conductors as illustrated
in Figure 6.4. Here, transverse refers to dimensions perpendicular to the direction of wave prop-
agation. This problem is described by an initial wave incident to the boundary that splits into a
reﬂected wave and transmitted wave. Here, we consider a wave propagating with zero transverse
conductivity to a region with high transverse conductivity.
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Figure 6.4: Diagram of an incident wave interacting with an interface with high transverse conduc-
tivity
For consistency at the interface, the sum of E on the incident side of the interface must equal
to the sum E on the other side of interface. This is expressed as
Eincident + Ereflected = Etransmitted. (6.2)
where the E of the reﬂected, transmitted, and incident wave are indicated by the subscripts. When
encountering a high transverse conductor, Etransmitted ∼ 0, as the conductor shorts out the electric
ﬁeld. Subsequently, the interaction results in a negative reﬂection; that is, the reﬂected wave has
an electric ﬁeld with a sign opposite to that of the incident wave.
We simulate an Alfvén wave pulse encountering a transverse conductor, presented in Figure 6.5.
Sub-ﬁgures (a) through (e) plot the E1 and B1 at t = 0.00 s, t = 0.10 s, t = 0.20 s, t = 0.30 s,
and t = 0.40 s, respectively. The black solid line at y = 2700 km, indicate change of transverse
conductivity from σ = 0 mho/m to σ = 10−5 mho/m. The incident wave has a positive Ex1 and
propagates to the right from t = 0.00 s to t = 0.20 s. After t = 0.20 s, a reﬂected wave propagates
to the left. The reﬂected wave has a negative Ex1, showing how the interaction with transverse
conductivity result in negative reﬂections.
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(a) t = 0.00 s
(b) t = 0.10 s (c) t = 0.20 s
(d) t = 0.30 s (e) t = 0.40 s
Figure 6.5: Alfvén interaction with a large transverse conductor.
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Chapter 7
Rayleigh-Taylor Alfvén wave generator
In this chapter, we present several simulations of the Alfvénic dynamics that result from given density
bubbles in the F region. The simulations presented are cast on a 100× 100× 100 point rectangular
grid in magnetic dipole coordinate space. Cells are spaced by kilometers in the perpendicular
direction and by tens of kilometers in the parallel direction. We model the background ionosphere
with the 2007 International Reference Ionosphere (IRI-2007) model (Bilitza and Reinisch, 2008) for
ion density, ion composition, ion temperature, and electron temperature. Speciﬁcally, we model the
background ionosphere at 0◦ magnetic longitude (near −77◦ geographic longitude) during 1 June
2008. We use the NRLMSISE-00 model (Picone et al., 2002) for neutral densities and composition.
We compute the collision frequencies using expressions from Kelley (2009). In this chapter, for
simplicity's sake, we examine the cold plasma Alfvénic dynamics; that is, we impose Ti = Te = 0
K. We will refer to x as magnetically zonal, y as being parallel to Earth's magnetic ﬁeld, and z as
meridional or magnetically vertical (in the direction with increasing L-shell). Subscripts x, y, and z
denote vector components in the x, y, and z directions, respectively.
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7.1 Oﬀ-equator bubbles with symmetry about the equator
Our ﬁrst simulation is initialized with a plasma depletion shown in Figure 7.1 (top left) where each
slice, a through f , is a perpendicular slice of the same set of magnetic ﬁelds, as indicated by the slice
key (top middle). Slice a is at the magnetic equator while slice f is farthest from the equator and
dips into the E region. The bubble has a 50 km scale length in the perpendicular directions and 400
km scale length along Earth's magnetic ﬁeld. To save half of the computational time, we impose
a symmetric boundary at the equator and simulate the northern hemisphere. With the symmetric
boundary, simulating one hemisphere eﬀectively simulates both hemispheres. The implication is
that all of the simulated physics are mirrored in the complimentary hemisphere. The ion density
is eﬀectively constant in this simulation where we only simulate 30 seconds. According to the ﬂux-
tube-integrated formalism introduced by Haerendel (1973), equatorial irregularities are expected to
grow on time scales of at least tens of minutes, which are much longer than the tens of seconds we
simulate. Although a density bubble found in nature would already have internally developed E1
and B1, we initialized both E1 and B1 as zero. This scenario allows us to study the Alfvénic wave
dynamics most clearly. Initially zero E1 and B1 may also apply to the tops of rising bubbles that
introduce density depletions into regions where E1 and B1 have not yet developed.
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Figure 7.1: Launching Alfvén waves. Simulation results of a density depletion (top left subplot)
centered near slice d oﬀ the equator. Slices a through f correspond to perpendicular slices of the
same set of magnetic ﬁelds as indicated by the slice key (top middle). E1x (middle row) and B1z
(bottom row) are plotted for times 0.5, 2.0, and 4.0 seconds from left to right. On the top right,
the total power going poleward (solid line) and equatorward (dashed line) are plotted vs. time.
In Figure 7.1, we simulate the gravitational generalized Rayleigh-Taylor mode and ignore pres-
sure forces. The middle and bottom rows of Figure 7.1 show the perturbation zonal electric ﬁeld
(E1x) and meridional magnetic ﬁeld (B1z), respectively, at 0.5, 2.0, and 4.0 seconds from left to
right. E1y, E1z, B1x, and B1y are insigniﬁcant. As shown at 0.5 s, zonal electric ﬁelds initially
develop locally within the depletion due to an anti-zonal divergence of gravity-driven currents as
classic gravitational Rayleigh-Taylor theory dictates. As time progresses, Alfvén waves are trans-
118
mitted poleward and equatorward, away from the bubble, as shown at 2.0 s and evidenced by the
progression of zonal electric ﬁelds farther along the ﬁeld lines and by the Poynting vector direction
(E1 ×B1 direction). Given zonal electric ﬁelds, meridional (anti-meridional) magnetic ﬁelds indi-
cate southward (northward) propagating Alfvén waves. At 4.0 s, the southward propagating waves
meet with the imposed reﬂecting boundary at the equator. At this moment, it is as if the waves
from the northern hemisphere mix with mirrored waves from the southern hemisphere propagating
northward. The result is a net canceling of Poynting ﬂux, as evidenced by the lack of signiﬁcant
B1z in slices a and b.
The top right of Figure 7.1 plots the total Poynting power poleward (solid line) and equatorward
(dashed line) in the system versus time, thus indicating how much Alfvénic energy is directed
poleward and equatorward at diﬀerent times. Initially, Alfvénic power increases poleward and
equatorward as Alfvén waves emit away from the bubble. Shortly after 3 seconds, equatorward
Alfvén waves from both hemispheres reach across the equator, as seen by the decreasing equatorward
Poynting ﬂux when the colliding waves start canceling out their power. These waves eventually travel
past the transequator depletion and contribute to the poleward ﬂux, as seen by the acceleration of
poleward power at around 4 seconds. These Alfvén waves bounce back and forth within the system,
but the system reaches an approximately steady state after 15 seconds. In other words, the system
becomes electrostatic. The electrostatic properties will be discussed in Section 8.1.
Figure 7.2 shows the zonal electric ﬁeld on the magnetic ﬁeld line that intersects the center
of the bubble. In this ﬁgure, the southern hemisphere (to the left of point a) is inferred from
the reﬂection of the simulated northern hemisphere. Initially, zonal electric ﬁelds develop in both
hemispheres at points −d and d. As time progresses, zonal electric ﬁelds are launched toward the
equator via Alfvén waves from both hemispheres. At 4 seconds, zonal electric ﬁelds from both
hemispheres constructively form a maximum at the equator as the launched Alfvén waves from
each hemisphere meet. Afterward, these waves pass each other and continue their way across the
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equator into the opposite hemisphere, where they originated. At around 6 seconds, they reach the
transequator bubbles and form maximums of 0.2 mV/m near −d and d. After 6 seconds, they
pass the transequator bubbles and reach the E region where increasing perpendicular conductivity
absorbs the Alfvén waves. A majority of the waves are absorbed, but the remainder reﬂect and
begin the second leg of their round trip. The waves bounce back and forth between hemispheres
while being absorbed by transverse conductivity. Eventually, an approximate steady state is reached
after 15 seconds. As mentioned before, this reaching of an approximate steady state is also evident
from the Poynting power in Figure 7.1. Both Figures 7.1 and 7.2 clearly show that the Alfvénic
time scale is on the order of seconds to tens of seconds.
Figure 7.2: Zonal electric ﬁeld mapping along the ﬁeld line that intersects through the center of the
bubble vs. time (seconds).
7.2 Oﬀ-equator bubbles with asymmetry about the equator
In Section 7.1, we presented the generation of Alfvén waves from the gravitational Rayleigh Taylor
mode while imposing a symmetric boundary at the equator. This implied two identical bubbles in
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the symmetric hemispheres. Between the two bubbles, their respective B1z and Poynting ﬂux cancel
each other. In order to sort the B1z of each bubble, it is instructive to simulate one bubble at a time.
In this section we simulate the gravitational Rayleigh Taylor mode allowing for asymmetry about
the equator. More speciﬁcally, we present two simulations. In one simulation there is a density
bubble solely in the southern hemisphere as presented in Figure 7.3a. In the other simulation there
is a density bubble solely in the northern hemisphere as presented in Figure 7.3b. For the Figures
presented in this section, each slice, a through f , is a perpendicular slice of the same set of magnetic
ﬁelds, as indicated by the slice key (top middle). Slice a is at the magnetic equator while slice f is
farthest from the equator and dips into the E region.
(a) Simulation setup for a bubble in southern hemi-
sphere without symmetry at the equator.
(b) Simulation setup for a bubble in northern hemi-
sphere without symmetry at the equator.
Figure 7.3: Slice keys for a bubble in southern (a) and northern hemisphere (b).
The dynamics are similar to that of the simulation shown in Section 7.1, except that we can sort
out the Alfvén waves generated from a northern bubble versus a southern bubble. In Figures 7.4a and
7.4c, plotted are the zonal electric and meridional magnetic ﬁeld along the ﬁeld line that goes through
the density bubble at the southern hemisphere versus time. Within the bubble between slices −c and
121
−d, zonal polarization electric ﬁelds develop due to a divergence of gravity-driven currents. Shortly
after, the bubble emits out zonal electric ﬁeld away from itself along Earth's magnetic ﬁeld lines via
Alfvén waves. Signiﬁcant electric ﬁeld is transmitted to the northern hemisphere accompanied with
negative Bz1 via Alfvén waves all the way to slice f in about 20 seconds. A steady state is reached
after ∼ 30 seconds. The Alfvénic timescale is of the same order of magnitude with the simulation
presented in Section 7.1, which reached an approximate steady-state after ∼ 15 seconds.
In Figures 7.4b and 7.4d, plotted are the zonal electric and meridional magnetic ﬁeld along the
ﬁeld line that goes through the density bubble at the northern hemisphere versus time. Within
the bubble between slices c and d, zonal polarization electric ﬁelds develop due to a divergence of
gravity-driven currents. Shortly after, the bubble emits out zonal electric away from itself along
Earth's magnetic ﬁeld lines via Alfvén waves. Signiﬁcant electric ﬁeld is transmitted to the southern
hemisphere accompanied with positive Bz1 via Alfvén waves all the way to slice −f in about 20
seconds. A steady state is reached after ∼ 30 seconds. The Alfvénic timescale is of the same order
of magnitude with the simulation presented in Section 7.1, which reached an approximate steady-
state after ∼ 15 seconds. However, the time at which steady-state is reached is roughly two times
longer because symmetry was not imposed at the magnetic equator. The maximum electric ﬁeld in
Figure 7.4b is slightly diﬀerent that in Figure 7.4a due to the slight asymmetry of the background
ionosphere.
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(a) Ex1 for a bubble in the southern hemisphere. (b) Ex1 for a bubble in the northern hemisphere.
(c) Bz1 for a bubble in the southern hemisphere. (d) Bz1 for a bubble in the northern hemisphere.
Figure 7.4: The zonal electric and meridional magnetic ﬁeld along the ﬁeld line that intersect the
center of the bubble in the southern/northern hemisphere. For (a) and (c), slices −f through f
correspond to the slice key in Figure 7.3a. For (b) and (d), slices −f through f correspond to the
slice key in Figure 7.3b
Allowing for asymmetry, the electric ﬁeld dynamics are qualitatively similar to when imposing
symmetry at the equator. However, the biggest diﬀerence between the symmetric simulation and
the asymmetric simulations is the magnetic ﬁeld at the equator. Symmetry results in cancellation
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of magnetic ﬁelds at the equator because the northern hemisphere bubble transmits a positive
Bz1, while the implied southern hemisphere bubble transmits a Bz1 that equal in magnitude, but
negative.
Note that although there is no ion depletion at the equator (slice a) for both of the simulations
presented in Figures 7.4a and 7.4b, bubbles oﬀ the equator do map zonal electric ﬁelds remotely
via Alfvén waves. This highlights the limitation of classic Rayleigh-Taylor theory that neglects the
parallel dimension, which can only describe the physics of bubbles that stretch along whole ﬁeld
lines. That oﬀ-equator bubbles map electric ﬁelds to the equator is argued in both Burke et al.
(2012) and Dao et al. (2012). Oﬀ-equator disturbances mapping electric ﬁelds to the equator have
already been explored with 3-D ﬂuid models utilizing 2-D electric ﬁelds (where Earth's magnetic
ﬁeld lines are treated as equipotential), as in the work by Krall et al. (2011). We show that 3-D
electromagnetic ﬁelds also support this remote mapping. However, we must recognize that the
electric ﬁeld mapping is not perfect as the equipotential ﬁeld line approximation suggests which is
discussed further in Section 8.5.
7.3 Bubble centered at the equator
In Sections 7.1 and 7.2, we simulated bubbles oﬀ the equator. In this section we simulate the
gravitational Rayleigh Taylor mode for a bubble at the magnetic equator. The simulation setup
is shown in Figure 7.5a. Slice, −f through f , is a perpendicular slice of the same set of magnetic
ﬁelds, as indicated by the slice key (top middle). Slice a is at the magnetic equator while slice f is
farthest from the equator and dips into the E region.
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Bubble at the magnetic equator
(a) Simulation setup for a bubble at the equator.
(b) Ex1 for a bubble at the equator. (c) Bz1 for a bubble at the equator.
Figure 7.5: The zonal electric ﬁeld (b) and meridional magnetic ﬁeld (c) along the ﬁeld line that
intersect the center of the bubble at the magnetic equator. Slices −f through f correspond to the
slice key in (a).
The dynamics are similar to that of the simulation shown in Sections 7.1 and 7.2. In Figure
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7.5b and 7.5c, plotted are the zonal electric and meridional magnetic ﬁeld, respectively, along the
ﬁeld line that goes through the density bubble at the southern hemisphere versus time. Within the
bubble, at slice a, zonal polarization electric ﬁelds develop due to a divergence of gravity-driven
currents. Shortly after, the bubble emits out zonal electric ﬁeld away from itself along Earth's
magnetic ﬁeld lines via Alfvén waves. On the northern side of the bubble, the zonal electric ﬁeld
is accompanied with negative Bz1 consistent with poleward Poynting ﬂux. On the southern side,
the zonal electric ﬁeld is accompanied with positive Bz1 consistent with poleward Poynting ﬂux.
Signiﬁcant electric ﬁeld is transmitted to both poleward sides via Alfvén waves all the way to slice
f in about 10 seconds. A steady state is reached after ∼ 15 seconds. The Alfvénic timescale is of
the same order of magnitude with the simulation presented in Sections 7.1 and 7.2, which reached
an approximate steady-state after 15− 30 seconds.
7.4 Conclusions
The simulations presented in this chapter explore the electrodynamic processes that lead to the
electrostatic state of the Rayleigh-Taylor mode. Polarization electric ﬁeld developed within bubbles
are transmitted away from the bubble to the E region along Earth's magnetic ﬁeld lines via Alfvén
waves. In the E region, these waves get absorbed by high transverse conductivity. The simulations
show that the generalized Rayleigh-Taylor mode can take tens of seconds to reach an approximately
electrostatic state. These electrodynamic time scales will, of course, vary with the ion mass density
as well as the length of the magnetic ﬁeld line on which the ion density bubble resides.
The magnetic signature associated with these waves is a Bz1 on the order of 0.1 nT, which
is roughly consistent with Basu (2005). This is detectable by sensitive magnetometers on-board
satellites. With the combined measurements of Ex1 and Bz1, we can theoretically compute the
asymmetry of density depletion on either side of the point of measurement. If we measure zero Bz1,
we can infer that there is equal depletion on both sides of the point, as with all of the simulations
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in this chapter. On the other hand, asymmetry about the point of measurement results in a net
Poynting ﬂux. Negative Bz1 indicate more power coming from the south. Positive Bz1 indicate
more power coming from the north. The side from which the net power is coming indicates which
side has the larger depletion. This is useful in pinpointing where a plasma irregularity may be
from a single measurement on a magnetic ﬁeld line. Measuring E1 at the equator can identify
that a plasma irregularity exists somewhere ambiguously along the intersecting magnetic ﬁeld line.
Additionally measuring B1 can hone in on the irregularity and determine on which side of the point
of measurement the irregularity exists.
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Chapter 8
Static electromagnetic characteristics of
plasma irregularities
In this chapter, we present several simulations of the electrostatic characteristics given a density
bubble in the F region. The simulations presented are cast on a 100×100×100 point rectangular grid
in magnetic dipole coordinate space. Perpendicular cell walls are on the order of kilometers while
the parallel cell walls are on the order of tens of kilometers. We model the background ionosphere
with the 2007 International Reference Ionosphere (IRI-2007) model (Bilitza and Reinisch, 2008) for
ion density, ion composition, ion temperature, and electron temperature. Speciﬁcally, we model the
background ionosphere at 0◦ magnetic longitude (near −77◦ geographic longitude) during 1 June
2008. We use the NRLMSISE-00 model (Picone et al., 2002) for neutral densities and composition.
We compute the collision frequencies from Kelley (2009). We will refer to x as magnetically zonal,
y as being parallel to Earth's magnetic ﬁeld, and z as meridional or magnetically vertical (in the
direction with increasing L-shell). Subscripts x, y, and z denote vector components in the x, y, and
z directions, respectively.
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8.1 Electrostatic Rayleigh-Taylor current circulation: symmetry
about the equator
We direct our attention to the electrostatic state of the gravitational Rayleigh-Taylor mode in
Section 7.1. As indicated by the power subplot in Figure 7.1, an approximately electrostatic state
is reached after 15 seconds. We show this electrostatic state in Figure 8.1. In the top three rows
we present ni, E1x, and B1z on the ﬁeld lines with 425 km apex altitude plotted versus zonal and
parallel distance, where the solid lines a through f correspond to the slices in Figure 7.1. E1y, E1z,
B1x, and B1y are insigniﬁcant. By applying the steady-state Ampere's law on B1, we calculate the
zonal currents Jx1 and parallel currents Jy1 shown on the bottom two rows with color. Overlayed
on these plots are arrows indicating the clockwise current ﬂow.
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Figure 8.1: Electrostatic generalized Rayleigh-Taylor currents. From top to bottom: A bird's eye
view of ni, Ex1, Bz1, Jx1, and Jy1 on ﬁeld lines with 425 km apex altitude after an electrostatic state
is met (t > 15 seconds). For Jx1 and Jy1, arrows are overlayed, indicating the current circulation.
Slices a through f correspond to the slice key in Figure 7.1.
The divergence of gravity-driven currents from the density depletion is a source of anti-zonal
currents that drive current circulation, as seen in the bottom two rows of Figure 8.1. Most current
circulation happens between the source (at the bubble) and where zonal conductivity is the greatest:
the E region. These currents, directed to the E region, can also be seen in the power plot in Figure
7.1, where most of the power (about 30 watts) is directed poleward into the E region whereas a
small amount (a few watts) of power is directed equatorward. Not only is the Pedersen conduc-
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tivity high in the E region, but Hall physics also increases the zonal conductivity with Cowling
conductivity. In the electrostatic point of view, the highest zonal conductivity is naturally where
the current divergence (from the bubble) will circulate through to satisfy Kirchhoﬀ's current law.
In the electromagnetic point of view, bubbles from both hemispheres are continuously generating
Alfvén waves that emit poleward and equatorward. The meridional magnetic ﬁelds, B1z, of these
waves destructively interfere between the bubbles and constructively interfere on the poleward sides
of each bubble. By Ampere's law, the destructive and constructive interference of B1z corresponds
to minimal J1y and strong J1y, respectively.
Note how well the electric ﬁelds map along magnetic ﬁeld lines in Figure 8.1 as well as the steady
state of Figure 7.2. It is approximately a constant order of magnitude along Earth's magnetic ﬁeld
lines, which act like equipotential wires due to the high conductivity along ﬁeld lines. However, it
is apparent that the ﬁeld lines are not exactly equipotential, especially in the E region where the
perpendicular conductivity is the highest and the parallel conductivity is decreased.
8.2 Electrostatic Rayleigh-Taylor current circulation: asymmetry
about the equator
We direct our attention to the electrostatic state of the gravitational Rayleigh-Taylor modes in
Section 7.2, where we allow for asymmetry about the equator. There is signiﬁcant transequator
current ﬂow as shown in Figures 8.2a (for the bubble in the southern hemisphere) and 8.2b (for the
bubble in the northern hemisphere). The panels from top to bottom present a bird's eye view of of
the electrostatic ni, Ex1, Bz1, Jx1, and Jy1, respectively, on ﬁeld lines with 425 km apex altitude,
corresponding to the z coordinate that passes through the center of the respective bubble. Slices
−f through f correspond to the slice keys in Figure 7.3.
For Figure 8.2a, the divergence of gravity-driven currents is seen as the anti-zonal currents
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(blue) that is greatest at the center of the bubble (between slices −d and −c). This divergence
of current ﬂows away from the bubble on the western magnetic ﬁeld lines and towards the bubble
on the eastern ﬁeld lines as seen in the ﬁfth panel. Turning our attention to the fourth panel, in
the southern hemisphere, part of the anti-zonal current divergence is closed oﬀ at slice −f by the
zonal currents (yellow). In the northern hemisphere, part of the anti-zonal current divergence is
closed near slice e by zonal currents that are slightly weaker than the zonal currents at slice −f .
Nonetheless, it can be seen that signiﬁcant currents ﬂow along the full length of the magnetic ﬁeld
lines to close oﬀ the anti-zonal current divergence. The majority of the anti-zonal current divergence
is closed oﬀ in the E region in both hemispheres because the transverse conductivity is the highest
there.
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Electrostatic solution for Rayleigh-Taylor mode
(a) The electrostatic Rayleigh Taylor currents with a
bubble in the southern hemisphere. Slices −f through
f correspond to the slice key in Figure 7.3a.
(b) The electrostatic Rayleigh Taylor currents with a
bubble in the northern hemisphere. Slices −f through
f correspond to the slice key in Figure 7.3b.
Figure 8.2: From top to bottom: A bird's eye view of ni, Ex1, Bz1, Jx1, and Jy1 on ﬁeld lines with
425 km apex altitude after an electrostatic state is met (t > 30 seconds).
For Figure 8.2b, the divergence of gravity-driven currents is seen as the anti-zonal currents (blue)
that is greatest at the center of the bubble (between slices c and d). This divergence of current ﬂows
away from the bubble on the western magnetic ﬁeld lines and towards the bubble on the eastern
ﬁeld lines as seen in the ﬁfth panel. Turning our attention to the fourth panel, in the northern
hemisphere, part of the anti-zonal current divergence is closed oﬀ at slice f by the zonal currents
(yellow/orange). In the southern hemisphere, part of the anti-zonal current divergence is closed
oﬀ at both slices −f and −e by zonal currents (yellow) that are slightly weaker than the zonal
currents at slice f . Nonetheless, it can be seen that signiﬁcant currents ﬂow along the full length
of the magnetic ﬁeld lines to close oﬀ the anti-zonal current divergence. The majority of the anti-
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zonal current divergence is closed oﬀ in the E region in both hemispheres because the transverse
conductivity is the highest there.
When Stolle et al. (2006) investigated magnetic signatures of equatorial plasma irregularities,
they observed inferred Poynting ﬂuxes coming from both the north and south of the points of mea-
surements. They attempted to interpret the ﬂux directions as power transmitting away or towards a
ion density bubble at the magnetic equator as modeled by Bhattacharyya and Burke (2000). It was
thought that ion density bubble should generate Poynting power away from itself and away from
the equator. However, they could not explain observations of Poynting ﬂux pointing towards the
equator and seemingly towards the generator. Burke et al. (2012) suggested the inconsistency comes
from the assumption that plasma bubbles only reside at the equator and that plasma bubbles oﬀ the
equator must be considered. As mentioned, that oﬀ-equator plasma bubbles can transmit Poynting
power to the equator can certainly be the case as simulated and shown in Figures 8.2a and 8.2b. In
both simulations, the oﬀ-equator bubble emits Poynting ﬂux away from itself. For the simulation in
Figure 8.2a, the bubble in the southern hemisphere emits northward power ﬂux on its northern side
as indicated by the positive Ex1 and negative Bz1, corresponding to power transmitted towards the
equator from the bubble. In Figure 8.2b, the bubble in the northern hemisphere emits southward
power ﬂux on its southern side as indicated by the positive Ex1 and positive Bz1, corresponding to
power also transmitted towards the equator from the bubble.
8.3 Diamagnetic current circulation
In this section, we present the electrostatic state of a simulation with the same initial conditions
as in Sections 7.1 and 8.1. However, we turn on perpendicular pressure forces and turn oﬀ gravity.
Under this condition, diamagnetic currents form. The electrostatic result is shown in Figure 8.3.
The top two subplots present ni and By1 for ﬁeld lines at 425 km apex altitude. The left and right
columns present ni and By1 at perpendicular slice d. E1x, E1y, E1z, B1x, and B1z are insigniﬁcant.
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Diamagnetic currents are overlayed on ni, showing the current ﬂow along the bubble's walls in the
plane perpendicular to Earth's magnetic ﬁeld. By Ampere's law, this results in an enhanced B1y
within the center of the bubble. The blue line traces a simulated satellite pass. The bottom left
and right plots show what the ion density and magnetic ﬁeld measurements would look like along
this pass. Accompanying the dip in ni is an enhanced By1 of about 0.2 nT. In other words, there is
anti-correlation between ni1 and By1, where ni1 is the perturbation in ion density.
Figure 8.3: Electrostatic diamagnetic currents. The top two subplots plot ni and By1 for ﬁeld lines
at 425 km apex altitude. The left and right columns present ni and By1 at perpendicular slice d.
Diamagnetic currents are overlayed on ni, showing the current ﬂow along the bubble's walls. Slices
a through f correspond to the slice key in Figure 7.1.
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The 0.2 nT By1 enhancement inside the density bubble due to diamagnetic currents is com-
pletely consistent with the ﬁrst-order approximation derived by Lühr et al. (2003), that the parallel
perturbation magnetic ﬁeld can be calculated as
By1 = −ni1kb (Ti + Te) µ0
B0
, (8.1)
where kb is the Boltzmann constant. For the simulated conditions where ni1 ≈ 2 × 1011m−3 and
Ti+Te ≈ 2000k, equation (8.1) also results in 0.2 nT. EMI simulations verify Lühr's approximation as
well as the conclusion made by Stolle et al. (2006) attributing CHAMP-observed By1 to diamagnetic
currents around equatorial bubbles. The CHAMP satellite observations in Figure 1.3 exhibits
similar anti-correlation between ni1 and By1 as in Figure 8.3. As ﬁrst suggested by Stolle et al.
(2006), measuring By1 is a viable method for detecting equatorial density bubbles (as long as the
magnetometer has at least ∼ 0.1 nT precision).
8.4 Ambipolar current circulation
In this section, we present the electrostatic state of a simulation with the same initial conditions
as in Sections 7.1, 8.1, and 8.3. However, we turn on parallel pressure forces and turn oﬀ both
perpendicular pressure forces and gravity. Under this condition, ambipolar electric ﬁelds form. The
associated current ﬂow resulting from the density perturbation is simulated and shown in Figure
8.4. Note that only features resulting from the ion density perturbation are presented and that the
eﬀects of background ambipolar ﬁelds are not included. The maximum electric ﬁeld is on the order
order of 10−5 V/m. The maximum magnetic ﬁeld is on the order of 10−3 nT.
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Figure 8.4: Electrostatic ambipolar currents. From top to bottom: A bird's eye view of ni, theoreti-
cal 1-D ambipolar Ey1, simulated 3-D Ey1, Jx1, and Jy1 on ﬁeld lines at 425 km apex altitude. Note
that the color scale of the 1-D ambipolar Ey1 is clipped at 0.01 mV/m where the maximum between
slices d and e is actually 0.2 mV/m between slices d and e. For Jx1 and Jy1, arrows are overlayed,
indicating the current circulation. Slices a through f correspond to the slice key in Figure 7.1. The
simulated Ey1 is less than 1-D theory predicts.
Each panel plots parameters at 425 km apex altitude. Plotted from top to bottom are ni,
theoretical one-dimensional (1-D) ambipolar Ey1, simulated 3-D Ey1, Jx1, and Jy1. Note that for
the theoretical 1-D ambipolar Ey1 in Figure 8.4, the color scale is clipped at 0.01 mV/m where the
maximum between slices d and e is actually 0.2 mV/m, diﬀering from the 3-D results by an order
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of magnitude. The theoretical 1-D ambipolar electric ﬁeld is computed as
Ey1 = −∇‖pe/ene, (8.2)
as derived in Section 2.7 by solving for the electric ﬁeld after setting the ion velocity equal to the
electron velocity to maintain quasi-neutrality in 1-D. The limitation to this 1-D ambipolar electric
ﬁeld is that larger electric ﬁelds build up because the electrons are only free to move in one dimension.
In 3-D, electrons can ﬂow in current loops to maintain quasi-neutrality and do not require such large
ambipolar electric ﬁelds to maintain quasi-neutrality. Hence, 3-D ambipolar electric ﬁelds will be
less than 1-D ambipolar electric ﬁelds, as seen by comparing the two in the second and third panels
of Figure 8.4.
Note that the current ﬂow and associated electric ﬁelds are dominated by the density gradient
on the poleward side of the bubble because there is less electron density where electron pressure
forces play the biggest role, as seen in equation (3.8). The electrons diﬀuse equatorward faster than
the ions driving poleward currents. Via perpendicular conductivity, this current draws electrons
from the outside of the bubble where the current ﬂows equatorward. The faint blue and yellow
zonal currents near slice d in the 4th panel show the drawing of current from outside the bubble to
the inside of the bubble. The dark blue and dark red zonal currents at slice f show where current
ﬂows out of the bubble, completing the current loop. The current circulation ﬂows poleward within
the bubble, driving a toroidal current ﬂow that circulates current from outside the bubble.
One of the implications of this simulation is that care must be taken in interpreting ambipolar
electric ﬁelds observed experimentally. Although it is relatively easy to calculate in 1-D, the am-
bipolar electric ﬁeld is lower with three degrees of freedom than with only one degree of freedom. In
the simulation presented in Figure 8.4, they diﬀered by 20 times. To estimate the parallel density
gradient from Ey1, one cannot rely on 1-D theory, despite its simplicity. In solving the 1-D ambipo-
lar electric ﬁeld equation (8.2) for the parallel density gradient, we could erroneously calculate the
138
density gradient as ∇‖ne = −Ey1/enekbTe. However, since 1-D theory overestimates 3-D ambipolar
electric ﬁelds, 1-D theory only gives an upper bound (
∣∣∇‖ne∣∣ ≤ |Ey1/enekbTe|), which is not very
useful, considering that the gradient can be 20 times less than the upper bound.
In the context of simulating ionospheric physics, a consequence of 1-D overestimation of ambipo-
lar electric ﬁelds is that there will be greater ambipolar diﬀusion and subsequently diﬀerent plasma
morphology. However, keep in mind that the discrepancy between 1-D and 3-D ambipolar electric
ﬁelds likely decreases with increasing perpendicular scale lengths. Increasing scale lengths in any
two dimensions eventually approaches a 1-D limit. What scale lengths 1-D ambipolar electric ﬁelds
are valid is worth investigating in the future.
8.5 The invalidity of equipotential ﬁeld lines
Due to simplicity, spread F theory has often assumed equipotential ﬁeld lines due to the high
parallel conductivity parallel to B (Haerendel , 1973; Perkins, 1973; Sultan, 1996; Dao et al., 2012).
We stress that ﬁeld lines being equipotential is only an approximation. Electric ﬁelds do not map
perfectly and ﬁnite parallel conductivity can be signiﬁcant.
Asymmetry about the equator as simulated in Section 8.2 best illustrates the shortfalls of the
equipotential approximation of Earth's magnetic ﬁeld lines. By the electric ﬁeld mapping equation
for equipotential magnetic dipole ﬁeld lines (B.1),
Ex =
1
cos3 θ
· Ex|θ=0, (8.3)
Ez =
√
1 + 3 sin2 θ
cos3 θ
· Ez|θ=0, (8.4)
which implies two properties. Firstly, the electric ﬁeld is mirrored about the equator. Secondly,
for low latitudes (θ ∼ 0), E⊥ is approximately equal along the whole ﬁeld line. However, it can
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be seen in Figures 7.4a and 7.4b, that the ﬁeld lines are far from equipotential; the electric ﬁeld is
neither symmetric nor does it remain roughly equal along the whole ﬁeld line. For the simulation
in Figure 7.4a, there is an order of magnitude diﬀerence between the maximum zonal electric ﬁeld
in the northern hemisphere (0.28 mV/m) and the zonal electric ﬁeld at the complimentary point
in the southern hemisphere (0.02 mV/m). For the simulation in Figure 7.4b, there is an order of
magnitude diﬀerence between the maximum zonal electric ﬁeld in the northern hemisphere (0.36
mV/m) and the zonal electric ﬁeld at the complimentary point in the southern hemisphere (0.03
mV/m). In Figure 8.5, we plot the electrostatic electric ﬁeld from Figure 7.4a with a solid line and
superimposed the polarization electric ﬁeld derived assuming equipotential ﬁeld lines (expressed by
equation 2.44) with a dashed line. With the dashed-dotted line, we also plot the equipotential polar-
ization ﬁelds using the Cowling conductivity, σc, instead of the Pedersen conductivity, σp. Neither
equipotential polarization ﬁelds match the more realistic polarization ﬁeld. Figure 8.5 illustrates
the diﬀerence when assuming equipotential-ﬁeld-lines when deriving the polarization electric ﬁelds.
The equipotential-ﬁeld-lines approximation at best yields zeroth-order accurate polarization ﬁelds.
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Figure 8.5: Electric ﬁeld mapping.
There are several implications of the imperfect mapping of electric ﬁelds along Earth's mag-
netic ﬁeld lines. Firstly, the E × B0 drift speed is not approximately uniform along the ﬁeld line
and remains localized to the bubble (to a certain extent). Truly equipotential ﬁeld lines would
impose approximately equal E×B0 drift speeds in both hemispheres. Given a roughly symmetric
background ionosphere, only bubble pairs can grow symmetrically about the equator under the
equipotential approximation since the integral of the continuity equation (2.28) would also be sym-
metric about the equator. When the electric ﬁeld remains partially localized in one hemisphere due
to imperfect mapping, the Rayleigh-Taylor mode also remains partially localized and allows for a
single bubble to appear in one hemisphere without a paired bubble mirrored in the complimentary
hemisphere. In fact, despite the carrying of information throughout the whole system via Alfvén
waves, we can speculate that it is very unlikely for symmetric bubble pairs to form considering both
the imperfection of electric ﬁeld mapping and the asymmetry of the background ionosphere.
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8.6 The eﬀects of neutral winds on the Rayleigh-Taylor mode
In Section 2.3, the eﬀects of wind on the Rayleigh-Taylor mode are discussed. In this section,
we present two simulations with the same setup as Figure 7.3a with a plasma depletion in the
southern hemisphere. One simulation simulates only gravitational currents and zero neutral winds.
The other simulation simulates gravitational currents with 100 m/s zonal neutral winds across the
bubble. However, one cannot just consider zonal neutral winds and neglect the background electric
ﬁeld. The meridional currents (that zonal winds produce) develop a background anti-meridional
electric ﬁeld reducing the meridional current (Rishbeth, 1971). By Rishbeth (1971), the zonal drift
resulting from the anti-zonal polarization ﬁeld is approximately 0.8 times the velocity of the neutral
wind at night. Hence, the eﬀects of neutral winds is eﬀectively reduced by 80%. To model 100
m/s zonal wind we reduce its eﬃciency by 80 % to include the approximate eﬀects of a polarization
electric ﬁeld resulting from zonal winds. The electric ﬁeld signatures with no winds are presented
in Figure 8.6a. The electric ﬁeld signatures with winds are presented in Figure 8.6b. In the F
region (slices −e to e), it can be seen in Figure 8.6a that the gravitational Rayleigh Taylor mode
purely develops zonal electric ﬁelds. With the addition of a zonal wind simulated and presented
in Figure 8.6b, meridional polarization ﬁelds develop in addition to the gravitational polarization
ﬁelds, resulting in tilted E⊥1.
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(a) Without wind (b) With wind
Figure 8.6: Electric ﬁeld signatures of Rayleigh-Taylor mode without and with zonal winds across
the bubble
In Figure 8.7a, presented are developed magnetic ﬁeld signatures of the purely gravitational
Rayleigh Taylor mode. It can be seen that there are strong meridional magnetic ﬁeld signatures,
but insigniﬁcant zonal magnetic ﬁeld (except in the E region where the parallel currents close oﬀ).
When zonal winds are included as presented in Figure 8.7b, zonal magnetic ﬁelds develop, resulting
in tilted B⊥1 consistent with those observed in nature.
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(a) Without wind (b) With wind
Figure 8.7: Magnetic ﬁeld signatures of Rayleigh-Taylor mode with and without zonal winds across
the bubble.
These simulations may explain the major discrepancies between the gravitational Rayleigh-
Taylor mode (presented in Subsections 7.1, 8.1, 7.2, and 8.2) and observed electric ﬁeld measure-
ments such as the ones shown Figure 1.2. The perpendicular electric ﬁelds are observed as tilted
(has both zonal and meridional ﬁelds), whereas the gravitational Rayleigh-Taylor mode primarily
produces just zonal electric ﬁelds. When browsing through the whole database of C/NOFS VEFI
measurements, perturbation electric ﬁelds are often tilted and are rarely purely zonal. In Figure
8.8, from the ﬁrst to third panel, we plot normalized density ﬂuctuations (ni1/ni0) as measured by
CNOFS' PLP, zonal electric ﬁeld perturbations (Ex1) as measured by CNOFS' VEFI, and merid-
ional electric ﬁeld perturbations (Ez1) as measured by CNOFS' VEFI during June 1, 2008. It
can be seen that electric ﬁeld ﬂuctuations correspond to plasma irregularities, but are not purely
zonal. In the fourth panel, for |E⊥| > .5 mV/m, we plot the probability distribution function of
tan−1 (Ez1/Ex1), the tilt angle between E⊥1 and the zonal direction. It can be seen most of E⊥1
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has a positive tilt angle corresponding to upward and westward drifts, which McClure et al. (1977)
also observed using the Atmosphere Explorer satellite AE-C. There are also similar discrepancies
between the gravitational Rayleigh-Taylor mode's magnetic ﬁelds and observed magnetic ﬁelds such
as the CHAMP observations presented in Figure 1.3. The perpendicular magnetic ﬁeld is observed
as tilted, whereas the gravitational Rayleigh-Taylor mode only produces meridional magnetic ﬁelds
(for example Figure 8.7a), except in the E region where meridional Hall currents ﬂow. With the
gravitational Rayleigh-Taylor modes, plasma depletions only result in anti-zonal current divergence,
resulting in zonal polarization electric ﬁelds and meridional magnetic ﬁelds. The observed tilted
electric and magnetic ﬁelds suggest that they must have not been purely driven by gravitational
currents. Keep in mind that the tilted ﬁelds cannot be rectiﬁed by diamagnetic currents or ambipo-
lar currents, either. Diamagnetic currents are non-divergent and don't produce polarization electric
ﬁelds as discussed in Section 2.6. The electric ﬁelds resulting from ambipolar currents are far less
than the mV/m magnitudes observed and do not run across the bubble in the perpendicular plane.
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Figure 8.8: The ﬁrst three panels starting from the top: ion density, zonal electric ﬁeld, and
meridional electric ﬁeld ﬂuctuations. The fourth panel plots the probability distribution function
of the angle between the perpendicular electric ﬁeld and the zonal direction.
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Chapter 9
Alfvén wave resonator
The simulations presented in Chapter 7 show that the generalized Rayleigh-Taylor mode can take
tens of seconds to reach an approximately electrostatic state. These electrodynamic time scales will,
of course, vary with the ion mass density as well as the length of the magnetic ﬁeld line on which the
ion density bubble resides. Regardless, the electrodynamic time scales are virtually instantaneous
compared to the Raleigh-Taylor growth rates, which are typically tens of minutes. However, plasma
bubbles often move with background drifts while Earth's magnetic ﬁeld lines remain ﬁxed. In the
tens of seconds it takes Alfvén waves to map electric ﬁelds along a set of magnetic ﬁeld lines, a bubble
may move signiﬁcantly. Alfvénic time delays may introduce positive and negative interference and
may play an important role in mode selection.
Previously, Alfvén resonance has been analyzed for high-latitudes (e.g. Atkinson, 1970; Trakht-
engertz and Feldstein, 1984; Lysak , 1986, 1991; Cosgrove and Doe, 2010). In this chapter we explore
Alfvén wave resonance in the context of low-latitude plasma irregularities. We present two simpliﬁed
scenarios illustrating the idea of Alfvén resonance in the context of low-latitude plasma irregular-
ities. In the ﬁrst scenario, we show how zonally stationary waves encounter negative interference
from negatively reﬂecting Alfvén waves. In the second scenario, we show that when drifting zonally
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at the right speed, positive interference and Alfvén wave resonance may occur. After illustrating
the concept of Alfvén resonance, several simulation results will be presented, showing the Alfvén
resonance phenomenon.
Consider a density perturbation wave along the magnetic equator, as illustrated in Figure 9.1.
In the ﬁrst frame on the left, negative density perturbations (which we will denote as −∆ni)
emit positive zonal electric ﬁelds (which we will denote as +E) parallel to Earth's magnetic ﬁeld
line. On the other hand, positive density perturbations (+∆ni) emit negative zonal electric ﬁelds
(−E). As time progresses, these transmitted +E and −E reach the E region via Alfvén waves.
The transverse conductive load is much larger in the E region, thus it negatively reﬂects the Alfvén
waves back towards the bubbles (see Section 6.2), as illustrated in the middle frame. These negative
reﬂections transmit back from the bubble they originated. For zonally stationary bubbles, these
negative reﬂections negatively interfere with the bubbles. Negative perturbation bubbles,−∆ni,
receive a negative zonal electric ﬁeld, −E. Positive perturbation bubbles, +∆ni, receive positive
zonal electric ﬁeld, +E. These received negative reﬂections hinder Rayleigh-Taylor growth rate.
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Figure 9.1: A diagram illustrating stationary density waves transmitting electric ﬁelds towards the
E region and receiving negative reﬂections that negatively interfere.
Now consider a zonal drift that moves the density wave half a wave length in the time takes for
transmitted electric ﬁelds to reﬂect back, as illustrated in Figure 9.2. Like in the ﬁrst scenario, in the
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ﬁrst frame on the left, −∆ni emit +E parallel to Earth's magnetic ﬁeld line while +∆ni emit −E.
As time progresses, these +E and −E reach the E region via Alfvén waves negatively reﬂect back
towards the bubbles, as illustrated in the middle frame. However, the bubbles are drifting unlike in
the ﬁrst scenario. These negative reﬂections transmit back from where they originated, but at a half
wave length away from the bubble the originated from. Negative deviation bubbles,−∆ni, receive a
positive zonal electric ﬁeld, +E. Positive bubbles, +∆ni, receives negative zonal electric ﬁeld, −E,
as illustrated in the third frame. These received reﬂections increase Rayleigh-Taylor growth rate.
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Figure 9.2: A diagram illustrating that drifting density waves transmitting electric ﬁelds towards
the E region and receiving negative reﬂections can positively interfere if the bubble drifts at a certain
speed.
In order to investigate this Alfvén resonance, we numerically simulate the electromagnetic ﬁelds
for a periodic two-dimensional density wave as shown in ﬁgure 9.3 on the right. The plasma
density wave has a 100 km zonal wavelength. On the left is the background ion density for the
simulation. For several constant zonal drift speeds, the electromagnetic dynamics are simulated until
an equilibrium is met after approximately ten virtual seconds. The total magnitude of perturbation
zonal electric ﬁelds in the system is recorded for each constant zonal speed and plotted in Figure
9.4, illustrating that at the right drift speed, certain wavelengths will resonate. On the x-axis is
the ratio of the density zonal wavelength to the zonal drift speed. The right shows the response for
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slower drifts. On the y-axis is the total magnitude of perturbed zonal electric ﬁelds normalized by
the total for a stationary bubble. There is a speed that yields a maximum zonal electric magnitude
when the ratio of the wavelength to drift speed is about 10 seconds, which is also the timescale
at which electromagnetic waves travel along magnetic ﬁeld lines in this case. To the right of the
resonance, zonal electric ﬁelds decrease and reach a limit where waves are eﬀectively stationary.
This diminished zonal electric ﬁeld is due to the negative interference illustrated in Figure 9.1.
Figure 9.3: On the left, the background ionosphere (log m−3). On the right, the density perturbation
(m−3) with zonal periodicity and a wavelength of 100 km. During the simulations, the perturbation
drifts zonally at a constant speed.
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Figure 9.4: Zonal electric ﬁeld response to zonal drifts.
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Note that although Alfvén resonance is an interesting problem, it is probably very rare in nature.
In this case, for a zonal wavelength of 100 km, the zonal drift speeds associated with resonance is 104
m/s, an extremely fast drift speed. Typically, maximum drift speeds are on the order of 100 m/s.
Given 100 m/s zonal drifts, resonance would occur for a 1 km wavelength wave. However, these
shorter wavelength waves do not map along Earth's magnetic ﬁeld lines as eﬃciently as longer wave
lengths (Farley , 1960). Hence, we do no expect Alfvén resonance to play a major role for typical
low-latitude plasma irregularities. However, a more thorough investigation of Alfvén resonance for
diﬀerent wavelengths could be worth pursuing in future studies.
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Chapter 10
Supersonic bubble
Inspired by Aggson et al. (1992), this chapter will explore the electrodynamics of a supersonic bub-
ble. It has already been established, in Chapter 7, that Alfvénic timescales are on the order of 10s
of seconds. A bubble rising at supersonic speeds of kilometers per second would rise tens of kilo-
meters within Alfvénic timescales. Hence, a signiﬁcant portion of a supersonic bubble is inherently
electrodynamic, making supersonic bubbles a class of bubbles that only a dynamic electromagnetic
model can accurately model.
In order to impose supersonic vertical drift speeds on the order of 1 km/s (faster than the speed
of sound), we set the eﬀective gravity (that drives the Rayleigh-Taylor mode) to 100 times greater
than that of Earth. In nature, this eﬀective gravity can be achieved in several ways (see Section 2.3).
Whether the increase of eﬀective gravity is caused by strong background drifts or neutral winds,
we simply mimic the higher eﬀective gravity by artiﬁcially increasing Earth's gravity by 100 times.
For initial conditions, an initial perturbation is artiﬁcially placed in the system to seed a bubble,
after which the bubble dynamics are simulated and the perturbation grows. The ion density, zonal
electric ﬁeld, and meridional magnetic at 0, 30, 60, and 90 seconds are plotted in Figures 10.1, 10.2,
10.3, and 10.4, respectively. For each ﬁgure, the ﬁrst column shows the values of a 2-D cut through
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the simulation space at 310 km apex altitude, where the x -axis is the parallel distance from the apex
and the y-axis is the zonal distance from the center of the simulation space. The second column
shows the values of a 2-D meridional-parallel cut through the simulation space, where the x -axis is
the parallel distance from the apex and the y-axis is the apex altitude. The third column shows
the values of a 2-D ⊥ cut through the simulation space, where the x -axis is the zonal distance from
the center of the simulation space and the y-axis is the apex altitude. The dashed-lines in each plot
indicate where the 2-D cuts are taken.
The dynamics of the bubble growth is similar to that described in Section 2.2, except with the
complexities of three dimensions, non-linear eﬀects, and Alfvén dynamics. At t = 0, the system
is initialized with a small density perturbation at 200 km apex altitude. After this point in time,
zonal polarization electric ﬁeld develops within the bubble to close oﬀ anti-zonal current divergence
as seen at t = 30 s. The zonal electric polarization ﬁeld imposes a vertical drift that advances the
bubble to higher altitudes. At t = 60 s, the polarization electric ﬁeld increases to an order of 10
mV/m and the bubble reaches even higher altitudes. At t = 90 s, the bubble pierces to the topside
of the F layer. Note the morphology of the top of the bubble. Although the initial perturbation
is an ellipsoid-like shape, the bubble evolves a folded circular cap reminiscent of bubble evolution
in the inertial regime as simulated by Zargham (1988). In the strictly collisional regime (where
inertia is negligible), the perturbation shape should not change as drastically (Zargham, 1988). In
other words, without inertial eﬀects, the initial ellipsoid bubble would have maintained its ellipsoid
shape. The folded circular cap, signature to inertial eﬀects, shows the importance of ion inertia to
the dynamics of supersonic bubbles.
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Figure 10.1: Ion density, Ex1, and Bz1 of a growing supersonic bubble at t = 0 s.
Figure 10.2: Ion density, Ex1, and Bz1 of a growing supersonic bubble at t = 30 s.
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Figure 10.3: Ion density, Ex1, and Bz1 of a growing supersonic bubble at t = 60 s.
Figure 10.4: Ion density, Ex1, and Bz1 of a growing supersonic bubble at t = 90 s.
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As seen in Figure 10.4, the signatures of the supersonic bubble is a strong zonal electric ﬁeld on
the order of 10 mV/m, and strong negative and positive meridional magnetic ﬁelds on the northern
and southern edge of the bubble, respectively, on the order of 100 nT. Both of these characteristics
are similar to that observed by Aggson et al. (1992). Furthermore, the Poynting ﬂux is consistent
with Aggson et al., where ∼ mW/m2 of Poynting ﬂux is directed polewards along Earth's magnetic
ﬁeld lines. The ratio between Ex1 and Bz1 at the northern and southern side of bubble is on the
order of 105 m/s, consistent with the relation,
Ex1
Bz1
= Va (10.1)
(Aggson et al., 1992). Although the conditions used in this simulation are unlikely the exact same as
those for the supersonic bubbles observed by Aggson et al. (1992), the supersonic bubble simulated
in this chapter seems to support that Aggson et al. did observe a supersonic bubble considering the
similarities in electromagnetic characteristics.
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Chapter 11
Conclusions
In this dissertation, we developed a self-consistent model for the three-dimensional ﬂuid treatment
of ionospheric plasma, including the complete set of electromagnetic ﬁelds. The model is capable of
time integration of electromagnetic ﬁeld and plasma evolution with three spatial dimensions because
of the eﬃcient algorithm developed in Chapters 3 and 4. Unlike low-latitude ionospheric models
that traditionally assume electrostatics, EMI includes electromagnetic dynamics. For the ﬁrst time
in the context of low-latitude ionospheric plasma irregularities, Alfvén waves that carry information
throughout the system are modeled (see Chapter 7). Although bubble growth is typically much
slower than the electrodynamics associated with bubbles, we explore scenarios that electrostatic
physics cannot resolve. These scenarios include Alfvén resonance (see Chapter 9) and supersonic
bubbles (see Chapter 10). Complimentary to modeling dynamic electromagnetism, static electro-
magnetism is also resolved after electrodynamics settle into a steady-state which is explored in
Chapter 8. In this chapter we will summarize main results presented in this dissertation.
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11.1 Alfvénic dynamics of Rayleigh-Taylor mode
In Chapter 7, the electrodynamics of several bubbles were simulated and analyzed. Polarization
electric ﬁelds develop within the bubbles and transmit Alfvén waves away from the bubbles parallel
and anti-parallel to B until an electrostatic state is met. The simulations show that the generalized
Rayleigh-Taylor mode can take tens of seconds to reach an approximately electrostatic state. These
electrodynamic time scales will, of course, vary with the ion mass density as well as the length of
the magnetic ﬁeld line on which the ion density bubble resides. The F-region ion density presented
was modeled for an extremely low f10.7 index of 68.5 where the ion density is much lower than
for normal or high solar ﬂux conditions. These low densities result in faster Alfvén speeds and
faster electrodynamic time scales. During solar maximum, ion densities may be as much as an order
of magnitude greater, resulting in slower Alfvén speeds and slower electrodynamic time scales,
by about a factor of three. Even in these conditions, the electrodynamic time scales are virtually
instantaneous compared to the Raleigh-Taylor growth rates, which are typically tens of minutes. For
phenomena much slower than the 10s of seconds it takes for Alfvén dynamics to reach equilibrium,
the electrostatic approximation is valid. However, for scenarios where plasma irregularities can move
signiﬁcantly within the Alfvénic timescales, the electrostatic approximation will fail. Inclusion of
electrodynamics is necessary to fully describe the physics of bubbles drifting faster than the bubble
length scale of interest divided by the Alfvénic timescales. For example, electrodynamics are needed
in the case of Alfvén resonance in Chapter 9 and for simulating a supersonic bubble in Chapter 10.
11.2 Poynting ﬂux
Simulations in Chapter 7 and Section 8.2 demonstrate how one can use electric and sensitive mag-
netic ﬁeld measurements to detect remote plasma irregularities that exist somewhere else on the
intersecting magnetic ﬁeld line. The electric ﬁeld signature of a plasma depletion is zonal electric
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ﬁeld that is transmitted away from the bubble parallel and anti-parallel to B. The magnetic signa-
ture of the gravitational Rayleigh-Taylor mode is a Bz1 on the order of 0.1 nT. This is detectable
by sensitive magnetometers on-board satellites. With the combined measurements of Ex1 and Bz1,
we can theoretically compute where the signatures are transmitted from. If, at the point of mea-
surement, we measure zero Bz1, we can infer that there is equal depletion on both sides of the point
or that the point of measurement is within the center of a bubble. Negative Bz1 indicate signatures
transmitted from the south. Positive Bz1 indicate signatures transmitted from the north. This is
useful in pinpointing where a plasma irregularity may be from a single measurement on a magnetic
ﬁeld line. Measuring E1 at the equator can identify that a plasma irregularity exists somewhere
ambiguously along the intersecting magnetic ﬁeld line. Additionally measuring B1 can hone in on
the irregularity and determine on which side of the measurement point the irregularity exists.
11.3 Diamagnetic signature
In Section 8.3, we simulated electrostatic diamagnetic currents. The signature of diamagnetic
currents is a 0.2 nT By1 enhancement inside the density bubble consistent with the ﬁrst-order
approximation derived by Lühr et al. (2003). EMI simulations verify Lühr's approximation as well
as the conclusion made by Stolle et al. (2006) attributing CHAMP-observed By1 to diamagnetic
currents around equatorial bubbles. The CHAMP satellite observations in Figure 1.3 exhibits
similar anti-correlation between ni1 and By1 as in Figure 8.3. As ﬁrst suggested by Stolle et al.
(2006), measuring By1 is a viable method for detecting equatorial density bubbles (as long as the
magnetometer has at least ∼ 0.1 nT precision).
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11.4 Three-dimensional ambipolar electric ﬁeld versus one-dimensional
theory
In Section 8.4, electrostatic ambipolar electric ﬁelds associated with a low-latitude bubble were
simulated. The electromagnetic signature of the ambipolar current circulation is small compared to
the signatures of other current systems discussed in this dissertation. However, it was found that 1-D
theory greatly overestimate the 3-D ambipolar electric ﬁelds. The implications of this discrepancy is
that care must be taken in interpreting ambipolar electric ﬁelds observed experimentally. Although
it is relatively easy to calculate in 1-D, the ambipolar electric ﬁeld is lower with three degrees of
freedom than with only one degree of freedom. In the simulation presented in Figure 8.4, they
diﬀered by 20 times. To estimate the parallel density gradient from Ey1, one cannot rely on 1-D
theory, despite its simplicity. In solving the 1-D ambipolar electric ﬁeld equation (8.2) for the parallel
density gradient, we could erroneously calculate the density gradient as ∇‖ne = −Ey1/enekbTe.
However, since 1-D theory overestimates 3-D ambipolar electric ﬁelds, 1-D theory only gives an
upper bound (
∣∣∇‖ne∣∣ ≤ |Ey1/enekbTe|), which is not very useful, considering that the gradient can
be 20 times less than the upper bound.
In the context of simulating ionospheric physics, a consequence of 1-D overestimation of ambipo-
lar electric ﬁelds is that there will be greater ambipolar diﬀusion and subsequently diﬀerent plasma
morphology. However, keep in mind that the discrepancy between 1-D and 3-D ambipolar electric
ﬁelds likely decreases with increasing perpendicular scale lengths. Increasing scale lengths in any
two dimensions eventually approaches a 1-D limit. What scale lengths 1-D ambipolar electric ﬁelds
are valid is worth investigating in the future.
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11.5 Tilted electromagnetic ﬁelds: evidence of the inﬂuence of winds
In Section 8.6, the eﬀects of neutral winds on a low-latitude plasma bubble were simulated. Without
winds, the Rayleigh-Taylor mode produces solely zonal polarization electric ﬁeld. However, the
inclusion of zonal winds added meridional polarization electric ﬁelds resulting in tilted electric ﬁeld
signature; that is, the electric ﬁeld signature was tilted from the zonal direction. The prevalence of
tilted electric ﬁeld signatures observed in nature suggests the prevalence of the inﬂuence of winds
on low-latitude plasma irregularities in nature. When modeling low-latitude plasma irregularities,
one must consider the eﬀects of winds.
11.6 Alfvén resonance
In Chapter 9, we explore Alfvén resonance in the context of low-latitudes plasma irregularities. Time
delays associated with the time it takes Alfvén waves to travel along Earth's magnetic ﬁeld lines
can aﬀect the magnitude of perturbation electric ﬁelds that develop with equatorial density bubbles
when considering a background drift speed. For the simulations presented in Chapter 9, there was
a resonance of electric ﬁelds when the ratio of a density wave's zonal wavelength to zonal drift is
roughly 10 seconds (roughly equal to the timescale at which electrostatics for a stationary wave
is approximately met). Thorough analysis of the Alfvén resonator at low-latitudes may be worth
pursuing in future studies. Given zonal background drifts, resonant wavelengths would develop
greater polarization electric ﬁeld and thus grow faster than non-resonant wavelengths. As a result,
background zonal drifts may select certain wavelengths of irregularities.
11.7 Supersonic bubble
In Chapter 10, we simulated a supersonic bubble, showing the dynamics of low-latitude equatorial
bubbles. Initialized with a density bubble at the bottomside of the F layer, the simulation resulted
161
in a bubble that pierces the topside of the F region after 90 seconds. The signature of this supersonic
bubble was a strong zonal electric ﬁeld on the order of 10 mV/m, and strong negative and positive
meridional magnetic ﬁelds on the northern and southern edge of the bubble, respectively, on the
order of 100 nT. The observations made by Aggson et al. (1992) were consistent with the supersonic
bubble simulated.
11.8 Thoughts about EMI computations
The simulations presented in this dissertation are hopefully the ﬁrst of several EMI simulations to
be used in exploring the dynamic and static electromagnetic properties of ionospheric plasmas. As
shown, EMI is capable of simulating electrodynamics in 3-D. The code is eﬃcient and parallelizable.
Twenty virtual seconds took about a day to simulate on a four-core desktop computer. Recall that,
in these simulations, we resolve Alfvénic speeds of up to 107 m/s. By the Courant condition (Courant
et al., 1967), we must take time steps shorter than the smallest cell wall length (kilometer scale)
divided by the fastest speed in the simulation (107 m/s). Hence, we take extremely small time steps
of 0.1 ms. To simulate one virtual hour requires 36 million iterations, which would take hundreds of
years of computational time on a four-core desktop. Thus, it is not viable to simulate both Alfvénic
dynamics and bubble growth simultaneously.
However, the time integration of electric and magnetic ﬁelds with Maxwell's equations may be
a viable way to solve for electrostatic ﬁelds, which can be used to integrate bubble growth at much
longer time steps. Traditionally, the spread-F problem solves for electrostatic ﬁelds by solving for
the electric potentials that satisfy ∇ ·J = 0 for every time iteration. Because the potential solution
is elliptic, it is a challenge to parallelize. However, electromagnetic models such as PERSEUS
(Seyler and Martin, 2011) and EMI do not directly solve any elliptic equations and are naturally
parallelizable. The time integration of each cell point only requires information from neighboring
cell points, making it easy to subdivide the simulation space and split the computation in parallel
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fashion. Taking advantage of parallel computing makes electromagnetic code very eﬃcient and time
integration tractable. The plausibility of using EMI to eﬃciently simulate fully 3-D bubble growth
may be worth exploring in the future.
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Appendix A
Types of currents
Here, we derive the currents discussed in this dissertation and classify the diﬀerent types of currents.
First, the motion of ions and electrons can be expressed by the single species ion momentum, and
electron momentum equations,
Dvi
Dt
=
e
M
(E+ vi ×B) + g − ∇pi
niM
− νin (vi − vn)− νie (vi − ve) (A.1)
Dve
Dt
= − e
m
(E+ ve ×B) + g − ∇pe
nem
− νen (ve − vn)− νei (ve − vi) , (A.2)
where vi is the ion velocity, ve is the electron velocity, D/Dt is the advective derivative (∂t +vi · ∇
for ions and ∂t+ve ·∇ for electrons where ∂t is the partial time-derivative), e is the electron charge,
M is the ion mass, m is the electron mass, E is the electric ﬁeld vector, B is the magnetic ﬁeld
vector, g is the gravity acceleration vector, pi is the ion pressure, pe is the electron pressure, νie is
the ion-electron collision frequency, νin is the ion-neutral collision frequency, νei is the electron-ion
collision frequency, and νen is the electron-neutral collision frequency. Throughout this dissertation,
we deal only with singly charged ions (O+, H+, He+, O+2 , NO
+) with the implication that ni ' ne
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for quasineutrality. Solving equations (A.1) for vi and (A.2) for ve yields
vi = A˜i ·
[
e
M
E+ g − ∇pi
niM
+ νinvn + νieve − Dvi
Dt
]
(A.3)
ve = A˜e ·
[
− e
m
E+ g − ∇pe
nem
+ νenvn + νeivi − Dve
Dt
]
, (A.4)
where A˜i and A˜e are tensors, deﬁned as
A˜(σ=i,e) =

νσ −Ωσz Ωσy
Ωσz νσ −Ωσx
−Ωσy Ωσx νσ

−1
, (A.5)
where νi = νin + νie, νe = νen + νei, and gyrofrequency components are deﬁned as
Ωix
Ωiy
Ωiz
 ≡ eBM ,

Ωex
Ωey
Ωez
 ≡ −eBm . (A.6)
J is the current density deﬁned as
J = ene(vi − ve). (A.7)
Substituting equations (A.3) and (A.4) into (A.7) yields
J = eneA˜i
(
e
M
E+ g − ∇pi
niM
+ νinvn + νieve − Dvi
Dt
)
− eneA˜e
(
− e
m
E+ g − ∇pe
nem
+ νenvn + νeivi − Dve
Dt
) (A.8)
We classify ﬁve diﬀerent contributions to the current density, J, by the forces that drive each clas-
siﬁcation. This appendix overviews currents driven by static electric ﬁeld, gravity-driven currents,
pressure-driven currents, currents driven by neutral winds, and polarization currents.
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A.1 Static electric ﬁeld currents
Currents driven by static electric ﬁelds (E) can expressed as
JE = eneA˜i
( e
M
E
)
− eneA˜e
(
− e
m
E
)
. (A.9)
However, it is convenient to express currents driven by static electric ﬁelds by deﬁning a conductivity
tensor σ˜ = ene
(
A˜ie/M + A˜ee/M
)
so that we can express JE simply as
JE = σ˜E, (A.10)
where
σ˜ =

σp 0 σh
0 σ0 0
−σh 0 σp

σ0 =e
2ne
(
1
mνe
+
1
Mνi
)
σp =e
2ne
(
νe
m (ν2e + Ω
2
e)
+
νi
M
(
ν2i + Ω
2
i
))
σh =e
2ne
(
|Ωe|
m (ν2e + Ω
2
e)
− Ωi
M
(
ν2i + Ω
2
i
)) ,
(A.11)
for a coordinate system where yˆ is parallel to B. The conductivities σ0, σp and σh are commonly
referred to as the parallel, Pedersen, and Hall conductivities, respectively.
A.2 Gravity-driven currents
Gravity-driven currents are deﬁned as
Jgravity = eneA˜ig − eneA˜eg. (A.12)
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In weakly collisional plasmas (Ω2i  ν2i and Ωe  νe) the expression for gravity-driven currents can
be reduced to
Jgravity =
(M +m)ne
B2
g ×B ' Mne
B2
g ×B, (A.13)
where the approximation is made considering that M  m.
A.3 Pressure-driven currents
Pressure-driven currents are deﬁned as
Jpressure = eneA˜i
(
− ∇pi
niM
)
− eneA˜e
(
−∇pe
nem
)
. (A.14)
In weakly collisional plasmas (Ω2i  ν2i and Ωe  νe) the expression for pressure-driven perpendic-
ular to B can be reduced to
J⊥pressure =
− (∇pi +∇pe)×B
B2
. (A.15)
A.4 Wind-driven currents
Wind-driven currents are deﬁned as
Jwind = eneA˜i (νinvn)− eneA˜e (νenvn) w eneA˜i (νinvn) , (A.16)
where the currents are driven by neutral winds colliding with ion and electrons. Note that the
electron-neutral collision rate is negligible and Ωe  νe. Hence, Jwind is primarily driven by
ion-neutral interaction. In weakly collisional plasma (Ω2i  ν2i and Ωe  νe) the expression for
polarization can be reduced to
Jwind =
Mne
B2
(νinvn)×B. (A.17)
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A.5 Polarization currents
Polarization currents are currents resulting from ion inertia perpendicular to B, ∂tvi⊥. We derive
an expression for polarization currents by ﬁrst taking the zero order ion velocity as equation (3.9)
without ion inertia:
vi = A˜i
(
eE
M
+ g − ∇pi
niM
+ νieve + νinvn
)
. (A.18)
Making the ﬁrst-order approximation that ∂tvi⊥ ≈ ∂tvi⊥, we approximate ion inertia by taking the
derivative of equation (A.18), which results in
∂tvi⊥ ≈ A˜i · e
M
(∂tE⊥) , (A.19)
where we assume gravity, pressure gradients, and collisional terms to be eﬀectively constant (∂t '
0) compared to the electrodynamics. Subsequently, the polarization current, Jpolarization, can be
expressed as
Jpolarization = eneA˜i (−∂tvi⊥) = −e
2ne
M
A˜2i · (∂tE⊥) , (A.20)
where we substitute ∂tvi⊥ with equation (A.19). For weakly collisional plasma (Ω2i  ν2i and
Ωe  νe) the polarization current can be expressed as
Jpolarization =
Mne
B2
∂tE⊥. (A.21)
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Appendix B
Electric ﬁeld mapping for equipotential
magnetic dipole ﬁeld lines
While magnetic ﬁeld lines are approximately equipotential, the distance between ﬁeld lines does
vary. Approximating the Earth's magnetic ﬁeld as a dipole magnetic ﬁeld, r = R0 cos
2 θ where r is
the distance from the center of the Earth, R0 is the r of the ﬁeld line at the magnetic equator, and
θ is the magnetic latitude. The zonal (x direction) electric ﬁeld along a ﬁeld line can be formulated
as
Ex = −dΦ
dx
= − dΦ
r cos θdλ
,
Ex = − dΦ
R0 cos3 θdλ
,
Ex =
1
cos3 θ
· Ex|θ=0,
(B.1)
where Φ is the potential, λ is magnetic longitude, and Ex|θ=0 is the zonal electric ﬁeld at the equator.
Using the magnetic dipole identity, sinD = dz/ (r · dθ), the derivative of R0 with respect to magnetic
latitude dR0/dθ = 2r sin θ/ cos
3 θ, and the dipole relationship sinD = 2 sin θ/
√
1 + 3 sin2 θ where
D is the angle between the Earth's magnetic ﬁeld and the horizon, the meridional (z -direction)
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electric ﬁeld along a ﬁeld line is formulated as
Ez = −dΦ
dz
= − dΦ
r · dθ sinD,
Ez = −dΦ1
r
2r sin θ
dR0 cos3 θ
√
1 + 3 sin2 θ
2 sin θ
,
Ez =
−dΦ
dR0
√
1 + 3 sin2 θ
cos3 θ
,
Ez =
√
1 + 3 sin2 θ
cos3 θ
· Ez|θ=0,
(B.2)
where Ez|θ=0 is the meridional electric ﬁeld at the equator. Both (B.1) and (B.2) are equivalent
to expressions in Mozer (1970), generalized for an arbitrary point on a ﬁeld line instead of strictly
where the ﬁeld lines intersect the Earth's surface.
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Appendix C
Alfvén wave reﬂections oﬀ a change in
Alfvén speeds
When a propagating Alfvén wave encounters a change in Alfvén speed, a reﬂection results. Let us
consider an Alfvén wave propagating in a medium with Va = c1 and encountering a medium with
Va = c2 as illustrated in Figure C.1. This problem is described by an initial wave incident to the
boundary that splits into a reﬂected wave and transmitted wave.
Figure C.1: Diagram of an incident wave interacting with a change in Alfvén speed.
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By Faraday's law,
E
B
=
ω
k
, (C.1)
where ω is the wave frequency, k is the wave-number, and ω/k is the wave phase speed. Here, we
pick a coordinate system where the x -dimension is parallel to E1, the y-dimension is parallel to
B1, and the z-dimension is parallel to the direction of the wave propagation. For Alfvén waves,
ω/k is equal to the Alfvén speed. Hence, we can express the E/B for the incident, reﬂected, and
transmitted waves as
Eincident
Bincident
= c1 (C.2)
Ereflected
Breflected
= −c1 (C.3)
Etransmitted
Btransmitted
= c2, (C.4)
respectively. Here the incident, reﬂected, and transmitted components of E and B are denoted in
the subscript. Because of the continuity of B at the boundary,
Bincident +Breflected = Btransmitted. (C.5)
Substituting the B components with equations (C.2), (C.3), and (C.4) yields
Eincident − Ereflected
c1
=
Etransmitted
c2
. (C.6)
In order to maintain the continuity of E at the boundary, Etransmitted = Eincident +Ereflected, thus
Eincident − Ereflected
c1
=
Eincident + Ereflected
c2
, (C.7)
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which can be rearranged as
Ereflected =
c2 − c1
c2 + c1
· Eincident. (C.8)
Equation (C.8) describes the E of reﬂected wave relative to the incident E. For c1 < c2, the reﬂected
wave is a positive reﬂection; that is, the E of the reﬂected wave has the same sign as the incident
wave. For c1 > c2, the reﬂected wave is a negative reﬂection; that is, the E of the reﬂected wave
has the opposite sign as the incident wave.
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