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Abstract
Recent work has explored sequence-to-sequence latent variable models for expres-
sive speech synthesis (supporting control and transfer of prosody and style), but
has not presented a coherent framework for understanding the trade-offs between
the competing methods. In this paper, we propose embedding capacity as a unified
method of analyzing the behavior of latent variable models of speech, comparing
existing heuristic (non-variational) methods to variational methods that are able
to explicitly constrain capacity using an upper bound on representational mutual
information. In our proposed model (Capacitron), we show that by adding condi-
tional dependencies to the variational posterior such that it matches the form of
the true posterior, the same model can be used for high-precision prosody transfer,
text-agnostic style transfer, and generation of natural-sounding prior samples. For
multi-speaker models, Capacitron is able to preserve target speaker identity during
inter-speaker prosody transfer and when drawing samples from the latent prior.
Lastly, we introduce a method for decomposing embedding capacity hierarchically
across two sets of latents, allowing a portion of the latent variability to be specified
and the remaining variability sampled from a learned prior.
1 Introduction
The synthesis of realistic human speech is a challenging problem that is important for natural human-
computer interaction. End-to-end neural network-based approaches have seen significant progress in
recent years [1–4], even matching human performance for short assistant-like utterances [5]. However,
these neural models are sometimes viewed as less interpretable or controllable than more traditional
models composed of multiple stages of processing that each operate on reified linguistic or phonetic
representations.
Text-to-speech (TTS) is an underdetermined problem, meaning the same text input has an infinite
number of reasonable spoken realizations. In addition to speaker and channel characteristics, im-
portant sources of variability in TTS include intonation, stress, and rhythm (collectively referred to
as prosody). These attributes convey linguistic, semantic, and emotional meaning beyond what is
present in the lexical representation (i.e., the text) [6]. Recent end-to-end TTS research has aimed to
model and/or directly control the remaining variability in the output [7–13].
In [7], a Tacotron-like [1] model is augmented with a deterministic encoder that projects reference
speech into a learned embedding space. This reference encoder can be used for prosody transfer
(“say it like this”) between speakers and to text that is slightly modified relative to the reference text.
However, the learned embeddings lack transfer generality in that they cannot be used with arbitrarily
modified text and they do not fully preserve the characteristics of a target speaker’s voice when used
for inter-speaker transfer. Speaker identity preservation issues are addressed to some extent in [10]
by centering the learned embeddings using speaker-wise means.
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Other work targets style transfer and control, a text-agnostic variation on prosody transfer and control.
The Global Style Token (GST) system [8] uses a modified reference encoder with a tighter bottleneck
to transfer global style properties to arbitrary text and enable more human-accessible style control at
the expense of lower-precision transfer. Another approach [13] to style transfer uses an adversarial
objective to disentangle style from text.
In [9] and [11], a variational approach [14] is used to tackle the style task. Advantages of this
approach include its ability to generate style samples via the accompanying prior and the potential
for better disentangling between latent style factors [15]. These publications do not specify whether
they directly optimize the variational evidence lower bound (ELBO) [14] during training or if they
tune the weight on the Kullback-Leibler (KL) divergence term for the target task.
In this work, our primary contributions include the following:
1. We propose a unified approach for analyzing the characteristics of TTS latent variable
models, independent of architecture, using the capacity of the learned embeddings.
2. We estimate embedding capacity for existing heuristic approaches, target specific capacities
for our proposed model using a Lagrange multiplier-based optimization scheme, and show
that capacity is correlated with perceptual reference similarity.
3. We show that modifying the variational posterior to match the form of the true posterior
enables style and prosody transfer in the same model, helps preserve target speaker identity
during inter-speaker transfer, and leads to natural-sounding prior samples even at high
embedding capacities.
4. We introduce a method for controlling what fraction of the variation represented in an
embedding is specified, allowing the remaining variation to be sampled from the model.
2 Measuring reference embedding capacity
2.1 Learning a reference embedding space
Existing heuristic (non-variational) end-to-end approaches to prosody and style transfer [7, 8, 10, 12]
typically start with the teacher-forced reconstruction loss, (1), used to train Tacotron-like sequence-
to-sequence models [1, 5] and simply augment the model with a deterministic reference encoder,
ge(x), as shown in eq. (2).
L(x,yT ,yS) ≡ − log p(x|yT ,yS) = ‖fθ(yT ,yS)− x‖1 +K (1)
L′(x,yT ,yS) ≡ − log p(x|yT ,yS , ge(x)) = ‖fθ(yT ,yS , ge(x))− x‖1 +K (2)
where x is an audio spectrogram, yT is the input text, yS is the target speaker (if training a multi-
speaker model), fθ(·) is a deterministic function that maps the inputs to spectrogram predictions,
and K is a normalization constant. Teacher-forcing implies that fθ(·) is dependent on x<t when
predicting spectrogram frame xt. Because an `1 reconstruction loss is typically used, the likelihood is
equivalent to a Laplace random vector that has means provided by fθ(·) and fixed diagonal covariance
(though in practice, the deterministic output of fθ(·) serves as the output). Transfer is accomplished
by pairing the embedding computed by the reference encoder with different text or speakers during
synthesis.
In these heuristic models, the architecture of the reference encoder determines the transfer character-
istics of the model. For example, in [7], prosody transfer precision is controlled by the embedding
dimensionality and choice of non-linearity (tanh vs. softmax), and in [8] a particular attention-based
architectural bottleneck is used. These decisions affect the information capacity of the embedding
and allow the models to target a specific trade-off between transfer precision (how closely the output
resembles the reference) and generality (how well an embedding works when paired with arbitrary
text). Higher capacity embeddings prioritize precision and are better suited for same or similar-text
prosody transfer, while lower capacity embeddings prioritize generality and are better suited for
text-agnostic style transfer.
The variational extensions in [9, 11] augment the reconstruction loss in eq. (2) with a KL divergence
term. This encourages a stochastic reference encoder (variational posterior), q(z|x), to align well
with a prior, p(z) (eq. (3)).
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The overall loss is then equivalent to the negative ELBO of the marginal likelihood of the data [14].
LELBO(x,yT ,yS) ≡ Ez∼q(z|x)[− log p(x|z,yT ,yS)] +DKL(q(z|x)‖p(z)) (3)
− log p(x|yT ,yS) ≤ LELBO(x,yT ,yS) (4)
Controlling embedding capacity in variational models can be accomplished more directly by manipu-
lating the KL term in (3). Recent work has shown that the KL term provides an upper bound on the
mutual information between the data, x, and the latent embedding, z ∼ q(z|x) [16–18].
RAVG ≡ Ex∼pD(x)[DKL(q(z|x)‖p(z))], R ≡ DKL(q(z|x)‖p(z)) (5)
Iq(X;Z) ≡ Ex∼pD(x)[DKL(q(z|x)‖q(z))], q(z) ≡ Ex∼pD(x)q(z|x) (6)
RAVG = Iq(X;Z) +DKL(q(z)‖p(z)) (7)
=⇒ Iq(X;Z) ≤ RAVG (8)
where pD(x) is the data distribution, R is the the KL term (or rate [18]) in (3), RAVG is the KL term
averaged over the data distribution, Iq(X;Z) is the representational mutual information (the capacity
of z), and q(z) (the aggregated posterior [17]) is the result of marginalizing q(z|x) over the data
distribution. This brief derivation is expanded in Appendix C.1.
The bound in (8) follows from (7) and the non-negativity of the KL divergence, and (7) shows that the
slack on the bound is the KL divergence between the aggregated posterior and the prior. In addition
to providing a tighter bound, having a low DKL(q(z)‖p(z)) is desirable when sampling from the
model via the prior, because then the samples of z that the decoder sees during training will be very
similar to samples from the prior.
Various approaches to controlling the KL term have been proposed, including varying a weight on the
KL term (β) [19] and penalizing its deviation from a target value [18, 15]. Because we would like to
smoothly optimize for a specific bound on the embedding capacity, we adapt the Lagrange multiplier-
based optimization approach of [20] by applying it to the KL term rather than the reconstruction
term.
min
θ
max
λ≥0
{
Ez∼qθ(z|x)[− log pθ(x|z,yT ,yS)] + λ(DKL(qθ(z|x)‖p(z))− C)
}
(9)
where θ are the model parameters, λ is the Lagrange multiplier, and C is the capacity limit. We
constrain λ to be non-negative by passing an unconstrained parameter through a softplus non-
linearity, which makes the capacity constraint a limit rather than a target. This is done to prevent
the optimization procedure from attempting to increase the KL term (something that can be easily
achieved by moving q(z) away from p(z)). Here λ plays a similar role to β, but is automatically
tuned by the optimization procedure to achieve the desired constraints on the KL term. We found this
approach to be less tedious than tuning the KL weight by hand, and it led to more stable optimization
than directly penalizing the `1 deviation from the target KL.
2.2 Estimating embedding capacity
Estimating heuristic embedding capacity Unfortunately, the heuristic methods do not come
packaged with an easy way to estimate embedding capacity. We can estimate an effective capacity
ordering, however, by measuring the test-time reconstruction loss when using the reference encoder
from each method. On the left side of Figure 1, we show how the reconstruction loss varies with
embedding dimensionality for the prosody transfer (tanh/softmax) and GST models described in
[7] and [8] and for variational models with different KL weights, β, or different capacity limits, C.
We also compare to a baseline Tacotron model without a reference encoder. For this preliminary
comparison, we use the expressive single-speaker dataset and training setup described in Section 4.2.
Looking at the heuristic methods in Figure 1, we see that using a softmax non-linearity results
in a more severe bottleneck than tanh, and the GST bottleneck is even more restrictive, which
demonstrates how the precision/generality trade-off is affected by changes in embedding capacity.
For the variational models, using β = 0.1 matches the loss of the tanh prosody transfer model and
β = 10 is similar to the GST curve. Using β = 100 yields a loss very similar to the baseline Tacotron,
because the embedding capacity is effectively squashed to zero (Figure B.1 in the appendix shows
how the KL term is affected).
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Figure 1: Reconstruction loss vs. embedding dimensionality for a variety of heuristic and variational
models. [left] Controlling variational embedding capacity via the KL weight, β. [right] Controlling
capacity, C, via the KL term directly. Figure B.1 in the appendix shows how the KL term is affected
by β and C.
Bounding variational embedding capacity As shown on the left side of Figure 1, many factors
affect effective embedding capacity, including embedding dimensionality, model architecture, and
KL weight. We saw in (8) that the KL term is an upper bound on embedding capacity, so, we can
directly target a specific capacity limit by constraining the KL term using the objective in eq. (9). The
right side of Figure 1 shows the effect of varying the capacity limit, C.
For the three values of C in the plot, we can see that the reconstruction loss flattens out once the
embedding reaches a certain dimensionality. This gives us a consistent way to control embedding
capacity as it only requires using a reference encoder architecture with sufficient structural capacity
(at least C) to achieve the desired representational capacity in the variational embedding. Because of
this, we use 128-dimensional embeddings in all of our experiments, which should be sufficient for
the range of capacities we target.
3 Making effective use of embedding capacity
3.1 Matching the form of the true posterior
In previous work [9, 11], the variational posterior has the form q(z|x), which matches the form of
the true posterior for a simple generative model p(x|z)p(z). However, for the conditional generative
model used in TTS, p(x|z,yT ,yS)p(z), it is missing conditional dependencies present in the true
posterior, p(z|x,yT ,yS). Figure 2 shows this visually. In order to match the form of the true
yT
<latexit sha1_base64="z0n7+Y1AbpG4 LB8ZPZyyLpoSInE=">AAAC73icbZLBTtwwEIa9KS000ALtsVIVdYXEaZXAAW5Fag89g mBhxWYVOY6zWNiOa08o2cjHHnstt6rXvgGnPkalPkNfAu8u0pLQkSz9+r8ZzYztVHFm IAz/drwnS0+fLa8891fXXrxc39h8dWqKUhPaJwUv9CDFhnImaR8YcDpQmmKRcnqWXn6 Y8rMrqg0r5AlUio4EHkuWM4LBWcdxBclGN+yFswgei+hedN//vj369/Xt7WGy2fkTZw UpBZVAODZmGIUKRjXWwAin1o9LQxUml3hMh05KLKgZ1bNZbbDlnCzIC+2OhGDmPqyos TCmEqnLFBguTJtNzf+xYQn5/qhmUpVAJZk3ykseQBFMFw8ypikBXjmBiWZu1oBcYI0 JuOvxY0m/kEIILLM6ntg6njZI83pibZNdL9h1m1WwgJVNTtrYNPBxC0/Uw7aJamPTwM b6TX6+wOftwQYLNrDtQpXZWiUfre9+QtR+98fidKcX7fZ2jqLuwT6axwp6g96hbRShP XSAPqFD1EcEjdE39B3deJ+9G++H93Oe6nXua16jRni/7gBFlPwK</latexit>
yS
<latexit sha1_base64="waLzyOobyDNi 0267pZmpZfGRWKk=">AAAC73icbZLPT9swFMfdjEEJjB/jiISiVUicqgQOcBvSdtgRB IWKpoocxykWtuPZDmsa+bjjrnBDXPkPOPFnTNrfwD+B2yKVhD3J0lffz3t679mOBSVK +/6/hvNh7uP8QnPRXVr+tLK6tv75TGW5RLiDMprJbgwVpoTjjiaa4q6QGLKY4vP46tu Yn19jqUjGT3UhcJ/BAScpQVBb6yQsVLTW8tv+JLz3IngVra9Pj8fPv7cej6L1xt8wyV DOMNeIQqV6gS90v4RSE0SxccNcYQHRFRzgnpUcMqz65WRW421bJ/HSTNrDtTdx31aUk ClVsNhmMqgvVZ2Nzf+xXq7Tg35JuMg15mjaKM2ppzNvvLiXEImRpoUVEEliZ/XQJZQ QaXs9bsjxL5QxBnlShiNThuMGcVqOjKmy4YwN66zQM1iY6LSOVQWf1PBIvG0biTpWFa yMW+UXM3xRH6w7Y11TLxSJKUX03bj2JwT1d38vznbbwV579zhoHR6AaTTBJvgCdkAA9 sEh+AGOQAcgMAB/wA24dX46t86dcz9NdRqvNRugEs7DC0ML/Ak=</latexit>
z<latexit sha1_base64="axfY0iWUlsXU bqZOBDUBxB+B+uU=">AAAC7nicbZLPS+QwFMczXXW168/1KEhxWPA0tHrQm4IePOrq6 OB0KGmaajBJQ5KudkqO3rzqbdnr/gme/DME/wb/CTMzwtjqg8CX7+c93ntJYkGJ0r7/ 0nC+TUxOfZ+ecX/Mzs0vLC79PFVZLhFuo4xmshNDhSnhuK2JprgjJIYspvgsvtob8LM /WCqS8RNdCNxj8IKTlCCorfU77EeLTb/lD8P7LIJ30dx5ejx6vV19PIyWGs9hkqGcYa 4RhUp1A1/oXgmlJohi44a5wgKiK3iBu1ZyyLDqlcNRjffLOomXZtIerr2h+7GihEypg sU2k0F9qepsYH7FurlOt3sl4SLXmKNRozSnns68wd5eQiRGmhZWQCSJndVDl1BCpO3 tuCHH1yhjDPKkDPumDAcN4rTsG1NlN2N2U2eFHsPCRCd1rCr4uIb74mPbSNSxqmBl3C o/H+Pz+mCdMeuYeqFITCmifePanxDU3/2zON1oBZutjaOgubsNRjENVsAaWAcB2AK74 AAcgjZAIAV34B48OMJ5cP46/0apTuO9ZhlUwvn/Bvsr+40=</latexit>
p (x|z,yT ,yS) p (z)
x<latexit sha1_base64="d7xFkBUcaBCd YYtHuYyqVFqioRo=">AAAC7nicbZLPT9swFMfdMFgJv9lx0hStQuJUJXCAG0jjwLEwC hVNFTmOAxa2Y9nO1jTykRvXcZt25U/gxJ+BxN+wf2Jui1QS9iRLX30/7+m9ZzsWlCjt +y8NZ+7D/MLH5qK7tLyyura+sXmuslwi3EUZzWQvhgpTwnFXE01xT0gMWUzxRXzzbcw vfmCpSMbPdCHwgMErTlKCoLbWaTiM1lt+25+E914Er6J18PR48vf2y2Mn2mg8h0mGco a5RhQq1Q98oQcllJogio0b5goLiG7gFe5bySHDalBORjXelnUSL82kPVx7E/dtRQmZU gWLbSaD+lrV2dj8H+vnOt0flISLXGOOpo3SnHo688Z7ewmRGGlaWAGRJHZWD11DCZG 2t+OGHP9EGWOQJ2U4MmU4bhCn5ciYKhvO2LDOCj2DhYnO6lhV8PcaHom3bSNRx6qClX Gr/HKGL+uD9WasZ+qFIjGliI6Ma39CUH/39+J8px3stndOgtbhPphGE3wGX8E2CMAeO ATHoAO6AIEU3IFf4N4Rzr3z2/kzTXUarzWfQCWch3/2GfuL</latexit>
q(z|x)
x<latexit sha1_base64="d7xFkBUcaBCdYYtHuYyqVFqioRo=">AAAC7nicbZLPT9s wFMfdMFgJv9lx0hStQuJUJXCAG0jjwLEwChVNFTmOAxa2Y9nO1jTykRvXcZt25U/gxJ+BxN+wf2Jui1QS9iRLX30/7+m9ZzsWlCjt+y8NZ+7D/MLH5qK7tLyyura+sXmuslwi3 EUZzWQvhgpTwnFXE01xT0gMWUzxRXzzbcwvfmCpSMbPdCHwgMErTlKCoLbWaTiM1lt+25+E914Er6J18PR48vf2y2Mn2mg8h0mGcoa5RhQq1Q98oQcllJogio0b5goLiG7gFe5 bySHDalBORjXelnUSL82kPVx7E/dtRQmZUgWLbSaD+lrV2dj8H+vnOt0flISLXGOOpo3SnHo688Z7ewmRGGlaWAGRJHZWD11DCZG2t+OGHP9EGWOQJ2U4MmU4bhCn5ciYKhvO2 LDOCj2DhYnO6lhV8PcaHom3bSNRx6qClXGr/HKGL+uD9WasZ+qFIjGliI6Ma39CUH/39+J8px3stndOgtbhPphGE3wGX8E2CMAeOATHoAO6AIEU3IFf4N4Rzr3z2/kzTXUarzW fQCWch3/2GfuL</latexit>
z<latexit sha1_base64="axfY0iWUlsXUbqZOBDUBxB+B+uU=">AAAC7nicbZLPS+Q wFMczXXW168/1KEhxWPA0tHrQm4IePOrq6OB0KGmaajBJQ5KudkqO3rzqbdnr/gme/DME/wb/CTMzwtjqg8CX7+c93ntJYkGJ0r7/0nC+TUxOfZ+ecX/Mzs0vLC79PFVZLhFuo 4xmshNDhSnhuK2JprgjJIYspvgsvtob8LM/WCqS8RNdCNxj8IKTlCCorfU77EeLTb/lD8P7LIJ30dx5ejx6vV19PIyWGs9hkqGcYa4RhUp1A1/oXgmlJohi44a5wgKiK3iBu1Z yyLDqlcNRjffLOomXZtIerr2h+7GihEypgsU2k0F9qepsYH7FurlOt3sl4SLXmKNRozSnns68wd5eQiRGmhZWQCSJndVDl1BCpO3tuCHH1yhjDPKkDPumDAcN4rTsG1NlN2N2U 2eFHsPCRCd1rCr4uIb74mPbSNSxqmBl3Co/H+Pz+mCdMeuYeqFITCmifePanxDU3/2zON1oBZutjaOgubsNRjENVsAaWAcB2AK74AAcgjZAIAV34B48OMJ5cP46/0apTuO9Zhl Uwvn/Bvsr+40=</latexit> z<latexit sha1_base64="axfY0iWUlsXUbqZOBDUBxB+B+uU=">AAAC7nicbZLPS+Q wFMczXXW168/1KEhxWPA0tHrQm4IePOrq6OB0KGmaajBJQ5KudkqO3rzqbdnr/gme/DME/wb/CTMzwtjqg8CX7+c93ntJYkGJ0r7/0nC+TUxOfZ+ecX/Mzs0vLC79PFVZLhFuo 4xmshNDhSnhuK2JprgjJIYspvgsvtob8LM/WCqS8RNdCNxj8IKTlCCorfU77EeLTb/lD8P7LIJ30dx5ejx6vV19PIyWGs9hkqGcYa4RhUp1A1/oXgmlJohi44a5wgKiK3iBu1Z yyLDqlcNRjffLOomXZtIerr2h+7GihEypgsU2k0F9qepsYH7FurlOt3sl4SLXmKNRozSnns68wd5eQiRGmhZWQCSJndVDl1BCpO3tuCHH1yhjDPKkDPumDAcN4rTsG1NlN2N2U 2eFHsPCRCd1rCr4uIb74mPbSNSxqmBl3Co/H+Pz+mCdMeuYeqFITCmifePanxDU3/2zON1oBZutjaOgubsNRjENVsAaWAcB2AK74AAcgjZAIAV34B48OMJ5cP46/0apTuO9Zhl Uwvn/Bvsr+40=</latexit>
q(z|x,yT ,yS)
x<latexit sha1_base64="d7xFkBUcaBCdYYtHuYyqVFqioRo=">AAAC7nicbZLPT9s wFMfdMFgJv9lx0hStQuJUJXCAG0jjwLEwChVNFTmOAxa2Y9nO1jTykRvXcZt25U/gxJ+BxN+wf2Jui1QS9iRLX30/7+m9ZzsWlCjt+y8NZ+7D/MLH5qK7tLyyura+sXmuslwi3 EUZzWQvhgpTwnFXE01xT0gMWUzxRXzzbcwvfmCpSMbPdCHwgMErTlKCoLbWaTiM1lt+25+E914Er6J18PR48vf2y2Mn2mg8h0mGcoa5RhQq1Q98oQcllJogio0b5goLiG7gFe5 bySHDalBORjXelnUSL82kPVx7E/dtRQmZUgWLbSaD+lrV2dj8H+vnOt0flISLXGOOpo3SnHo688Z7ewmRGGlaWAGRJHZWD11DCZG2t+OGHP9EGWOQJ2U4MmU4bhCn5ciYKhvO2 LDOCj2DhYnO6lhV8PcaHom3bSNRx6qClXGr/HKGL+uD9WasZ+qFIjGliI6Ma39CUH/39+J8px3stndOgtbhPphGE3wGX8E2CMAeOATHoAO6AIEU3IFf4N4Rzr3z2/kzTXUarzW fQCWch3/2GfuL</latexit>
yT
<latexit sha1_base64="z0n7+Y1AbpG4LB8ZPZyyLpoSInE=">AAAC73icbZLBTtw wEIa9KS000ALtsVIVdYXEaZXAAW5Fag89gmBhxWYVOY6zWNiOa08o2cjHHnstt6rXvgGnPkalPkNfAu8u0pLQkSz9+r8ZzYztVHFmIAz/drwnS0+fLa8891fXXrxc39h8dWqKU hPaJwUv9CDFhnImaR8YcDpQmmKRcnqWXn6Y8rMrqg0r5AlUio4EHkuWM4LBWcdxBclGN+yFswgei+hedN//vj369/Xt7WGy2fkTZwUpBZVAODZmGIUKRjXWwAin1o9LQxUml3h Mh05KLKgZ1bNZbbDlnCzIC+2OhGDmPqyosTCmEqnLFBguTJtNzf+xYQn5/qhmUpVAJZk3ykseQBFMFw8ypikBXjmBiWZu1oBcYI0JuOvxY0m/kEIILLM6ntg6njZI83pibZNdL 9h1m1WwgJVNTtrYNPBxC0/Uw7aJamPTwMb6TX6+wOftwQYLNrDtQpXZWiUfre9+QtR+98fidKcX7fZ2jqLuwT6axwp6g96hbRShPXSAPqFD1EcEjdE39B3deJ+9G++H93Oe6nX ua16jRni/7gBFlPwK</latexit>
yS
<latexit sha1_base64="waLzyOobyDNi0267pZmpZfGRWKk=">AAAC73icbZLPT9s wFMfdjEEJjB/jiISiVUicqgQOcBvSdtgRBIWKpoocxykWtuPZDmsa+bjjrnBDXPkPOPFnTNrfwD+B2yKVhD3J0lffz3t679mOBSVK+/6/hvNh7uP8QnPRXVr+tLK6tv75TGW5R LiDMprJbgwVpoTjjiaa4q6QGLKY4vP46tuYn19jqUjGT3UhcJ/BAScpQVBb6yQsVLTW8tv+JLz3IngVra9Pj8fPv7cej6L1xt8wyVDOMNeIQqV6gS90v4RSE0SxccNcYQHRFRz gnpUcMqz65WRW421bJ/HSTNrDtTdx31aUkClVsNhmMqgvVZ2Nzf+xXq7Tg35JuMg15mjaKM2ppzNvvLiXEImRpoUVEEliZ/XQJZQQaXs9bsjxL5QxBnlShiNThuMGcVqOjKmy4 YwN66zQM1iY6LSOVQWf1PBIvG0biTpWFayMW+UXM3xRH6w7Y11TLxSJKUX03bj2JwT1d38vznbbwV579zhoHR6AaTTBJvgCdkAA9sEh+AGOQAcgMAB/wA24dX46t86dcz9NdRq vNRugEs7DC0ML/Ak=</latexit>
Figure 2: Adding conditional dependencies to the variational posterior. Shaded nodes indicate
observed variabes. [left] The true generative model. [center] Variational posterior missing conditional
dependencies present in the true posterior. [right] Variational posterior that matches the form of the
true posterior.
posterior, we inject information about the text and the speaker into the network that predicts the
parameters of the variational posterior. Speaker information is represented as learned speaker-wise
embedding vectors, while the text information is summarized into a vector by passing the output of the
Tacotron text encoder through a unidirectional RNN as in [21]. Appendix A.1 gives additional details.
For this work, we use a simple diagonal Gaussian for the approximate posterior, q(z|x,yT ,yS)
and a standard normal distribution for the prior, p(z). We use these distributions for simplicity and
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efficiency, but more powerful distributions such as Gaussian mixtures and normalizing flows [22]
could lead to better results.
Because we are learning a conditional generative model, p(x|yT ,yS), we could have used a learned
conditional prior, p(z|yT ,yS), in order to improve the quality of the output generated when sampling
via the prior. However, in this work we focus on the transfer use case where we infer zref ∼
q(z|xref,yrefT ,yrefS ) from a reference utterance and use it to re-synthesize speech using different text
or speaker inputs, x′ ∼ p(x|zref,y′T ,y′S). Using a fixed prior allows z to share a high probability
region across all text and speakers so that an embedding inferred from one utterance is likely to lead
to non-degenerate output when being used with any other text or speaker.
3.2 Decomposing embedding capacity hierarchically
In inter-text style transfer uses cases, we infer zref from a reference utterance and then use it to
generate a new utterance with the same style but different text. One problem with this approach is
that zref completely specifies all variation that the latent embedding is capable of conveying to the
decoder, p(x|zref,yT ,yS). So, even though there are many possible realizations of an utterance with
a given style, this approach can produce only one2.
To address this issue, we decompose the latents, z, hierarchically [23] into zs and zp (the mnemonic
subscripts stand for “style” and “prosody”, respectively), as shown in Figure 3. Factorizing the latents
in this way allows us to specify how the joint capacity, Iq(X; [Zs,Zp]), is divided between zs and zp.
p (x|zp,yT ,yS) p(zp|zs)p(zs) q(zs|zp)q(zp|x,yT ,yS)
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Figure 3: Hierarchical decomposition of the latents. Shaded nodes indicate observed variables. [left]
The true generative model. [right] Variational posterior that matches the form of the true posterior.
As shown in eq. (8), the KL term is an upper bound on Iq(X;Z). We can also derive similar bounds
for Iq(X;Zs) and Iq(X;Zp).
For Iq(X;Zp), we have
Iq(X; [Zs,Zp]) ≤ RAVG (10)
Iq(X; [Zs,Zp]) = Iq(X;Zp) + Iq(X;Zs|Zp) = Iq(X;Zp) (11)
=⇒ Iq(X;Zp) ≤ RAVG (12)
where (10) was already shown in (8), and (11) follows from the chain rule for mutual information
and the Markov property.
For Iq(X;Zs), we have
Iq(Zp;Zs) ≤ Ezp∼q(zp)[DKL(q(zs|zp)‖p(zs))] (13)
≡ RAVGs (14)
Iq(X;Zs) ≤ Iq(Zp;Zs) (15)
=⇒ Iq(X;Zs) ≤ RAVGs (16)
where (13) again follows from (8), and eq. (15) is a result of the data processing inequality. Rs
makes up a portion of the overall joint KL term. Additional steps of the derivations are provided in
Appendix C.2.
2If the decoder were truly stochastic, we could actually sample multiple realizations given the same zref, but,
at high embedding capacities the variations would likely be very similar perceptually.
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Defining Rp ≡ R−Rs yields the following bounds:
=⇒ Iq(X;Zs) ≤ RAVGs , Iq(X;Zp) ≤ RAVGs +RAVGp (17)
The ELBO for this model can be written as:
LELBO(x,yT ,yS) = −Ezp∼q(zp|x)[log p(x|zp,yT ,yS)] +Rs +Rp (18)
In order to specify how the joint capacity is distributed between the latents, we extend (9) to have
two Lagrange multipliers and capacity targets.
min
θ
max
λs,λp≥0
{
Ezp∼qθ(zp|x,yT ,yS)[− log pθ(x|zp,yT ,yS)] + λs(Rs − Cs) + λp(Rp − Cp)
}
(19)
Now we have two capacity targets: Cs limits the information capacity of zs, and Cp limits how much
capacity zp has in excess of zs (i.e., the total capacity of zp is capped at Cs + Cp). This allows us
to infer zrefs ∼ q(zs|zp)q(zp|xref,yrefT ,yrefS ) from a reference utterance and use it to sample multiple
realizations, x′ ∼ p(x|zp,yT ,yS)p(zp|zrefs ). Intuitively, the higher Cs is, the more the output will
resemble the reference, and the higher Cp is, the more variation we would expect from sample to
sample when using the same zrefs .
4 Experiments
4.1 Model architecture and training
Model architecture The baseline model we start with is a Tacotron-based [1] system that incorpo-
rates modifications from [7], including phoneme inputs instead of characters, GMM attention [24],
and a WaveNet [25] neural vocoder to convert the output mel spectrograms into audio samples [5].
The decoder RNN uses a reduction factor of 2, meaning that it produces two spectrogram frames per
timestep. We use the CBHG text encoder from [8] and modify the GMM attention to compute its
parameters using the softplus function (rather than exp).
For the heuristic models compared in Section 2.2, we augment the baseline Tacotron with the
reference encoders described in [7] and [8]. For the variational models that we compare in the
following experiments, we start with the reference encoder from [7] and replace the tanh bottleneck
layer with an MLP that predicts the parameters of the variational posterior. When used, the additional
conditional dependencies (text and speaker) are fed into the MLP as well.
Training To train the models, the primary optimizer is run synchronously across 10 workers (2 of
them backup workers) for 300,000 training steps with an effective batch size of 256. It uses the Adam
algorithm [26] with a learning rate that is annealed from 10−3 to 5×10−5 over 200,000 training steps.
The optimizer for the Lagrange parameter is run asychronously on the 10 workers and uses SGD
with momentum 0.9 and a fixed learning rate of 10−5. Separate optimizers are necessary because
attempting to combine the objectives in the primary Adam optimizer leads to very slow optimization
of the Lagrange parameter.
Additional architectural and training details are provided in Appendix A.
4.2 Experiment setup
Datasets For single-speaker models, we use an expressive audiobook dataset consisting of 50,086
training utterances (36.5 hours) and 912 test utterances. Multi-speaker models are trained using data
from 58 voice assistant-like speakers, consisting of 419,966 training utterances (327 hours). We
evaluate on a 9-speaker subset of the multi-speaker test data, consisting of 1808 utterances.
Tasks The tasks that we explore include same-text prosody transfer, inter-text style transfer, and
inter-speaker prosody transfer. We also evaluate the quality of samples produced via the prior. For
these tasks, we compare performance when using variational models with and without the additional
conditional dependencies in the variational posterior at a number of different capacity limits. For
models with hierarchical latents, we demonstrate the effect of varying Cs and Cp for same-text
prosody transfer when inferring zs and sampling zp or when inferring zp directly.
Evaluation We use crowd-sourced native speakers to collect two types of subjective evaluations.
First, mean opinion score (MOS) rates naturalness on a scale of 1-5, 5 being the best. Second, we
6
10 50 100 300
Capacity Limit, C [nats]
−1.0
−0.5
0.0
0.5
1.0
1.5
A
X
Y
Sc
or
e
(M
od
el
vs
.B
as
el
in
e)
Reference Similarity
V Same-TT
V Inter-TT
V+T Same-TT
V+T Inter-TT
10 50 100 300
Capacity Limit, C [nats]
2.0
2.5
3.0
3.5
4.0
4.5
M
O
S
Sc
or
e
MOS (Naturalness)
V Prior
V Same-TT
V Inter-TT
Baseline
V+T Prior
V+T Same-TT
V+T Inter-TT
Ground Truth
Figure 4: Comparing same-text transfer, inter-text transfer, and prior samples for variational models
with and without text dependencies in the variational posterior (V+T and V, respectively). Error bars
show 95% confidence intervals for the subjective evaluations.
use the AXY side-by-side comparison proposed in [7] to measure subjective similarity to a reference
utterance relative to the baseline model on a scale of [-3,3]. We also use an objective similarity
metric that uses dynamic time warping to find the minimum mel cepstral distortion [27] between
two sequences (MCD-DTW). Lastly, for inter-speaker transfer, we follow [7] and use a simple
speaker classifier to measure how well speaker identity is preserved. Additional details on evaluation
methodologies are provided in Appendix A.
4.3 Results
Single speaker For single-speaker models, we compare the performance on same and inter-text
transfer and the quality of samples generated via the prior for models with and without text condition-
ing in the variational posterior (V+T and V, respectively) at different capacity limits, C. Similarity
results for the transfer task are shown on the left side of Figure 4 and demonstrate increasing reference
similarity as C is increased, with the exception of the V model on the inter-text transfer task. Looking
at the MOS naturalness results on the right side of Figure 4, we see that both inter-text transfer and
prior sampling take a serious hit as capacity is increased for the V model, while the V+T model is able
to maintain respectable performance even at very high capacities on all tasks. Because the posterior
in the V model doesn’t have access to the text, it is likely that the model has to divide the latent space
into regions that correspond to different utterance lengths, which means that an arbitrary z (sampled
from the prior or inferred from a reference) is unlikely to pair well with text of an arbitrary length.
Multi-speaker For multi-speaker models, we compare inter-speaker transfer performance and prior
sample quality with and without speaker conditioning in the variational posterior (V+T+S and V+T,
respectively) at a fixed capacity limit of 150 nats. In Table 1, we see that both models are significantly
more similar to the reference compared to the baseline model, while the V+T+S model has an edge in
MOS for both inter-speaker transfer and prior samples (almost matching the MOS of the deterministic
baseline model even at high embedding capacity). The speaker classifier results show that the V+T+S
model preserves target speaker identity about as well as the baseline model and ground truth data
(~5% of the time the classifier chooses a speaker other than the target speaker), whereas for the
V+T model this happens about 22% of the time. Though 22% seems like a large speaker error
rate, it is much lower than the 79% figure presented in [7] for a heuristic prosody transfer model.
This demonstrates that even with a weakly conditioned posterior, the capacity limiting properties of
variational models lead to better transfer generality and robustness.
Hierarchical latents To evaluate hierarchical decomposition of capacity in a single speaker setting,
we use the MCD-DTW distance to quantify reference similarity and inter-sample variability when
conditioning on the same reference. As shown in Table B.1 in the appendix, MCD-DTW strongly
(negatively) correlates with subjective similarity. The left side of Figure 5 shows results for samples
generated using a zs inferred from the reference. As Cs is increased, we see a strong downward
trend in the average distance to the reference. We can also see that for a fixed Cs, increasing Cp
results in a larger amount of sample-to-sample variation (average MCD-DTW between samples)
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Table 1: Inter-speaker same-text transfer results for C = 150 with and without speaker dependencies
in the variational posterior (V+T+S and V+T, respectively). SpID denotes the fraction of the time
the target speaker was chosen by the speaker classifier. For reference, we provide MOS and SpID
numbers for the baseline model and ground truth audio (though neither of them are “prior” samples).
Inter-Speaker Transfer Prior Samples
Model Ref. Similarity MOS SpID MOS SpID
V+T 0.364 ± 0.104 3.994 ± 0.066 80.1% 3.674 ± 0.077 78.0%
V+T+S 0.439 ± 0.087 4.099 ± 0.061 95.8% 3.906 ± 0.066 94.9%
Baseline 4.086 ± 0.060 95.7%
Ground Truth 4.535 ± 0.044 96.9%
when drawing samples using the same zs. The right side of Figure 5 shows the same metrics but for
samples generated using a zp inferred from the reference. In this case, we see a slight downward
trend in the reference distance as the total capacity limit, C, is increased (the trend is less dramatic
because the capacity is already fairly high). We also see significantly lower inter-sample distance
because the variation modeled by the latents is completely specified by zp (in this case, we sample
multiple zp’s from q(zp|xref,yT ) because using the same zp would lead to identical output from the
deterministic decoder).
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Figure 5: MCD-DTW reference distance and inter-sample distance for hierarchical latents when
transferring via zs and zp.
To appreciate the results fully, it is strongly recommend to listen to the audio examples available on
the web3.
5 Conclusion
We have proposed embedding capacity (which correlates with reference similarity for transfer use
cases and variability for sampling use cases) as a useful framework for comparing latent variable
models of speech. Our proposed model shows that including text and speaker dependencies in
the variational posterior is crucial for a variety of transfer and sampling tasks. Motivated by the
multi-faceted variability of natural human speech, we also showed that embedding capacity can
be decomposed hierarchically in order to control a trade-off between transfer fidelity and sample
variation.
There are many directions for future work, including adapting the fixed-length variational embeddings
to be variable-length and synchronous with either the text or audio, using more powerful distributions
like normalizing flows, and replacing the deterministic decoder outputs with a proper likelihood
distribution. For transfer and control uses cases, the ability to distribute certain speech characteristics
across subsets of the hierarchical latents would allow more fine-grained control of different aspects
of the output speech. For purely generative, non-transfer use cases, using more powerful conditional
priors could improve sample quality.
3https://google.github.io/tacotron/publications/capacitron
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Appendix
A Experiment details
A.1 Architecture details
Baseline Tacotron The baseline Tacotron we start with (which serves as fθ(·) in eq. (1)) is similar
to the original sequence-to-sequence model described in [1] but uses some modifications introduced
in [7]. Input to the model consists of sequences of phonemes produced by a text normalization
pipeline rather than character inputs. The CBHG text encoder from [1] is used to convert the input
phonemes into a sequence of text embeddings. Before being fed to the CBHG encoder, the phoneme
inputs are converted to learned 256-dimensional embeddings and passed through a pre-net composed
of two fully connected ReLU layers (with 256 and 128 units, respectively), with dropout of 0.5
applied to the output of each layer. For multi-speaker models, a learned embedding for the target
speaker is broadcast-concatenated to the output of the text encoder.
The attention module uses a single LSTM layer with 256 units and zoneout of 0.1 followed by an
MLP with 128 tanh hidden units to compute parameters for the monotonic 5-component GMM
attention window. Instead of using the exponential function to compute the shift and scale parameters
of the GMM components as in [24], we use the softplus function, which we found leads to faster
alignment and more stable optimization.
The autoregressive decoder module consists of 2 LSTM layers each with 256 units, zoneout of 0.1,
and residual connections between the layers. The spectrogram output is produced using a linear layer
on top of the 2 LSTM layers, and we use a reduction factor of 2, meaning we predict two spectrogram
frames for each decoder step. The decoder is fed the last frame of its most recent prediction (or the
previous ground truth frame during training) and the current context as computed by the attention
module. Before being fed to the decoder, the previous prediction is passed through the same pre-net
used before the text encoder above.
Mel spectrograms The mel spectrograms the model predicts are computed from 24kHz audio using
a frame size of 50ms, a hop size of 12.5ms, an FFT size of 2048, and a Hann window. From the FFT
energies, we compute 80 mel bins distributed between 80Hz and 12kHz.
Reference encoder The common reference encoder we use to compute reference embeddings starts
with the mel spectrogram from the reference and passes it through a stack of 6 convolutional layers,
each using ReLU non-linearities, 3x3 filters, 2x2 stride, and batch normalization. The 6 layers have
32, 32, 64, 64, 128, and 128 filters, respectively. The output of this convolution stack is fed into a
unidirectional LSTM with 128 units, and the final output of the LSTM serves as the output of our
basic reference encoder.
To replicate the prosody transfer model from [7], we pass the reference encoder output through
an additional tanh or softmax bottleneck layer to compute the embedding. For the Style Tokens
model in [8], we pass the output through the Style Tokens bottleneck described in the paper. For the
approximate posterior in our variational models, we pass the output of the reference encoder (and
potentially vectors describing the text and/or speaker) through an MLP with 128 tanh hidden units
to produce the parameters of the diagonal Gaussian posterior which we sample from to produce a
reference embedding. For all models with reference encoders, the resulting reference embedding is
broadcast-concatenated to the output of the text encoder.
Conditional inputs When providing information about the text to the variational posterior, we pass
the sequence of text embeddings produced by the text encoder to a unidirectional RNN with 128 units
and use its final output as a fixed-length text summary that is passed to the posterior MLP. Speaker
information is passed to the posterior MLP via a learned speaker embedding.
A.2 Training Details
For the optimization problems shown in eqs. (9) and (19), we use two separate optimizers. The first
minimizes the objective with respect to the model parameters using the SyncReplicasOptimizer 4
from Tensorflow with 10 workers (2 of them backup workers) and an effective batch size of 256. This
4https://www.tensorflow.org/api_docs/python/tf/train/SyncReplicasOptimizer
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optimizer uses the Adam algorithm [26] with β1 = 0.9, β2 = 0.999,  = 10−8, and a learning rate
that is set to 10−3, 5 × 10−4, 3 × 10−4, 10−4, and 5 × 10−5 at 50k, 100k, 150k, and 200k steps,
respectively. Training is run for 300k steps total.
The optimizer that maximizes the objective with respect to the Lagrange multiplier is run asyn-
chronously across the 10 workers (meaning each worker computes an independent update using its
32-example sub-batch) and uses SGD with a momentum of 0.9 and a learning rate of 10−5. The
Lagrange multiplier is computed by passing an unconstrained parameter through the softplus function
in order to enforce non-negativity. The initial value of the parameter is chosen such that the Lagrange
multiplier equals 1 at the start of training.
A.3 Evaluation Details
Subjective evaluation Details for the subjective reference similarity and MOS naturalness eval-
uations are provided in Figures A.1 and A.2. To evaluate reference similarity, we use the AXY
side-by-side template in Figure A.1, where A is the reference utterance, and X and Y are outputs
from the model being tested and the baseline model.
Figure A.1: Evaluation template for AXY prosodic reference similarity side-by-side evaluations.
A human rater is presented with three stimuli: a reference speech sample (A), and two competing
samples (X and Y) to evaluate. The rater is asked to rate whether the prosody of X or Y is closer
to that of the reference on a 7-point scale. The scale ranges from “X is much closer” to “Both are
about the same distance” to “Y is much closer”, and can naturally be mapped on the integers from
-3 to 3. Prior to collecting any ratings, we provide the raters with 4 examples of prosodic attributes
to evaluate (intonation, stress, speaking rate, and pauses), and explicitly instruct the raters to ignore
audio quality or pronunciation differences. For each triplet (A, X, Y) evaluated, we collect 1 rating,
and no rater is used for more than 6 items in a single evaluation. To analyze the data from these
subjective tests, we average the scores and compute 95% confidence intervals.
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Figure A.2: Evaluation template for mean opinion score (MOS) naturalness ratings. A human rater is
presented with a single speech sample and is asked to rate perceived naturalness on a scale of 1–5,
where 1 is “Bad” and 5 is “Excellent”. For each sample, we collect 1 rating, and no rater is used for
more than 6 items in a single evaluation. To analyze the data from these subjective tests, we average
the scores and compute 95% confidence intervals. Natural human speech is typically rated around
4.5.
MCD-DTW We evaluate the models with hierarchical latents using the MCD-DTW distance to
quantify reference similarity and the amount of inter-sample variation. To compute mel cepstral
distortion (MCD) [27], we use the same mel spectrogram parameters described in A.1 and take the
DCT to compute the first 13 MFCCs (not including the 0th coefficient). The MCD between two
frames is the Euclidean distance between their MFCC vectors. Then we use the dynamic time warping
(DTW) algorithm [28] (with a warp penalty of 1.0) to find an alignment between two spectrograms
that produces the minimum MCD cost (including the total warp penalty). We report the average
per-frame MCD-DTW.
To evaluate reference similarity, we simply compute the MCD-DTW between the synthesized audio
and the reference audio (a lower MCD-DTW indicates higher similarity). The strong (negative)
correlation between MCD-DTW and subjective similarity is demonstrated in Table B.1. To quantify
inter-sample variation, we compute 5 output samples using the same reference and compute the
average MCD-DTW between the first sample and each subsequent sample.
B Additional results
Rate-distortion plots In Figure B.1, we augment the reconstruction loss plots from Figure 1 with
additional rate/distortion plots [18].
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Figure B.1: Figure 1 with additional plots showing reconstruction loss vs. the average KL term. In
these plots we can see how RAVG varies with embedding dimensionality for constant KL weight, β,
while using the KL constraint from the optimization problem in eq. 9 achieves constant RAVG.
Single-speaker similarity and naturalness results Tables B.1 and B.2 list the raw numbers used
in the single-speaker reference similarity and MOS naturalness plots shown in Figure 4 in the main
paper. Also shown is MCD-DTW reference distance alongside subjective reference similarity.
Table B.1: Detailed subjective reference similarity scores and objective MCD-DTW reference distance
for single speaker models at different capacity limits, C, and with and without text conditioning in
the variational posterior (V+T and V, respectively). Notice how subjective reference similarity for
same-text transfer is strongly negatively correlated with MCD-DTW.
Ref. Similarity MCD-DTW
Model Same-TT Inter-TT Same-TT
V(C=10) 0.192 ± 0.093 0.182 ± 0.097 5.67
V(C=50) 0.970 ± 0.102 0.509 ± 0.118 5.13
V(C=100) 1.203 ± 0.102 -0.275 ± 0.139 5.04
V(C=300) 1.625 ± 0.092 -0.502 ± 0.143 4.81
V+T(C=10) 0.138 ± 0.097 0.065 ± 0.095 5.68
V+T(C=50) 1.014 ± 0.102 0.942 ± 0.104 5.11
V+T(C=100) 1.346 ± 0.096 1.177 ± 0.103 4.94
V+T(C=300) 1.514 ± 0.095 1.167 ± 0.110 4.83
Hierarchical latents results The similarity and inter-sample variability results for hierarchical
latents from Figure 5 are shown in table format in Table B.3.
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Table B.2: MOS naturalness scores for single speaker models at different capacity limits, C, with and
without text conditioning in the variational posterior (V+T and V, respectively). Scores are shown for
prior samples (Prior), same-text transfer (Same-TT), and inter-text transfer (Inter-TT). These results
are visualized in Figure 4 in the main paper.
MOS score
Model Prior Same-TT Inter-TT
Ground Truth 4.582 ± 0.041
Base 4.492 ± 0.048
V(C=10) 4.438 ± 0.049 4.366 ± 0.053 4.396 ± 0.049
V(C=50) 4.035 ± 0.066 4.460 ± 0.051 4.029 ± 0.067
V(C=100) 3.404 ± 0.093 4.388 ± 0.055 3.249 ± 0.095
V(C=300) 2.343 ± 0.098 4.369 ± 0.054 2.733 ± 0.099
V+T(C=10) 4.358 ± 0.056 4.444 ± 0.052 4.312 ± 0.053
V+T(C=50) 4.360 ± 0.053 4.433 ± 0.052 4.326 ± 0.054
V+T(C=100) 4.309 ± 0.056 4.447 ± 0.048 4.270 ± 0.055
V+T(C=300) 3.805 ± 0.076 4.430 ± 0.050 4.162 ± 0.062
Table B.3: Transfer using hierarchical latents. “Ref.” is the the average MCD-DTW distance from
the reference, and “X-samp.” is the average inter-sample MCD-DTW. These are the numbers used in
the plots in Figure 5.
(a) Transfer via zs.
Capacity Limits MCD-DTW
Cs Cp C Ref. X-samp.
0 0 0 6.054 -
20 50 70 5.517 4.638
20 100 120 5.453 4.670
50 50 100 5.172 4.245
50 100 150 5.166 4.332
100 50 150 4.952 3.999
100 100 200 5.000 4.147
(b) Transfer via zp.
Capacity Limits MCD-DTW
Cs Cp C Ref. X-samp.
0 0 0 6.054 -
20 50 70 4.991 3.899
50 50 100 4.916 3.876
20 100 120 4.882 3.847
100 50 150 4.834 3.830
50 100 150 4.797 3.832
100 100 200 4.852 3.858
C Derivations
C.1 Bounding representational mutual information
Definitions:
R ≡
∫
q(z|x) log q(z|x)
p(z)
dz (KL term) (20)
RAVG ≡
∫∫
pD(x)q(z|x) log q(z|x)
p(z)
dxdz (Average KL term) (21)
Iq(X;Z) ≡
∫∫
pD(x)q(z|x) log q(z|x)
q(z)
dxdz (Representational mutual information) (22)
q(z) ≡
∫
pD(x)q(z|x)dx (Aggregated posterior) (23)
KL non-negativity: ∫
q(x) log
q(x)
p(x)
dx ≥ 0 (24)
=⇒
∫
q(x) log q(x) ≥
∫
q(x) log p(x)dx (25)
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Mutual information is upper bounded by the average KL [18]:
Iq(X;Z) ≡
∫∫
pD(x)q(z|x) log q(z|x)
q(z)
dxdz (26)
=
∫∫
pD(x)q(z|x) log q(z|x)dxdz−
∫∫
pD(x)q(z|x) log q(z)dxdz (27)
=
∫∫
pD(x)q(z|x) log q(z|x)dxdz−
∫
q(z) log q(z)dz (28)
≤
∫∫
pD(x)q(z|x) log q(z|x)dxdz−
∫
q(z) log p(z)dz (29)
=
∫∫
pD(x)q(z|x) log q(z|x)dxdz−
∫∫
pD(x)q(z|x) log p(z)dxdz (30)
=
∫∫
pD(x)q(z|x) log q(z|x)
p(z)
dxdz (31)
≡ RAVG (32)
=⇒ Iq(X;Z) ≤ RAVG (33)
where the inequality in (29) follows from (25).
The difference between the average KL and the mutual information is the aggregate KL:
RAVG − Iq(X;Z) =
∫∫
pD(x)q(z|x) log q(z)
p(z)
dxdz (34)
=
∫
q(z) log
q(z)
p(z)
dz (35)
= DKL(q(z)‖p(z)) (Aggregate KL) (36)
C.2 Hierarchically bounding mutual information
p (x|zp,yT ,yS) p(zp|zs)p(zs) q(zs|zp)q(zp|x,yT ,yS)
zs
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<latexit sha1_base64="z0n7+Y1AbpG4 LB8ZPZyyLpoSInE=">AAAC73icbZLBTtwwEIa9KS000ALtsVIVdYXEaZXAAW5Fag89g mBhxWYVOY6zWNiOa08o2cjHHnstt6rXvgGnPkalPkNfAu8u0pLQkSz9+r8ZzYztVHFm IAz/drwnS0+fLa8891fXXrxc39h8dWqKUhPaJwUv9CDFhnImaR8YcDpQmmKRcnqWXn6 Y8rMrqg0r5AlUio4EHkuWM4LBWcdxBclGN+yFswgei+hedN//vj369/Xt7WGy2fkTZw UpBZVAODZmGIUKRjXWwAin1o9LQxUml3hMh05KLKgZ1bNZbbDlnCzIC+2OhGDmPqyos TCmEqnLFBguTJtNzf+xYQn5/qhmUpVAJZk3ykseQBFMFw8ypikBXjmBiWZu1oBcYI0 JuOvxY0m/kEIILLM6ntg6njZI83pibZNdL9h1m1WwgJVNTtrYNPBxC0/Uw7aJamPTwM b6TX6+wOftwQYLNrDtQpXZWiUfre9+QtR+98fidKcX7fZ2jqLuwT6axwp6g96hbRShP XSAPqFD1EcEjdE39B3deJ+9G++H93Oe6nXua16jRni/7gBFlPwK</latexit>
yS
<latexit sha1_base64="waLzyOobyDNi0267pZmpZfGRWKk=">AAAC73icbZLPT9s wFMfdjEEJjB/jiISiVUicqgQOcBvSdtgRBIWKpoocxykWtuPZDmsa+bjjrnBDXPkPOPFnTNrfwD+B2yKVhD3J0lffz3t679mOBSVK+/6/hvNh7uP8QnPRXVr+tLK6tv75TGW5R LiDMprJbgwVpoTjjiaa4q6QGLKY4vP46tuYn19jqUjGT3UhcJ/BAScpQVBb6yQsVLTW8tv+JLz3IngVra9Pj8fPv7cej6L1xt8wyVDOMNeIQqV6gS90v4RSE0SxccNcYQHRFRz gnpUcMqz65WRW421bJ/HSTNrDtTdx31aUkClVsNhmMqgvVZ2Nzf+xXq7Tg35JuMg15mjaKM2ppzNvvLiXEImRpoUVEEliZ/XQJZQQaXs9bsjxL5QxBnlShiNThuMGcVqOjKmy4 YwN66zQM1iY6LSOVQWf1PBIvG0biTpWFayMW+UXM3xRH6w7Y11TLxSJKUX03bj2JwT1d38vznbbwV579zhoHR6AaTTBJvgCdkAA9sEh+AGOQAcgMAB/wA24dX46t86dcz9NdRq vNRugEs7DC0ML/Ak=</latexit>
zs
<latexit sha1_base64="wC/qU60oMCDr dmu24BUdz/HQguA=">AAAC73icbZJBS+QwFMczXV216qrrUZCyg+BpaPWgNwX3sEdFR wenQ0nTdAwmaUxStVNy3ONe9bbs1W/gyY8h+Bn8EmZmhLF1HwT+/H/v8d5LEgtKlPb9 l4bzZWr668zsnDu/sPhtaXnl+6nKcolwG2U0k50YKkwJx21NNMUdITFkMcVn8eXBkJ9 dY6lIxk90IXCPwT4nKUFQW+s4HKhouem3/FF4n0XwLpp7T49Hr7/XHw+jlcZzmGQoZ5 hrRKFS3cAXuldCqQmi2LhhrrCA6BL2cddKDhlWvXI0q/E2rJN4aSbt4dobuR8rSsiUK lhsMxnUF6rOhub/WDfX6W6vJFzkGnM0bpTm1NOZN1zcS4jESNPCCogksbN66AJKiLS 9Hjfk+AZljEGelOHAlOGwQZyWA2Oq7HbCbuus0BNYmOikjlUFH9fwQHxsG4k6VhWsjF vl5xN8Xh+sM2EdUy8UiSlF9NO49icE9Xf/LE63WsF2a+soaO7vgnHMgjXwA2yCAOyAf fALHII2QKAP/oA7cO9cOffOX+ffONVpvNesgko4D29FlfwK</latexit>
zp
<latexit sha1_base64="/0SzZKzhqGr9dK9ySMNLKQxEA/w=">AAAC73icbZJBS+Q wFMczXV216qrrUZCyg+BpaPWgNwX3sEdFRwenQ0nTdAwmaUxStVNy3ONe9bbs1W/gyY8h+Bn8EmZmhLF1HwT+/H/v8d5LEgtKlPb9l4bzZWr668zsnDu/sPhtaXnl+6nKcolwG 2U0k50YKkwJx21NNMUdITFkMcVn8eXBkJ9dY6lIxk90IXCPwT4nKUFQW+s4HIhouem3/FF4n0XwLpp7T49Hr7/XHw+jlcZzmGQoZ5hrRKFS3cAXuldCqQmi2LhhrrCA6BL2cdd KDhlWvXI0q/E2rJN4aSbt4dobuR8rSsiUKlhsMxnUF6rOhub/WDfX6W6vJFzkGnM0bpTm1NOZN1zcS4jESNPCCogksbN66AJKiLS9Hjfk+AZljEGelOHAlOGwQZyWA2Oq7HbCb uus0BNYmOikjlUFH9fwQHxsG4k6VhWsjFvl5xN8Xh+sM2EdUy8UiSlF9NO49icE9Xf/LE63WsF2a+soaO7vgnHMgjXwA2yCAOyAffALHII2QKAP/oA7cO9cOffOX+ffONVpvNe sgko4D289+vwH</latexit>
x<latexit sha1_base64="d7xFkBUcaBCdYYtHuYyqVFqioRo=">AAAC7nicbZLPT9s wFMfdMFgJv9lx0hStQuJUJXCAG0jjwLEwChVNFTmOAxa2Y9nO1jTykRvXcZt25U/gxJ+BxN+wf2Jui1QS9iRLX30/7+m9ZzsWlCjt+y8NZ+7D/MLH5qK7tLyyura+sXmuslwi3 EUZzWQvhgpTwnFXE01xT0gMWUzxRXzzbcwvfmCpSMbPdCHwgMErTlKCoLbWaTiM1lt+25+E914Er6J18PR48vf2y2Mn2mg8h0mGcoa5RhQq1Q98oQcllJogio0b5goLiG7gFe5 bySHDalBORjXelnUSL82kPVx7E/dtRQmZUgWLbSaD+lrV2dj8H+vnOt0flISLXGOOpo3SnHo688Z7ewmRGGlaWAGRJHZWD11DCZG2t+OGHP9EGWOQJ2U4MmU4bhCn5ciYKhvO2 LDOCj2DhYnO6lhV8PcaHom3bSNRx6qClXGr/HKGL+uD9WasZ+qFIjGliI6Ma39CUH/39+J8px3stndOgtbhPphGE3wGX8E2CMAeOATHoAO6AIEU3IFf4N4Rzr3z2/kzTXUarzW fQCWch3/2GfuL</latexit>
yT
<latexit sha1_base64="z0n7+Y1AbpG4LB8ZPZyyLpoSInE=">AAAC73icbZLBTtw wEIa9KS000ALtsVIVdYXEaZXAAW5Fag89gmBhxWYVOY6zWNiOa08o2cjHHnstt6rXvgGnPkalPkNfAu8u0pLQkSz9+r8ZzYztVHFmIAz/drwnS0+fLa8891fXXrxc39h8dWqKU hPaJwUv9CDFhnImaR8YcDpQmmKRcnqWXn6Y8rMrqg0r5AlUio4EHkuWM4LBWcdxBclGN+yFswgei+hedN//vj369/Xt7WGy2fkTZwUpBZVAODZmGIUKRjXWwAin1o9LQxUml3h Mh05KLKgZ1bNZbbDlnCzIC+2OhGDmPqyosTCmEqnLFBguTJtNzf+xYQn5/qhmUpVAJZk3ykseQBFMFw8ypikBXjmBiWZu1oBcYI0JuOvxY0m/kEIILLM6ntg6njZI83pibZNdL 9h1m1WwgJVNTtrYNPBxC0/Uw7aJamPTwMb6TX6+wOftwQYLNrDtQpXZWiUfre9+QtR+98fidKcX7fZ2jqLuwT6axwp6g96hbRShPXSAPqFD1EcEjdE39B3deJ+9G++H93Oe6nX ua16jRni/7gBFlPwK</latexit>
yS
<latexit sha1_base64="waLzyOobyDNi0267pZmpZfGRWKk=">AAAC73icbZLPT9s wFMfdjEEJjB/jiISiVUicqgQOcBvSdtgRBIWKpoocxykWtuPZDmsa+bjjrnBDXPkPOPFnTNrfwD+B2yKVhD3J0lffz3t679mOBSVK+/6/hvNh7uP8QnPRXVr+tLK6tv75TGW5R LiDMprJbgwVpoTjjiaa4q6QGLKY4vP46tuYn19jqUjGT3UhcJ/BAScpQVBb6yQsVLTW8tv+JLz3IngVra9Pj8fPv7cej6L1xt8wyVDOMNeIQqV6gS90v4RSE0SxccNcYQHRFRz gnpUcMqz65WRW421bJ/HSTNrDtTdx31aUkClVsNhmMqgvVZ2Nzf+xXq7Tg35JuMg15mjaKM2ppzNvvLiXEImRpoUVEEliZ/XQJZQQaXs9bsjxL5QxBnlShiNThuMGcVqOjKmy4 YwN66zQM1iY6LSOVQWf1PBIvG0biTpWFayMW+UXM3xRH6w7Y11TLxSJKUX03bj2JwT1d38vznbbwV579zhoHR6AaTTBJvgCdkAA9sEh+AGOQAcgMAB/wA24dX46t86dcz9NdRq vNRugEs7DC0ML/Ak=</latexit>
Figure C.1: Hierarchical decomposition of the latents. Shaded nodes indicate observed variables.
[left] The true generative model. [right] Variational posterior that matches the form of the true
posterior.
The model with hierarchical latents shown in Figure C.1 gives us the following:
p(z) = p(zs, zp) = p(zp|zs)p(zs) (37)
q(z|x) = q(zs, zp|x) = q(zp|x)q(zs|zp) (38)
The conditional dependencies yT and yS are omitted for compactness.
Define marginal aggregated posteriors:
q(zp) ≡
∫
pD(x)q(zp|x)dx (39)
q(zs) ≡
∫
q(zp)q(zs|zp)dzp (40)
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We can write the average joint KL term and mutual information as follows:
RAVG =
∫
pD(x)[DKL(q(zs|zp)q(zp|x)‖p(zp|zs)p(zs))]dx (41)
Iq(X; [Zs,Zp]) =
∫
pD(x)[DKL(q(zs|zp)q(zp|x)‖q(zs|zp)q(zp))]dx (42)
Next we show that Iq(X; [Zs,Zp]) = Iq(X;Zp):
Iq(X; [Zs,Zp]) =
∫∫∫
pD(x)q(zs, zp|x) log q(zs|zp)q(zp|x)
q(zs|zp)q(zp) dxdzsdzp (43)
=
∫∫∫
pD(x)q(zs, zp|x) log q(zp|x)
q(zp)
dxdzszp (44)
=
∫∫
pD(x)q(zp|x) log q(zp|x)
q(zp)
dxdzp (45)
= Iq(X;Zp) (46)
Bound Iq(X;Zp):
Iq(X; [Zs,Zp]) = Iq(X;Zp) (47)
Iq(X; [Zs,Zp]) ≤ RAVG (48)
=⇒ Iq(X;Zp) ≤ RAVG (49)
where (48) was shown in eq. (33).
Again, using the non-negativity of the KL, we can bound Iq(Zs;Zp):
Iq(Zs;Zp) =
∫∫
q(zs|zp)q(zp) log q(zs|zp)
q(zs)
dzsdzp (50)
≤
∫∫
q(zs|zp)q(zp) log q(zs|zp)
p(zs)
dzsdzp (51)
=
∫∫∫
pD(x)q(zs|zp)q(zp|x) log q(zs|zp)
p(zs)
dzsdzpdx (52)
=
∫∫
pD(x)q(zp|x)DKL(q(zs|zp)‖p(zs))dzpdx (53)
≡ RAVGs (54)
Iq(X;Zs) ≤ Iq(Zp;Zs) (55)
=⇒ Iq(X;Zs) ≤ RAVGs (56)
where (55) can be demonstrated by applying the data processing inequality to a reversed version of
the Markov chain, X→ Zp → Zs
Define Rp:
Rp ≡ R−Rs (57)
=
∫∫
q(zp|x)q(zs|zp) log q(zp|x)
p(zp|zs)dzsdzp (58)
Giving us the following bounds on Iq(X;Zp) and Iq(X;Zs):
=⇒ Iq(X;Zs) ≤ RAVGs , Iq(X;Zp) ≤ RAVGs +RAVGp (59)
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