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Abstract
The author studies the Crame´r-Rao type bound by a linear programming ap-
proach. By this approach, he found a necessary and sufficient condition that the
Crame´r-Rao type bound is attained by a random measurement. In a spin 1/2 sys-
tem, this condition is satisfied.
1 Introduction
It is well-known that the lower bound of quantum Crame´r-Rao inequality Vρ(M) ≥ JSρ
cannot be attained unless all the SLDs commute, where we denote by Vρ(M) a covariance
matrix for a state ρ by a measurement M , the SLD Fisher information matrix for a
state ρ by JSρ . We therefore often treat an optimization problem for tr gVρ(M) to be
minimized, where g is an arbitrary real positive symmetric matrix. If there is a function
Cρ (possibly depending on g) such that tr gVρ ≥ Cρ holds for allM , Cρ is called a Crame´r-
Rao type bound, or simply a CR bound. Our purpose is to find the most informative (i.e.
attainable) CR bound under locally unbiasedness conditions.
There is a few model, in which the attainable Cramer-Rao type bound is calculated.
To author’s knowledge, there has been known only two mixed state models for which this
optimization problem was explicitly solved. One is the estimation of complex amplitudes
of coherent signals in Gaussian noise solved by Yuen and Lax, and Holevo. See Ref. 1. 2.
Another one is the estimation of a 2-parameter spin 1/2 model solved by Nagaoka. See
Ref. 3. Otherwise, recently pure state models have been studied on advanced level by
Matsumoto, Fujiwara and Nagaoka. See Ref. 10. 4.
In two parameter case, Fujiwara and Nagaoka study the minimization problem for
tr gVρ(M) in random measurements. See Ref. 10. In this paper, in multi-parameter case,
this minimization problem is explicitly solved in §4.
Otherwise, in §3 and Appendix A, a technique to calculate the set {Vρ(M)|M is locally
unbiased measurement at ρ} is introduced.
In §5, a completely different approach to the optimization problem is given based
on an infinite dimensional linear programming technique. See Ref 5. By this approach,
the minimization problem is translated into the other maximization problem. In finite
dimensional case, this maximization problem has the maximumvalue.
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In §6, we drive a necessary and sufficient condition that the optimal measurement in
§4 is the optimal under the locally unbiasedness conditions. This condition is called the
randomness condition.
In §7, it is proved that when the dimension of quantum system is 2, any model satisfies
the condition.
In general, 〈 , 〉 denotes the linear pairing between a linear space and the dual. 〈 | 〉
means a inner product on a linear space.
2 SLD inner product and locally unbiased conditions
For ρ ∈ T +sa (H), the space L2sa(ρ) is defined as follows, where T +sa (H) denotes the set of
{ρ ∈ Tsa(H)|ρ ≥ 0}.
Definition 1 For ρ ∈ Tsa(H), L2sa(ρ) consists of selfadjoint operators X on H satisfy-
ing the following conditions:
◦ φj ∈ D(X) with respect to j such that sj 6= 0 (1)
◦ 〈X|X〉saρ :=
∑
j
sj〈Xφj|Xφj〉 <∞, (2)
where ρ =
∑
j sj|φj〉〈φj| is the spectral decomposition of ρ.
For X, Y ∈ L2sa(ρ), define:
〈X|Y 〉saρ :=
1
4
(
〈X + Y |X + Y 〉saρ − 〈X − Y |X − Y 〉saρ
)
. (3)
The inner product is called the SLD inner product, and ‖ ‖Sρ denotes the norm with
respect to this inner product.
Lemma 1 For X ∈ L2sa(ρ), the following conditions are equivalent:
◦ 〈X|X〉saρ = 0 (4)
◦ Xρ+ ρX = 0 (5)
◦ XρX = 0 (6)
◦ 〈X|Y 〉saρ = 0, for ∀Y ∈ L2sa(ρ) (7)
◦ XρY + Y ρX = 0, for ∀Y ∈ L2sa(ρ) (8)
L2sa(ρ) denotes the quotient space L2sa(ρ)/K2sa(ρ). From Lemma 1, for X, Y ∈ L2sa(ρ) the
following are independent of a lifting T of the projection L2sa(ρ)→ L2sa(ρ):
〈X|Y 〉saρ := 〈T (X)|T (Y )〉saρ (9)
1
2
(XρY + Y ρX) :=
1
2
(T (X)ρT (Y ) + T (Y )ρT (X)). (10)
Theorem 1 If H is separable, L2sa(ρ) is a real Hilbert space with respect to the SLD
inner product.
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For a proof see Ref. 6.
We define ρ ◦X := 1
2
(ρ · X +X · ρ) ∈ Tsa(H) for X ∈ L2sa(ρ). JSρ denotes the inner
product of the real Hilbert space L2sa(ρ). L2,∗sa (ρ) := {ρ ◦ X|X ∈ L2sa(ρ)} is regarded as
the dual of L2sa(ρ) in the following:
L2,∗sa (ρ)× L2sa(ρ) → R
|⋃ |⋃
(x,X) 7→ trH xX.
JSρ can be regarded as an element of Homsa(L2sa(ρ),L2,∗sa (ρ)) by
JSρ : L2sa(ρ) → L2,∗sa (ρ)
|⋃ |⋃
X 7→ ρ ◦X.
(11)
Definition 2 For a subset Θ ⊂ Rn the map f : Θ → Tsa(H) is called a Ck-map, if
the k-th derivative of f is well defined on the interior of Θ, where Tsa(H) is the set of
selfadjoint trace class operators on H.
T +,1sa (H) denotes the set of {ρ ∈ Tsa(H)|ρ ≥ 0, trH ρ = 1}.
Definition 3 We call P ⊂ T +,1sa (H) an n-dimensional model, if there exist Θ ⊂ Rn
and φ : Θ→ P such that φ is homeomorphism on the norm topology and C1-map.
In this paper, ∂
∂θi
∈ TρP is identified with ∂φ∂θi ∈ Tsa(H). In this identification, we assume
that TρP is a subset of L2,∗sa (ρ). For simplicity, we denote JρS|T ∗ρ P by JρS, too. T ∗ρP is
identified with Jρ,−1S (TρP ). The inner product J
ρ,−1
S on TρP is called the *SLD inner
product and ‖ ‖S denotes this norm. In this paper, n denotes the dimension of TρP .
M(Ω,H) denotes the set of generalized measurements on H whose measurable space is
Ω. For X ∈ L2sa(ρ), MTX denotes the spectral decomposition of T (X).
Definition 4 An affine map E from M(TρP,H) to Hom(Tsa(H), TρP ) is defined by
E(M)(τ) :=
∫
TρP
x trH
(
M( dx)τ
)
, ∀τ ∈ Tsa(H). (12)
Let us define the locally unbiasedness conditions.
Definition 5 A measurement M ∈ M(TρP,H) is called a locally unbiased measure-
ment at ρ ∈ P , if the map E(M) : Tsa(H)→ TρP satisfies the following conditions:
E(M)(ρ) = 0 (13)
E(M)|TρP = IdTρP . (14)
U(TρP ) denotes the set of locally unbiased measurements on ρ ∈ P .
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Lemma 2 For M ∈M(TρP,H), the condition (14) is equivalent to the following equa-
tion: ∫
TρP
trH a(x)M( dx) = trTρP a, ∀a ∈ End(TρP ). (15)
By taking basis, it is easy to verify this.
Let g be a nonnegative inner product on TρP , then infM∈U(TρP ) trTρP Vρ(M)g is called
the attainable Crame´r-Rao type bound, where Vρ(M) :=
∫
TρP
x ⊗ x trH(M( dx)ρ) is the
covariance matrix.
Next, we consider locally unbiased and random measurements (i.e. convex combina-
tions of simple measurements). P (TρP ×T ∗ρP ) denotes the set of probability measures on
TρP × T ∗ρP . The element p of P (TρP × T ∗ρP ) is regarded a random measurement as:
MTm : P (TρP × T ∗ρP ) → M(TρP,H)
|⋃ |⋃
p 7→ ∫TρP ∫T ∗ρ P MT (x,X)p( dx, dX)
(16)
where,
MT : TρP × T ∗ρP → M(TρP,H)
|⋃ |⋃
(x,X) 7→ (MTX) ◦ (x)−1
(x) : R → TρP
|⋃ |⋃
c 7→ cx.
Therefore, the set UR(TρP ) := P (TρP × T ∗ρP ) ∩ MT−1m (U(TρP )) is regarded the set of
locally unbiased and random measurements. The set UR(TρP ) is independent of T .
Lemma 3 For p ∈ P (TρP × T ∗ρP ), p is a locally unbiased measurement iff∫
TρP
∫
T ∗ρ P
〈X, a(x)〉p( dx, dX) = trTρP a, ∀a ∈ End(TρP ). (17)
It is trivial from Lemma 2.
Lemma 4 For p ∈ P (TρP × T ∗ρP ), the covariance matrix of p is described as follows:
Vρ ◦MTm(p) =
∫
TρP
∫
T ∗ρP
‖X‖2x⊗ x p( dx, dX). (18)
Since Vρ ◦MTm is independent of T , Vρ,R denotes Vρ ◦MTm.
Definition 6 We define the sets of covariance matrices in the following:
Vρ :=
{
Vρ(M) ∈ S+(TρP ⊗ TρP )
∣∣∣M ∈ U(TρP )}
Vρ,R :=
{
Vρ,R(p) ∈ S+(TρP ⊗ TρP )
∣∣∣p ∈ UR(TρP )},
where S(TρP ⊗ TρP ) denotes the symmetric tensor space of TρP ⊗ TρP . S+(TρP ⊗ TρP )
denotes the set of nonnegative elements of S(TρP ⊗ TρP ).
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Lemma 5 Vρ and Vρ,R are convex sets.
Proof U(TρP ) and UR(TρP ) are convex sets. Vρ and MTm are affine maps. Then Vρ and
Vρ,R are convex sets. ✷
3 Covariance matrix
In this section we characterize Vρ and Vρ,R For this purpose we need some definitions. Let
W be a finite dimensional vector space. We call a closed convex cone L of W a normal
convex cone, if it satisfies the following conditions:
◦ x 6= 0 ∈ L , λ < 0 ⇒ λx /∈ L
◦ W = L+ (−L). (19)
Now we let L a normal convex cone. Let g be an inner product such that satisfies the
following condition:
l1, l2 ∈ L , g(l1, l1) ≥ g(l1 + l2, l1 + l2) =⇒ l2 = 0. (20)
When W is S(TρP ⊗ TρP ), S+(TρP ⊗ TρP ) is a normal positive cone.
Definition 7 A subset C of L is called L-stable set if
C = C + L. (21)
Proposition 1 Vρ and Vρ,R are S+(TρP ⊗ TρP )-stable and convex.
Proof From Lemma 5, they are convex. First we prove that Vρ is S+(TρP⊗TρP )-stable.
It is sufficient to show that Vρ(M) + x⊗ x ∈ Vρ for any M ∈ U(TρP ),and x ∈ trTρP . We
define an affine map Sx in the following way:
Sx : TρP → TρP
|⋃ |⋃
y 7→ y + x
(22)
Let the mapMx := 1/2(M◦Sx+M◦S−x). As EMx = 1/2((Sx)−1+(S−x)−1),Mx ∈ U(TρP ).
Vρ(Mx) =
1
2
Vρ(M ◦ Sx) + 1
2
(M ◦ S−x)
=
1
2
∫
TρP
(y − x)⊗ (y − x) + (y + x)⊗ (y + x) trH(M( dy)ρ)
=
∫
TρP
y ⊗ y + x⊗ x trH(M( dy)ρ)
= Vρ(M) + x⊗ x. (23)
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We obtain Vρ(M) + x⊗ x ∈ Vρ. Similarly it is proved that Vρ,R is S+(TρP ⊗ TρP )-stable.
✷
From the quantum Crame´r-Rao inequality, we get the following relation:
Vρ,R ⊂ Vρ ⊂ {JSρ }. (24)
To characterize a L-stable set C, we define the following set K(C).
Definition 8 For a subset C of L, the limit set K(C) of C is defined as follows:
K(C) := {x ∈ C|(x− L) ∩ C = {x}}. (25)
Lemma 6 When a subset C of L is L-stable and closed, then C = K(C) + L.
Proof It suffices to verify that there exists an element y ∈ (C) such that x ∈ y + L
for arbitrary x ∈ C \K(C). (x − L) ∩ C ⊂ L is a compact set. Therefore, there exists
y ∈ (x − L) ∩ C so that g(z, z) ≥ f(y, y) for arbitrary z ∈ (x − L) ∩ C. Now we prove
that (y − L) ∩ C = {y} by reductive absurdity. Let z ∈ (y − L) ∩ C , z 6= y, then there
exists l ∈ L , l 6= 0 so that y = z + l. Because z, l ∈ L , l 6= 0, from (20)
g(y, y) > g(z, z). (26)
(26) contradicts the definition of y. Hence (y − L) ∩ C = {y}, thus y ∈ K(C). Because
y ∈ (x− L) ∩ C, we conclude x ∈ y + L. ✷
In Appendix A, we prove a useful theorem to calculate K(Vρ,R) and K(Vρ).
4 Random Limit
Next, we minimize the following value Dρg,R in locally unbiased and random measurements
UR(TρP ).
Definition 9 The deviation Dρg,R for a measurement p ∈ P (TρP × T ∗ρP ) is defined as
follows:
Dρg,R(p) := trT ∗ρ P gVρ,R(p) =
∫
TρP
∫
T ∗ρ P
g(x, x)‖X‖2p( dX dx). (27)
We introduce the useful theorem to minimize the deviation Dρg,R(M) under the locally
unbiasedness conditions.
Theorem 2 We have the inequality:
inf
M∈UR(TρP )
Dρg,R(M) ≥ sup
(a,S)∈U∗
R
(g)
(trTρP a + S), (28)
where
U∗R(g) := {(a, S) ∈ End(TρP )×R|Rρg,R(a, S; x,X) ≥ 0, ∀(x,X) ∈ TρP × T ∗ρP}
Rρg,R(a, S; x,X) := g(x, x)‖X‖2 − 〈X, a(x)〉 − S.
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Corollary 1 If there exist a locally unbiased and random measurement p′ ∈ P (TρP ×
T ∗ρP ) and an element (a
′, S ′) of U∗R(g) satisfying the condition:
Rρg,R(a′, S ′; p′) = 0, (29)
then we obtain
Dρg,R(p′) = trTρP a′ + S ′ = inf
p∈UR(TρP )
Dρg,R(p) = sup
(a,S)∈U∗
R
(g)
trTρP a+ S, (30)
where Rρg,R is defined as:
Rρg(a, S; p) :=
∫
TρP
∫
T ∗ρ P
Rρg,R(a, S; x,X)p( dX dx). (31)
(a, S) ∈ U∗(g) is called the Lagrange multiplier.
Proof of Theorem 2 and Corollary 1 For p ∈ UR(TρP ) and (a, S) ∈ U∗R(g), we have
Rρg,R(a, S; p)
=
∫
TρP
∫
T ∗ρ P
g(x, x)‖X‖2p( dX dx)−
∫
TρP
∫
T ∗ρ P
〈X, a(x)〉p( dX dx)−
∫
TρP
∫
T ∗ρ P
Sp( dX dx)
= Dρg,R(p)− trTρP a− S. (32)
Since we have Rρg,R(a, S; x,X) ≥ 0 for ∀(x,X) ∈ TρP × T ∗ρP , we obtain Rρg,R(a, S; p) ≥ 0.
By (32), the proof of Theorem 2 is complete. Substitute (a, S) = (a′, S ′), p = p′, then the
proof of Corollary 1 is complete. ✷
Theorem 3 If g =W ∗JW, trTρP W = 1, then
inf
p∈UR(TρP )
Dρg,R(p) = 1. (33)
The Optimal measurement is given by (35).
Proof Let Lagrange multiplier (a, S) be (2W,−1), then
Rρg,R(2W,−1; x,X) = ‖W (x)‖2‖X‖2 − 2〈X,W (x)〉+ 1 ≥ 0. (34)
Let Wi be an eigen value of W and, ei be an eigenvector of W , where ‖ei‖ = 1. MTW is
defined as follows:
MTW :=
n∑
i=1
WiM
T (W−1i ei, J
−1ei). (35)
Then MTW ∈ UR(TρP ) and,
Rρg,R(2W,−1;MTW ) =
n∑
i=1
Wi(‖ei‖2‖J−1ei‖2 − 2〈J−1ei, ei〉+ 1) = 0. (36)
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MTW and (2W,−1) satisfy the condition of Corollary 1. Since trTρP 2W −1 = 1, we obtain
(33). ✷
When a state ρ is measured by the measurement MTW , the following covariance matrix by
(18).
Vρ(M
T
W ) =
n∑
i=1
Wi(W
−1
i ei)⊗ (W−1i ei)‖ei‖2 =
n∑
i=1
W−1i ei ⊗ ei = W−1J. (37)
From the preceding proof, the map QR is derived in the following:
QR : S(T
∗
ρP ⊗ T ∗ρP ) → S(TρP ⊗ TρP )
|⋃ |⋃
W ∗JW 7→ W−1J
trTρP W
.
(38)
ImQR = {W−1J | trTρP W = 1} is closed. Since this map is S+(TρP ⊗ TρP )-conic, we
have the following Theorem.
Theorem 4 The limit set of Vρ,R is described as follows:
K(Vρ,R) = {W−1J | trTρP W = 1}. (39)
This limit set is called the random limit.
Lemma 7 In two parameter case, the random limit is described below:
K(Vρ,R) = {J +XJ | detX = 1}. (40)
5 Linear programming approach
We introduce a new approach to the attainable Crame´r-Rao type bound. In this approach,
applying the duality theorem of the infinite dimensional linear programming, the bound
is characterized. But, we don’t have to know the duality theorem for this section. If the
reader is interested in the duality theorem, see Ref 5. In the noncommutative case, there
is no infimum of covariance matrices under the locally unbiasedness conditions. Therefore,
we minimize the following value Dρg under the locally unbiasedness conditions. Let g be
a nonnegative inner product on TρP .
Definition 10 The deviation Dρg for a measurement M ∈ M(TρP,H) is defined as
follows:
Dρg(M) := trT ∗ρ P gVρ(M) =
∫
TρP
g(x, x) trHM( dx)ρ. (41)
Let us define a linear functional on End(TρP )×Tsa(H), denoted by Spur in the following
way. We introduce a useful theorem to minimize the deviation Dρg(M) under the locally
unbiasedness conditions.
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Theorem 5 We have the inequality:
inf
M∈U(TρP )
Dρg(M) ≥ sup
(a,S)∈U∗(g)
Spur(a, S), (42)
where
Spur(a, S) := trTρP a+ trH S
U∗(g) := {(a, S) ∈ End(TρP )× Tsa(H)|Rρg(a, S; x) ≥ 0, ∀x ∈ TρP}
Rρg(a, S; x) := g(x, x) · ρ− S − a(x).
Notice that TρP is a subset of Tsa(H).
The calculation of sup(a,S)∈U∗(g) Spur(a, S) is called the dual problem.
Corollary 2 If there exist a sequence of locally unbiased measurements {Mk} and an
element (a′, S ′) of U∗(g) satisfying the condition:
Rρg(a′, S ′;Mk)→ 0 (as k → 0), (43)
then
lim
k→∞
Dρg(Mk) = Spur(a′, S ′) = inf
M∈U(TρP )
Dρg(M) = sup
(a,S)∈U∗(g)
Spur(a, S), (44)
where Rρg is defined as:
Rρg(a, S;M) := trH
∫
TρP
Rρg(a, S; x)M( dx). (45)
(a, S) ∈ U∗(g) is called the Lagrange multiplier.
Proof of Theorem 5 and Corollary 2 ForM ∈ U(TρP ) and (a, S) ∈ U∗(g), we have
Rρg(a, S;M)
= trH
∫
TρP
g(x, x) · ρM( dx)− trH
∫
TρP
SM( dx)− trH
∫
TρP
a(x)M( dx)
g = Dρg(M)− trTρP a− trH S. (46)
Since Rρg(a, S; x) ≥ 0 for any x ∈ TρP , we obtain Rρg(a, S;M) ≥ 0. By (46), the proof
of Theorem 5 is complete. Substitute (a, S) = (a′, S ′), then the proof of Corollary 2 is
complete. ✷
Indeed we obtain the following theorem. A proof of Theorem 6 is too long. See Appendix
B.
Theorem 6 We obtain
inf
M∈U(TρP )
Dρg(M) = sup
(a,S)∈U˜∗(g)
Spur(a, S),
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where
U˜∗(g) := {(a, S) ⊂ End(TρP )× B∗sa(H)|∀x ∈ TρP , Rρg(a, S; x) ∈ B∗,+sa (H)}
Spur(a, S) := trTρP a+ 〈S, IdH〉
Rρg(a, S; x) := g(x, x) · ρ− S − a(x).
B∗sa(H) is the topological dual space of Bsa(H) with respect to the norm topology. By
the preceding equation we have the equality in (42) in the case of dimH < ∞. But we
don’t know whether we have the equality in the case of dimH = ∞. The calculation of
sup(a,S)∈U∗(g) Spur(a, S) is called the dual problem.
5.1 Maximum
In this section, we consider the dual problem. TρP is regarded as a real Hilbert space
with respect to Jρ,−1S .
Lemma 8 If the dimension of H is finite, then the set U∗(g)∩ Spur−1([0,∞)) is com-
pact.
We assume that the norm of End(TρP ) is the operator norm ‖ ‖o, and the norm of Tsa(H)
is the trace norm ‖ ‖t. The norm ‖ ‖o,t of End(TρP )× Tsa(H) is defined as follows:
‖(a, S)‖o,t := ‖a‖o + ‖S‖t, ∀(a, S) ∈ End(TρP )× Tsa(H).
Proof We have
U∗(g) = ∩x∈TρP{(a, S)|g(x, x) · ρ− S − a(x) ∈ T +sa (H)}.
Moreover, {(a, S)|g(x, x) ·ρ−S−a(x) ∈ T +sa (H)} is closed. Thus, U∗(g) is closed. Because
Spur−1([0,∞)) is closed. U∗(g) ∩ Spur−1([0,∞)) is closed. Therefore, it is sufficient to
show that it is bounded with respect to the norm ‖ ‖o,t. Denote n := dimTρP . For
(a, S) ∈ U∗(g) ∩ Spur−1([0,∞)), we have trTρP a ≤ n‖a‖o. Choose z ∈ TρP such that
‖z‖ = 1, ‖a(z)‖ = ‖a‖o. For r > 0, we have
g(r · z, r · z)ρ− a(r · z)− S ≥ 0. (47)
Substitute r = 0, then −S ≥ 0. Let us calculate the left hand side of (47).
g(r · z, r · z)ρ− a(r · z)− S = r2 · g(z, z)ρ− r · Jρ,−1S (a(z)) ◦ ρ− S
=
(√
g(z, z)r − 1
2
√
g(z, z)
Jρ,−1S (a(z))
)
· ρ ·
(√
g(z, z)r − 1
2
√
g(z, z)
Jρ,−1S (a(z))
)
− 1
4g(z, z)
Jρ,−1S (a(z)) · ρ · Jρ,−1S (a(z))− S. (48)
Let {ei} be a complete orthonormal system ofH which consists of eigenvectors of Jρ,−1S (a(z)).
Substitute r for the eigenvalue αi of
1
2g(z,z)
Jρ,−1S (a(z)) corresponding to the eigenvector ei,
then we have〈
ei
∣∣∣(√g(z, z)αi − 1
2
√
g(z, z)
Jρ,−1S (a(z))
)
· ρ ·
(√
g(z, z)αi − 1
2
√
g(z, z)
Jρ,−1S (a(z))
)∣∣∣ei〉 = 0.
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By (47), we have〈
ei
∣∣∣− 1
4g(z, z)
Jρ,−1S (a(z)) · ρ · Jρ,−1S (a(z))− S
∣∣∣ei〉 ≥ 0.
Sum up for i from 1 to n.
trH
(
− 1
4g(z, z)
Jρ,−1S (a(z)) · ρ · Jρ,−1S (a(z))− S
)
≥ 0.
Thus, we get
trH S ≤ − 1
4g(z, z)
〈a(z)|a(z)〉ρS = −
‖a‖2o
4g(z, z)
.
Therefore, we obtain
0 ≤ Spur(a, S) ≤ n‖a‖o − ‖a‖
2
o
4‖g‖o .
Hence, 0 ≤ ‖a‖o(n − ‖a‖o4‖g‖o ). Thus, 0 ≤ ‖a‖o ≤ 4n‖g‖o. As −S ≥ 0, we have ‖S‖t =− trH S. Therefore, we obtain the following inequalities:
0 ≤ ‖S‖t ≤ tr a ≤ n‖a‖o ≤ 4‖g‖on2.
Thus, U∗(g) ∩ Spur−1([0,∞)) is bounded, hence compact. ✷
We have the following corollary.
Corollary 3 There exists the maximum of the right hand side of (42).
Assume that ρ ∈ P1 ⊂ P2 and TρP1 ⊂ TρP2, TρP1 6= TρP2. From the embedding map
i : P1 →֒ P2, we have diρ : TρP1 →֒ TρP2 and di∗ρ : T ∗ρP2 → T ∗ρP1. By identifying the
dual T ∗ρPi with TρPi (i = 1, 2), di
∗
ρ can be regarded as di
∗
ρ : TρP2 → TρP1. Let g be a
nonnegative inner product on TρP1, then diρg di
∗
ρ is a nonnegative inner product on TρP2.
Lemma 9 We have the inequality:
max
(a,S)∈U∗(g)
Spur(a, S) ≤ max
(a′,S)∈U∗( diρg di∗ρ)
Spur(a′, S). (49)
Moreover the equality in (49) holds, if and only if there exists (a′, S) ∈ U∗( diρg di∗ρ) such
that a′(TρP1) ⊂ TρP1, and the maximum of the right hand side is attained by (a′, S).
Proof We have ( diρa di
∗
ρ, S) ∈ U∗( diρg di∗ρ) for (a, S) ∈ U∗(g).
F : U∗(g) → U∗( diρg di∗ρ)
|⋃ |⋃
(a, S) 7→ ( diρa di∗ρ, S).
(50)
Then, Spur(a, S) = Spur(F (a, S)). Therefore we obtain Inequality (49) The equality
holds in (49), if and only if
max
(a′,S)∈ImF
Spur(a′, S). = max
(a′,S)∈U∗( diρg di∗ρ)
Spur(a′, S) (51)
By the definition of U∗( diρg di∗ρ), as diρg di∗ρ(Ker di∗ρ) = 0, we have a′(Ker di∗ρ) = 0 for
(a′, S) ∈ U∗( diρg di∗ρ). Thus, (a′, S) ∈ ImF for (a′, S) ∈ U∗( diρg di∗ρ), if and only if
a′(TρP1) ⊂ TρP1. Thus, the proof is complete. ✷
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6 Randomness condition
Theorem 7 In the finite-dimensional case, the following four conditions are equivalent.
(1) ∀X, Y ∈ T ∗ρP, ‖X‖ = ‖Y ‖ = 1⇒ XρX = Y ρY.
(2) There exists a complete orthonarmal base {X1, . . .Xn} of T ∗ρP
such that XiρXj +XjρXi = 0, XiρXi = XjρXj for (i 6= j).
(3) Vρ = Vρ,R.
(4) There exists g > 0 such that inf
M∈U(TρP )
Dρg = (trTρP
√
Jg)2.
Definition 11 If TρP satisfies the preceding condition, TρP is called a random model.
Proof (3)⇒ (4), (2)⇔ (1) is easy. In this proof, Wi denotes an eigenvalue of W , and
ei denotes an eigenvector of W , where ‖ei‖ = 1.
Without loss of generality, we can assume that g = W ∗JW, W ∈ Endsa(TρP ), trTρP W =
1.
For simplicity, S(x) denotes J−1xρJ−1x for x ∈ TρP . First, let’s prove (1)⇒ (3). For
g := W ∗JW , we calculate infM∈U(TρP )Dρg . Take the Lagrange multipliers in the following
way:
a := 2W
S := −XρX,
where we put X ∈ T ∗ρP, ‖X‖ = 1. Then, we have
Rρg(2W,S; yW
−1z)
= g(yW−1z, yW−1z) · ρ− 2W (yW−1z) + J−1(z)ρJ−1(z)
= y2 · ρ− 2yz + J−1(z)ρJ−1(z)
= y2 · ρ− 2yJ−1(z) ◦ ρ+ J−1(z)ρJ−1(z)
=
(
y − J−1(z)
)
ρ
(
y − J−1(z)
)
,
where z ∈ TρP, ‖z‖ = 1, y ∈ R. Therefore, (2W,S) ∈ U∗(g). Thus, Spur(2W,S) = 1 is
a Crame´r-Rao type bound. Substitute M =MTW , then
Rρg(a, S;MTW ) =
n∑
i=1
WiRρg(a, S;MT (W−1i ei, J−1ei)) = 0
because
Rρg(a, S;MT (W−1i ei, J−1ei))
= trH
(∫
R
Rρg(a, S; yW
−1
i ei)M
T
J−1(ei)
( dy)
)
= trH
(∫
R
(
y − J−1(ei)
)
ρ
(
y − J−1(ei)
)
MTJ−1(ei)( dy)
)
= 0.
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As (2W,S) and MTW satisfy the conditions of Corollary 2, the random measurement M
T
W
attains a Crame´r-Rao type bound 1. Therefore (1)⇒ (3) is proved.
Next, let’s prove (4)⇒ (1). From Theorem 6 and Corollary 3, there exists an element
(2a, S) ∈ U˜∗(g) such that Spur(2a, S) = 1. From §4 and Theorem 6, we have Dρg(MTW ) = 1.
Thus,
Rρg(2a, S;MTW ) = 0.
It implies that
Rρg(2a, S;MT (W−1ei, J−1ei)) = 0. (52)
For e ∈ TρP, ‖e‖ = 1,
Rρg(2a, S; xW
−1e)
= x2ρ− 2xa(W−1e)− S
= (x− J−1aW−1e)ρ(x− J−1aW−1e)− S(aW−1e)− S ≥ 0. (53)
Applying Lemma 10, we obtain
− S(aW−1e)− S = 0. (54)
From (52), (53) and Lemma 11, substitution of ei into e implies that
JaW−1e = J−1e. (55)
Thus a = W . From (54), we have
S(e) = S, ∀e ∈ TρP, ‖e‖ = 1.
Therefore, we get the condition (1). ✷
Lemma 10 If Hermite matrixes X,S and a density ρ satisfy that
(x−X)ρ(x−X) + S ≥ 0, ∀x ∈ R,
and that trH S = 0, then S = 0.
Proof Let X =
∑
i xi|ψi〉〈ψi| be the spectral decomposition of X . Since
〈ψi|(xi −X)ρ(xi −X) + S|ψi〉 ≥ 0,
〈ψi|S|ψi〉 ≥ 0. Since trH S = 0, 〈ψi|S|ψi〉 = 0. Next, we consider the following matrix
0 ≤
( 〈ψi|(xi −X)ρ(xi −X) + S|ψi〉 〈ψi|(xi −X)ρ(xi −X) + S|ψj〉
〈ψj|(xi −X)ρ(xi −X) + S|ψi〉 〈ψj |(xi −X)ρ(xi −X) + S|ψj〉
)
=
(
0 〈ψi|S|ψj〉
〈ψj|S|ψi〉 〈ψj |(xi −X)ρ(xi −X) + S|ψj〉
)
.
It implies that 〈ψi|S|ψj〉 = 0. Therefore S = 0. ✷
Lemma 11 Let X, Y be Hermite matrixes. If∫
R
(x−X)ρ(x−X)MTY ( dx) = 0,
then X = Y .
It is easy.
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7 3-parameter Spin 1/2 model
In this section, we will prove that if H = C2, then TρP is random model. Let us define
the Pauli matrices σ1, σ2, σ3 in the usual way:
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
.
Assume that TρP = T 0sa(C2), ρ = 12(Id+ ασ3),−1 < α < 1 and that g is a quadratic
form on TρP . f3 =
√
1−α2
2
σ3, fi =
σi
2
, (i = 1, 2) are orthonormal bases on TρP . The
dual bases of f i are f 3 = −α√
1−α2 Id+
1√
1−α2σ3, f
i = σi (i = 1, 2) . We need the following
lemma.
Lemma 12 If e ∈ TρP, ‖e‖ = 1, then
J−1(e) · ρ · J−1(e) = IdH−ρ. (56)
Proof We have
J−1(e) = y3
1
1− α2 (−α IdH+σ3) +
3∑
i=2
eiσi. (57)
Since there exists t ∈ R such that exp(√−1tσ3)(e1σ1+e2σ2) exp(−
√−1tσ3) =
√
(y1)2 + (y2)2σ1,
we may assume that e2 = 0. Then we have
J−1(e) · ρ · J−1(e) =
( −α+1√
1−α2 e
3 e1
e1 −α−1√
1−α2 e
3
)(
1+α
2
0
0 1−α
2
)( −α+1√
1−α2 e
3 e1
e1 −α−1√
1−α2 e
3
)
=
(
1−α
2
0
0 1+α
2
)
= IdH−ρ.
✷
We obtain the following theorem.
Theorem 8 When H = C2, TρP is a random model.
8 Conclusions
We have found a necessary and sufficient condition that a Crame´r-Rao type bound is
attained by a random measurement. But, we don’t know the condition (1) or (2) in
Theorem 7 very well.We know no random model whose dimension is greater than 3. Thus,
it is conjectured that when TρP is a random model, the dimension of TρP is limited.
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Appendices
A L-stable set
The purpose of this section is proving the following theorem about a finite dimensional
real vector space W and its normal convex cone L.
Definition 12 We assume that C ⊂ L is L-stable and convex. A continuous map Q :
(L∗)i → C is called C-conic if 〈f, x〉 ≥ 〈f,Q(f)〉 for arbitrary x ∈ C , f ∈ (L∗)i, where
we denote X i the inner of a topological space X .
Theorem 9 Let C be a subset of L. We assume that C is L-stable and convex. If there
exists a C-conic map Q, then
ImQ ⊂ K(C) ⊂ ImQ (58)
Lemma 13 When Q : (L∗)i → L is continuous, then the following are equivalent.
(1) ∀f ∈ (L∗)i , x ∈ ImQ , 〈f, x〉 ≥ 〈f,Q(f)〉
(2) ∀f ∈ (L∗)i , x ∈ ImQ \ {Q(f)} , 〈f, x〉 > 〈f,Q(f)〉
Proof (2) ⇒ (1) is trivial. We prove that (1) ⇒ (2). Let f, k ∈ (L∗)i. It is sufficient
to verify that if
〈f,Q(k)〉 = 〈f,Q(f)〉, (59)
then Q(f) = Q(k).
Step 1: We will prove 〈k,Q(k)−Q(f)〉 = 0.
Let α := k − f . By the assumption of (1), for 1 > t > 0,
〈tα + f,Q(tα + f)−Q(α + f)〉 ≤ 0 (60)
〈α + f,Q(tα + f)−Q(α + f)〉 ≥ 0 (61)
〈f,Q(tα + f)−Q(f)〉 ≥ 0. (62)
From (60) and (61),
〈f,Q(tα + f)−Q(α + f)〉 ≤ 0.
Because of (62) and (59),
〈f,Q(tα + f)−Q(α + f)〉 ≥ 0. (63)
By (62) and (63),
〈f,Q(tα + f)−Q(α + f)〉 = 0. (64)
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By (64) and (61),
〈α,Q(tα+ f)−Q(α + f)〉 ≥ 0. (65)
By (64) and (60),
〈α,Q(tα+ f)−Q(α + f)〉 ≤ 0. (66)
Because of (65) and (66),
〈α,Q(tα+ f)−Q(α + f)〉 = 0. (67)
From (67) and (59),
〈α+ f,Q(tα + f)−Q(α + f)〉 = 0. (68)
By the continuity of Q, we obtain
〈k,Q(f)−Q(k)〉 = 0. (69)
Step 2: Let h ∈ (L∗)i such that h 6= f, k. We will prove 〈h,Q(f) − Q(k)〉 = 0. By Step
1, we may assume that 〈h,Q(f) − Q(k)〉 ≥ 0. Let β := h − f , 1 > t > 0. From the
definition of Q,
〈tβ + f,Q(tβ + f)−Q(k)〉 ≤ 0 (70)
〈f,Q(tβ + f)−Q(f)〉 ≥ 0. (71)
By (59) and (71), 〈f,Q(tβ + f) − Q(k)〉 ≥ 0. From (70) and the preceding inequality,
〈β,Q(tβ + f) − Q(k)〉 ≤ 0. By the continuity of Q, 〈β,Q(f) − Q(k)〉 ≤ 0. Therefore,
we obtain 〈h,Q(f) − Q(k)〉 ≤ 0. By the hypothesis, 〈h,Q(f) − Q(k)〉 ≥ 0. Therefore
〈h,Q(f)−Q(k)〉 = 0. We obtain Q(f)−Q(k) = 0. Therefore, the proof is complete. ✷
Definition 13 A continuous map Q : (L∗)i → L is quasi conic if it satisfies the condition
of lemma 13.
Lemma 14 Let Q a quasi conic map. When C is L stable and convex and ImQ ⊂ C,the
following are equivalent:
(1) f ∈ (L∗)i, x ∈ C ⇒ 〈f, x〉 ≥ 〈f,Q(f)〉
(2) f ∈ (L∗)i, x ∈ C, x 6= Q(f) ⇒ 〈f, x〉 > 〈f,Q(f)〉.
Proof (2)⇒ (1) is trivial. We will prove that (1) ⇒ (2) by reductive absurdity. There
exist f ∈ (L∗)i and x ∈ C such that x 6= Q(f), 〈f,Q(f)〉 ≥ 〈f, x〉. By the hypothesis,
〈f,Q(f)〉 = 〈f, x〉. y, f(λ) and x(λ) are defined as follows: for λ > 0,
y := x−Q(f), f(λ) := f − λg(y), x(λ) := Q(f(λ))−Q(f). (72)
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By the definition of Q, we obtain
〈f(λ), x(λ)〉 ≤ 〈f(λ), y〉 (73)
〈f, x(λ)〉 ≥ 〈f, y〉 = 0 (74)
From (73) and (74),
〈f, x(λ)〉 − λ〈g(y), x(λ)〉 = 〈f(λ), x(λ)〉 by (72)
≤ 〈f(λ), y〉 by (73)
= 〈f, y〉 − λ〈g(y), y〉 by (72)
= −λ〈g(y), y〉 by (74) .
Thus,
λ〈g(y), x(λ)− y〉 ≥ 〈f, x(λ)〉 > 0. (75)
Hence, 〈g(y), x(λ) − y〉 > 0. Thus, ‖y − x(λ)/2‖2 < ‖x(λ)‖2/4 i.e. ‖y − x(λ)/2‖ <
‖x(λ)‖/2. Therefore,
‖x(λ)‖ − ‖y‖ ≥ ‖x(λ)‖ − (‖y − x(λ)
2
‖+ ‖x(λ)
2
‖)
= ‖x(λ)
2
‖ − ‖y − x(λ)
2
‖
> 0. (76)
But by the continuity of Q, limλ→0Q(f(λ)) = Q(f). Thus limλ→0 ‖x(λ)‖ = 0. From (76),
y = 0. We obtain a contradiction. Therefore, we have (2). ✷
Lemma 15 We obtain the following relations:
B(C, (L∗)i) ⊂ E(C,L) ⊂ B(C, (L∗)i), (77)
where
B(C, (L∗)i) := {x ∈ C|∃f ∈ (L∗)i , ∀x ∈ C , f(x) ≤ f(y)}. (78)
To know a proof of this lemma, see Ref 9.
Proof of Theorem 2 From Lemma 9 and Lemma 14, If Q is C-conic, then ImQ =
B(C, (L∗)i). By Lemma 15, we obtain (58). ✷
B Proof of Theorem 6
It is the purpose of this section to prove the Theorem 6. Theorem 6 is described as follows.
Theorem 6 We obtain
inf
M∈U(TρP )
Dρg(M) = sup
(a,S)∈U˜∗(g)
Spur(a, S),
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where
U˜∗(g) := {(a, S) ⊂ End(TρP )× B∗sa(H)|∀x ∈ TρP , Rρg(a, S; x) ∈ B∗,+sa (H)}
Spur(a, S) := trTρP a+ 〈S, IdH〉
Rρg(a, S; x) := g(x, x) · ρ− S − a(x).
The purpose of this section is to prove the preceding theorem by applying the following
duality theorem.
B.1 Infinite dimensional duality theorem (linear programming)
Let X ,Y be a locally convex Hausdorff real topological linear space, A a continuous linear
operator form X to Y and L a closed convex cone in X . Let X ∗,Y∗ be the topological
dual space of X ,Y and A∗ the continuous adjoint map of A. Let L∗ be the conjugate
cone of L in X ∗ i.e. L∗ := {f ∈ X ∗|∀x ∈ L , f(x) ≥ 0}.
Definition 14 Let C be an element of X ∗,B an element of Y . We define FA,C , EB ⊂
R× Y below:
FA,C := {(r, y) ∈ R× Y|r = (C, x), y = Ax for some x ∈ L}
EB := R× {B}.
Definition 15 Let C be an element of X ∗ and B an element of Y . (A,B, C) is called
normal, if FA,C ∩ EB = FA,C ∩ EB.
Theorem 10 [General duality theorem]
We obtain the following inequality for C ∈ X ∗,B ∈ Y. We have the equality in (79),
iff (A,B, C) is normal. We assume that inf(C, x) = +∞, sup(f,B) = −∞ in the case of
{x ∈ L|Ax = B} = ∅, {f ∈ Y∗|C − A∗f ∈ L∗} = ∅ with respectively.
inf
{x∈L|Ax=B}
〈C, x〉 ≥ sup
{f∈Y∗|C−A∗f∈L∗}
〈f,B〉. (79)
To know this theorem, see Ref. 9. To apply this theorem to the proof of Theorem 6, we
have to define X ,Y ,L,A,B, C such that {x ∈ L|Ax = B} = U(TρP ) , DρW (M) = 〈C,M〉.
B.2 Topology
To apply Theorem 10 to the proof of Theorem 6 we will construct X ,L.
Definition 16 X (TρP,H, g) is defined the set of the map M : B(TρP ) → Bsa(H) which
satisfies the following conditions:
◦ M
(
∪
λ∈Λ
Bλ
)
=
∑
λ∈Λ
M(Bλ) (Bλ ∈ B(TρP ) , λ1 6= λ2 ∈ Λ ⇒ Bλ1 ∩Bλ2 = ∅ , |Λ| = ℵ0)
◦ sup
B∈B(TρP )
‖M(B)‖ <∞ (80)
◦ ∀f ∈ T ∗ρP , ∀y ∈ TρP ,
∣∣∣∫
TρP
f(x) trHM( dx)y
∣∣∣ <∞ (81)
◦
∣∣∣∫
TρP
g(x, x) trHM( dx)ρ
∣∣∣ <∞. (82)
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As Bsa(H) is a vector space, X (TρP,H, g) is a vector space, too.
The norm ‖ · ‖ of End(TρP ) is defined in the following:
‖A‖ :=
√
trTρP AA
∗, ∀A ∈ End(TρP ). (83)
The topology of End(TρP ) is defined by this norm. The map E : X (TρP,H, g) →
End(TρP ) is defined in the following:
E(M) : TρP → TρP
|⋃ |⋃
y 7→ ∫TρP x trHM( dx)y
, ∀M ∈ X (TρP,H, g). (84)
This definition of E is well defined by condition (81).
We will define the topology of X (TρP,H, g). For this definition, a norm ‖ · ‖1 and two
semi-norms ‖ · ‖2, ‖ · ‖3 in X (TρP,H, g) are defined as follows: for M ∈ X (TρP,H,W ),
‖M‖1 := sup
B∈B(TρP )
‖M(B)‖ by (80)
‖M‖2 := ‖E(M)‖ by (81)
‖M‖3 :=
∣∣∣∫
TρP
g(x, x) trHM( dx)ρ
∣∣∣ by (82) .
A norm ‖ · ‖ in X (TρP,H, g) is defined in the following:
‖M‖ := ‖M‖1 + ‖M‖2 + ‖M‖3, ∀M ∈ X (TρP,H,W ). (85)
We define the topology of X (TρP,H, g) by this norm. A closed convex cone L(TρP,H, g)
in X (TρP,H, g) is defined as follows:
L(TρP,H, g) := {M ∈ X (TρP,H, g)|∀B ∈ B(TρP ) , M(B) ∈ B+sa(H)}. (86)
Lemma 16 L(TρP,H, g) is a closed convex cone.
Proof It is trivial that it is a convex cone. We have to prove that it is a closed set.
Let {Mk} be a converging sequence of L(TρP,H, g). Its convergence point is denoted
by M ∈ X (TρP,H, g). It suffices to prove that M is included in L(TρP,H,W ). Since
‖Mk − M‖ → 0, then ‖Mk − M‖1 → 0. Because ‖Mk(B) − M(B)‖ → 0, MK(B) ∈
B+sa(H), and B+sa(H) is a closed convex cone, we obtain M(B) ∈ B+sa(H). Therefore,
M ∈ L(TρP,H, g). ✷
Lemma 17 The map E : X (TρP,H, g)→ End(TρP ) is a continuous linear map.
Proof The linearity is trivial. We will prove the map is bounded.
‖E(M)‖ = ‖M‖2 ≤ ‖M‖.
✷
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Definition 17 The map Int from X (TρP,H, g) to Bsa(H) is defined in the following:
Int(M) := M(TρP ), ∀M ∈ X (TρP,H, g). (87)
Lemma 18 The map Int is a continuous linear map.
Proof The linearity is trivial. We prove that the map is bounded.
‖ Int(M)‖ = ‖M(TρP )‖ ≤ ‖M‖1 ≤ ‖M‖.
Thus, it is bounded. ✷
Definition 18 The map C : X (TρP,H, g)→ R is defined as follows:
C(M) :=
∫
TρP
g(x, x) trHM( dx)ρ, ∀M ∈ X (TρP,H, g). (88)
Lemma 19 C is a bounded linear functional.
Proof The linearity is trivial.
‖C(M)‖ = ‖M‖3 ≤ ‖M‖.
Thus, it is bounded. ✷
An element M of L(TρP,H, g) is an element of U(TρP ), iff
E(M) = IdTρP , Int(M) = IdH . (89)
For M ∈ U(TρP ),
Dρg(M) = C(M). (90)
B.3 Applying the infinite linear programming duality theorem
We put in the following:
X := X (TρP,H, g)
Y := End(TρP )× Bh(H)
L := L(TρP,H, g)
A := E × Int
B := (IdTρP , IdH)
C := C.
From the preceding discussion X ,Y ,L,A,B, C satisfy the condition of Theorem 10. Thus,
inf
M∈U(TρP )
Dρg(M) = inf{x∈L|Ax=B}〈C, x〉. (91)
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Therefore, to prove Theorem 6, we have to prove the following equation:
sup
(a,S)∈U∗(g)
Spur(a, S) = sup
{f∈Y∗|C−A∗f∈L∗}
〈f,B〉. (92)
Notice that Y∗ = End(TρP ) × B∗sa(H). End(TρP ) is regarded as the dual space of itself
by
〈 , 〉 : End(TρP )× End(TρP ) → R
|⋃ |⋃
(A,B) 7→ 〈A,B〉 = trTρP AB.
(93)
Lemma 20 For (a, S) ∈ End(TρP )× B∗sa(H), the following are equivalent.
◦ (a, S) ∈ U(g) (94)
◦ C − A∗(a, S) ∈ L∗. (95)
From this Lemma, we obtain
sup
(a,S)∈U∗(g)
Spur(a, S) = sup
{f∈Y∗|C−A∗f∈L∗}
〈f,B〉. (96)
Thus, if it is proved that (A,B, C) is normal, the proof of Theorem 6 is complete.
Proof
C −A∗(a, S) = C − E∗(a)− Int∗(S). (97)
For x ∈ TρP , P ∈ B+sa(H) MP,x ∈ L(TρP,H, g) is defined in the following:
MP,x(B) :=
{
0 (x /∈ B)
P (x ∈ B) .
Thus, the following are equivalent.
◦ C −E∗(a)− Int∗(S) ∈ L∗ (98)
◦ ∀x ∈ TρP , ∀P ∈ Bsa(H) , 〈C −E∗(A)− Int∗(S),MP,x〉 ≥ 0. (99)
Therefore,
〈C,MP,x〉 =
∫
TρP
g(y, y) trHMP,x( dy)ρ
= g(x, x)〈ρ, P 〉. (100)
Let the map U : TρP → Tsa(H) be a trivial embedding. As T ∗sa(H) = Bsa(H) with respect
to the norm topology, we define U∗ : Bsa(H)→ T ∗ρP in the natural sense.
〈E∗(a),MP,x〉 = 〈a, E(MP,x)〉
= 〈a, x⊗ U∗(P )〉 (From End(TρP ) ∼= TρP ⊗ T ∗ρP )
= trTρP a(x⊗ U∗(P ))
= trTρP a(x)⊗ U∗(P )
= 〈U∗P, a(x)〉
= 〈P, a(x)〉 (101)
〈Int∗(S),MP,x〉 = 〈S, Int(MP,x)〉
= 〈S, P 〉. (102)
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Therefore, we obtain
〈C −E∗(a)− Int∗(S),MP,x〉 = 〈g(x, x)ρ− a(x)− S, P 〉. (103)
Thus, the following are equivalent.
◦ ∀P ∈ B+sa(H) , 〈C −E∗(a)− Int∗(S),MP,x〉 ≥ 0 (104)
◦ ∀x ∈ TρP , g(x, x)ρ− a(x)− S ∈ B∗,+sa (H). (105)
Therefore, the following are equivalent.
◦ C − E∗(a)− Int∗(S) ∈ L∗ (106)
◦ ∀x ∈ TρP , g(x, x)ρ− a(x)− S ∈ B∗,+sa (H). (107)
Thus, the proof is complete. ✷
B.4 Normality
In this section, we prove that (A,B, C) is normal.
Definition 19 The subsets F , G , E of Y are defined in the following:
F := FA,C = {C(M)×A(M)|M ∈ L(TρP,H,W )}
G := R× End(TρP )× {IdH}
E := EB = R× {(IdTρP , IdH)}.
Notice that G and E are closed sets.
Lemma 21 If
F ∩ G = F ∩ G , F ∩ G ∩ E = F ∩ E , (108)
then
F ∩ E = F ∩ E . (109)
Proof
The left-hand in (109) = F ∩ G ∩ E = F ∩ G ∩ E = F ∩ E .
✷
Lemma 22 We obtain
F ∩ G ∩ E = F ∩ E .
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Proof Let e1, . . . , en be bases of TρP , and let e1, . . . , en the dual bases of e
1, . . . , en.
Linear functionals ei ⋆ e
j , g ⋆ ρ on X (TρP,H, g) are defined in the following way:
ei ⋆ e
j : X (TρP,H, g) → R
|⋃ |⋃
M 7→ ∫TρP 〈ei, x〉 trHM( dx)ej
g ⋆ ρ : X (TρP,H, g) → R
|⋃ |⋃
M 7→ ∫TρP g(x) trHM( dx)ρ.
As e1, . . . , en are linearly dependent, let D+i , D
−
i be nonnegative bounded selfadjoint op-
erators such that 〈ei, ej〉 = trH(D+i − D−i )ej for (1 ≤ j ≤ n). Therefore, we define that
D :=
∑n
i=1(D
+
i +D
−
i ) ∈ B+sa(H), d := ‖D‖Bsa(H) = sup{φ∈H|‖φ‖=1} ‖Dφ‖.
It suffices to prove that for any Cauchy sequence {ak} ⊂ F∩G such that limk→∞ ak ∈ E ,
there exists a Cauchy sequence {bk} ⊂ F ∩ E such that limk→∞ ak = limk→∞ bk ∈ E . The
components of ak are denoted by ak = dk × a ik,j × IdH ∈ R × End(TρP ) × Bsa(H).
Notice that E(M)ij = 〈ej ⋆ ei,M〉 for M ∈ M(TρP,H, g). ck denotes the maximum
max0≤i≤n
∑n
j=1 |a ik,j − δij |2. Since there exists the limit of a sequence ak, then we have
limk→∞ ck = 0 i.e.
∀m ∈ N , ∃k(m) ∈ N s.t. ck(m) < (md)−1.
For Mk ∈ (C ×A)−1(ak) ⊂M(TρP,H, g) elements {Mm,1 , Mm,2}∞m=1 ∈ L(TρP,H, g) are
defined in the following:
Mm,1(B) :=
m− 1
m
·Mk(m)(m− 1
m
· B) , for ∀B ∈ B(Rn×n)
Mm,2 :=
n∑
i=1
(δm·d·
∑n
j=1
(δi
j
−ai
k(m),j
)ej ·
1
m · d ·D
+
i + δm·d·
∑n
j=1
(−δi
j
+a i
k(m),j
)ej ·
1
m · d ·D
−
i ),
where δ∑n
j=1
ajej
is the delta measure which takes value only ej(x) = aj and for c ∈
R+, B ∈ B(TρP ) the set c · B ∈ B(TρP ) is defined as follows:
c · B := {x ∈ TρP |c · x ∈ B}.
Thus,
Mm,1(TρP ) =
m− 1
m
IdH , Mm,2(TρP ) ≤ 1
m · dD ≤
1
m
IdH .
A measurement Mb,m is defined in the following way:
Mb,m := Mm,1 +Mm,2 + δ0(
1
m
IdH−Mm,2(TρP )) ∈M(TρP,H, g).
Thus,
E(Mm,1)
i
j = 〈ej ⋆ ei,Mm,1〉 = 〈ej ⋆ ei,Mk(m)〉 = aik(m),j .
23
Therefore,
∫
TρP
ej(x)Mm,2( dx)
=
∫
TρP
xjMm,2( dx)
=
n∑
i=1
(m · d · (δij − a ik(m),j) ·
1
m · d ·D
+
i +m · d · (−δij + a ik(m),j) ·
1
m · d ·D
−
i )
=
n∑
i=1
((δij − a ik(m),j) ·D+i + (−δij + a ik(m),j) ·D−i )
=
n∑
i=1
(δij − a ik(m),j) · (D+i −D−i ).
Thus,
〈ej ⋆ ei,Mm,2〉 = trH(
n∑
l=1
(δlj − a lk(m),j) · (D+i −D−i )ei)
= δij − a ik(m),j .
Therefore,
〈ej ⋆ ei,Mb,m〉 = 〈ej ⋆ ei,Mm,1 +Mm,2〉
= a ik(m),j + δ
i
j − a ik(m),j
= δij.
bm denotes C × A(Mb,m) ∈ E . Then it suffices to prove that limm→∞ bm = limm→∞ ak(m).
〈g ⋆ ρ,Mm,2〉
=
n∑
i=1
g(m · d ·
n∑
j=1
(δij − a ik(m),j)ej) · trH(
1
m · d ·D
+
i ρ)
+
n∑
i=1
g(m · d ·
n∑
j=1
(−δij + a ik(m),j)ej) · trH(
1
m · d ·D
−
i ρ)
= (max
|x|=1
g(x)) · 1
m · d · trH((
n∑
i=1
D+i +D
−
i )ρ)
→ 0 (as m→∞).
And
〈g ⋆ ρ,Mm,1〉
=
∫
TρP
g(x) trH(Mm,1( dx)ρ)
=
∫
TρP
m− 1
m
g(
m
m− 1 · x) trH(Mk(m)( dx)ρ).
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And ∫
TρP
m− 1
m
g(
m
m− 1 · x) trH(Mk(m)( dx)ρ)
=
∫
TρP
m
m− 1g(x) trH(Mk(m)( dx)ρ)
=
m
m− 1 · 〈g ⋆ ρ,Mk(m)〉.
Thus,
〈g ⋆ ρ,Mm,1〉 = m
m− 1 · 〈g ⋆ ρ,Mk(m)〉
As {〈g ⋆ ρ,Mk(m)〉} is a Cauchy sequence,
〈g ⋆ ρ,Mm,1〉 − 〈g ⋆ ρ,Mk(m)〉 → 0 ( as m→∞).
We obtain that limm→∞ bm = limm→∞ ak(m). The proof is complete. ✷
Lemma 23 We obtain
F ∩ G = F ∩ G.
Proof It suffices to prove that for a Cauchy sequence {ak} ⊂ F such that limk→∞ ak ∈ G
there exists a Cauchy sequence {bk} ⊂ F ∩G such that limk→∞ ak = limk→∞ bk ∈ G. The
component of ak is denoted by ak = dk × a ik,j × Xk ∈ R × End(TρP ) × Bsa(H). For
Mk ∈ (C ×A)−1(ak) ⊂M(TρP,H, g), Mk,1(B) is defined in the following:
Mk,1(B) :=
{
Mk(B) (‖Xk‖Bsa(H) ≤ 1)
1
‖Xk‖Bsa(H)
·Mk( 1‖Xk‖Bsa(H) ·B) (‖Xk‖Bsa(H) > 1)
for B ∈ B(TρP ).
Notice that Mk(TρP ) = Xk. Mb,k is defined in the following way:
Mb,k :=Mk,1 + δ0(IdH−Mk,1(TρP )).
If ‖Xk‖Bsa(H) > 1, then
〈ej ⋆ ei,Mb,k〉 = 〈ej ⋆ ei,Mk,1〉
=
∫
TρP
xj trH(Mb,k( dx)ei)
=
∫
TρP
‖Xk‖Bsa(H) · xj trH(
1
‖Xk‖Bsa(H)
·Mk( dx)ei)
=
∫
TρP
xj trH(Mk( dx)ei)
= 〈ej ⋆ ei,Mk〉.
If ‖Xk‖Bsa(H) ≤ 1, then
〈ej ⋆ ei,Mb,k〉 = 〈ej ⋆ ei,Mk,1〉 = 〈ej ⋆ ei,Mk〉.
25
Thus,
〈ej ⋆ ei,Mb,k〉 = 〈ej ⋆ ei,Mk〉. (110)
If ‖Xk‖Bsa(H) > 1, then
〈g ⋆ ρ,Mb,k〉 = 〈g ⋆ ρ,Mk,1〉
=
∫
TρP
g(x) trH(Mb,k( dx)ρ)
=
∫
TρP
g(‖Xk‖Bsa(H) · x) trH(
1
‖Xk‖Bsa(H)
·Mk( dx)ρ)
=
∫
TρP
‖Xk‖Bsa(H) · g(x) trH(Mk( dx)ρ)
= ‖Xk‖Bsa(H)〈g ⋆ ρ,Mk〉.
Thus,
〈g ⋆ ρ,Mb,k〉 = ‖Xk‖Bsa(H)〈g ⋆ ρ,Mk〉.
If ‖Xk‖Bsa(H) ≤ 1, then
〈g ⋆ ρ,Mb,k〉 = 〈g ⋆ ρ,Mk,1〉 = 〈g ⋆ ρ,Mk〉.
Because ‖Xk‖Bsa(H) → 1 and {〈g ⋆ ρ,Mk〉} is a Cauchy sequence ,
lim
k→∞
〈g ⋆ ρ,Mb,k〉 = lim
k→∞
〈g ⋆ ρ,Mk〉.
Let bk := (C × A)(Mb,k), then limk→∞ ak = limk→∞ bk. The proof is complete. ✷
From the preceding lemmas, we obtain the following theorem.
Theorem 11 (A,B, C) is normal.
We obtain Theorem 6 from this theorem, Theorem 10, the equation (91) and the equation
(96).
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