Abstract: While substantial progress has been made in the field known as artificial consciousness, at the present time there is no generally accepted phenomenally conscious machine, nor even a clear route to how one might be produced should we decide to try. Here, we take the position that, from our computer science perspective, a major reason for this is a computational explanatory gap: our inability to understand/explain the implementation of high-level cognitive algorithms in terms of neurocomputational processing. We explain how addressing the computational explanatory gap can identify computational correlates of consciousness. We suggest that bridging this gap is not only critical to further progress in the area of machine consciousness, but would also inform the search for neurobiological correlates of consciousness and would, with high probability, contribute to demystifying the "hard problem" of understanding the mind-brain relationship. We compile a listing of previously proposed computational correlates of consciousness and, based on the results of recent computational modeling, suggest that the gating mechanisms associated with top-down cognitive control of working memory should be added to this list. We conclude that developing neurocognitive architectures that contribute to bridging the computational explanatory gap provides a credible and achievable roadmap to understanding the ultimate prospects for a conscious machine, and to a better understanding of the mind-brain problem in general.
Introduction
Can computational studies contribute to our understanding of phenomenal consciousness? By "phenomenal consciousness" we mean the subjective qualities (qualia) of sensory phenomena, emotions and mental imagery, such as the redness of an object or the pain from a skinned knee, that we experience when awake [1] . Consciousness 1 is very poorly understood at present, and many people have argued that computational studies do not have a significant role to play in understanding it, or that there is no possibility of an artificial consciousness. For example, some philosophers have argued that phenomenal machine consciousness will never be possible for a variety of reasons: the non-organic nature of machines [2] , it would imply panpsychism [3] , the absence of a formal definition of consciousness [4] , or the general insufficiency of computation to underpin consciousness [5, 6] . More generally, it has been argued that the objective methods of science cannot Figure 1 . The well-known philosophical explanatory gap (on the left) and less recognized computational explanatory gap (on the right). The arguments presented here are that the latter can also be viewed as a fundamental problem, and that focusing on solving it may be central to advancing future work on phenomenal machine consciousness.
The computational explanatory gap is also not an issue specific to computers or even computer science. It is a generic issue concerning how one type of computations at a high level (serial goaldirected deliberative reasoning algorithms associated with conscious aspects of cognition) can be mapped into a fundamentally different type of computations at a low level (parallel distributed neural computations and representational states). It is an abstraction independent of the hardware involved, be it the electronic circuits of a computer or the neural circuits of the brain.
Further comparison of the computational explanatory gap and the philosophical explanatory gap is informative (see Figure 2 ). In philosophy, the computational explanatory gap relates to the long-standing discussion concerning the "easy problem" of accounting for cognitive information processing versus the "hard problem" of explaining subjective experience, the latter being associated with the philosophical explanatory gap [15] . This characterization of the easy problem is sometimes qualified by comments that the easy problem is not really viewed as being truly easy to solve, but that it is easy to imagine that a solution can be obtained via functional/computational approaches, while this is not the case for the hard problem (e.g., [1] ). Nonetheless, the easy/hard contemporary philosophical distinction tends to largely dismiss solving the computational explanatory gap, as it is just part of the easy problem. Such a dismissal fails to explain why the computational explanatory gap has proven to be largely intractable during more than half a century of efforts (since McCulloch and Pitts [16] first captured propositional-level logical inferences using neural networks). This intractability is somewhat mysterious to us as computer scientists, given that the brain somehow readily bridges this gap. While the brain's structure is of course quite complex, it appears unlikely that this complexity alone could be the whole explanation, given that mainstream top-down artificial intelligence (AI) systems (which are much simpler than brain structure/function) have been qualitatively more successful in modeling high-level cognition when compared to neurocomputational methods. We believe that something more fundamental is being missed here. From our perspective, the computational explanatory gap is actually a fundamental, difficult-toresolve issue that is more relevant to the hard problem than is generally recognized, and that once the computational explanatory gap is bridged, the philosophical explanatory gap may prove to be much more tractable than it currently appears. The well-known philosophical explanatory gap (on the left) and less recognized computational explanatory gap (on the right). The arguments presented here are that the latter can also be viewed as a fundamental problem, and that focusing on solving it may be central to advancing future work on phenomenal machine consciousness.
The computational explanatory gap is also not an issue specific to computers or even computer science. It is a generic issue concerning how one type of computations at a high level (serial goal-directed deliberative reasoning algorithms associated with conscious aspects of cognition) can be mapped into a fundamentally different type of computations at a low level (parallel distributed neural computations and representational states). It is an abstraction independent of the hardware involved, be it the electronic circuits of a computer or the neural circuits of the brain.
Further comparison of the computational explanatory gap and the philosophical explanatory gap is informative (see Figure 2 ). In philosophy, the computational explanatory gap relates to the long-standing discussion concerning the "easy problem" of accounting for cognitive information processing versus the "hard problem" of explaining subjective experience, the latter being associated with the philosophical explanatory gap [15] . This characterization of the easy problem is sometimes qualified by comments that the easy problem is not really viewed as being truly easy to solve, but that it is easy to imagine that a solution can be obtained via functional/computational approaches, while this is not the case for the hard problem (e.g., [1] ). Nonetheless, the easy/hard contemporary philosophical distinction tends to largely dismiss solving the computational explanatory gap, as it is just part of the easy problem. Such a dismissal fails to explain why the computational explanatory gap has proven to be largely intractable during more than half a century of efforts (since McCulloch and Pitts [16] first captured propositional-level logical inferences using neural networks). This intractability is somewhat mysterious to us as computer scientists, given that the brain somehow readily bridges this gap. While the brain's structure is of course quite complex, it appears unlikely that this complexity alone could be the whole explanation, given that mainstream top-down artificial intelligence (AI) systems (which are much simpler than brain structure/function) have been qualitatively more successful in modeling high-level cognition when compared to neurocomputational methods. We believe that something more fundamental is being missed here. From our perspective, the computational explanatory gap is actually a fundamental, difficult-to-resolve issue that is more relevant to the hard problem than is generally recognized, and that once the computational explanatory gap is bridged, the philosophical explanatory gap may prove to be much more tractable than it currently appears. The philosophical and computational explanatory gaps address different problems. The philosophical explanatory gap (top dashed line labeled PEG) refers to our inability to understand how subjective mental experiences can arise mechanistically from a material/physical substrate, the brain. In contrast, the computational explanatory gap (bottom dashed line labeled CEG) refers to our inability to understand how high-level cognitive algorithms and any macroscopic correspondences that they may have in the brain can be accounted for by the low-level computational mechanisms supported by the microscopic neurocomputational processes and algorithms of neural circuitry, artificial or otherwise.
Comparing the philosophical and computational explanatory gaps as above is closely related to what has been referred to as the "mind-mind problem" [17] . This framework takes the viewpoint that there are two senses of the word "mind": the phenomenological mind involving conscious awareness and subjective experience, and the computational mind involving information processing. From this perspective, there are two mind-brain problems, and also a mind-mind problem that is concerned with how the phenomenological and computational minds relate to one another. Jackendoff suggests, inter alia, the theory that "The elements of conscious awareness are caused by/supported by/projected from information and processes of the computational mind that (1) are active and (2) have other (as yet unspecified) privileged properties." The computational explanatory gap directly relates to this theoretical formulation of the mind-mind problem. In particular, the notion of "privileged properties" referenced here can be viewed as related to what we will call computational correlates of consciousness in the following. However, as we explain later, our perspective differs somewhat from that of Jackendoff: We are concerned more with cognitive phenomenology than with traditional sensory qualia, and our emphasis is on correlations between phenomenological and computational states rather than on causal relations.
The computational explanatory gap is also clarified by the efforts of cognitive psychologists to characterize the properties that distinguish human conscious versus unconscious cognitive information processing. Human conscious information processing has been characterized as being serial, relatively slow, and largely restricted to one task at a time [18] [19] [20] . In contrast, unconscious Figure 2 . The philosophical and computational explanatory gaps address different problems. The philosophical explanatory gap (top dashed line labeled PEG) refers to our inability to understand how subjective mental experiences can arise mechanistically from a material/physical substrate, the brain. In contrast, the computational explanatory gap (bottom dashed line labeled CEG) refers to our inability to understand how high-level cognitive algorithms and any macroscopic correspondences that they may have in the brain can be accounted for by the low-level computational mechanisms supported by the microscopic neurocomputational processes and algorithms of neural circuitry, artificial or otherwise.
The computational explanatory gap is also clarified by the efforts of cognitive psychologists to characterize the properties that distinguish human conscious versus unconscious cognitive information processing. Human conscious information processing has been characterized as being serial, relatively slow, and largely restricted to one task at a time [18] [19] [20] . In contrast, unconscious information processing is parallel, relatively fast, and can readily involve more than one task simultaneously with limited interference between the tasks. Conscious information processing appears to involve widespread "global" brain activity, while unconscious information processing appears to involve more localized activation of brain regions. Conscious information processing is often associated with inner speech and is operationally taken to be cognition that is reportable, 2 while unconscious information processing has neither of these properties. The key point here is that psychologists explicitly trying to characterize the differences between conscious and unconscious information processing have implicitly, and perhaps unintentionally, identified the computational explanatory gap. The properties they have identified as characterizing unconscious information processing-parallel processing, efficient, modular, non-reportable-often match reasonably well with those of neural computation. For example, being "non-reportable" matches up well with the nature of neurocomputational models where, even once a neural network has learned to perform a task very successfully, what that network has learned remains largely opaque to outside observers and often requires a major effort to determine or express symbolically [21] . In contrast, the properties associated with conscious information processing-serial processing, relatively slow, holistic, reportable-are a much better match to symbolic top-down AI algorithms, and a poor match to the characteristics of neural computations. In this context, the unexplained gap between conscious cognition and the underlying neural computations that support it is strikingly evident.
Resolving the computational explanatory gap is complementary to substantial efforts in neuroscience that have focused on identifying neural correlates of consciousness [22] . Roughly, a neural correlate of consciousness is some minimal neurobiological state whose presence is sufficient for the occurrence of a corresponding state of consciousness [23] . Neurobiologists have identified several candidate neurobiological correlates, such as specific patterns in the brain's electrical activity (e.g., synchronized cortical oscillations), activation of specific neuroanatomical structures (e.g., thalamic intra-laminar nuclei), widespread brain activation, etc. [24] . However, in spite of an enormous neuroscientific endeavor in general over more than a century, there remains a large difference between our understanding of unconscious versus conscious information processing in the brain, particularly in our limited understanding of the neural basis of the high-level cognitive functions. For example, a great deal is currently known at the macroscopic level about associating high-level cognitive functions with brain regions (pre-frontal cortex "executive" regions, language cortex areas, etc.), and a lot is known about the microscopic functionality of neural circuitry in these regions, all the way down to the molecular/genetic level. What remains largely unclear is how to put those two types of information processing together, or in other words, how the brain maps high-level cognitive functions into computations over the low-level neural circuits that are present, i.e., the computational explanatory gap (bottom dashed line CEG in Figure 2 ). It remains unclear why this mapping from cognitive computations to neural computations is so opaque today given the enormous resources that have been poured into understanding these issues. The key point here is that this large gap in our neuroscientific knowledge about how to relate the macroscopic and microscopic levels of information processing in the brain to one another is, at least in part, also a manifestation of the abstract underlying computational explanatory gap.
The Relevance to Consciousness
Why is bridging the computational explanatory gap of critical importance in developing a deeper understanding of phenomenal consciousness, and in addressing the possibility of phenomenal machine consciousness? The reason is that bridging this gap would allow us to do something that is currently beyond our reach: It would allow us to directly and cleanly compare (i) neurocomputational mechanisms associated with conscious high-level cognitive activities; and (ii) neurocomputational 2 Although such a criterion has substantial limitations, being verbally reportable has long been widely used in experimental psychology as a major objective criterion for accepting that a person is conscious of (subjectively aware of) an event [18, 20] . mechanisms associated with unconscious information processing. To understand this assertion, we need to first consider the issue of cognitive phenomenology.
The central assertion of cognitive phenomenology is that our subjective, first-person experience is not restricted to just traditional qualia involving sensory perception, emotions and visual imagery, but also encompasses deliberative thought and high-level cognition. Such an assertion might seem straightforward to the non-philosopher, but it has proven to be controversial in philosophy. Introductory overviews that explain this controversy in a historical context can be found in [25, 26] , and a balanced collection of essays arguing for and against the basic ideas of cognitive phenomenology is given in [12] . A recent detailed philosophical analysis of cognitive phenomenology is also available [27] .
Most of this past discussion in the philosophy literature has focused on reasons for accepting or rejecting cognitive phenomenology. Philosophers generally appear to accept that some aspects of cognition are accessible to consciousness, so the arguments in the literature have focused on the specific issue of whether there are phenomenal aspects of cognition that cannot be accounted for by traditional sensory qualia and mental imagery. For example, an advocate of cognitive phenomenology might argue that there are different non-sensory subjective qualities associated with hearing the sentence "I'm tired" spoken in a foreign language if one understands that language than if one does not, given that the sensory experience is the same in both cases.
While there are those who do not agree with the idea of cognitive phenomenology, there appears to be increasing acceptance of the concept [28] . For our purposes, here, we will simply assume that cognitive phenomenology holds and ask what that might imply. In other words, we start by assuming that there exist distinct non-sensory subjective mental experiences associated with at least some aspects of cognition. What would follow from this assumption? One answer to this question is that cognitive phenomenology makes the computational explanatory gap, an apparently purely computational issue, of relevance to understanding consciousness. Since the computational explanatory gap focuses on mechanistically accounting for high-level cognitive information processing, and since at least some aspects of cognitive information processing are conscious, it means that computational efforts to mechanistically bridge the computational explanatory gap have direct relevance to the study of consciousness. In particular, we hypothesize that such neurocomputational studies provide a route to both a deeper understanding of human consciousness and also to a phenomenally conscious machine. This hypothesis makes a large body of research in cognitive science that is focused on developing neurocomputational implementations of high-level cognition pertinent to the issue of phenomenal consciousness. This work, while recognized as being relevant to intentional aspects of consciousness, has not generally been considered of direct relevance to phenomenology. This implication is an aspect of cognitive phenomenology that has apparently not been recognized previously.
A Roadmap to a Better Understanding of Consciousness
From a computational point of view, the recognition that high-level cognitive processes may have distinct subjective qualities associated with them has striking implications for computational research related to consciousness. Cognitive phenomenology implies that, in addition to past work explicitly studying "artificial consciousness", other ongoing research focused on developing computational models of higher cognitive functions is directly relevant to understanding the nature of consciousness. Much of this work on neurocognitive architectures attempts to map higher cognitive functions into neurocomputational mechanisms independently of any explicit relationship between these functions and consciousness. Such work may, intentionally or inadvertently, identify neurocomputational mechanisms associated with phenomenally conscious information processing that are not observed with unconscious information processing. This would potentially provide examples of computational correlates of consciousness, and thus ideally would provide a deeper understanding of the nature of consciousness in general, just as molecular biology contributed to demystifying the nature of life and deprecating the theory of vitalism. In effect, this work may allow us to determine whether or not there are computational correlates of consciousness in the same sense that there are neurobiological correlates of consciousness.
A computational correlate of consciousness can, in general, be defined to be any principle of information processing that characterizes the differences between conscious and unconscious information processing [13] . Such a definition is quite broad: It could include, for example, symbolic AI logical reasoning and natural language processing algorithms. Consistent with this possibility, there have been past suggestions that intelligent information processing can be divided into symbolic processes that represent conscious aspects of the mind, and neurocomputational processes that represent unconscious aspects of cognition [29] [30] [31] [32] . However, while such models/theories implicitly recognize the computational explanatory gap as we explained it above, they do not attempt to provide a solution to it, and they do not address serious objections to symbolic models of cognition in general [33] . The critical issue that we are concerned with here with respect to the computational explanatory gap is how to replace the high-level symbolic modules of such models with neurocomputational implementations. How such replacement is to be done remains stubbornly mysterious today.
Accordingly, in the following, we use the term "computational correlate of consciousness" to mean minimal neurocomputational processing mechanisms that are specifically associated with conscious aspects of cognition but not with unconscious aspects. In other words, in the context of the computational explanatory gap, we are specifically interested in neurocomputational correlates of consciousness, i.e., computational correlates related to the representation, storage, processing, and modification of information that occurs in neural networks. Computational correlates of consciousness are a priori distinct from neural correlates [13] . As noted above, proposed neural correlates have in practice included, for example, electrical/metabolic activity patterns, neuroanatomical regions of the brain, and biochemical phenomena [23] -correlates within the realm of biology that are not computational. Computational correlates are abstractions that may well find implementation in the brain, but as abstractions they are intended to be independent of the physical substrate that implements them (brain, silicon, etc.).
Our suggestion here is that, as computational correlates of consciousness as defined above become discovered, they will provide a direct route to investigating the possibility of phenomenal machine consciousness, to identifying candidate properties that could serve as objective criteria for the presence of phenomenal consciousness in machines, animals and people (the problem of other minds), and to a better understanding of the fundamental nature of consciousness. In other words, what we are suggesting is that a complete characterization of high-level cognition in neurocomputational terms may, along the way, show us how subjective experience arises mechanistically, based on the concepts of cognitive phenomenology discussed above.
Past Suggestions for Computational Correlates of Consciousness
If one allows the possibility that the computational explanatory gap is a substantial barrier both to a deeper understanding of phenomenal consciousness and to developing machine consciousness, then the immediate research program becomes determining how one can bridge this gap and identify computational correlates of consciousness. Encouragingly, cognitive phenomenology suggests that the substantial efforts by researchers working in artificial consciousness and by others developing neurocognitive architectures involving high-level cognitive functionality are beginning to provide a variety of potential computational correlates. Much of this past work can be interpreted as being founded upon specific candidates for computational correlates of consciousness, and this observation suggests that such models are directly related to addressing the computational explanatory gap. In the following, we give a description of past computational correlates that are identifiable from the existing literature, dividing them into five classes or categories:
All of these correlates are based on neurocomputational systems. We give just a brief summary below, using only a single example of each class, to convey the general idea. Further, we will consider these potential correlates uncritically here, deferring the issue of whether they correlate exclusively with consciousness until the Discussion section. A more detailed technical characterization and many further examples in each class can be found in [34] .
One class of computational correlates of consciousness is based on representation properties, i.e., on how information is encoded. This refers to the intrinsic properties of the neural representation of information used in cognitive states/processes. For example, a number of theoretical arguments and several early recurrent neural network models of consciousness were based on hypothesizing that neural activity attractor states are associated with or characterize consciousness [13, [35] [36] [37] [38] [39] . At any point in time, a recurrent neural network has an activity state, a pattern of active and inactive neurons that represents/encodes the contents of the network's current state (Figure 3 ). Over time, this pattern of activity typically changes from moment to moment as the activities of each neuron influence those of the other neurons. However, in networks that serve as models of short-term working memory, this evolution of the activity pattern stops and settles into a fixed, persistent activity state (Figure 3, right) . This persisting activity state is referred to as an "attractor" of the network because other activity states of the network are "attracted" to be in this fixed state. It is these attractor states that have been proposed to enter conscious awareness and in this sense to be a computational correlate of consciousness. This claim appears to be consistent with at least some neurophysiological findings [40] . Of course, there are other types of attractor states in recurrent neural networks besides fixed activity patterns, such as periodically recurring activity patterns (limit cycles) [41] , and they could also be potential computational correlates. In particular, it has been proposed that instantaneous activity states of a network are inadequate for realizing conscious experience-that qualia are correlated instead with a system's activity space trajectory [35] . The term "trajectory" as used here refers to a temporal sequence of a neural system's activity states, much as is pictured in Figure 3 , rather than to a single instantaneous activity state. Viewing a temporal sequence of activity patterns as a correlate of subjective experience overcomes several objections that exist for single activity states as correlates [35] .
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One class of computational correlates of consciousness is based on representation properties, i.e., on how information is encoded. This refers to the intrinsic properties of the neural representation of information used in cognitive states/processes. For example, a number of theoretical arguments and several early recurrent neural network models of consciousness were based on hypothesizing that neural activity attractor states are associated with or characterize consciousness [13, [35] [36] [37] [38] [39] . At any point in time, a recurrent neural network has an activity state, a pattern of active and inactive neurons that represents/encodes the contents of the network's current state ( Figure 3 ). Over time, this pattern of activity typically changes from moment to moment as the activities of each neuron influence those of the other neurons. However, in networks that serve as models of short-term working memory, this evolution of the activity pattern stops and settles into a fixed, persistent activity state (Figure 3, right) . This persisting activity state is referred to as an "attractor" of the network because other activity states of the network are "attracted" to be in this fixed state. It is these attractor states that have been proposed to enter conscious awareness and in this sense to be a computational correlate of consciousness. This claim appears to be consistent with at least some neurophysiological findings [40] . Of course, there are other types of attractor states in recurrent neural networks besides fixed activity patterns, such as periodically recurring activity patterns (limit cycles) [41] , and they could also be potential computational correlates. In particular, it has been proposed that instantaneous activity states of a network are inadequate for realizing conscious experience-that qualia are correlated instead with a system's activity space trajectory [35] . The term "trajectory" as used here refers to a temporal sequence of a neural system's activity states, much as is pictured in Figure 3 , rather than to a single instantaneous activity state. Viewing a temporal sequence of activity patterns as a correlate of subjective experience overcomes several objections that exist for single activity states as correlates [35] . On the left is a set of artificial neurons that are widely connected to one another (the connections are not shown to keep the diagram simple). An arbitrary initial activity state has been assigned to the network. This is shown schematically by indicating those neurons that are active (on, firing, excited, etc.) by filled circles and those neurons that are inactive (off, silent, inhibited, etc.) by unfilled circles. As time passes, the activity state typically changes repeatedly (middle), but under appropriate conditions, eventually reaches a state that no longer changes with time (rightmost). The network's activity state is then said to have reached a fixed point, and this latter activity pattern is said to be an attractor state of the network because other transient states of the network are "attracted" to become this persistent state. Attractor states in neural networks of this sort often represent stored information in working memory or the solutions to problems.
A second class of computational correlates of consciousness is based on system-level properties of a neurocomputational system. This term is used here to mean those computational properties that characterize a neurocomputational system as a whole rather than, as with representational properties, depend on the specific nature of neural activity patterns that represent/encode cognitive On the left is a set of artificial neurons that are widely connected to one another (the connections are not shown to keep the diagram simple). An arbitrary initial activity state has been assigned to the network. This is shown schematically by indicating those neurons that are active (on, firing, excited, etc.) by filled circles and those neurons that are inactive (off, silent, inhibited, etc.) by unfilled circles. As time passes, the activity state typically changes repeatedly (middle), but under appropriate conditions, eventually reaches a state that no longer changes with time (rightmost). The network's activity state is then said to have reached a fixed point, and this latter activity pattern is said to be an attractor state of the network because other transient states of the network are "attracted" to become this persistent state. Attractor states in neural networks of this sort often represent stored information in working memory or the solutions to problems.
A second class of computational correlates of consciousness is based on system-level properties of a neurocomputational system. This term is used here to mean those computational properties that characterize a neurocomputational system as a whole rather than, as with representational properties, depend on the specific nature of neural activity patterns that represent/encode cognitive states and processes. We use global information processing as an example here. The terms local and global, when applied to neurocognitive architectures, generally refer to the spatial extent of information processing. A number of empirical studies have suggested that information processing during conscious mental activities is widely distributed ("global") across cerebral cortex regions and also associated with increased inter-regional communication [42] [43] [44] . Inspired by this, a number of neural network models have been studied in which conscious/effortful information processing is associated with computational processes involving the recruitment of hidden layers and hence widespread network activation of a "global workspace" [45, 46] . An example neural architecture of this type is illustrated schematically in Figure 4 . This specific example concerns a Stroop task where one must either read aloud each seen word ("green", "blue", etc.) or name the color of the ink used in the word, the latter being more difficult and effortful with incongruous words. Significant widespread activation of the "global workspace" occurs when the model is dealing with a difficult naming task that requires conscious effort by humans, and not with the easier, more automatic word reading task, making global activation a potential computational correlate of consciousness. It has been suggested elsewhere that global information processing provides a plausible neurocomputational basis for both phenomenal and access consciousness [47] . states and processes. We use global information processing as an example here. The terms local and global, when applied to neurocognitive architectures, generally refer to the spatial extent of information processing. A number of empirical studies have suggested that information processing during conscious mental activities is widely distributed ("global") across cerebral cortex regions and also associated with increased inter-regional communication [42] [43] [44] . Inspired by this, a number of neural network models have been studied in which conscious/effortful information processing is associated with computational processes involving the recruitment of hidden layers and hence widespread network activation of a "global workspace" [45, 46] . An example neural architecture of this type is illustrated schematically in Figure 4 . This specific example concerns a Stroop task where one must either read aloud each seen word ("green", "blue", etc.) or name the color of the ink used in the word, the latter being more difficult and effortful with incongruous words. Significant widespread activation of the "global workspace" occurs when the model is dealing with a difficult naming task that requires conscious effort by humans, and not with the easier, more automatic word reading task, making global activation a potential computational correlate of consciousness. It has been suggested elsewhere that global information processing provides a plausible neurocomputational basis for both phenomenal and access consciousness [47] . A third class of computational correlates of consciousness involves self-modeling, that is, maintaining an internal model of self. Self-awareness has long been viewed as a central aspect of a conscious mind [48, 49] . For example, analysis of the first-person perspective suggests that our mind includes a self-model (virtual model, body image) that is supported by neural activation patterns in the brain. The argument is that the subjective, conscious experience of a "self" arises because this model is always there due to the proprioceptive, somatic and other sensory input that the brain constantly receives, and because our cognitive processes do not recognize that the body image is a virtual representation of the physical body [50] . Accordingly, AI and cognitive science researchers have made a number of proposals for how subjective conscious experience could emerge in embodied agents from such self-models. An example of this type of work has studied "conscious robots" that are controlled by recurrent neural networks [51] . A central focus of this work is handling temporal sequences of stimuli, predicting the event that will occur at the next time step from past and current events. The predicted next state and the actual next state of the world are compared at each time step, and when these two states are the same a robot is declared to be conscious ("consistency of cognition and behavior generates consciousness"). In support of this concept of consciousness, these expectation-driven robots have been shown to be capable of self-recognition in a mirror [52] , effectively passing the "mirror test" of self-awareness used with animals [53] and allowing the investigators to claim that it represents self-recognition. The predictive value of a self-model such as that used here has previously been argued by others to be associated with consciousness [54] . [46] . Each box represents a set/layer of neurons. Local processing occurs in the input and output layers, while with global processing, substantial activation also occurs throughout the workspace layer.
A third class of computational correlates of consciousness involves self-modeling, that is, maintaining an internal model of self. Self-awareness has long been viewed as a central aspect of a conscious mind [48, 49] . For example, analysis of the first-person perspective suggests that our mind includes a self-model (virtual model, body image) that is supported by neural activation patterns in the brain. The argument is that the subjective, conscious experience of a "self" arises because this model is always there due to the proprioceptive, somatic and other sensory input that the brain constantly receives, and because our cognitive processes do not recognize that the body image is a virtual representation of the physical body [50] . Accordingly, AI and cognitive science researchers have made a number of proposals for how subjective conscious experience could emerge in embodied agents from such self-models. An example of this type of work has studied "conscious robots" that are controlled by recurrent neural networks [51] . A central focus of this work is handling temporal sequences of stimuli, predicting the event that will occur at the next time step from past and current events. The predicted next state and the actual next state of the world are compared at each time step, and when these two states are the same a robot is declared to be conscious ("consistency of cognition and behavior generates consciousness"). In support of this concept of consciousness, these expectation-driven robots have been shown to be capable of self-recognition in a mirror [52] , effectively passing the "mirror test" of self-awareness used with animals [53] and allowing the investigators to claim that it represents self-recognition. The predictive value of a self-model such as that used here has previously been argued by others to be associated with consciousness [54] .
A fourth class of potential computational correlates of consciousness is based on relational properties: relationships between cognitive entities. Higher-order thought theory (HOT theory) of consciousness [55] provides a good example of a potential computational correlate of consciousness involving relational properties. HOT theory is relational: It postulates that a mental state S is conscious to the extent that there is some other mental state (a "higher-order thought") that directly refers to S or is about S. In other words, consciousness occurs when there is a specific relationship such as this between two mental states. It has been suggested that artificial systems with higher-order representations consistent with HOT theory could be viewed as conscious, even to the extent of having qualia, if they use grounded symbols [56] . Further, HOT theory has served as a framework for developing metacognitive networks in which some components of a neurocomputational architecture, referred to as higher-order networks, are able to represent and access information about other lower-order networks [57] , as illustrated in Figure 5 . It is the second-order network's learned reference to the first-order network's internal representations that makes the latter at least functionally conscious, according to HOT theory. The claim is that "conscious experience occurs if and only if an information processing system has learned about its own representation of the world" [57] , and that the higher-order representations formed in metacognitive models capture the core mechanisms of HOT theories of consciousness [58] . A fourth class of potential computational correlates of consciousness is based on relational properties: relationships between cognitive entities. Higher-order thought theory (HOT theory) of consciousness [55] provides a good example of a potential computational correlate of consciousness involving relational properties. HOT theory is relational: It postulates that a mental state S is conscious to the extent that there is some other mental state (a "higher-order thought") that directly refers to S or is about S. In other words, consciousness occurs when there is a specific relationship such as this between two mental states. It has been suggested that artificial systems with higher-order representations consistent with HOT theory could be viewed as conscious, even to the extent of having qualia, if they use grounded symbols [56] . Further, HOT theory has served as a framework for developing metacognitive networks in which some components of a neurocomputational architecture, referred to as higher-order networks, are able to represent and access information about other lower-order networks [57] , as illustrated in Figure 5 . It is the second-order network's learned reference to the first-order network's internal representations that makes the latter at least functionally conscious, according to HOT theory. The claim is that "conscious experience occurs if and only if an information processing system has learned about its own representation of the world" [57] , and that the higher-order representations formed in metacognitive models capture the core mechanisms of HOT theories of consciousness [58] . A fifth class of computational correlates of consciousness is based on cognitive control, the executive processes that manage other cognitive processes [59] . Examples of cognitive control include directing attention, maintaining working memory, goal setting, and inhibiting irrelevant signals. Most past neurocomputational modeling work of relevance here has focused on attention mechanisms. While attention and conscious awareness are not equivalent processes, normally they are closely linked and highly correlated [60] [61] [62] . It is therefore not surprising that some computational studies have viewed attention mechanisms as computational correlates of consciousness. For example, Haikonen [63] has proposed a conscious machine based on a number of properties, including inner speech and the machine's ability to report its inner states, in which consciousness is correlated with collective processing of a single topic. This machine is composed of a collection of intercommunicating modules. The distinction between a topic being conscious or not is based on whether the machine as a whole attends to that topic. At each moment of time, each specialized module of the machine broadcasts information about the topic it is addressing to the other modules. Each broadcasting module competes to recruit other modules to attend to the same topic that it is processing. The subject of this unified collective focus of attention is claimed to enter consciousness. In other words, it is the collective, cooperative attending to a single topic that represents a computational correlate of consciousness. Recently implemented in a robot [64] , this idea suggests A fifth class of computational correlates of consciousness is based on cognitive control, the executive processes that manage other cognitive processes [59] . Examples of cognitive control include directing attention, maintaining working memory, goal setting, and inhibiting irrelevant signals. Most past neurocomputational modeling work of relevance here has focused on attention mechanisms. While attention and conscious awareness are not equivalent processes, normally they are closely linked and highly correlated [60] [61] [62] . It is therefore not surprising that some computational studies have viewed attention mechanisms as computational correlates of consciousness. For example, Haikonen [63] has proposed a conscious machine based on a number of properties, including inner speech and the machine's ability to report its inner states, in which consciousness is correlated with collective processing of a single topic. This machine is composed of a collection of inter-communicating modules. The distinction between a topic being conscious or not is based on whether the machine as a whole attends to that topic. At each moment of time, each specialized module of the machine broadcasts information about the topic it is addressing to the other modules. Each broadcasting module competes to recruit other modules to attend to the same topic that it is processing. The subject of this unified collective focus of attention is claimed to enter consciousness. In other words, it is the collective, cooperative attending to a single topic that represents a computational correlate of consciousness. Recently implemented in a robot [64] , this idea suggests that a machine can only be conscious of one topic at a time, and like global workspace theory (from which it differs significantly), this hypothesis is consistent with empirical evidence that conscious brain states are associated with widespread communication between cerebral cortex regions.
Top-Down Gating of Working Memory
We have now seen that past research relevant to the computational explanatory gap has suggested or implied a variety of potential computational correlates of consciousness. It is highly likely that additional candidates will become evident in the future based on theoretical considerations, experimental evidence from cognitive science, the discovery of new neural correlates of consciousness, and so forth. In this section, we will consider a recently-introduced type of neural models focused on cognitive control of working memory. These models incorporate two potential computational correlates of consciousness: temporal sequences of attractor states, something that has been proposed previously as a computational correlate, and the top-down gating of working memory, something that we will propose below should also be considered as a computational correlate within the category of cognitive control. To understand this latter hypothesis, we need to first clarify the nature of working memory and characterize how it is controlled by cognitive processes.
Cognitive Control of Working Memory
The term working memory refers to the human memory system that temporarily retains and manipulates information over a short time period [65] . In contrast to the relatively limitless capacity of more permanent long-term memory, working memory has substantial capacity limitations. Evidence suggests that human working memory capacity is on the order of roughly four "chunks" of information under laboratory conditions [66] . For example, if you are playing the card game bridge, your working memory might contain information about some recent cards that have been played by your partner or by other players during the last few moves. Similarly, if you are asked to subtract 79 from 111 "in your head" without writing anything down, your working memory would contain these two numbers and often intermediate steps (borrowing, etc.) during your mental calculations. Items stored in working memory may interfere with each other, and they are eventually lost, or said to decay over time, reflecting the limited storage capacity. For example, if you do ten consecutive mental arithmetic problems, and then you are subsequently asked "What were the two numbers you subtracted in the third problem?", odds are high that you would no longer be able to recall this information.
The operation of working memory is largely managed via cognitive control systems that, like working memory itself, are most clearly associated with prefrontal cortex regions. It is these top-down "executive processes" that are at issue here. Developing neural architectures capable of modeling cognitive control processes has proven to be surprisingly challenging, both for working memory and in general. What computational mechanisms might implement the control of working memory functionality?
One answer to this question is that top-down gating provides the mechanisms by which high-level cognitive processes control the operation of working memory, determining what is stored, retained and recalled. In general, the term "gating" in the context of neural information processing refers to any situation where one neurocomputational component controls the functionality of another. However, neural network practitioners use this term to refer to such control occurring at different levels in neurocomputational systems. At the "microscopic" level, gating can refer to local interactions between individual artificial neurons where, for example, one neuron controls whether or not another neuron retains or loses its current activity state, as in long short-term memory models [67] . While simulated evolution has shown that localized gating of individual neurons can sometimes contribute to the reproductive fitness of a neural system [68] , we do not consider this type of localized gating further.
Instead, in the following, we are concerned solely with gating at a much more "macroscopic" level where one or more modules/networks as a whole controls the functionality of other modules/networks as a whole. Such large-scale gating apparently occurs widely in the brain. For example, if a person hears the word "elephant", that person's brain might turn on speech output modules such as Broca's area (they repeat what they heard), or alternatively such output modules may be kept inactive (the person is just listening silently). In such situations, the modules not only exchange information via neural pathways, but they may also control the actions of one another. A module may, via gating, turn on/off the activity or connections of other modules as a whole, and may determine when other modules retain/discard their network activity state, when they learn/unlearn information, and when they generate output.
Modeling Top-Down Gating
To illustrate these ideas, we consider here a recently-developed neurocomputational model that addresses high-level cognitive functions and the computational explanatory gap. This model incorporates a control system that gates the actions of other modules and itself at a "macroscopic" level [69, 70] . In this model, the control module learns to turn on/off (i.e., to gate) the actions of other modules, thereby determining when input patterns are saved or discarded, when to learn/unlearn information in working memory, when to generate outputs, and even when to update its own states.
As a specific example, consider the situation depicted in Figure 6 , which schematically illustrates a neural architecture described in [70] . On the left is an arrangement of 16 cards that each display a pattern on one face, where all but two of the cards shown are face down on a table top. On the right is pictured a neurocomputational agent that can see the card configuration and that has the ability to select specific cards on the table by pointing to them. The goal is for the neurocognitive agent to remove all of the cards from the table in as few steps as possible. On each step, the agent can select two cards to turn over and thereby reveal the identity of those two cards. If the two cards match, then they are removed from the table and progress is made towards the goal. If the selected cards reveal different patterns, as is the case illustrated in Figure 6 , then they are turned back over and remain on the table. While it may appear that no progress has been made in this latter case, the agent's neural networks include a working memory in which the patterns that have been seen and their locations are recorded and retained. Accordingly, if on the next step the agent first turns over the upper left card and discovers that it has horizontal stripes on its face, then rather than selecting the second card randomly, the agent would select the (currently face down) rightmost card in the second row to achieve a matching pair that can be removed. On the right, the top-level structure of a neurocomputational agent is shown schematically, where the agent can see the current card configuration and can act by pointing at face-down cards to indicate that they should be turned over. The agent has a working memory that allows it to retain in memory the identities and locations of a few recent cards that it has seen (subject to decay), and an executive control system that directs the agent's working memory and output motor actions.
In the neurocomputational architecture shown in Figure 7 , incoming visual information passes through the visual pathways to the working memory, and can trigger motor actions (pointing at a specific card to turn over); these neural components form an "operational system" pictured on the left. The working memory stores information about which cards have been observed previously by learning, at appropriate times, the outputs of the location and object visual pathways. This allows the Figure 6 . On the left, a set of 16 cards is spread out on a table, with all but two of the cards face down. On the right, the top-level structure of a neurocomputational agent is shown schematically, where the agent can see the current card configuration and can act by pointing at face-down cards to indicate that they should be turned over. The agent has a working memory that allows it to retain in memory the identities and locations of a few recent cards that it has seen (subject to decay), and an executive control system that directs the agent's working memory and output motor actions.
The most interesting aspect of our architecture's underlying neurocomputational system is the executive module (upper right of Figure 6 ) that directs and controls the actions of the rest of the system. The executive module is initially trained to carry out the card removal task and acts via top-down gating mechanisms to control the sequence of operations that are performed by the agent. The agent's neural architecture pictured on the right side of Figure 6 is expanded into a more detailed form in Figure 7 , indicating the neurocomputational model's actual components and connectivity. The visual input arrow of Figure 6 is implemented at the top left of Figure 7 by components modeling the human "what" (object) and "where" (location) visual pathways, while the motor output arrow of Figure 6 is implemented as a motor system at the bottom of Figure 7 . The agent's working memory in Figure 6 is seen on the left in Figure 7 to consist of multiple components, while the executive system is implemented as a multi-component control module on the right in Figure 7 . The top-down gating arrow between executive and working memory systems in Figure 6 is implemented as nine gating outputs exiting the control module at the bottom right of Figure 7 and from there traveling to a variety of locations throughout the rest of the architecture. A more detailed depiction of the neurocomputational mechanisms controlling the card matching task agent illustrated in Figure 6 . Each gray-shaded box represents a neural network module, while the arrows represent connection pathways between these modules. On the left, an operational system consists of visual pathways feeding into the working memory, the latter driving the agent's motor actions. Many of these modules are recurrently connected (broad circular arrows). The control module, or executive system, is pictured on the right. Its gating outputs, originating at the bottom right of the picture, control the operational system's actions as described in the text.
The control module's gating operations are implemented in the underlying neural networks of the architecture via what is sometimes referred to as multiplicative modulation [72] . At any point in time, each of the nine gating connections signals a value gx, where x is "motor" or "loc,WM" or other indices as pictured in Figure 7 . These gx values multiplicatively enter into the equations governing the behaviors of the neural networks throughout the overall architecture. For example, if the output of a neuron j in the motor module has value oj at some point in time, then the actual gated output seen by the external environment at that time is the product gmotor × oj. If gmotor = 0 at that time, then no actual output is transmitted to the external environment; if on the other hand gmotor = 1, then oj is transmitted unchanged to the outside world. The detailed equations implementing activity and weight change dynamics and how they are influenced by these gating control signals for the card matching task can be found in [70] .
When an appropriate rate of decay is used to determine how quickly items are lost from working memory, this specific architecture for solving card matching task produced accuracy and timing results reminiscent of those seen in humans performing similar tasks [70] . Specifically, this system Figure 7 . A more detailed depiction of the neurocomputational mechanisms controlling the card matching task agent illustrated in Figure 6 . Each gray-shaded box represents a neural network module, while the arrows represent connection pathways between these modules. On the left, an operational system consists of visual pathways feeding into the working memory, the latter driving the agent's motor actions. Many of these modules are recurrently connected (broad circular arrows). The control module, or executive system, is pictured on the right. Its gating outputs, originating at the bottom right of the picture, control the operational system's actions as described in the text.
In the neurocomputational architecture shown in Figure 7 , incoming visual information passes through the visual pathways to the working memory, and can trigger motor actions (pointing at a specific card to turn over); these neural components form an "operational system" pictured on the left. The working memory stores information about which cards have been observed previously by learning, at appropriate times, the outputs of the location and object visual pathways. This allows the system subsequently to choose pairs of cards intelligently based on its past experience rather than blindly guessing the locations of potential matches, much as a person does. Working memory is implemented as an auto-associative neural network that uses Hebbian learning. It stores object-location pairs as attractor states. This allows the system to retrieve complete pairs when given just the object information alone or just the location information alone as needed during problem solving. This associating of objects and locations in memory can be viewed as addressing the binding problem [71] .
The control module shown on the right in Figure 7 directs the actions of the operational system via a set of gating outputs. The core of the control module is an associative neural network called the instruction sequence memory. The purpose of this procedural memory module is to store simultaneously multiple instruction sequences that are to be used during problem solving, in this case simple instruction sequences for performing card matching tasks. Each instruction indicates to the control module which output gates should be opened at that point in time during problem solving. Informally, the instruction sequence memory allows the system to learn simple "programs" for what actions to take when zero, one, or two cards are face up on the table. The instruction sequence memory is trained via a special form of Hebbian learning to both store individual instructions as attractor states of the network, and to transition between these attractors/instructions during problem solving-it essentially learns to perform, autonomously, the card matching task.
The control module's gating connections direct the flow of activity throughout the neural architecture, determine when output occurs, and decide when and where learning occurs. For example, the rightmost gating output labeled g motor (bottom center in Figure 7 ) opens/closes the output from the motor module, thus determining when and where the agent points at a card to indicate that it should be turned over. Two of the other gating outputs, labeled g obj,WM and g loc,WM , determine when visually-observed information about a card's identity and/or location, respectively, are stored in working memory. Other gates determine when learning occurs in working memory (g train ), when comparison/manipulation of information stored in working memory occurs (g reg,WM , g WM,reg , g reg,self ), when the top-down focus of visual attention shifts to a new location (g WM,loc ), and when the executive control module switches to a new sequence of instructions (g conf ).
The control module's gating operations are implemented in the underlying neural networks of the architecture via what is sometimes referred to as multiplicative modulation [72] . At any point in time, each of the nine gating connections signals a value g x , where x is "motor" or "loc,WM" or other indices as pictured in Figure 7 . These g x values multiplicatively enter into the equations governing the behaviors of the neural networks throughout the overall architecture. For example, if the output of a neuron j in the motor module has value o j at some point in time, then the actual gated output seen by the external environment at that time is the product g motor × o j . If g motor = 0 at that time, then no actual output is transmitted to the external environment; if on the other hand g motor = 1, then o j is transmitted unchanged to the outside world. The detailed equations implementing activity and weight change dynamics and how they are influenced by these gating control signals for the card matching task can be found in [70] .
When an appropriate rate of decay is used to determine how quickly items are lost from working memory, this specific architecture for solving card matching task produced accuracy and timing results reminiscent of those seen in humans performing similar tasks [70] . Specifically, this system successfully solved every one of hundreds of randomly-generated card matching tasks on which it was tested. We measured the number of rounds that the system needed to complete the task when 8, 12 or 16 cards were present, averaged over 200 runs. The result was 8.7, 13.0, and 21.2, respectively, increasing as the number of cards increased as would be expected. Interestingly, when we had 34 human subjects carry out the same task, the number of rounds measured was 7.9, 13.5, and 18.9 on average, respectively. While the agent's performance was not an exact match to that of humans, it is qualitatively similar and exhibits the same trends, suggesting that this neural architecture may be capturing at least some important aspects of human cognitive control of working memory.
Top-Down Gating as a Computational Correlate of Consciousness
There are actually two innovative aspects of this agent's neurocontroller that are potential computational correlates of consciousness, one a representational property proposed previously, the other a mechanism that relates to cognitive control. The first of these involves the instruction sequence memory that forms the heart of the control module (see Figure 7) . Prior to problem solving, sequences of operations to carry out in various situations are stored in this memory, much as one stores a program in a computer's memory [70] . Each operation/instruction is stored as an attractor state of this memory module, and during operation the instruction sequence memory cycles through these instructions/attractors consecutively to carry out the card matching or another task. In other words, the instruction sequence memory transitions through a sequence of attractor states in carrying out a task. As we discussed in Section 5, it has previously been hypothesized that an activity-space trajectory such as this is a computational correlate of consciousness [35] . Since the execution of stored instructions here is precisely a trajectory in the instruction sequence memory's neural network activity-space, that aspect of the card-removal task agent's functionality can be accepted as a potential computational correlate of consciousness based on the activity-space trajectory hypothesis.
However, our primary innovative suggestion here is that there is a second mechanism in this neurocontroller that can be viewed as a potential computational correlate of consciousness: the use of top-down gating of working memory that controls what is stored and manipulated in working memory. Arguably these gating operations, driven by sequences of attractor states in the executive control module, correspond to consciously reportable cognitive activities involving working memory, and thus they are a potential computational correlate of consciousness. To understand this suggestion, we need to clarify the relationship of working memory to consciousness. Working memory has long been considered to involve primarily conscious aspects of cognitive information processing. Specifically, psychologists widely believe that the working memory operations of input, rehearsal, manipulation, and recall are conscious and reportable [65, [73] [74] [75] . Thus, on this basis alone any mechanisms involved in implementing or controlling these working memory operations merit inspection as potential correlates of consciousness.
In addition, cognitive phenomenology appears to be particularly supportive of our suggestion. Recall that cognitive phenomenology holds that our subjective first-person experience includes deliberative thought and high-level cognition. Our viewpoint here is that high-level cognitive processes become intimately associated with working memory via these top-down gating mechanisms. In particular, it seems intuitively reasonable that the controlling of cognitive activities involving working memory via top-down gating mechanisms might convey a conscious sense of ownership/self-control/agency to a system. Top-down gating of working memory may also relate to the concept of mental causation sometimes discussed in the philosophy of mind literature (especially the literature concerned with issues surrounding free will). The recent demonstration in neurocomputational models that goal-directed top-down gating of working memory can not only work effectively in problem-solving tasks such as the card matching application, but also that such models exhibit behaviors that match up with those observed in humans performing these tasks, supports the idea that something important about cognition (and hence consciousness, as per cognitive phenomenology) is being captured by such models.
Top-down gating of working memory is clearly a distinct potential correlate of consciousness that differs from those described previously (summarized in Section 5). It is obviously not a representational property, although gating can be used in conjunction with networks that employ attractor states as we described above. It is not a system property, like a global workspace or information integration, nor does it explicitly act via self-modeling. It is perhaps somewhat closer to relational properties in that gating can be viewed as relating high-level cognitive processes for problem-solving to working memory processes. However, top-down gating is quite different than relational models that have been previously proposed as computational correlates of consciousness. For example, unlike with past neurocomputational models based on HOT theory that are concerned with metacognitive networks/states that monitor one another, gating architectures are concerned with modules that control one another's actions. Our view is that top-down gating fits best in the class of computational correlates of consciousness involving cognitive control. This latter class has previously focused primarily on aspects of attention mechanisms, such as the collective simultaneous attending of multiple modules to a single topic [63, 64] or the generation of an "efference copy" of attention control signals [76] . Our proposed correlate of top-down gating of working memory differs from these, but appears to us to be complementary to these attention mechanisms rather than an alternative.
Discussion
Past progress in the field known as artificial consciousness has made significant strides over the last few decades, but has mainly involved computationally simulating various neural, behavioral, and cognitive aspects of consciousness, much as is done in using computers to simulate other natural processes [8] . There is nothing particularly mysterious about such work: Just as one does not claim that a computer used to simulate a nuclear reactor would actually become radioactive, there is no claim being made in such work that a computer used to model some aspect of conscious information processing would actually become phenomenally conscious. As noted earlier, there is currently no existing computational approach to artificial consciousness that has yet presented a compelling demonstration or design of phenomenal consciousness in a machine.
At the present time, our understanding of phenomenal consciousness in general remains incredibly limited. This is true not only for human consciousness but also for considerations about the possibility of animal and machine consciousness. Our central argument here is that this apparent lack of progress towards a deeper understanding of phenomenal consciousness is in part due to the computational explanatory gap: our current lack of understanding of how higher-level cognitive algorithms can be mapped onto neurocomputational algorithms/states. While those versed in mind-brain philosophy may generally be inclined to dismiss this gap as just part of the "easy problem", such a view is at best misleading. This computational gap has proven surprisingly intractable to over half a century of research on neurocomputational methods, and existing philosophical works have provided no deep insight into why such an "easy problem" has proven to be so intractable. The view offered here is that the computational explanatory gap is a fundamental issue that needs a much larger collective effort to clarify and resolve. Doing so should go a long way in helping us pin down the computational correlates of consciousness.
Accordingly, we presented several examples of candidates for computational correlates of consciousness in this paper that have emerged from past work on artificial consciousness and neurocognitive architectures. Further, we suggested and described an additional possible correlate, top-down gating of working memory, based on our own recent neurocomputational studies of cognitive control [69, 70] . It is interesting in this context to ask how such gating may be occurring in the brain. How one cortical region may directly/indirectly gate the activity of other cortical regions is currently only partially understood. This is an issue of much recent and ongoing interest in the cognitive neurosciences. Gating interactions might be brought about in part by direct connections between regions, such as the poorly understood "backwards" inter-regional connections that are well documented to exist in primate cortical networks [77] . Further, there is substantial evidence that gating may occur in part indirectly via a complex network of subcortical nuclei, including those in the basal ganglia and thalamus [78] . Another possibility is that gating may arise via functional mechanisms such as oscillatory activity synchronization [72, 79] . In our related modeling work, the details of implementing gating actions have largely been suppressed, and a more detailed examination comparing alternative possible mechanisms could be an important direction for future research.
The examples that we presented above, and those suggested by other related studies, are very encouraging in suggesting that there now exist several potential computational correlates of consciousness. However, an important difficulty remains: Many hypothesized computational mechanisms identified so far as correlates of consciousness are either known to also occur in neurocomputational systems supporting non-conscious activities, or their occurrence has not yet been definitively excluded in such settings. In other words, the main difficulty in identifying computational correlates of consciousness at present is in establishing that proposed correlates are not also present with unconscious aspects of cognitive information processing. For example, viewing neural network activity attractor states as computational correlates of consciousness is problematic in that there are many physical systems with attractor states that are generally not viewed as conscious, leading to past suggestions that representing conscious aspects of cognition in such a fashion is not helpful: An attractor state may relate to the contents of consciousness, but it is arguably not a useful explanation of phenomenology because there is simply no reason to believe that it involves "internal experience" [80] or because it implies panpsychism [13] . Similarly, the metacognitive neural networks that HOT theory has inspired suggest that information processing in such neural architectures can be taken to be a computational correlate, but there are possibly analogous types of information processing in biological neural circuits at the level of the human brainstem and spinal cord that are associated with apparently unconscious processing. Thus, "second-order" information processing in neural architectures alone apparently would not fully satisfy our criteria for being a computational correlate of consciousness. Similarly, global/widespread neural activity per se does not appear to fully satisfy our criteria because such processing also occurs in apparently unconscious neural systems (e.g., interacting central pattern generators in isolated lamprey eel spinal cord preparations produce coordinated movements involving widespread distributed neural interactions [81] , but it is improbable that an isolated eel spinal cord should be viewed as being conscious). Very similar points can be made about HOT theories, gating mechanisms, integrated information processing, and self-modeling.
For this reason, it remains unclear at present which, if any, of the currently hypothesized candidates for neurocomputational correlates of consciousness will ultimately prove to be satisfactory without further qualifications/refinements. This is not because they fail to capture important aspects of conscious information processing, but primarily because similar computational mechanisms have not yet been proven to be absent in unconscious information processing situations. These computational mechanisms are thus not yet specifically identifiable only with conscious cognitive activities. Future work is needed to resolve such issues, to pin down more clearly which aspects of cognition enter conscious awareness and which do not, and to further consider other types of potential computational correlates (quantum computing, massively parallel symbol processing, etc.).
