Three classes of finite structures are related by extremal properties: complete d-partite d-uniform hypergraphs, d-dimensional affine cubes of integers, and families of 2 d sets forming a d-dimensional Boolean algebra. We review extremal results for each of these classes and derive new ones for Boolean algebras and hypergraphs, several obtained by employing relationships between the three classes. Related partition or coloring problems are also studied for Boolean algebras. Density results are given for Boolean algebras of sets all of whose atoms are the same size.
Introduction
In this section we state definitions and results for Boolean algebras of sets. We defer the proofs of these main results until Sections 4 and 5. In Section 2 we present needed density theorems for certain partite hypergraphs, while improving slightly some known bounds. Section 3 contains facts about certain families of integers, also required for proofs regarding Boolean algebras.
For a set X, P(X) = {Y : Y ⊆ X} denotes the power set of X.
Definition 1.1 A collection B ⊆ P(X) forms a d-dimensional
Boolean algebra if and only if there exist pairwise disjoint sets X 0 , X 1 , . . . , X d ∈ P(X), all non-empty with perhaps the exception of X 0 , so that
In general, we shall restrict ourselves to the case where X is finite. It will often be convenient to use the notation [n] = [1, n] = {1, 2, . . . , n} and use X = [n].
Definition 1.2 Given an n-element set X and a positive integer d, define b(n, d) to be the maximum size of a family F ⊂ P(X) which does not contain a d-dimensional Boolean algebra.
Note that a 1-dimensional Boolean algebra is simply a pair of sets, one contained in the other and so, by Sperner's theorem (see [40] for one of many proofs),
Erdős and Kleitman [16] found that there exist constants c 1 and c 2 so that for n sufficiently large,
Voigt [46] asked about a general bound for b (n, d) . Such a question turns out to be quite difficult, and bounds for general d are far apart. In Theorems 4.2 and 4.3 we show that for each d ≥ 1 there exists a positive constant c so that for n sufficiently large,
Definition 1.3 Given an n-element set X and positive integer d, define r(d, n) to be the largest integer so that for every partition P(X) = F 1 ∪ F 2 ∪ · · ·∪F r(d,n) into r(d, n) color classes, one class contains a d-dimensional Boolean algebra.
We observe that r(1, n) = n and in Theorem 4.6, we show that In Theorem 5.1, we show that for any > 0 and n large enough,
2 Density results for complete d-partite hypergraphs
Notation
Here, and throughout this paper, we use the standard notation [X] s = {S ⊂ X : |S| = s}. A simple d-uniform hypergraph is a pair G = (V, E) = (V (G), E(G)), with vertex set V and set E ⊆ [V ] d of hyperedges, (also called d-hyperedges or d-edges). An ordinary graph is a 2-uniform hypergraph, with hyperedges called, simply, edges. A d-uniform hypergraph G = (V, E) is called k-partite if there exists a partition V = X 1 ∪· · ·∪X k of the vertex set into partite sets so that for each E ∈ E and each X i , |E ∩ X i | ≤ 1 (and so each hyperedge in d-partite d-uniform hypergraph has precisely one vertex from each partite set). A d-partite hypergraph (V, E) with partite sets
The complete d-partite d-uniform hypergraph with two vertices in each partite set and having 2 d hyperedges is denoted by
, is such an example. For any d-uniform hypergraph H, we let ex(n, H) denote the maximum number of d-hyperedges in a hypergraph on n vertices which does not contain a copy of H. See, for example, [6] , [19] , [20] , [24] , or [43] for further references on extremal numbers.
Known bounds for ex(n, K
(d) (2, 2, . . . , 2))
Upper bounds
Upper bounds for ex(n, K 2,2 ) have been well studied (see for example, [8] , [13] , [15] , [17] , [38] ). As in, for example, [38] , counting pairs of vertices in neighborhoods yields
The same technique gives a similar bound for bipartite graphs.
Lemma 2.1 If G is an equibipartite graph on n vertices (n/2 in each partite set), and |E(G)| >
To give the lower bound on r(2, n) in Theorem 4.6, we employ a result closely related to Lemma 2.1, one for ordered graphs originally found by Koubek and Rödl [37] . For completeness, we include a simplified version of their proof. We consider graphs on the vertex set {0, 1, . . . , n−1} with directed edges (i, j) where i < j. Let C 4 denote the particular ordered 4-cycle which has each of the first two vertices connected to each of the last two. Let p(n) denote the maximum number of edges in an ordered graph on n vertices which does not contain a copy of C 4 .
Theorem 2.2 p(n)
Proof: Fix a graph G on vertex set {0, 1, . . . n − 1} with edge set E and suppose that G contains no C 4 . Let 1 < m < n and put m = αn.
were to hold, then for some a < b < m, there exist c, d with a < b < c < d inducing a C 4 , and so
from which we infer
Thus the total number of edges is
Since p((1 − α)n) is an upper bound on the number of edges (i, j) with i ≥ m,
Iterating (3) t − 1 more times,
Letting t tend to infinity, (1−α) t n is eventually less than 2, and p(0) = p(1) = 0; that is, p((1 − α) t n) eventually vanishes and so
(by series expansion)
Since α was arbitrary,
In [15] , Erdős gave an upper bound on K (d) (l, l, . . . , l)) for general d and l (see also [24] , equation (4.2)). We require only the case l = 2; in the original, the proof yields a constant c < 1, and for simplicity, we omit it. Theorem 2.3 (Erdős [15] ) For each d and n sufficiently large,
This result is central in our finding an upper bound for b(n, d).
Lower bounds
In the special case where q is a prime power and n = q
verifying that the upper bound (1) is asymptotically correct. Füredi [25] has since shown that Reiman's construction (see Problem 10.36 in [39] ) is optimal, giving ex(n, K 2,2 ) precisely for those certain n. Unfortunately, for d ≥ 3, known upper and lower bounds for ex(n, K (d) (2, . . . , 2)) are still very far apart. In [15] , it was stated that there is a universal constant C so that for any integers l > 1 and d > 1 and n sufficiently large, ex(n;
Unfortunately, the proof for this claim has not been found (see also [24] , p. 259). By the probabilistic deletion method (see [14] , [20] ), for every d ≥ 2 there is a constant c = c(d) so that for n sufficiently large,
For d = 2, (4) yields only ex(n, K 2,2 ) > cn 4/3 , still far from known constructive lower bounds.
New lower bounds on ex
Our aim in this section is to lower the exponent in (4); this can be achieved for many values of d ≥ 3 by employing a modification of the probabilistic deletion method which uses affine subspaces.
We begin by examining the case d = 3. From (4) and Theorem 2.3, one has
(for n large enough).
Theorem 2.4
For n sufficiently large,
In the proof of Theorem 2.4 (and subsequently, Theorem 2.5) we will freely use the following well known fact (for example, see [10] , p. 137). The number of r-dimensional affine subspaces contained in an s-dimensional vector space on s points is
where o(1) → 0 as → ∞. For the sake of clarity, we do not write · or · and we make no effort to optimize constants in the following proof.
Proof of Theorem 2.4: Let ≤ (n/3) 1/5 be a prime satisfying (1)). The existence of such an is guaranteed by the prime number theorem (for example, see [4] , Exercise 13, p. 102) for any n large enough (where o(1) → 0 as n → ∞). Set m = 5 and let V be a 5-dimensional vector space over GF( ). Let X, Y be pairwise disjoint vertex sets each of cardinality m and disjoint from V . We will construct a 3-uniform 3-partite hypergraph G = (X, Y, V, E ) on 3m ∼ n vertices with no copies of K (3) (2, 2, 2) by first, naming a collection of triplesÊ ⊂ X × Y × V , then deleting some triples to form E .
Let L denote the set of lines (1-dimensional affine subspaces) and R be the collection of 3-dimensional affine subspaces in V . Then |L| = (1 + o (1)) 8 , each R ∈ R contains 3 vertices and (1 + o(1)) 4 lines, and |R| = (1 + o(1)) 8 . For each x ∈ X, y ∈ Y independently select at random R xy ∈ R and put
Note that |E| = m 2 3 = 13 for any member of our random space. Let Q = Q(E) be a random variable counting the number of quintuples (
Since for a fixed line L ∈ L and x ∈ X, y ∈ Y , the probability that L is contained in R xy is (1 − o (1)) −4 (the number of lines in R xy divided by the total number of lines), the expected number of lines L satisfying (5) 
we infer that the expected number of quintuples satisfying (5) equals (1)) 13 hyperedges. To prove the theorem, it remains only to show that G contains no K (3) (2, 2, 2). Indeed, suppose that {x 1 , x 2 , y 1 , y 2 , z 1 , z 2 } is the vertex set of a copy of K (3) (2, 2, 2) contained in G ; then (5) holds for the line L containing z 1 and z 2 . However,Ê\E contains all triples of the form (x 1 , y 1 , z), z ∈ L, and hence neither (
For larger d, if one attempts to similarly improve on (4) by extending the affine space technique of Theorem 2.4, a certain condition on d must be met. We first examine this condition, give the theorem, then after the proof, briefly mention why this condition was necessary.
For d ≥ 3 define s = s(d) to be the smallest positive integer s (if it exists) so that
is an integer. By the Chinese remainder theorem, s(d) exists precisely when d and 2
d − 1 are relatively prime, and this holds, for example, when d is a prime or a power of 2, and does not hold when, for example, d = 6.
Theorem 2.5 If d ≥ 3 is so that s = s(d) exists then there is a constant c = c(d) and n
We imitate the proof of Theorem 2.4 (where d = 3, s = 5 and r = 3) and so only outline the calculations.
, and let V be a s-dimensional vector space over GF( ) on m = s points. Let R be the collection of r-dimensional affine subspaces of V and let L be the lines.
Let
As before, the expected number of (2d − 1)-tuples satisfying (6) is
be the hypergraph which remains after deletion of these edges. Since at most
remaining edges, where c is a constant depending only on d. As in the proof of Theorem 2.4, the hypergraph G contains no
In the statement of Theorem 2.5, we required that s(d) exists, or equivalently, that gcd(d, 2
d − 1) = 1. We now outline why this condition was necessary. For the deletion aspect of the proof to work, we needed
. On the other hand, for this technique to yield an improvement over the exponent in (4), we require r >
. Combining these inequalities, we get 0 < r(2 
holds for all sufficiently large n.
3 Integers and cubes
Sidon sets
A Sidon set is a collection of integers whose pairwise sums a + b, (a = b) are all distinct; these are also referred to as B 2 -sets. In the proof of the upper bound in Theorem 4.6, we use the following result due to Singer [44] to produce a partition into Sidon sets. See also [21] for a simple construction of a single Sidon set, but with different bounds. 
For example, with m = 4, the integers 0, 1, 6, 8, and 18 have distinct differences (modulo 21). Very closely related to Boolean algebras, we will be concerned with both coloring and density results for affine d-cubes. The first result in this direction is perhaps the first non-trivial result in Ramsey theory, published in 1892. In [9] it was shown that h(2, r) = (1 + o(1))r 2 . Also in [9] , it was noted that there exist constants c 1 and c 2 so that
Affine cubes
where c 2 ∼ 2.6 follows from Hilbert's proof (using Fibonacci numbers). We note some improvements to this in Theorem 3.8. [33] and [34] , for later use in Section 4. The translation of B, B k = {b + k : b ∈ B} also has no arithmetic progression. With B k playing the role of X, Lemma 3.5 yields S as desired. 2 p(δ, l) , p. 93) gave a density version of Hilbert's theorem. Two more proofs of Szemerédi's "cube lemma" were given in [39] (problem 14.12), one of which was modified to give the following.
Szemerédi [45] (Lemma

Theorem 3.7 For each d there exists a constant c so that for n sufficiently large, if
A ⊆ [1, n] satisfies |A| ≥ 2n 1− 1 2 d−1
, then A contains an affine d-cube.
Finding non-trivial lower bounds for density results seems to be quite hard. An upper bound for the number h(d, r) is the trivial one obtained by an associated density result, say Theorem 3.7.
where o(1) tends to 0 as r increases.
Boolean Algebras
Lower bound for b(n, d); a density result
To streamline the proof of the theorem, we provide the following simple estimate regarding the number of subsets of a set which are close to the average size.
Lemma 4.1 For n sufficiently large and each i satisfying
Proof: It suffices to show the result for i = √ n/2, which we shall assume is an integer (as well as n/2).
where the penultimate inequality follows from 1 − x ≥ e −x/(1−x) . 2
Theorem 4.2 For each d > 2 and n sufficiently large,
Proof: Fix n and let X be a set of n elements. We will construct a large family F of subsets of X which contains no d-dimensional algebra.
Applying Lemma 3.6 with m = √ n and k
integers that contains no replete affine d-cube and no arithmetic progression of length three. Define
Calculating the size of F,
So F contains the desired number of elements. It remains to show that F does not contain a d-dimensional algebra.
Suppose, in hopes of a contradiction, that there exist pairwise disjoint subsets of X, say, B 0 , B 1 , . . . , B d so that the family
is contained entirely in F. If all of the sets in B are different sizes, then the set
So there must be two elements of B with the same size. Suppose that C, D ∈ B satisfy |C ∩ D| = a and |C| = |D| = a + b. Since B is a Boolean algebra, the sets C ∩ D, C, and C ∪ D are contained in B, but in this case, the respective sizes (which are members of S) a, a + b, a + 2b form an arithmetic progression, another contradiction.
We conclude that F does not contain any d-dimensional Boolean algebras. 
Upper bound for b(n, d)
The proof of the following density result is based on the proof of a similar statement in [42] .
Theorem 4.3 For each d ≥ 1 there exists a constant c so that
First we give a preparatory discussion of chains in Boolean lattices, then give the proof of Theorem 4.3 which relies both on these notions and a result from Section 2 on hypergraphs.
Let Y be a set of t vertices. A collection C ⊆ P(Y ) of subsets of Y is a chain if and only if for every A, B ∈ C, either A ⊂ B or B ⊂ A. A chain C ⊆ P(Y ) is symmetric if for every C ∈ C there exists C ∈ C so that {|C|, |C |} = { t/2 + i, t/2 − i} for some i ≥ 0. A chain is convex if whenever A ⊂ B ⊂ C and both A and C are in the chain, then so is B.
There are a number of methods by which a t-dimensional Boolean lattice can be partitioned into t t/2 } disjoint symmetric convex chains (one is inductive, likely due to de Bruin; also see [1] , [2] , pp. 436, 439, [31] , or [32] , p. 30).
} be a decomposition of P(Y ) into disjoint symmetric convex chains, and let C >2i ⊂ C denote the subcollection of those chains having length greater than 2i. Since each chain C ∈ C >2i contains a different set with t/2 − i vertices, it follows that
For any permutation π : Y → Y of the vertices of Y and for any chain
is also a chain, so
is also a symmetric chain decomposition of P(Y ), with π(C >2i ) ⊂ π(C).
Lemma 4.4 Let Y be a set of t elements. Fix D ⊂ Y and let
C = {C 1 , C 2 , . . . , C ( t t/2 ) } be a
fixed decomposition of the power set P(Y ) into disjoint symmetric convex chains. If π : Y → Y is a permutation chosen randomly from the set of t! permutations of Y , then prob(D
) contains all sets of these sizes, then D ∈ π(C) for some C ∈ C >2i , that is, the probability is
The following fact follows from a simple averaging argument; we omit the proof.
Lemma 4.5 Let
We are now prepared to prove an upper bound for b(n, d).
Proof of Theorem 4.3: Let X be a set of n elements and fix a positive integer
and F ⊂ P(X) satisfy
We will show that F contains a Boolean algebra of dimension d. For each j = 1, . . . d, fix C j , a symmetric chain decomposition of P(X j ); for i to be determined later, let C >2i j ⊆ C j be the subcollection of those chains longer than 2i. For each j = 1, . . . , d let π j : X j → X j denote a permutation of X j chosen randomly from the collection of all |X j |! permutations on X j (the permutations π 1 , π 2 , . . . , π d are chosen independently). Let F π1,. ..,π d ⊂ F be a random subset of F defined by
(10) By Lemma 4.4, for any F ∈ F,
Fix i = n/d , sufficient for our purpose in what follows. Then for sufficiently large n, as |X j | ≥ n/d , the right hand side of (11) can be further bounded from below by
Hence the expected number of sets in
Fix a choice ofπ 1 , . . . ,π d for which (12) is realized. For each j = 1, . . . , d, set D j =π j (C >2i j ), the family of disjoint chains in X j longer than 2i, and write
Note that by (10) and (12),
and
For each choice of
and also define
where now we have
We observe that by (10) and (13),
we infer that there is a choice ofk 1 , . . . ,k d so that
Using (9), we obtain from (14),
By Lemma 4.5, for each j = 1,
the corresponding inequality to (15) holds, namely,
By the choice of c, (8) and (16) yield
For 
In this case, {A 
Bounds on r(d, n); partition results
An easy proof by induction yields that for any positive integer n, r(1, n) = n. We now examine the case d = 2. Theorem 4.6 For n sufficiently large,
Proof: We first show the lower bound. Let > 0, and fix a coloring
where r ≤ To see the upper bound, it suffices to give a (1 + o (1))n 1/2 -coloring of P([n]) which multicolors every 2-dimensional Boolean algebra; this will be done in a manner similar to that used in [9] and in [11] (or summarized in [29] ). Let m be 
This defines a decomposition of the power set of [1, m 2 + m] into m + 2 classes. If for some j, there were sets A, B, C, D ∈ S j with |A| + |B| = |C| + |D|, then {|A|, |B|} = {|C|, |D|}, and so these four sets do not form a 2-dimensional Boolean algebra (see [16] ). Now for a given n, let m = m(n) be the smallest prime power so that n ≤ m 2 +m. Since the ratio between consecutive prime powers tends to one, (as n → ∞) the minimum number of color classes required to prevent a monochromatic 2-dimensional Boolean algebra is at most m
In the proof of the lower bound r(2, n)
√ n, the colors of only n 2 sets (intervals) mattered, not the entire power set, so one might suspect that the lower bound can be improved. We note that the above idea extends a proof technique using only n 2 /4 sets, an argument following from ideas in [16] , and [18] (as mentioned in [3] ) which yields r(2, n) ≥ (1 − o(1)) n/2; instead of using all intervals and Theorem 2.2, use only those containing n/2 and n/2 + 1, and then apply Lemma 2.1 to the corresponding bipartite graph.
For general d, upper and lower bounds on r(d, n) are still far apart. 
where o(1) tends to 0 as n tends to infinity. 
In A density version of the Hales-Jewett theorem [35] was proved by Furstenberg and Katznelson [28] (or see [27] for survey paper): It is now not difficult to see that S contains no d-dimensional uniform Boolean algebra. 2 
Conclusion
It might be reasonable to look for a relationship between lower bounds for ex(n, K (d) (2, 2, . . . , 2)) and b(n, d)-after all, upper bounds are analogous, and
