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Sur le changement de signe
des sommes de Kloosterman
By E´. Fouvry and Ph. Michel
Abstract
Combining sieve methods with automorphic form theory and techniques
from -adic cohomology, we prove that the sign of Kloosterman sums Kl(1, 1;n)
changes inﬁnitely often as n ranges over the squarefree integers having all their
prime factors larger than n1/23.9.
1. Introduction
Soient a, b et n trois entiers, avec n  1. On rappelle que la somme de
Kloosterman Kl(a, b;n) est de´ﬁnie par la formule
Kl(a, b;n) =
∑
xmodn
(x,n)=1
exp
(
2πi
ax + bx
n
)
.
(la notation x indique l’inverse de x modulo n). Rappelons que c’est un nombre
re´el, qui, pour n = p est toujours non nul (la lettre p est syste´matiquement
re´serve´e aux nombres premiers), et qui ve´riﬁe
• la majoration de Weil (conse´quence de la re´solution de l’hypothe`se de
Riemann pour les courbes sur les corps ﬁnis)∣∣Kl(a, b; p)∣∣  2(a, b, p)1/2p1/2,(1.1)
• la majoration des sommes de Kloosterman modulo pk (k  2) (qu’on
peut attribuer a` divers auteurs, par exemple [Sa], [Es])∣∣Kl(a, b; pk)∣∣  {2(a, b, pk) 12 p k2 , si p > 2 ou si p = 2 et k  4,
2(a, b, 2k)
1
2 2
k+1
2 si p = 2 et k  5,
(1.2)
• la multiplicativite´ croise´e (conse´quence du the´ore`me chinois)
Kl(a, b;mn) = Kl(am, bm;n)Kl(an, bn;m), pour (m,n) = 1.(1.3)
En mettant ensemble les relations (1.1), (1.2) et (1.3), on obtient la majoration
ge´ne´rale suivante ∣∣Kl(a, b;n)∣∣  2ν(n)(a, b, n) 12n 12 , si 25  n,(1.4)
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ou` ν(n) est le nombre de facteurs premiers distincts de n et d’autre part, si 25
divise n, le facteur n
1
2 doit eˆtre remplace´ par (2n)
1
2 . Nous noterons aussi Ω(n)
le nombre de facteurs premiers de l’entier n, compte´s avec multiplicite´, et µ
est l’habituelle fonction de Mo¨bius.
Quoique ces sommes soient une des cle´s de vouˆte de l’actuelle the´orie ana-
lytique des nombres, elles sont a` beaucoup de points de vue, tre`s myste´rieuses.
Nous e´tudions dans cet article le signe des sommes de Kloosterman quand l’un
des parame`tres a, b ou n varie.
La fac¸on la plus simple de montrer que les sommes Kl(1, a; p) (p  3 ﬁxe´,
1  a  p− 1) n’ont pas de signe constant est de calculer les moments d’ordre
1 et 2. En eﬀet, si tous les Kl(1, a; p), 1  a  p − 1, avaient le meˆme signe,
on aurait, compte tenu de la majoration (1.1)∑
1ap−1
∣∣Kl(1, a; p)∣∣2  max
1ap−1
∣∣Kl(1, a; p)∣∣× ∣∣ ∑
1ap−1
Kl(1, a; p)
∣∣
 2√p× 1,
ce qui, pour p  3, contredit le fait que∑
1ap−1
∣∣Kl(1, a; p)∣∣2 = p(p− 1)− 1
(noter que Kl(1, 0; p) = −1). Pour une pre´sentation ge´ne´rale des sommes de
Kloosterman, on se reportera avec proﬁt a` [Iw2, Chap.4].
En fait, on sait bien davantage graˆce aux travaux de Katz [Ka2, Ex. 13.6]
qui donnent la re´partition statistique des valeurs des sommes de Kloosterman.
Plus pre´cise´ment, si on pose, pour a ≡ 0 mod p:
Kl(1, a; p)
2
√
p
= cos θp,a (0  θp,a  π),
Katz a prouve´ que les nombres {θp,a; 1  a  p − 1} se re´partissent, lorsque
p −→∞, suivant la mesure de Sato–Tate µST, de´ﬁnie par
2
π
sin2 θ dθ
(c’est la loi de Sato–Tate verticale), ce qui veut dire que pour 0  α < β  π,
on a, pour p −→∞,
1
p− 1
∣∣∣{1  a  p− 1 ; α  θp,a  β}∣∣∣ ∼ 2
π
∫ β
α
sin2 θ dθ.
La loi de Sato–Tate verticale implique ainsi que, asymptotiquement, il y a,
modulo p, autant de sommes de Kloosterman positives que de sommes ne´gatives.
La loi de Sato–Tate a e´te´ ge´ne´ralise´e dans plusieurs directions, parmi lesquelles
nous citons:
• lorsque a de´crit un petit intervalle modulo p, disons de longueur  p 12+ε
(ε positif ﬁxe´) [M1, Prop. 2];
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• en dimension supe´rieure: si f(x) est une fraction rationnelle a` coeﬃcients
entiers, avec deg f = 0 et f(x) = x, le couple d’angles (θp,a, θp,f(a)) est
e´quire´parti dans le produit [0, π]× [0, π] pour le produit des mesures de
Sato–Tate [M1, Th. 2.7];
• pour a de´crivant l’ensemble des nombres premiers de l’intervalle [2, p[
[M1, Th. 3].
Les me´thodes conduisant aux re´sultats pre´ce´dents re´apparaˆıtront au §7. La
question de la re´partition verticale des signes est ainsi re´solue de fac¸on satis-
faisante.
Passons maintenant a` la re´partition horizontale des signes des sommes de
Kloosterman, c’est–a`–dire a` la re´partition des signes des sommes Kl(1, 1;n),
n  1, ou des sommes Kl(1, 1; p), p  3. Cette question paraˆıt tre`s obscure et
encore plus de´licate que celle de la re´partition verticale. Ainsi e´nonc¸ons–nous,
dans un premier temps:
The´ore`me 1.1. Il existe une constante eﬀectivement calculable X0, telle
que pour tout X  X0, l ’intervalle [X, 2X] contient deux entiers n et n′
ve´riﬁant
Kl(1, 1;n)Kl(1, 1;n′) < 0.
Preuve. Cette preuve requiert des outils beaucoup plus profonds que ceux
utilise´s pour les changements de signe de Kl(1, a; p), a variant. On e´value
d’abord un moment d’ordre 1. Un tel moment apparaˆıt naturellement dans la
the´orie des formes modulaires a` travers la formule de Kuznietsov [Ku]. Soit g
telle que 
g : R −→ R
g de classe C∞
supp g = [1, 2].
(1.5)
Alors, pour tout ε > 0, on a l’e´galite´ (voir par exemple [DI, (0.3)])∑
n
g
( n
X
)Kl(1, 1;n)√
n
= Og,ε(X
1
2
+ε)(1.6)
(pour un e´nonce´ plus ge´ne´ral, voir (2.3)). En comparant avec (1.4), la formule
(1.6) montre une e´norme compensation lorsqu’on fait une somme de sommes
de Kloosterman de modules conse´cutifs, sans pouvoir directement e´valuer dans
quelle mesure cette compensation est due a` la petitesse des modules des sommes
de Kloosterman ou aux oscillations des signes de ces sommes (se reporter a`
[FM] pour une discussion de l’origine de cette compensation).
Il n’y a pour l’instant aucune the´orie qui fasse apparaˆıtre le moment
d’ordre 2 des sommes Kl(1, 1;n). Par contre, le deuxie`me auteur [M1, Th. 1],
a montre´, en associant des me´thodes de ge´ome´trie alge´brique apparente´es a`
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celles de´veloppe´es par Katz, avec des techniques de crible, qu’il existe c0 > 0,
tel que pour X suﬃsamment grand, on ait
∣∣∣{(p1, p2) ;X1/2  p1 < p2 < 2X1/2, Kl(1, 1; p1p2)√
p1p2
 0.64
}∣∣∣  c0 X
log2 X
.
(1.7)
Pour g ve´riﬁant (1.5) et > 0 sur ]1, 2[, (1.7) implique donc, pour X suﬃsam-
ment grand, la minoration∑
n
g
( n
X
)∣∣∣Kl(1, 1;n)√
n
∣∣∣ g X
log2 X
,(1.8)
minoration que nous retrouverons sous une forme beaucoup plus forte a` la
Proposition 5.2. La comparaison de (1.6) et (1.8) donne le The´ore`me 1.1.
Il reste a` e´tudier le changement de signe des sommes de Kloosterman
Kl(1, 1; p). La conjecture de Sato–Tate horizontale pre´dit que les angles θp,1
sont en fait e´quire´partis, sur [0, π] suivant la mesure 2π sin
2 θ dθ, ce qui signiﬁe
que pour tout 0  α < β  π, on a,∣∣∣{p ; X  p < 2X, α  θp,1  β}∣∣∣∣∣∣{p ; X  p < 2X}∣∣∣ −→ 2π
∫ β
α
sin2 θ dθ, X −→ +∞.
(Voir [Ka1, p. 13–15], pour une pre´sentation de cette conjecture.) Malheureuse-
ment, cette conjecture est actuellement inaccessible ; en fait, on ne sait meˆme
pas si Kl(1, 1; p) est positive (ou ne´gative) pour une inﬁnite´ de nombres pre-
miers p. Le but principal de cet article est de prouver que tel est bien le cas
si le nombre premier p est remplace´ par un nombre presque premier. Nous
montrerons le
The´ore`me 1.2. Il existe u0 et δ0 strictement positifs, tels que, pour tout
u1 re´el > u0, pour tout g > 0 sur ]1, 2[, ve´riﬁant (1.5), il existe X0, ne
de´pendant que de g et de u1, tel qu’on ait l ’ine´galite´∣∣∣ ∑
n
p|n⇒pX1/u
g
( n
X
)Kl(1, 1;n)√
n
∣∣∣  (1− δ0) ∑
n
p|n⇒pX1/u
g
( n
X
)∣∣∣Kl(1, 1;n)∣∣∣
√
n
(1.9)
pour tout u ve´riﬁant u0  u  u1 et tout X > X0. En particulier, pour X
suﬃsamment grand, on a les minorations∣∣∣{n ; X  n < 2X, p|n⇒ p  X 1u0 ,Kl(1, 1;n) > 0}∣∣∣  X
logX
et ∣∣∣{n ; X  n < 2X, p|n⇒ p  X 1u0 ,Kl(1, 1;n) < 0}∣∣∣  X
logX
.
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En fait, avec davantage de soin, on montre qu’on peut choisir X0, inde´-
pendant de u1. Nous pre´fe´rons rendre plus e´loquent ce the´ore`me, en proposant
des valeurs pour les constantes δ0 et u0. La preuve du The´ore`me 1.2, montrera
implicitement, qu’on peut prendre δ0 > 0 arbitrairement proche de 1 (voir
(5.8), lemme fondamental du crible), pourvu qu’on prenne u0 extreˆmement
grand. Dans la direction oppose´e, il est plus inte´ressant de proposer des valeurs
tre`s petites de u0, pour tendre vers le cas u0 = 2, correspondant aux nombres
premiers, quitte a` exhiber des valeurs de δ0 > 0, extreˆmement petites. En
reprenant de fac¸on plus pre´cise les ine´galite´s menant a` la preuve du The´ore`me
1.2, nous montrerons au §6, le
The´ore`me 1.3. Le The´ore`me 1.2 est vrai1 avec u0 = 23.9.
Ce the´ore`me entraˆıne en particulier que l’ensemble de nombres re´els{
Kl(1, 1;n); n  1, µ2(n) = 1, ν(n)  23
}
contient une inﬁnite´ de nombres positifs et une inﬁnite´ de nombres ne´gatifs.
Remarque 1.1. Comme nous l’on fait remarquer J.-M. Deshouillers et le
rapporteur, on peut montrer de manie`re e´le´mentaire qu’il existe une inﬁnite´
d’entiers n ayant au plus quatre facteurs premiers tels que Kl(1, 1;n) > 0. En
eﬀet, soit q un entier, comme q ≡ 1 mod q − 1 et q − 1 ≡ −1 mod q, on a par
multiplicativite´ croise´e
Kl(1, 1; q(q − 1)) = Kl(1, 1; q)Kl(1, 1; q − 1)
de sorte que l’un des trois nombres
Kl(1, 1; q(q − 1)), Kl(1, 1; q) ou Kl(1, 1; q − 1)
est toujours positif ; ﬁnalement, on remarque que, par une variante du the´ore`me
de Chen, on peut toujours trouver une inﬁnite´ de q tels que q et q − 1 aient
chacun au plus deux facteurs premiers. Notons que le nombre de tels n
ainsi produit n’est pas de densite´ positive et qu’il n’est pas clair qu’une telle
approche permette de montrer l’existence d’une inﬁnite´ de sommes de
Kloosterman Kl(1, 1;n) ne´gatives.
Donnons maintenant quelques ide´es de la preuve des The´ore`mes 1.2 et 1.3.
Pour majorer la quantite´∣∣∣ ∑
n
p|n⇒pX1/u
g
( n
X
)Kl(1, 1;n)√
n
∣∣∣,
1Les scripts PARI-GP ainsi que les tables de valeurs nume´riques
utilise´es pour de´montrer le The´ore`me 1.3 sont disponibles a` l’URL suivante:
http://www.math.univ-montp2.fr/∼michel/kloosterman.html .
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une approche directe conduit inexorablement a` des sommes de sommes de
Kloosterman “de type I” et “de type II”; les premie`res peuvent eˆtre traite´es
par des me´thodes automorphes e´voque´es dans la preuve du The´ore`me 1.1, mais
il n’existe pour l’instant aucune the´orie faisant apparaˆıtre les secondes. Pour
contourner cet e´cueil, nous e´crivons pour n impair
± Kl(1, 1;n)√
n
g
( n
X
)
=
(
±Kl(1, 1;n)√
n
+ 2Ω(n)
)
g
( n
X
)
− 2Ω(n)g
( n
X
)
:= a±n − bn.
Par (1.4), on voit que le coeﬃcient a±n est  0, on cherche donc a` utiliser
certaines me´thodes de crible. Mais l’application n’est pas du tout imme´diate,
puisqu’on ne peut travailler avec l’habituelle hypothe`se du crible∑
d|n
a±n =
ω(d)
d
Y + rd,
avec ω fonction multiplicative, qui dans notre cas vaudrait en moyenne 2, Y
inde´pendant de d et rd un terme qui se comporte comme un terme d’erreur. La
pre´sence du terme multiplicatif 2Ω(n) engendre une distorsion dans la formule
pre´ce´dente par l’apparition d’un second terme principal en log d, qui, en aucun
cas, n’est un terme d’erreur (voir formule (3.2)). On travaille donc avec une
formule d’approximation a` trois termes∑
d|n
a±n =
ω(d)
d
Y −
(ω(d)
d
log d
)
Z + r′d,
ou` Y et Z sont  0, ne de´pendent que de X et sont tels que Y/Z 	 logX. Cette
situation est, a` notre avis, nouvelle et nous lui avons donne´ le nom de crible
e´trange. Nous la traitons par une adaptation du crible de Selberg (version
majoration) en dimension 2, mais il y a certainement d’autres possibilite´s: la
premie`re version de cet article partait du crible de Brun dans la version tre`s
e´le´gante que l’on trouve dans [FH], mais menait a` une valeur plus grande de
u0 au The´ore`me 1.3.
Le controˆle du nouveau terme d’erreur r′d, se fait en moyenne, jusqu’a`
d  Xϑ−ε, avec ϑ = 1/2, c’est une conse´quence de re´sultats profonds de
la the´orie des formes modulaires (voir Proposition 2.1). Signalons que pour
obtenir le The´ore`me 1.2, il suﬃt d’avoir un tel controˆle pour un certain ϑ > 0.
On montre alors, pour tout u  1, l’existence d’une constante C(u), telle que
pour X > X(u), on ait l’ine´galite´∑
n, p|n⇒p>X 1u
a±n  C(u)gˆ(1) ·
X
logX
,(1.10)
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alors que, par des arguments heuristiques, on espe`re la relation∑
n, p|n⇒p>X 1u
a±n ∼ Chyp(u)gˆ(1) ·
X
logX
.
Ici, comme dans la suite, on de´signe par gˆ la transforme´e de Mellin
gˆ(s) =
∫ ∞
0
g(t)ts
dt
t
.
Les coeﬃcients ve´riﬁent
C(u), Chyp(u)−→+∞, u −→ +∞
mais, par la construction de ce crible et le lemme fondamental du crible, on a
C(u)− Chyp(u)−→0, u −→ +∞.
Maintenant, par des me´thodes classiques d’analyse complexe et par application
ite´re´e du the´ore`me des nombres premiers, on montre, pour tout u  1,∑
n, p|n⇒p>X 1u
bn∼Chyp(u)gˆ(1) · XlogX , X −→∞.(1.11)
En soustrayant la formule (1.11) a` la formule (1.10) (applique´e aux suites a+n
et a−n ), on obtient, pour tout u  1, la majoration∣∣∣ ∑
n, p|n⇒p>X 1u
g
( n
X
)Kl(1, 1;n)√
n
∣∣∣  (C(u)− Chyp(u))gˆ(1) · X
logX
,
pour X suﬃsamment grand, ce qui termine la majoration de la partie gauche
de (1.9). La minoration de la partie droite commence par l’ine´galite´ e´vidente
suivante valable pour tout u0 > 3,∑
n, p|n⇒pX
1
u0
g
( n
X
)∣∣∣Kl(1, 1;n)√
n
∣∣∣  ∑
n
g
( n
X
)∣∣∣Kl(1, 1;n)√
n
∣∣∣,
ou` la somme est faite sur les n = p1p2p3, avec p1 > p2 > p3, et log pilog X proche
de 1/3. Par l’ine´galite´ du grand crible et la loi de Sato–Tate verticale, on
de´montre que chacune des trois familles d’angles
θp1,p2p32 , θp2,p1p32 , θp3,p1p22
(avec les pi comme ci–dessus) est e´quire´partie suivant µST. On de´duit alors
que, pour une proportion positive de tels (p1, p2, p3), aucun des trois angles
pre´ce´dents n’est proche de π/2. Par la multiplicativite´ croise´e, on voit que,
pour de tels n = p1p2p3, on a la minoration
|Kl(1,1;√n)|√
n
 1, ce qui conduit
donc a` la minoration∑
n, p|n⇒pX
1
u0
g
( n
X
)∣∣∣Kl(1, 1;n)√
n
∣∣∣  gˆ(1) · X
logX
.(1.12)
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Le The´ore`me 1.2 de´coule alors de (1.11) et (1.12). Signalons que la minora-
tion (1.8) est insuﬃsante pour conclure et que, en adaptant le raisonnement
pre´ce´dent a` des entiers n ayant un nombre non borne´ de facteurs premiers, les
auteurs sont parvenus a` la minoration∑
n
g
( n
X
) |Kl(1, 1;n)|√
n
 gˆ(1) · X
logX
· ψ(X),
ou` ψ(X) est une certaine fonction tendant vers l’inﬁni avec X [FM, Th. 1.2].
Le proble`me de diminuer la constante u0 est tout a` fait inte´ressant par la
richesse et la diversite´ des me´thodes et des the`mes pouvant y eˆtre incorpore´s.
En voici quelques uns. Au §3, nous minimisons la forme quadratique Q1, par
le choix optimal des coeﬃcients λd (me´thode de Selberg), puis nous incor-
porons ces valeurs dans la forme quadratique Q2 ; ce choix est re´miniscent des
me´thodes de “ molliﬁcation” utilise´es pour les proble`mes de non-annulation
de fonctions L (voir [IS] et [KM] ou` certaines formes quadratiques sont min-
imise´es optimalement suivant ce principe). Nous n’avons pas ve´riﬁe´ que notre
choix minimise la forme quadratique Y Q1 − ZQ2 quand u ﬁxe´ et X → +∞
(voir (3.3)); on sait que, ne´anmoins, ces poids sont optimaux asymptotique-
ment (quand u est grand). Concernant le crible, il serait inte´ressant de voir
l’inﬂuence des travaux de Diamond, Halberstam et Richert, qui combinent,
dans le cas du crible de dimension > 1, le crible de Selberg et l’ite´ration inﬁnie
de l’identite´ de Buchstab ([DHR1], [DHR2]).
Comme dans tout proble`me de crible, la qualite´ nume´rique des re´sultats
de´pend fortement de la valeur de l’exposant de re´partition ϑ. Dans notre cas,
on travaille avec ϑ = 12 − ε, et nous conjecturons que ϑ = 1 − ε convient
(Conjecture 2.1). Avec cette conjecture, les me´thodes de cet article permet-
traient d’obtenir le The´ore`me 1.3 pour u0 = 11.1; dans un travail a` venir, nous
retournerons sur les conse´quences de cette conjecture, en travaillant cette fois
dans le contexte du crible asymptotique de Bombieri. La question d’accroˆıtre la
valeur de ϑ est tout a` fait fascinante, une telle ame´lioration, si elle est possible,
ne pourra, a` notre avis, se faire sans ide´es ni outils nouveaux de la the´orie des
formes modulaires. Cet e´tat de fait n’est pas sans rappeler la situation concer-
nant la re´partition des nombres premiers dans les progressions arithme´tiques:
the´ore`me de Bombieri–Vinogradov, conjecture de Elliott–Halberstam, travaux
de Bombieri, Fouvry, Friedlander et Iwaniec dans la direction de cette conjec-
ture, par un calcul de variance et des majorations en moyenne de sommes de
sommes de Kloosterman.
Tout ce qui pre´ce`de concerne la majoration de la partie gauche de (1.9). La
minoration de la partie droite de´pend essentiellement de re´sultats de ge´ome´trie
alge´brique ; la preuve du The´ore`me 1.2 est en fait fort simple, de`s qu’on met en
jeu l’ine´galite´ du grand crible et une variante de la loi de Sato–Tate verticale,
concernant la re´partition des angles θp,a2 (1  a  p−1). Le re´sultat nume´rique
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du The´ore`me 1.3 est a` notre avis beaucoup plus subtil: poursuivant notamment
un argument apparu dans [FIK], et exploite´ en profondeur dans [M2], nous
sommes mene´s a` e´tudier l’inde´pendance des angles d’une famille de sommes de
Kloosterman, dont les coeﬃcients sont des fractions rationnelles. Il est clair
que l’on n’a pas exploite´ toute la richesse du jeu que l’on peut mener avec
ces sommes d’exponentielles, d’autant qu’elles sont tre`s souples par le nombre
important de petites variables qu’elles contiennent. Nul doute qu’une e´tude
plus pousse´e, tout en faisant diminuer la valeur de u0, ne fasse apparaˆıtre
d’inte´ressantes questions sur les sommes d’exponentielles.
Mentionnons pour ﬁnir, que graˆce a` un travail re´cent de Livne´ et Patterson
qui utilise la the´orie des formes automorphes sur le groupe metaplectique [LP],
les techniques de´veloppe´es dans cet article devraient permettre de montrer la
variation de l’argument des sommes cubiques
S(1, 1;n) =
∑
xmodn
exp
(
2πi
x3 + x
n
)
,
quand n est presque premier.
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2. Re´sultats issus de la the´orie des formes automorphes
L’objet principal de ce paragraphe est de prouver la
Proposition 2.1. Soit g ve´riﬁant (1.5). Pour tout A > 0, il existe B > 0
tel qu’on ait, pour X  1, les e´galite´s∑
q
√
X(log 2X)−B
∣∣∣∑
q|n
g
( n
X
)Kl(1, 1;n)√
n
∣∣∣ = Og,A(X(log 2X)−A),
et ∑
q√X(log 2X)−B
2q
∣∣∣∑
q|n
2n
g
( n
X
)Kl(1, 1;n)√
n
∣∣∣ = Og,A(X(log 2X)−A).
La majoration triviale des quantite´s e´tudie´es est O
(
X(log 2X)3
)
. C’est
le gain d’une puissance de logarithme qui autorisera l’emploi des me´thodes
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de crible. Cette proposition rappelle le the´ore`me de Bombieri–Vinogradov,
qui donne, en moyenne, la re´partition des nombres premiers p  X, dans les
progressions arithme´tiques jusqu’a` X
1
2 (log 2X)−B. Mais contrairement au cas
des nombres premiers, nous donnerons une majoration individuelle non triviale
pour tout q  X 12 (log 2X)−B (voir (2.3)).
En fait, nous pensons que davantage est vrai et nous proposons la conjec-
ture suivante qu’on peut regarder comme un analogue de celle propose´e par
Elliott et Halberstam dans le contexte des nombres premiers:
Conjecture 2.1. Pour tout ε > 0 et tout A > 0, tout g ve´riﬁant (1.5),
on a, pour X  1, l ’e´galite´∑
qX1−ε
∣∣∣∑
q|n
g
( n
X
)Kl(1, 1;n)√
n
∣∣∣ = Og,ε,A(X(log 2X)−A).
2.1. Preuve de la Proposition 2.1. Pour passer de la premie`re relation a`
la seconde on e´crit d’abord l’ine´galite´∑
q
√
X(log 2X)−B
∣∣∣∑
2|n
q|n
g
( n
X
)Kl(1, 1;n)√
n
∣∣∣
 2
∑
q2
√
X(log 2X)−B
∣∣∣∑
q|n
g
( n
X
)Kl(1, 1;n)√
n
∣∣∣ 
 X(log 2X)−A,
puis on fait la diﬀe´rence avec la premie`re relation, pour n’avoir la somme que
sur les n impairs. La preuve de la premie`re relation consiste a` mettre ensemble
divers re´sultats de´ja` existants ; notre point de de´part est la preuve, Section
7.1, pp. 264–268 du The´ore`me 8 de [DI]. Nous renvoyons a` cet article pour les
notations. Pour X  1 et f ∈ C∞c (]0,+∞[), on pose
Sq(X) =
∑
n≡0 modq
Kl(1, 1;n)
n
f
(4πX
n
)
,
d’apre`s les arguments de [DI, p.267–268], on a l’e´galite´
Sq(X) =
∑
j1
1/2<sj,q<1
|ρj,q(1)|2
cos(π(2sj,q − 12))
fˇX
(
sj,q − 12
)
+Of (log 2X).(2.1)
La somme porte sur une base orthonorme´e {uj,q}j1 de formes de Maass sur
Γ0(q)\H, formes propres du laplacien hyperbolique pour des valeurs propres
exceptionnelles
0 < λ1,q  · · ·  λj,q = sj,q(1− sj,q)  · · · < 14 .
En outre, d’apre`s Selberg, on a, pour tout q, la minoration λ1,q  316 .
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Le coeﬃcient ρj,q(1) est le premier coeﬃcient de Fourier de uj,q(z):
uj,q(z) = y
1
2
∑
m=0
ρj,q(m)Ksj,q− 12 (2π|m|y)e(mx),
et fˇX(s) de´signe la transforme´e
fˇX(s) =
π
2
∫ ∞
0
J2s(x)− J−2s(x)
sin(πs)
f(xX)
dx
x
.
D’apre`s [DI, Lemma 7.1 p. 264], on a alors
Sq(X) 
f log 2X +
∑
1j
1/2<sj,q3/4
|ρj,q(1)|2X2sj,q−1.
Ainsi, pour q  X 12 , on a
Sq(X)
f log 2X +
(X
q2
)2s1,q−1 ∑
1j
1/2<sj,q3/4
|ρj,q(1)|2q2(2sj,q−1)(2.2)

f log 2X +
(X
q2
)2s1,q−1
τ(q) log6 q
cette dernie`re majoration provenant de [Iw1, (11.25) p.187]. Le re´sultat de
[LRS] fut le premier a` ame´liorer la minoration universelle de Selberg de λ1,q;
il existe δ, avec 0 < δ < 14 , tel qu’on ait, pour tout q  1
s1,q 
3
4
− δ.
On a donc l’ine´galite´
Sq(X) 
f log 2X +
(X
q2
) 1
2
−2δ
τ(q) log6 q.(2.3)
En sommant sur les q  Q, avec Q  X 12 , on de´duit∑
qQ
|Sq(X)| 
f Q log 2X + X
1
2
(Q2
X
)2δ
(log 2X)7.
On en de´duit imme´diatement la premie`re e´galite´ de la Proposition 2.1 en
prenant f(x) = g(4π/x)
√
x et Q =
√
X(log 2X)−
(A+7)
4δ .
Remarquons que c’est l’expression (2.1) qui ne´cessite l’introduction du
facteur lisse g(n/X) dans les sommes que nous e´tudions. Le remplacement de
cette fonction par la fonction caracte´ristique de l’intervalle [X, 2X], alourdi-
rait imme´diatement les formules de ce paragraphe, pour mener a` une valeur
nume´rique de u0 probablement moins bonne.
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3. Le crible e´trange
E´nonc¸ons en termes ge´ne´raux les hypothe`ses du proble`me. Soit X un re´el
grand. A` ce re´el est associe´ une suite A = A(X) de re´els an = an(X) tels que{
an  0 n  1,
an = 0 si n ∈ [X, 2X].(3.1)
Pour z  2, on cherche a` majorer la quantite´
S(A, z) :=
∑
n, p|n⇒pz
an,
a` partir d’une e´criture de la quantite´
|Ad| :=
∑
d|n
an (d  1)
sous la forme
|Ad| = ω(d)
d
Y −
(ω(d)
d
log d
)
Z + rd (d  1),(3.2)
ou` ω est une fonction multiplicative ve´riﬁant
0  ω(p) < p,
Y et Z sont des re´els  0, inde´pendants de l’entier d.
On espe`re pour la quantite´ rd un comportement de reste, soit individuelle-
ment, soit en moyenne sur d. Nous travaillons avec la me´thode Λ2 de Selberg.
Soit donc (λd)d1, une suite de re´els ve´riﬁant{
λ1 = 1
λd = 0 si d  P (z) ou si d > x.
On ﬁxera le parame`tre x ulte´rieurement pour rendre acceptable le terme d’erreur
apparaissant dans la Proposition 3.1. On note aussi P (z) =
∏
p<z p. On a donc
l’ine´galite´
S(A, z) 
∑
n
an
( ∑
d|(n,P (z))
λd
)2

∑
d1|P (z)
∑
d2|P (z)
λd1λd2 |A[d1,d2]|.
Introduisant la formule (3.2), on a
S(A, z)  Y Q1 − ZQ2 + R(3.3)
avec
Q1 =
∑
d1|P (z)
∑
d2|P (z)
ω([d1, d2])
[d1, d2]
λd1λd2 ,(3.4)
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Q2 =
∑
d1|P (z)
∑
d2|P (z)
ω([d1, d2])
[d1, d2]
(
log[d1, d2]
)
λd1λd2 ,(3.5)
et
R =
∑
d1|P (z)
∑
d2|P (z)
λd1λd2r[d1,d2].(3.6)
La tactique que nous utiliserons est de minimiser la forme quadratique Q1 par
choix optimal des λd, puis de reporter les valeurs trouve´es dans l’expression
de Q2.
3.1. Optimisation de Q1. Cette de´marche est tout a` fait classique. Elle
est due a` Selberg et se retrouve dans de multiples ouvrages ([HR], [Gr],...). On
de´compose [d1, d2] sous la forme [d1, d2] = (d1, d2)d′1d′2 := ad′1d′2 avec (d′1, d′2)
= 1, puis on interpre`te cette condition de coprimalite´ par l’habituel de´tecteur∑
b|d′1
b|d′2
µ(b).
On a donc l’e´galite´
Q1 =
∑
a
∑
b
ω(a)
a
µ(b)
ω(b)2
b2
∑
d1
∑
d2
ω(d1)ω(d2)
d1d2
λabd1λabd2 =
∑
d
v(d)ξ2d,
avec
v(d) :=
∑ ∑
ab=d
ω(a)
a
µ(b)
ω(b)2
b2
=
ω(d)
d
∑
b|d
µ(b)
ω(b)
b
=
ω(d)
d
∏
p|d
(
1− ω(p)
p
)
,
et
ξd =
∑
d1
ω(d1)
d1
λdd1 .
Noter que cette dernie`re e´galite´ e´quivaut a`
λd =
∑
d1
µ(d1)ω(d1)
d1
ξdd1
et que, par conse´quent, on a les e´galite´s
∑
d
µ(d)ω(d)
d
ξd = 1,
ξd = 0 si d  P (z) ou si d > x.
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On minimise la forme quadratique Q1 en e´crivant, par l’ine´galite´ de Cauchy–
Schwarz
1 =
(∑
d
µ(d)ω(d)
d
ξd
)2
=
(∑
d
µ(d)ω(d)
d
√
v(d)
√
v(d)ξd
)2

( ∑
d|P (z)
dx
ω(d)2
d2v(d)
)
Q1
(
(ξd)
)
,
avec la convention que si v(d) = 0, on pose ω(d)2/(d2v(d)) = 0. Le minimum
de Q1 vaut ainsi
Q1,min = 1
/( ∑
d|P (z), dx
ω(d)2
d2v(d)
)
:= 1
/
G(x, z);(3.7)
soit encore
G(x, z) =
∑
d|P (z), dx
ω(d)
d
∏
p|d(1− ω(p)p )
.
Cette valeur minimale de Q1 est obtenue lorsque
ξd =
µ(d)ω(d)
dv(d)
·Q1,min = µ(d)
G(x, z)
∏
p|d(1− ω(p)p )
,
pour d  x, d|P (z), et 0 dans le cas contraire. Les ξd ayant e´te´ ainsi ﬁxe´s, les
λd le sont aussi. Il est bien connu que les λd correspondants ve´riﬁent l’ine´galite´
[HR, p. 100]
|λd|  1.
Reportant cette majoration dans (3.6), on a directement l’ine´galite´
|R| 
∑ ∑
d1, d2|P (z)
d1, d2x
|r[d1,d2]| 
∑
d|P (z)
dx2
3Ω(d)|rd|.(3.8)
3.2. E´tude de Q2. Nous reportons donc les valeurs de ξd trouve´es pre´ce´demment
dans la forme quadratique Q2, de´ﬁnie en (3.5). Par un calcul proche de celui
fait pour Q1, nous de´composons d’abord Q2 en
Q2 = Q2,1 + Q2,2 + 2Q2,3,(3.9)
avec
Q2,1 =
∑
d
v(d) log d ξ2d,
Q2,2 =
∑
d
(∑ ∑
ab=d
ω(a)
a
µ(b)
log b ω(b)2
b2
)
ξ2d,
Q2,3 =
∑
d
v(d)ξdξ′d,
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ou`
ξ′d =
∑
d1
ω(d1)
d1
log d1 λdd1 .
3.3. Calcul de Q2,3. Puisque d1 est sans facteur carre´, on a log d1 =∑
p|d1 log p, d’ou` la relation
ξ′d =
∑
p
∑
d1
ω(p)
p
log p
ω(d1)
d1
λpdd1 =
∑
p
ω(p)
p
log p ξpd,
ce qui conduit a` l’e´galite´
Q2,3 =
∑
p
ω(p)
p
log p
∑
d
v(d)ξdξpd.
Noter que dans cettte somme, on peut se restreindre au cas ou` (p, d) = 1 (sinon
ξpd = 0), et qu’on a la relation
ω(p)
p
v(d)ξd = −µ(p) ω(p)
pv(p)
v(p)v(d)ξd = −v(pd)ξpd.
Reportant cette e´galite´, et posant alors d′ = pd, on a l’e´galite´
Q2,3 = −
∑
p
∑
d
log p v(pd)ξ2pd = −
∑
d′
v(d′)ξ2d′
(∑
p|d′
log p
)
= −Q2,1.
3.4. Calcul de Q2,2. On constate d’abord les e´galite´s∑ ∑
ab=d
ω(a)
a
µ(b)
log b ω(b)2
b2
=
ω(d)
d
∑
b|d
µ(b)
log b ω(b)
b
,
et ∑
b|d
µ(b)
log b ω(b)
b
=− d
ds
∏
p|d
(
1− ω(p)
ps
)
|s=1
=−
{∏
p|d
(
1− ω(p)
p
)}{∑
p|d
log p
ω(p)
p(1− ω(p)p )
}
.
Ainsi, on a
Q2,2 =
∑
d
v(d)ξ2d
∑
p|d
(
1− 1
1− ω(p)p
)
log p = Q2,1 −
∑
d
v(d)ξ2d
∑
p|d
log p
1− ω(p)p
.
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En reportant dans (3.9), les diverses expressions des Q2,1, Q2,2 et Q2,3, on
obtient ﬁnalement
Q2 = −
∑
d
v(d)ξ2d
∑
p|d
log p
1− ω(p)p
(3.10)
= −
∑
p<z
log p
1− ω(p)p
∑
dx/p
v(pd)ξ2pd
= −
∑
p<z
ω(p) log p
p
∑
dx/p
µ2(pd)v(d)ξ2pd
= − 1
G(x, z)2
∑
p<z
ω(p)
p
log p(
1− ω(p)p
)2Gp(x/p, z),
avec
Gp(y, z) =
∑
d|P (z), dy
(p,d)=1
ω(d)2
d2v(d)
=
∑
d|P (z), dy
(p,d)=1
ω(d)
d
∏
p|d(1− ω(p)p )
.
Regroupant (3.3), (3.7), (3.8) et (3.10), on parvient a` la
Proposition 3.1. Sous les hypothe`ses (3.1) et (3.2), on a l ’ine´galite´
S(A, z) Y
G(x, z)
+
Z
G(x, z)2
∑
p<z
ω(p)
p
log p
(1− ω(p)p )2
Gp(x/p, z)
+
∑
d|P (z)
dx2
3Ω(d)|rd|.
3.5. Majoration dans un cas particulier. Pour pousser plus avant les
calculs, il faut introduire une hypothe`se sur la valeur moyenne de ω(p), c’est–
a`–dire une hypothe`se de dimension, par exemple les hypothe`ses Ω1 et Ω2(κ, L)
de [HR, p. 29 et 142]. Au lieu de travailler en toute ge´ne´ralite´, nous nous
bornons a` traiter le cas qui nous inte´resse ici. De la Proposition 3.1, nous
de´duirons
Corollaire 3.1. On suppose que (3.1) et (3.2) sont ve´riﬁe´es, et qu’en
outre, on a ω(2) = 0 et ω(p) = 2, pour p impair. On a alors, uniforme´ment
pour exp
(
(log x)
6
7
)
 z  √x, la majoration
S(A, z) W (z)
σ2(2τ)
{
Y + Z
2 log z
σ2(2τ)
∫ 1
0
σ2(2τ − 2t)dt + O
(τ5(Y + Z log z)
log z
)}
+
∑
d|P (z)
dx2
3Ω(d)|rd|,
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avec
τ =
log x
log z
,
W (z) =
∏
2<p<z
(
1− 2
p
)
et σ2 est la fonction R+ −→ R, continue et de´ﬁnie par l ’e´quation diﬀe´rentielle
aux diﬀe´rences
σ2(u) =
u2
8e2γ
pour 0  u  2
(u−2σ2(u))′ = −2u−3σ2(u− 2) pour u > 2,
avec γ constante d ’Euler.
Preuve. Nous sommes dans les conditions d’application de [HR, Lemma
6.1, p. 197], d’ou`, uniforme´ment pour z  x, la relation
1
G(x, z)
= W (z)
{ 1
σ2(2τ)
+ O
( τ5
log z
)}
,
avec τ = log x/ log z. On a meˆme plus ge´ne´ralement, pour 2 < p < z et pz < x,
la relation
1
Gp(x/p, z)
= W (z)
(
1− 2
p
)−1{ 1
σ2(2τ − 2 log plog z )
+ O
( τ5
log z
)}
,
qui entraˆıne, puisque, par hypothe`se, τ5/ log z −→ 0, l’e´galite´
Gp(x/p, z) = W (z)−1
(
1− 2
p
){
σ2
(
2τ − 2log p
log z
)
+ O
( τ5
log z
)}
.
Utilisant alors la majoration de la Proposition 3.1, on a l’ine´galite´
S(A, z)  W (z)
σ2(2τ)
{
Y +
Z
σ2(2τ)
∑
2<p<z
2 log p
p− 2 σ2
(
2τ − 2log p
log z
)
+O
(τ5(Y + Z log z)
log z
)}
+
∑
d|P (z)
dx2
3Ω(d)|rd|.
Il suﬃt de faire une sommation par parties et d’appliquer le the´ore`me des
nombres premiers, pour conclure la preuve du Corollaire 3.1. Signalons qu’en
raison de la croissance de la fonction σ2, le Corollaire 3.1 entraˆıne directement
la majoration un peu moins forte
S(A, z)  W (z)
σ2(2τ)
{
Y + 2Z log z + O
(τ5(Y + Z log z)
log z
)}
+
∑
d|P (z)
dx2
3Ω(d)|rd|,
(3.11)
et qu’on perd peu d’information pour τ grand, puisqu’on sait que la fonction
σ2 tend tre`s rapidement vers 1 (voir (5.8)).
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4. Les termes principaux
Soit g une fonction satisfaisant (1.5). Au §5, nous rencontrerons, avec
plusieurs valeurs du parame`tre z, la quantite´
Ωg(X, z) =
∑
n
p|n⇒pz
2Ω(n)g
( n
X
)
=
∑
n
fz(n)2Ω(n)g
( n
X
)
,
avec fz(n) fonction caracte´ristique de l’ensemble des entiers n dont tous les
facteurs premiers sont  z. Pour donner une formule d’approximation de la
quantite´ a` cribler (quantite´s Y et Z de la formule (3.2)), nous aurons besoin
d’e´valuer asymptotiquement ces quantite´s. Notons par G(s) le produit eule´rien
G(s) =
(
1− 1
2s
)2 ∏
p3
(
1 +
1
ps(ps − 2)
)
,
absolument convergent pour es > log 2log 3 . On a d’abord le tre`s simple
Lemme 4.1. Pour X −→∞, on a la relation
Ωg(X, 3) = gˆ(1)G(1)X logX + c1(g)X + Og(X
7
8 ).
pour une certaine constante c1(g) qui ne de´pend que de g.
Preuve. On part de l’e´criture en se´rie de Dirichlet
F (s) =
∑
2n
2Ω(n)
ns
=
∏
p3
(
1− 2
ps
)−1
= ζ2(s)G(s).
Par transformation de Mellin inverse, puis par de´formation du contour d’inte´gration,
on a l’e´galite´
Ωg(X, 3) =
1
2πı
∫ 2+ı∞
2−ı∞
gˆ(s)F (s)Xs ds
=
1
2πı
∫ 7
8
+ı∞
7
8
−ı∞
ζ2(s)gˆ(s)G(s)Xs ds + ress=1
(
ζ2(s)gˆ(s)G(s)Xs
)
.
On a un poˆle double en s = 1, ainsi
ress=1
(
ζ2(s)gˆ(s)G(s)Xs
)
= gˆ(1)G(1)X logX + c1(g)X
alors que l’inte´grale est majore´e par Og(X7/8). Enﬁn, signalons que la se´rie de
Dirichlet F (s) associe´e a` la quantite´ Ωg(X, 2), admet en s = 1 un poˆle triple,
ce qui rendrait moins agre´able l’application du crible e´trange (voir la de´ﬁnition
de an au §5).
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Nous passons a` l’e´valuation de Ωg(X, z).
Rappelons la de´ﬁnition de la fonction de Buchstab: u → ω(u) (aucune
confusion de notation n’est possible avec la fonction multiplicative du §3).
C’est l’unique fonction de´ﬁnie sur R, continue pour u  1, ve´riﬁant
ω(u) = 0 (u < 1)
uω(u) = 1 (1  u  2)(
uω(u)
)′ = ω(u− 1) (u > 2).
Ces proprie´te´s entraˆınent (voir [Te, p. 405–407], par exemple){
uω′(u) = ω(u− 1)− ω(u) (u > 1)
ω(u) = e−γ + O
(
u−
u
2
)
(u −→ +∞).(4.1)
Nous de´signons par ∗ la convolution de deux fonctions et nous montrons
Proposition 4.1. Soit u0  2, et soit z = X
1
u . Alors, uniforme´ment
pour 2  u  u0 et pour X  2, on a la formule
Ωg(X, z) = gˆ(1)u
(
2ω(u) + (ω ∗ ω)(u)
) X
logX
+ Ou0,g
( X
(logX)2
)
.
Preuve. La preuve de cette proposition re´sulte par une facile inte´gration
par partie de l’estimation (4.2) ci-dessous: posons
Ω(X, z) =
∑
nX
p|n⇒pz
2Ω(n),
alors avec les notations et hypothe`ses pre´ce´dentes, on a
Ω(X, z) = u
(
2ω(u) + (ω ∗ ω)(u)
) X
logX
+ Ou0
( X
(logX)2
)
.(4.2)
Soit τ(n) l’habituelle fonction nombre de diviseurs, et soit
D(X, z) =
∑
nX
τ(n)fz(n).
La fonction Ω(X, z) ne diﬀe`re gue`re de D(X, z) puisqu’on a la relation
0  Ω(X, z)−D(X, z)
∑
pz,
∑
nX
p2|n
2Ω(n)fz(n)(4.3)
 4
∑
pz,
∑
mX/p2
2Ω(m)fz(m) = Ou0
(
Xz−1
)
.
On adapte maintenant la me´thode bien connue de l’hyperbole a` l’e´tude de
D(X, z). Soit
Φ(x, z) := |{n  x ; p|n⇒ p  z}| =
∑
nx
fz(n).
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Rappelons que, uniforme´ment pour x  z  2, on a (par exemple [Te, Th. 3
p. 406])
Φ(x, z) =
xω(log x/ log z)− z
log z
+ O
( x
(log z)2
)
.(4.4)
On a donc
D(X, z) =
∑ ∑
mnX
fz(m)fz(n) = 2
∑
m
√
X
fz(m)Φ
(X
m
, z
)
− Φ(
√
X, z)2.
La formule (4.4) implique
D(X, z) =2X
∑
m
√
X
fz(m)
m
ω((logX/m)/ log z)
log z
− X
(log z)2
ω2
( logX
2 log z
)
(4.5)
+ O
( z√X
log2 z
)
+ Ou0
( X
(logX)2
∏
zp
√
X
(
1− 1
p
))
=2X
∑
m
√
X
fz(m)
m
ω((logX/m)/ log z)
log z
+ Ou0
( X
(logX)2
)
.
Le terme principal de la partie droite de (4.5) s’e´crit, en se´parant la valeur
m = 1, comme
(4.6)
2X
log z
{
ω(u) +
∫ √X
z
ω
(
(logX/t)
/
log z
)
t
dΦ(t, z)
}
=
2X
log z
{
ω(u) +
[
Φ(t, z)
ω((logX/t)
/
log z)
t
]t=√X
t=z
−
∫ √X
z
Φ(t, z)
(
− ω((logX/t)
/
log z)
t2
− ω
′((logX/t)
/
log z)
t2 log z
)
dt
}
=
2X
log z
{
ω(u) +
∫ √X
z
Φ(t, z)
ω((logX/t)
/
log z)
t2
dt
}
+ Ou0
( X
(logX)2
)
.
On applique de nouveau (4.4), pour traiter l’inte´grale a` droite de (4.6), on a
∫ √X
z
Φ(t, z)
ω((logX/t)
/
log z)
t2
dt
(4.7)
=
∫ √X
z
ω(log t/ log z)
log z
ω((logX/t)
/
log z)
t
dt + O
( 1
log z
)
=
∫ u
2
1
ω(x)ω(u− x) dx + O
( 1
log z
)
=
1
2
(ω ∗ ω)(u) + O
( 1
log z
)
,
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par changement de variable x = log t/ log z et par de´ﬁnition de la fonction ω. Il
suﬃt de regrouper (4.3), (4.5), (4.6) et (4.7) pour terminer la preuve de (4.2).
Lors de la preuve des The´ore`mes 1.2 et 1.3, nous aurons besoin du com-
portement, pour u grand, du coeﬃcient u
(
2ω(u) + (ω ∗ ω)(u)
)
, graˆce au
Lemme 4.2. Pour tout u  2, on a l ’ine´galite´∣∣∣(2ω(u) + (ω ∗ ω)(u))− e−2γ(u + 2)∣∣∣  (2u + 6) sup
tu
2
−1
∣∣∣ω(t)− e−γ∣∣∣.
Preuve. On de´signe par θ un re´el de valeur absolue infe´rieure a` 1, dont la
valeur peut changer d’une ligne a` l’autre, on pose aussi
κ = suptu
2
−1
∣∣∣ω(t)− e−γ∣∣∣.
On utilise essentiellement les relations (4.1), pour illustrer le fait que ω(u) tend
tre`s vite vers sa limite e−γ , lorsque u −→∞. Par raison de syme´trie, on a
(ω ∗ ω)(u) = 2
∫ u
2
1
ω(v)ω(u− v) dv = 2
(
e−γ + θκ
) ∫ u
2
1
ω(v) dv.(4.8)
Pour y = u2  1, on a, comme conse´quences de (4.1), les e´galite´s suivantes:∫ y
1
ω(v) dv = [tω(t)]y1 −
∫ y
1
tω′(t) dt
= yω(y)− ω(1) +
∫ y
1
(
ω(t)− ω(t− 1)
)
dt
= y(e−γ + θκ)− 1 +
∫ y
y−1
ω(t) dt
= y(e−γ + θκ)− 1 + (e−γ + θκ)
= e−γ(y + 1)− 1 + θκ(y + 1).
Reportant cette expression dans (4.8), on voit que
(ω ∗ ω)(u) = 2(e−γ + θκ)
(
e−γ(y + 1)− 1
)
+ 2θκ(y + 1)
= 2e−γ
(
e−γ(y + 1)− 1
)
+ 2θκ(y + 1)(e−γ + 1)
= (u + 2)e−2γ − 2e−γ + θκ(2u + 4)
(notons qu’on a toujours κ < 12 et ω(u)  1). Ajoutons a` la formule pre´ce´dente,
la relation triviale 2ω(u) = 2e−γ +2θκ, on termine la preuve du Lemme 4.2.
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5. Preuve du The´ore`me 1.2
5.1. Majoration de la partie gauche de (1.9). Pour g > 0 ve´riﬁant (1.5) et
X  2, on pose
a±n =
 g
( n
X
)(
±Kl(1, 1;n)√
n
+ 2Ω(n)
)
si 2  n,
0 si 2 | n.
Par l’ine´galite´ (1.4) et l’ine´galite´ triviale 2ν(n)  2Ω(n), on de´duit
a±n  0, (n  1).(5.1)
On a ainsi masque´ les changements de signe de Kl(1,1;n)√
n
en ajoutant la quantite´
2Ω(n), on peut donc appliquer des me´thodes de crible. Au vu de (1.4), il
euˆt e´te´ plus naturel d’ajouter 2ν(n), mais cette fonction n’est pas totalement
multiplicative, d’ou` une complication supple´mentaire pour e´crire la formule
correspondant a` (3.2). Pour appliquer le Corollaire 3.1, on choisit donc la
fonction multiplicative {
ω(2) = 0
ω(p) = 2 (p  3).
Cherchons les quantite´s Y et Z et rd pour satisfaire a` (3.2). Par le Lemme 4.1,
on a, pour tout d impair
(5.2)
∑
d|n
2n
2Ω(n)g
( n
X
)
=
2Ω(d)
d
X
{
gˆ(1)G(1) logX + c1(g)− gˆ(1)G(1) log d
}
+ r′(d,X),
ou` le terme d’erreur ve´riﬁe
r′(d,X) = Og
(
2Ω(d)
(X
d
) 7
8
)
.(5.3)
Au vu de (5.2), on voit que, pour d impair, la relation (3.2) est satisfaite avec
ω(d) = 2Ω(d),
Y = gˆ(1)G(1)X logX + c1(g)X,
Z = gˆ(1)G(1)X,
rd = r′(d,X)±
∑
d|n
2n
g
( n
X
)Kl(1, 1;n)√
n
.
Pour d pair, (3.2) est trivialement satisfaite, puisque ω(d) = 0 et rd = 0.
Posons maintenant
x = X
1
4
(
logX
)−B
,
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avec B constante absolue, ﬁxe´e ulte´rieurement. Par (1.4), (5.3) et l’ine´galite´
de Cauchy–Schwarz, on a les majorations
∑
dx2
2d
3Ω(d)|rd|

∑
dx2
2d
3Ω(d)
∣∣∣∑
d|n
2n
g
( n
X
)Kl(1, 1;n)√
n
∣∣∣ + ∑
dx2
2d
6Ω(d)
(X
d
) 7
8


( ∑
dx2
9Ω(d)
( ∑
n2X
d|n
2Ω(n)
)) 1
2
.
(∑
dx2
2d
∣∣∣∑
d|n
2n
g
( n
X
)Kl(1, 1;n)√
n
∣∣∣) 12 + X 1617 ,
soit ﬁnalement la relation∑
dx2
2d
3Ω(d)|rd| 
 X(logX)−3,(5.4)
comme conse´quence de la Proposition 2.1, pourvu que B soit suﬃsamment
grand.
Nous sommes maintenant dans le cadre de l’application des formules du
crible e´trange. Pour le The´ore`me 1.2, nous nous contentons de la forme faible
du Corollaire 3.1, donne´e en (3.11). On pose donc
τ =
log x
log z
(
=
1
4
logX
log z
+ O
( log logX
log z
))
.
Ainsi graˆce a` (5.4), qui controˆle en moyenne les termes d’erreur, on a les
majorations
S(A±, z) =
∑
n, p|n⇒pz
g
( n
X
)(
±Kl(1, 1;n)√
n
+ 2Ω(n)
)
(5.5)
 gˆ(1)G(1) · X
σ2(2τ)
∏
3p<z
(
1− 2
p
){
logX + 2 log z
+O
(τ5 logX
log z
)}
+ O
(
X(logX)−3
)
.
La formule de Mertens donne l’e´galite´∏
3p<z
(
1− 2
p
)
= 4
∏
p<z
(
1− 1
p
)2 ∏
3p<z
p2 − 2p
(p− 1)2 =
e−2γG(1)−1
log2 z
(
1 + O
( 1
log z
))
,
qui, reporte´e dans (5.5), donne la majoration
S(A±, z)  gˆ(1) · e
−2γ
σ2(2τ)
·X ·
{ logX
log2 z
+
2
log z
}
+ O
(X logX
log3 z
)
.(5.6)
On pose maintenant
z = X
1
u ,
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si bien qu’on a la relation τ = u/4 + O(1/ log logX). La relation (5.6) devient
alors
S(A±, z)  gˆ(1) · e
−2γ
σ2(u/2)
· X
logX
· (u2 + 2u) + O
( X
logX log logX
)
.(5.7)
Il est bien connu que la fonction σ2 tend tre`s vite 1, c’est une des nom-
breuses formes du lemme fondamental du crible. Ainsi, par [HR, Chap. 6] ou
[Gr, Lemma 1, p. 263], on a
1
σ2(t)
= 1 + O
(( t
2
)− t
2
)
(t  1),(5.8)
ce qui transforme (5.7) en
(5.9) S(A±, z)  gˆ(1) · e−2γ · X
logX
· (u2 + 2u)
(
1 + O
((u
5
)−u
5
))
+ O
( X
logX log logX
)
.
D’autre part, la Proposition 4.1 crible, de fac¸on exacte, la suite
2Ω(n)g
(
n/X
)
. Combinant cette proposition avec le Lemme 4.2 et la relation
(4.1) on obtient ﬁnalement l’e´galite´
(5.10)
∑
n, p|n⇒pz
2Ω(n)g
( n
X
)
= gˆ(1) · e−2γ · X
logX
· (u2 + 2u)
(
1 + O
((u
5
)−u
5
))
+ O
( X
logX log z
)
.
Retranchant (5.10) de (5.9), on parvient ainsi a` la
Proposition 5.1. Soit g > 0 ve´riﬁant (1.5) et soit u1 un nombre re´el
 1. Il existe une constante c2 > 0, ne de´pendant que de g, et une constante
c′2, ne de´pendant que de g et u1, telles que, pour tout u ve´riﬁant 1  u  u1,
tout X  3, on ait l ’ine´galite´∣∣∣ ∑
n, p|n⇒pX 1u
g
( n
X
)Kl(1, 1;n)√
n
∣∣∣  c2 XlogX · {(u5 )−u5 + c′2log logX}.
5.2. Minoration de la partie droite de (1.9). Pour de´montrer le The´ore`me
1.2, il reste a` minorer la partie droite de (1.9). L’objet de ce paragraphe est
de montrer la
Proposition 5.2. Pour tout re´el u > 3, il existe une constante c3(u) > 0,
telle que, pour tout g > 0 ve´riﬁant (1.5), il existe X0(g, u), telle que, pour
X > X0(g, u), on ait la minoration∑
n, p|n⇒pX 1u
g
( n
X
)∣∣∣Kl(1, 1;n)√
n
∣∣∣  c3(u)gˆ(1) · XlogX .
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La preuve de ce re´sultat est presque explicitement dans [FM]. Ne´anmoins,
nous en re´sumons la preuve. Nous aurons besoin du
Lemme 5.1 ([FM, Prop. 4.1]). Soit g une fonction ve´riﬁant (1.5). Pour
P −→ +∞, on a l ’e´galite´∑ ∑
p∈P n
θp,n¯2∈[α,β]
f(n)g
(pn
X
)
=
∑
p∈P
∑
n
f(n)g
(pn
X
)( 2
π
∫ β
α
sin2 θ dθ + O(P−
1
8 )
)
+Og
(
(P |P|) 12 (N
P
+ P )
1
2 (
∑
n
|f(n)|2) 12
)
,
uniforme´ment pour 0  α  β  π, pour tout X  1, pour tout ensemble de
nombres premiers P ⊂ [P, 2P [, pour tout N  1 et toute fonction arithme´tique
f telle que f(n) = 0, si n > N ou si n a diviseur premier dans P.
La preuve de cette e´galite´ est donne´e en de´tail dans [FM] quand g est
remplace´e par la fonction caracte´ristique de l’intervalle ]0, 1] (avec un facteur
logX supple´mentaire dans le terme d’erreur), elle combine le grand crible
– dans une de´marche proche de la de´monstration du the´ore`me de Barban–
Davenport–Halberstam – et la loi verticale de Sato–Tate. La preuve pour g un
fonction lisse a` support compact est identique.
5.3. Preuve de la Proposition 5.2. Soit maintenant ξ tel que
2
π
∫ ξ
0
sin2 θ dθ =
3
8
.
Posons I = [0, ξ] ∪ [π − ξ, π]. De´ﬁnissons les re´els
µ−3 = max(
1
u
,
2
7
), µ+3 = µ
−
2 =
1
2
(
1
3
+ µ−3 ) et µ
+
2 =
1
3
.
Puisque u > 3, on a les ine´galite´s
2
7
 µ−3 < µ+3 = µ−2 < µ+2 =
1
3
,(5.11)
1
u
<
1
3
< 1− (µ+2 + µ+3 ) < 1− (µ−2 + µ−3 ) < µ−2 + µ−3 .(5.12)
On eﬀectue un partition dyadique sur les variables de sommation. Notons P2
et P3 des nombres de la forme
P2 = 2λ2Xµ
−
2 (λ2 = 0, 1, · · · ) avec P2 < 12X
µ+2
et
P3 = 2λ3Xµ
−
3 (λ3 = 0, 1, · · · ) avec P3 < 12X
µ+3 .
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Soient P−2 , P
−
3 , P
+
2 et P
+
3 , les plus petits et les plus grands e´le´ments de ces
deux listes. En appliquant le Lemme 5.1 avec
f(n) =
∣∣∣{(p2, p3); n = p2p3, p2 ∼ P2, p3 ∼ P3}∣∣∣,
(la notation n ∼ N , signiﬁe N  n < 2N), en utilisant les ine´galite´s (5.12) et
la de´ﬁnition de l’intervalle I, on parvient a` l’e´galite´ (on note 1I(θ) la fonction
caracte´ristique de l’intervalle I)∑
p1
∑
p2∼P2
∑
p3∼P3
g
(p1p2p3
X
)
1I(θp1,p2p32)
=
3
4
∑
p1
∑
p2∼P2
∑
p3∼P3
g
(p1p2p3
X
)(
1 + O(X(logX)−10)
)
.
On a la meˆme e´galite´ pour les sommes∑
p1
∑
p2∼P2
∑
p3∼P3
g
(p1p2p3
X
)
1I(θp2,p1p32)
et ∑
p1
∑
p2∼P2
∑
p3∼P3
g
(p1p2p3
X
)
1I(θp3,p1p22).
Un raisonnement fort simple d’inclusion–exclusion (utilise´ sous la forme du
Lemme 2.7 dans [FM], qui apparaˆıtra sous la forme du Lemme 6.1, ci–dessous),
donne la minoration∑
p1
∑
p2∼P2
∑(∗)
p3∼P3
g
(p1p2p3
X
)
 1
4
∑
p1
∑
p2∼P2
∑
p3∼P3
g
(p1p2p3
X
)(
1 + O(
X
log10 X
)
)
,
(∗) signiﬁant que l’on somme sur les triplets (p1, p2, p3) ve´riﬁant(
θp1,p2p32 , θp2,p1p32,θp3,p1p22
)
∈ I3.
Sommant maintenant sur les divers P2 et P3, on obtient
(5.13)
∑
p1
∑
P−2 p2<2P+2
∑(∗)
P−3 p3<2P+3
g
(p1p2p3
X
)
 1
4
∑
p1
∑
P−2 p2<2P+2
∑
P−3 p3<2P+3
g
(p1p2p3
X
)(
1 + O(
X
log10 X
)
)
.
Par la multiplicativite´ croise´e, on voit que si n = p1p2p3 est tel que
(θp1,p2p32 , θp2,p1p32,θp3,p1p22) ∈ I3,
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on a la minoration
|Kl(1, 1;n)|√
n
 8 cos3 ξ.
Reportant cette minoration dans (5.13), on obtient ﬁnalement
∑
n, p|n⇒pX 1u
g
( n
X
)∣∣∣Kl(1, 1;n)√
n
∣∣∣
 2 cos3(ξ)
{∑
p1
∑
P−2 p2<2P+2
∑
P−3 p3<2P+3
g
(p1p2p3
X
)}(
1 + O(
X
log10 X
)
)
 c3(u) · gˆ(1) · XlogX ,
par le the´ore`me des nombres premiers. Ceci termine la preuve de la Proposi-
tion 5.2.
Il est alors facile de prouver le The´ore`me 1.2. Pour u  4, on a, d’apre´s
la Proposition 5.2, la minoration
∑
n, p|n⇒pX 1u
g
( n
X
)∣∣∣Kl(1, 1;n)√
n
∣∣∣  c3(4)gˆ(1) · XlogX .
On prend alors u0 tel que c2 ·
(
u0
5
)−u0
5
< c3(4)/2. Par la Proposition 5.1, on a
le The´ore`me 1.2, avec δ0 = 1/3. On peut d’ailleurs prendre δ0, arbitrairement
proche de 1, a` condition de prendre u0, suﬃsamment grand. Le The´ore`me 1.2
est ainsi prouve´.
6. Preuve du The´ore`me 1.3
Dans tout ce paragraphe, on pose
u0 = 23.9.
Nous montrerons que l’ine´galite´ (1.9) est vraie pour u = u0 (et δ0 > 0, mi-
nuscule). La preuve montrera en fait que l’ine´galite´ est vraie e´galement pour
u0  u  u1 et X  X(u1), pour tout u1 ﬁxe´.
6.1. Version eﬀective de la Proposition 5.1. Reprenant pas a` pas la
de´monstration du The´ore`me 1.2, donne´e au §5, et utilisant le Corollaire 3.1,
plutoˆt que (3.11), on voit que pour tout ε > 0, on a pour X suﬃsamment
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grand, la majoration
S(A±, X 1u0 )  gˆ(1)G(1)XW (X
1
u0 )
σ2(u02 )
×
{
logX + 2
logX
1
u0
σ2(u02 )
∫ 1
0
σ2(
u0
2
− 2t) dt
}
(1 + ε)
 gˆ(1) X
logX
e−2γ
σ2(u02 )
×
{
u20 +
2u0
σ2(u02 )
∫ 1
0
σ2(
u0
2
− 2t) dt
}
(1 + ε).
Un calcul nume´rique, eﬀectue´ par F. Alouges, par une me´thode de quadrature
par triangle donne
σ2(
u0
2
) > 0. 999 03
et ∫ 1
0
σ2(
u0
2
− 2t) dt < 0. 996 93..
Avec ces valeurs, on obtient la majoration∑
n, p|n⇒pX
1
u0
g
( n
X
)(
±Kl(1, 1;n)√
n
+ 2Ω(n)
)
 195 .293 × gˆ(1) · X
logX
,(6.1)
pour X suﬃsamment grand.
E´valuons maintenant l’autre partie, a` savoir∑
n, p|n⇒pX
1
u0
g
( n
X
)
2Ω(n).
Par la Proposition 4.1, on a l’e´galite´∑
n, p|n⇒pX
1
u0
g
( n
X
)
2Ω(n) =
(
u0 + o(1)
)(
(ω ∗ ω)(u0) + 2ω(u0)
)
gˆ(1) · X
logX
.
Par le Lemme 4.2, on a, pour un certain θ, tel que |θ|  1, et pour X suﬃsam-
ment grand, l’e´galite´
(6.2)
∑
n, p|n⇒pX
1
u0
g
( n
X
)
2Ω(n)
=
(
e−2γ(u20 + 2u0) + θu0(2u0 + 7) sup
t10
|ω(t)− e−γ |
)
gˆ(1) · X
logX
.
On rappelle que la fonction ω est relie´e aux fonctions F et f du crible line´aire,
par la formule ω(t) = (F (t)+f(t))/(2eγ), que les fonctions F et f sont respec-
tivement de´croissante et croissante vers leur limite 1, et que pour t  10, on a
CHANGEMENT DE SIGNE DES SOMMES DE KLOOSTERMAN 29
0 < 1− f(t), F (t)− 1 < 3 · 10−10 (voir [GR, p. 212]). Ces diverses remarques
entraˆınent que pour t  10, on a |ω(t)−e−γ |  10−10. Par un calcul nume´rique
et les conside´rations pre´ce´dentes, la formule (6.2) devient∑
n, p|n⇒pX
1
u0
g
( n
X
)
2Ω(n)  195. 134× gˆ(1) · X
logX
.(6.3)
Retranchant (6.3) de (6.1), on obtient ﬁnalement la majoration∣∣∣ ∑
n, p|n⇒pX
1
u0
g
( n
X
)Kl(1, 1;n)√
n
∣∣∣  0. 159× gˆ(1) · X
logX
,(6.4)
pour X suﬃsamment grand.
6.2. Version eﬀective de la Proposition 5.2. La de´marche la plus naturelle
serait de suivre ligne a` ligne la preuve de cette proposition. On arrive tre`s
vite a` une minoration eﬀective, mais la valeur de c3(23.9) ainsi obtenue est
de´cevante. A` cela deux raisons: l’utilisation du grand crible implique de facto,
que l’application du Lemme 5.1 est limite´e par la contrainte
p2p3  p1(logX)A,(6.5)
(pour une certaine constante A), lors de la minoration de la contribution des
|Kl(1, 1;n)|/√n avec n = p1p2p3 (p1 > p2 > p3).
Le deuxie`me point est qu’on ne dit rien sur l’inde´pendance suppose´e des
trois variables ale´atoires
θp1,p2p32 , θp2,p1p32 , θp3,p1p22
ce qui ame`ne a` appliquer avec k maximal (c’est–a`–dire k = 3), le lemme suivant
Lemme 6.1. Soient k  1, E1, . . . , Ek, k sous-ensembles mesurables, d ’un
ensemble E , muni d ’une mesure µ de masse totale ﬁnie. On a alors l ’ine´galite´
µ
(E1 ∩ · · · ∩ Ek)  µ(E1) + · · ·+ µ(Ek)− (k − 1)µ(E).
La me´thode que nous pre´sentons ci–apre`s, contourne en partie, les e´cueils
pre´ce´dents, et ouvre la voie a` diverses ame´liorations possibles par un jeu com-
binatoire plus e´labore´, menant sans doute a` des questions plus sophistique´es
de ge´ome´trie alge´brique. Au lieu de travailler sur [0, π], muni de µST, nous
pre´fe´rons maintenant travailler sur [−1, 1], muni de la mesure µ(1), image di-
recte de µST par l’application
[0, π] → [−1, 1]
θ → cos θ
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(on a donc dµ(1)x = 2π
√
1− x2 dx). Plus ge´ne´ralement, pour tout entier ω  1,
on note µ(ω), la mesure, sur [−1, 1], image de la mesure µ(1) ⊗ · · · ⊗ µ(1) (sur
[−1, 1]ω), par l’application
[−1, 1]ω → [−1, 1]
(x1, . . . , xω) → x1 × · · · × xω.
Par re´currence on a, pour 0  x  1, les formules
µ(1)([−x, x]) = 4
π
∫ x
0
√
1− t2 dt
et
µ(ω+1)([−x, x]) = µ(ω)([−x, x]) + 4
π
∫ 1
x
µ(ω)([−x/t, x/t])
√
1− t2 dt.
Pour alle´ger les notations, on pose aussi, pour m et n entiers premiers entre
eux ( 1)
C(m;n) =
Kl(m,m;n)
2ν(n)
√
n
.
La multiplicativite´ croise´e donne, pour (m,n) = 1, l’e´galite´
C(1;mn) = C(m;n)C(n;m).
On de´ﬁnit θ′n,m ∈ [0, π] par la formule
cos θ′n,m = C(m;n).
Avec les notations de l’introduction, on a donc θ′p,m = θp,m2 . Enﬁn, on pose
Y = exp(
√
logX). Les ensembles utilise´s pour la minoration sont les suivants
P3(X,u) =
{
n = p1p2p3  2X; X
1
u < p3 < p2 < p2Y < p1, p
1
2
1 Y < p2
}
,
P4(X,u) =
{
n = p1p2p3p4  2X;
X
1
u < p4 < p3 < p3Y < p2 < p2Y < p1, p
1
2
1 Y < p2p3
}
et
P5(X,u) =
{
n = p1p2p3p4p5  2X;
X
1
u < p5 < p4 < p3 < p2 < p2Y < p1,
(p3p4p5)
1
2Y < p2, p
1
2
1 Y < p2p3p4
}
,
avec u = u0.
Remarquons que P3(X,u) contient quasiment tous les n = p1p2p3 ve´riﬁant
(6.5) et l’ine´galite´ p3 > X
1
u . Nous montrerons au §7 les trois propositions
suivantes, base´es sur des me´thodes de sommes d’exponentielles, issues de la
ge´ome´trie alge´brique:
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Proposition 6.1. Soit u re´el, strictement supe´rieur a` 3. Alors, pour X
tendant vers l ’inﬁni, chacun des ensembles
{C(p1; p2p3) ; n = p1p2p3 ∈ P3(X,u)}
et
{C(p2p3; p1) ; n = p1p2p3 ∈ P3(X,u)}
est e´quire´parti sur [−1, 1], respectivement pour les mesures µ(2) et µ(1).
Proposition 6.2. Soit u re´el, strictement supe´rieur a` 4. Alors, pour X
tendant vers l ’inﬁni, chacun des ensembles
{C(p1; p2p3p4) ; n = p1p2p3p4 ∈ P4(X,u)}
et
{C(p2p3p4; p1) ; n = p1p2p3p4 ∈ P4(X,u)}
est e´quire´parti sur [−1, 1], respectivement pour les mesures µ(3) et µ(1).
et
Proposition 6.3. Soit u re´el, strictement supe´rieur a` 5. Alors, pour X
tendant vers l ’inﬁni, chacun des ensembles
{C(p1; p2p3p4p5) ; n = p1p2p3p4p5 ∈ P5(X,u)}
et
{C(p2p3p4p5; p1) ; n = p1p2p3p4p5 ∈ P5(X,u)}
est e´quire´parti sur [−1, 1], respectivement pour les mesures µ(4) et µ(1).
Ces propositions e´tant admises, on de´duit une version eﬀective de la
Proposition 5.2 comme suit: par la de´ﬁnition de C(1;n) et la multiplicativite´
croise´e, on a∑
n, p|n⇒pX
1
u0
g
( n
X
) |Kl(1, 1;n)|√
n
 8
∑
n∈P3(X,u0)
g
( n
X
)
|C(1;n)|+ 16
∑
n∈P4(X,u0)
g
( n
X
)
|C(1;n)|
+32
∑
n∈P5(X,u0)
g
( n
X
)
|C(1;n)|
 8x3y3
∑
n∈Q3(X,u0)
g
( n
X
)
+ 16x4y4
∑
n∈Q4(X,u0)
g
( n
X
)
+32x5y5
∑
n∈Q5(X,u0)
g
( n
X
)
,
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pour tous les re´els positifs x3, x4, x5, y3, y4 et y5, avec
Q3(X,u0)
=
{
p1p2p3 ∈ P3(X,u0) ; |C(p1; p2p3)|  x3 et |C(p2p3; p1)|  y3
}
,
Q4(X,u0)
=
{
p1p2p3p4 ∈ P4(X,u0) ; |C(p1; p2p3p4)|  x4 et |C(p2p3p4; p1)|  y4
}
et
Q5(X,u0)
=
{
p1p2p3p4p5 ∈ P5(X,u0); |C(p1; p2p3p4p5)|  x5 et |C(p2p3p4p5; p1)|  y5
}
.
Les Propositions 6.1, 6.2, 6.3, le Lemme 6.1 (avec k = 2), une sommation par
parties et le the´ore`me des nombres premiers entraˆınent que, pour  = 3, 4 et
5 (X −→∞), on a les minorations∑
n∈Q(X,u0)
g
( n
X
)
 (1− o(1))gˆ(1)
(
1− µ(1)([−x, x])− µ(−1)([−y, y])
)
A(u0) · XlogX
avec
A3(u) =
∫ 1/3
1/u
∫ 1−x
2
max(x, 1−x
3
)
dxdy
xy(1− x− y) ,
A4(u) =
∫ 1
4
1
u
∫ 1−x
3
x
∫ 1−x−y
2
max(y, 1−x
3
−y)
dxdy dz
xyz(1− x− y − z) ,
et
A5(u) =
∫ 1
6
1
u
∫ 1−2x
4
x
∫ min( 1−x−y
3
,1/2−x−y)
y ∫ 1−x−y−z
2
max(z, 1−x
3
−y−z, x+y+z
2
)
dxdy dz dt
xyzt(1− x− y − z − t) .
On est donc parvenu a` l’ine´galite´∑
n, p|n⇒pX
1
u0
g
( n
X
) |Kl(1, 1;n)|√
n
 (c3(u0)− o(1)) XlogX(6.6)
avec
c3(u0) = 8 Ξ(3)(x3; y3)A3(u0) + 16 Ξ(4)(x4; y4)A4(u0) + 32 Ξ(5)(x5; y5)A5(u0),
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ou`
Ξ()(x; y) = xy
(
1− µ(1)([−x, x])− µ(−1)([−y, y])
)
,
et les x3, y3, x4, y4, x5, y5 sont des re´els compris entre 0 et 1, a` notre disposition.
Par calcul nume´rique, on trouve
A3(u0)  1. 556 058,
A4(u0)  2. 218 960,
A5(u0)  1. 215 065,
et
Ξ(3)(0.222 ; 0.102)  0. 006 284,
Ξ(4)(0.192 ; 0.041)  0. 001 879,
Ξ(5)(0.140 ; 0.023)  0. 000 572.
Reportant ces valeurs dans (6.6), on parvient a` la minoration, valable pour
tout X assez grand∑
n, p|n⇒p>X
1
u0
g
( n
X
) |Kl(1, 1;n)|√
n
 0. 166 · gˆ(1) · X
logX
,
qui, compare´e a` la majoration (6.4), fournit le The´ore`me 1.3.
7. E´quire´partition des angles de certaines sommes d’exponentielles
Nous introduisons les notations suivantes. Pour k entier  0, on de´signe
par symkθ =
sin(k+1)θ
sin θ la k–ie`me fonction syme´trique, associe´e a` l’intervalle
[0, π], muni de la mesure µST. Rappelons que cette fonction est uniforme´ment
borne´e par k + 1. Pour (zn), suite de nombres complexes, on note ‖zn‖
N
=(∑
n∼N |zn|2
) 1
2 . Nous montrerons d’abord les deux e´nonce´s suivants:
Proposition 7.1. Il existe une constante absolue c4, telle que, pour tout
entier k  1, tout nombre premier p, tous nombres re´els M et N ve´riﬁant
1  M, N  p, toutes suites de nombres re´els (αm) et (βn), toute famille
d ’intervalles Im, on ait la majoration∣∣∣ ∑
m∼M
(m,p)=1
∑
n∼N, n∈Im
(n,p)=1
αmβnsymk
(
θ′p,mn
)∣∣∣
 c4k‖αm‖
M
‖βn‖
N
(MN)1/2
( 1
N
1
2
+
p
1
4 log p
M
1
2
)
.
Proposition 7.2. Il existe une constante absolue c5 telle que, pour tout
entier k  1, tout k-uplet (i1, . . . , ik) d ’entiers  1, tout entier r = p1 · · · pk,
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sans facteur carre´, toutes suites (λm), (ηs) et (ξm,s) de nombres complexes,
telle que m ≡ m′ mod s⇒ ξm,s = ξm′,s, on ait la majoration∑
s∼S
(s,r)=1
ηs
∑
m∼M
(m,r)=1
λm ξm,s symi1
(
θ′p1,m rp1 s
)
· · · symik
(
θ′ps,m rps s
)
 c52kC(i1, . . . , ik)
1
4 ‖λm‖
M
‖ηs‖
S
(MS)
1
2
(
sup
m∼M
s∼S
|ξm,s|
)
×
( 1
r
1
8
+
r
1
8
S
1
4
+
S
1
2
M
1
2
)
,
avec C(i1, . . . , ik) = 5k
∏k
j=1(ij + 1)
4.
7.1. Preuve de la Proposition 7.1. L’inte´reˆt de cette proposition est
d’aﬃrmer des compensations meˆme lorsque les variations des variables sont
petites par rapport a` p (disons M  p 12 log2 p et N  1). La preuve utilise
une technique de comple´tion des sommes d’exponentielles et est la meˆme
que la de´monstration du [M1, Cor. 2.11], a` la diﬀe´rence pre`s que la condi-
tion supple´mentaire de sommation n ∈ Im disparaˆıt dans notre preuve, de`s
l’application de l’ine´galite´ de Cauchy–Schwarz. (Signalons que dans les hy-
pothe`ses du [M1, Cor. 2.11], la condition MN  2p− 1, aurait duˆ eˆtre libelle´e
en 1  M,N  p.)
7.2. Preuve de la Proposition 7.2. En fait, par l’ine´galite´ de Cauchy–
Schwarz, la Proposition 7.2 revient a` montrer l’existence d’une constante c6,
telle que, sous les hypothe`ses de cette proposition, on ait la majoration
A :=
∑
s∼S
(s,r)=1
∣∣∣ ∑
m∼M
λmξm,ssymi1
(
θ′p1,m rp1 s
)
· · · symik
(
θ′ps,m rps s
)∣∣∣2(7.1)
 c64kC(i1, . . . , ik)
1
2 ‖λm‖2
M
MS
(
sup
m∼M
s∼S
|ξm,s|
)2( 1
r
1
4
+
r
1
4
S
1
2
+
S
M
)
.
La preuve est paralle`le a` celle de [M2, Th. 4.1, p. 235], elle–meˆme largement
inspire´e de [FIK, Th. 2]. Suivant donc la meˆme proce´dure, on voit qu’on a la
majoration
A 
(
sup
m∼M
s∼S
|ξm,s|
)2
S
∑
tT
At + O
(
S
(
sup
m∼M
s∼S
|ξm,s|
)2 k∏
j=1
(ij + 1)2‖λm‖2
M
)
,
(7.2)
avec T = M/S, et At ve´riﬁant
A2t  ‖λm‖2
M
(
1 +
M
rt
) ∑ ∑
m1≡m2 (mod t)
m1 =m2 (m1m2,r)=1
|λm1 |2|Vt(a,m1,m2; r)|,(7.3)
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ou` on a pose´, pour (a, r) = 1,
Vt(a,m1,m2; r) =
∑
z (mod tr), (z,r)=1
(z−m1,tr)=(z−m2,tr)=t
k∏
j=1
symij
(
θ′
pj ,am1
(m1−z)
t
r
pj
)
× symij
(
θ′
pj ,az
(m1−z)
t
r
pj
)
symij
(
θ′
pj ,am2
(m2−z)
t
r
pj
)
symij
(
θ′
pj ,az
(m2−z)
t
r
pj
)
.
Signalons a` l’avant–dernie`re ligne de [M2, p.235], l’oubli typographique du
facteur S. Ainsi, comme dans [M2], on voit, graˆce a` (7.2) et (7.3), que pour
prouver (7.1), il suﬃt de prouver le
Lemme 7.1. Si m1 ≡ m2 (mod t) et (r,m1m2) = 1, on a pour tout a
premier avec r, la majoration
|Vt(a,m1,m2; r)|  C(i1, . . . , ik)(m1 −m2, r)
1
2 r
1
2 .
Preuve (du Lemme 7.1). Si r = r1r2, donc (r1, r2) = 1, on a par le
the´ore`me chinois, l’e´galite´
Vt(a,m1,m2; r) = Vt(a1,m1,m2; r1)Vt(a2,m1,m2; r2),
pour certains entiers a1 et a2, respectivement premiers avec r1 et r2. On est
donc ramene´ au cas k = 1, r = p, i1 = i. Remarquons que, si p = 2 ou si
p|m1 −m2, on a, par sommation triviale
|Vt(a,m1,m2; p)|  (i + 1)4p.
Autrement, comme p  t, quitte a` remplacer a par at rp , on est ramene´ a` majorer,
pour i  1, la somme
V :=
∑
z (mod p)
(z(z−m1)(z−m2),p)=1
symi
(
θ′p,am1(m1−z)
)
symi
(
θ′p,az(m1−z)
)
× symi
(
θ′p,am2(m2−z)
)
symi
(
θ′p,az(m2−z)
)
.
Pour cela, on adapte l’argument de Katz [FIK, Ap., p. 278–287]. Soit Xp
l’ouvert de P1 ⊗ Fp
Xp = Spec
(
Fp
[
T,
1
T (T −m1)(T −m2)
])
= P1 ⊗ Fp − {0,m1,m2,∞}.
On conside`re alors les quatre morphismes de Xp −→ Gm ⊗ Fp − {0,∞}:
f1(T ) =
(
am1(m1 − T )
)−2
, f2(T ) =
(
aT (m1 − T )
)−2
,
f3(T ) =
(
am2(m2 − T )
)−2
, f4(T ) =
(
aT (m2 − T )
)−2
.
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On conside`re le Q–faisceau de Kloosterman, note´ K (voir [Ka2]): c’est un
faisceau lisse sur Gm ⊗ Fp, de rang 2, pur et de poids 0, tel que, pour tout
x ∈ Gm(Fp), on ait
Trace
(
Frobx | K
)
= −Kl(1, x; p)√
p
.
De plus, on sait que K est mode´re´ment modiﬁe´ en 0, sauvagement ramiﬁe´
en ∞, avec un unique saut en 1/2. Ses groupes de monodromie arithme´tique
et ge´ome´trique co¨ıncident et valent SL2. On forme alors les quatre faisceaux
lisses sur Xp
K(fj) := f∗j (K), j = 1, . . . , 4,
puis les faisceaux
K(fj)i := Symi(Kj),
obtenus par composition des repre´sentations Kj , avec la repre´sentation puis-
sance syme´trique i–e`me de SL2 (on rappelle qu’elle est irre´ductible de dimen-
sion i + 1). Par de´ﬁnition, la trace du frobenius de K(fj)i en un point ferme´
x de Xp est symi(θp,fj(x)), si bien que la somme V est associe´e au faisceau
F i := K(f1)i ⊗K(f2)i ⊗K(f3)i ⊗K(f4)i,
qui est lisse sur Xp, de rang (i+1)4, pur et de poids 0. Par la formule des traces
de Lefschetz et les travaux de Deligne [Ka1, Chap. 3], il suﬃt de montrer que le
groupe de monodromie ge´ome´trique associe´, Gge´om(F i) agit irre´ductiblement
et de majorer |χc(Xp ⊗ Fp,F i)|.
Conside´rons sur Xp le faisceau lisse
F = K(f1)⊕K(f2)⊕K(f3)⊕K(f4).
Comme F i est obtenu en composant F par la repre´sentation Symi(std2) ⊗
Symi(std2) ⊗ Symi(std2) ⊗ Symi(std2) de dimension (i + 1)4, pour montrer
que Gge´om(F i) agit irre´ductiblement, il suﬃt de montrer que le groupe de
monodromie de F est maximal, i.e.
Gge´om(F) = SL2 × SL2 × SL2 × SL2,(7.4)
puisque
Symi(std2)⊗ Symi(std2)⊗ Symi(std2)⊗ Symi(std2)
est une repre´sentation irre´ductible de SL2 × SL2 × SL2 × SL2.
Pour montrer (7.4), il suﬃt, d’apre`s le crite`re de Goursat–Kolchin–Ribet,
de montrer que pour tout j1 = j2, et pour tout faisceau (ge´ome´trique) L, lisse
sur sur Xp ⊗ Fp, de rang 1, les faisceaux K(fj1) ⊗ L et K(fj2) ne sont pas
isomorphes. Comme p > 2, les morphismes f1, f2, f3 et f4 sont mode´re´ment
ramiﬁe´s au–dessus de ∞. Le tableau suivant donne les caracte´ristiques de la
monodromie locale de chaque faisceau K(fj) aux points 0, m1, m2 et ∞:
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0 m1 m2 ∞
K(f1) triviale sauvage triviale mode´re´e
K(f2) sauvage sauvage triviale mode´re´e
K(f3) triviale triviale sauvage mode´re´e
K(f4) sauvage triviale sauvage mode´re´e
De plus, quand la monodromie locale est sauvage, elle est la somme directe de
deux caracte`res diﬀe´rents du groupe d’inertie de conducteur de Swan e´gal a` 1
[Ka2, 1.14]. En particulier, une repre´sentation “sauvage” du type ci–dessus ne
peut devenir “triviale” apre`s torsion par un caracte`re ; on en de´duit donc que,
pour tout j1 = j2 et pour tout faisceau (ge´ome´trique) L, lisse sur Xp ⊗ Fp,
de rang 1, les faisceaux K(fj1)⊗L et K(fj2) ne sont pas (ge´ome´triquement)
isomorphes.
Il reste a` majorer |χc(Xp⊗Fp,F i)|. Par la formule de Grothendieck–Ogg–
Schafarevich, on a
−χc
(
Xp ⊗ Fp,F i
)
= (|S| − 2)rang(F i) +
∑
s∈S
swans(F i)
ou` S ⊂ P1(Fp) est l’ensemble des points de ramiﬁcation de F i. On a
swans(F i)  (i + 1)4swans(F).
Enﬁn, tous les sauts de F sont  1, il en est de meˆme de ceux de F i, et on a
swan∞(F) = 0 et swans(F)  rang(F i) = (i + 1)4, s ∈ {0, m1, m2}.
On a donc
|χc(Xp ⊗ Fp,F i)|  5(i + 1)4.
Ceci termine la preuve du Lemme 7.1.
7.3. Preuve des Propositions 6.1, 6.2 et 6.3. Nous de´taillons davantage la
preuve de la Proposition 6.1 Pour n ∈ P3(X,u), on a d’apre`s la multiplicativite´
croise´e la relation
C(p1; p2p3) = C(p1p2; p3)C(p1p3; p2) = cos(θ′p3,p1p2) cos(θ
′
p2,p1p3).
Ainsi la Proposition 6.1 de´coulera du
Lemme 7.2. Quand X −→∞, l ’ensemble de couples d ’angles{
(θ′p3,p1p2 , θ
′
p2,p1p3) ; n = p1p2p3 ∈ P3(X,u)
}
est e´quire´parti sur [0, π]×[0, π] relativement a` la mesure µST⊗µST et l ’ensemble
d ’angles {
θ′p1,p2p3 ; n = p1p2p3 ∈ P3(X,u)
}
est e´quire´parti sur [0, π], relativement a` la mesure µST.
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Preuve (du Lemme 7.2). Pour prouver ce lemme, il suﬃt de de´montrer,
pour tous entiers positifs i1, i2 et i3, tels que i1 + i2  1 et i3  1, qu’on a,
pour X −→∞, les relations∑
n=p1p2p3∈P3(X,u)
symi1
(
θ′p3,p1p2
)
symi2
(
θ′p2,p1p3
)
= o
( X
logX
)
(7.5)
et ∑
n=p1p2p3∈P3(X,u)
symi3
(
θ′p1,p2p3
)
= o
( X
logX
)
.(7.6)
Pour de´montrer (7.5), on de´compose la somme en question en O(log3 X) sous–
sommes par un de´coupage dyadique sur les variables p1, p2 et p3: on a donc
pi ∈ [Pi, 2Pi[, les bornes ve´riﬁant
X
1
u < P3 < P2/2 < P1/4, P
1
2
1 Y < 2P2, P2Y < 2P1, P1P2P3  2X,
les variables p1, p2 et p3 satisfaisant encore les contraintes de de´ﬁnition de
P3(X,u). L’ordre de grandeur des variables pi est ainsi controˆle´. Ces con-
traintes sont de type multiplicatif ; on s’en aﬀranchit par la transforme´e de
Mellin, comme cela est explique´ lors de la preuve du Lemme 5.1, le prix a`
payer est l’apparition d’un facteur supple´mentaire O(logA X), pour un certain
A absolu. Pour i1  1 et i2  0, on applique la Proposition 7.2 avec
k = 1, r = p3, s = p2, m = p1, ξm,s = symi2
(
θ′p2,p1p3
)
,
et on eﬀectue une sommation triviale sur p3, pour avoir ﬁnalement∑
n=p1p2p3∈P3(X,u)
pi∼Pi
symi1
(
θ′p3,p1p2
)
symi2
(
θ′p2,p1p3
)

 (i1 + 1)(i2 + 1)P3
{
P1P2
(
P
− 1
8
3 + (P3P
−2
2 )
1
8 + (P2P−11 )
1
2
)}
(logX)A

i1,i2 XY −
1
3 .
En sommant sur les divers P1, P2 et P3, on a prouve´ (7.5) pour i1  1 et
i2  0.
Dans le cas ou` i1 = 0 et i3  1, on majore l’expression∑
n=p1p2p3∈P3(X,u)
symi2
(
θ′p2,p1p3
)

 XY − 110 ,(7.7)
par la Proposition 7.1, avec, pour choix des variables,
p = p2, m = p1, n = p3,
apre`s un de´coupage de l’intervalle de variation de la variable p1 en intervalles de
longueur  p2 (pour satisfaire la condition M  p) et une sommation triviale
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sur p2. Signalons que la pre´sence, dans l’e´nonce´ de la Proposition 7.1, de la
condition de sommation n ∈ Im dispense de se´parer les variables p1 et p3 et
que l’ine´galite´ (7.7) peut aussi se de´duire du Lemme 5.1, puisque, dans ce cas,
on a p1p3 > p2Y (cf. (6.5)).
La preuve de la relation (7.6) est identique a` celle de (7.7): on utilise la
Proposition 7.1, avec pour choix de variables p = p1, m = p2 et n = p3. Ceci
termine la preuve du Lemme 7.2, et ainsi de la Proposition 6.1.
La de´monstration des deux autres propositions est identique. Indiquons
simplement le choix des variables.
La premie`re partie de la Proposition 6.2 se rame`ne a` de´montrer que, pour
tout triplet (i2, i3, i4) = (0, 0, 0), on a∑
p1∼P1
∑
p2∼P2
∑
p3∼P3
∑
p4∼P4
symi2(θ
′
p2,p1p3p4)
× symi3(θ′p3,p1p2p4)symi4(θ′p4,p1p2p3) 
 XY −
1
10 .
On discute suivant le nombre de ij = 0.
• Si un seul des indices i est non nul, disons ik, on applique la Proposition
7.1, avec m = p1, p = pk et n = p2p3p4/pk.
• Si i3 et i4 sont tous non nuls, on applique la Proposition 7.2 avec
k = 2, r = p3p4, m = p1, s = p2, ξm,s = symi2(θ
′
p2,p1p3p4),
et une sommation triviale sur p3 et p4.
• Si i2 = 0, i3 = 0 et i4 = 0, on applique la Proposition 7.2, avec
k = 1, r = p4, s = p2, m = p1p3, ξm,s = symi2(θ
′
p2,p1p3p4),
et une sommation triviale sur p4.
• Le cas ou` i2 = 0, i3 = 0 et i4 = 0 se traite comme pre´ce´demment en
intervertissant les indices 3 et 4.
Cette discussion termine la preuve de la premie`re partie de la Proposition
6.2. La deuxie`me partie se fait en prouvant pour tout i1 = 0, la relation∑
p1∼P1
∑
p2∼P2
∑
p3∼P3
∑
p4∼P4
symi1(θ
′
p1,p2p3p4) 
 XY −
1
10 ,
qui se montre par la Proposition 7.1, en prenant pour variables p = p1,
m = p2p3 et n = p4. Ceci termine la preuve de la Proposition 6.2. Pour
la Proposition 6.3, disons simplement que le cas le plus typique, a` savoir la
majoration∑
pi∼Pi
i=1,··· ,5
symi2(θ
′
p2,p1p3p4p5)symi3(θ
′
p3,p1p2p4p5)
× symi4(θ′p4,p1p2p3p5)symi5(θ′p5,p1p2p3p4) 
 XY −
1
10 ,
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pour i3, i4, i5 tous non nuls se fait par la Proposition 7.2, avec
k = 3, r = p3p4p5, s = p2, m = p1, ξm,s = symi2(θ
′
p2,p1p3p4p5).
Les autres cas se traitent comme pre´ce´demment. Ceci termine la preuve des
Propositions 6.2 et 6.3, et ainsi la preuve du The´ore`me 1.3.
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