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再帰的プログラム技法の一応用
部分間数法によるブール関数の主項の自動導出について
松 田 秀 雄
緒 言
プログラミングにおける再帰的技法とは， データサイズηの処理手順を考えるとき， 複数個のより








1 . 1 部分間数法
周知のようにπ変数のブール関数f ( Xt， X2， ...・H・" ， Xn ) は
j( Xt， X2， ...・H・" ， Xn ) ==X1 メ ( x2， Xs， ………， Xn ) +X ， Jト( X2， X3， ………， Xn ) (1 ) 
のようにη一1変数の部分関数λと1>とに分解できるが， Jの主項について， 次のいづれか 1つの事
柄が成り立つ。
1) P=x， P" 但し， P，はj.の主項でj干の主項ではない。 1
2) P=x， P" 但し， Pïは.hの主項でよの主項ではない。 � ...・H・..合成定理
3 ) P=P， * Pï， 但し， Piはf ( i=l， l ) の主項である。j
ここで， 演算*はP" P，を各々ブール関数とみて通常の論理積をとる操作をさす。
この事実から， η変数の 関数fの主項はη 1 変数の部分関数メ， 及び， j-，の主項を求めることに
より， 更にj.， J，の主項は式(1 )の分解を行なって， より少ない変数の部分関数の主項を求めること
により求まるというように， 次々と分解していって， 部分関数が次の終端条件をみたすまで続ける。
( 1 ) 部分関数がOか1となったとき，
終端条件{ 2 ) ただlつの積項だけからなるとき，
L 3 )  1 変数の積項のみからなるとき，
但し， 部分関数は途中求まるごとに次の簡単化規則を適用して， 極力簡単化するものとする。
(1 )  l+P→1 




1 3 ) P十 PQ→ P
4 )  X;十元; P→X; + P 




j= x， x2 X ，  X， + 正， X 2X， X，+ X ， X2 X， X， + X， X2 X ，正，+ x， X2 X ， X， 
+ x， x， x， X， + x， x， X， x， + x， x2 .i， ム+ 正1X2 X3 X4 + X1 X2 X3 X4 
を考えてみる。 まず， X， で 分解すると， j= X，]. + 正l!ï， ここで
]. = x2x， .i， + X 2 正，X，+ X 2  x， .i，十 九正3ふ+ X 2  X， X， 
fτ==i2 X3九十 ・・
].をX2 で分解すると， .h == X2.h 2 + X 2.h "2 ， ここで
メ2ニX 2 X3 




].，=正sふ+ x， X， + x， ふ+
Xs X4で， X， で更に分解すると，
h"2 == X3 h "2 3 + X s 11"2"3 とな
り， ここでい




]. ，-. = x， + x， = 1 図l 分解 過程によって生成される木
1.23， 1123ともに終端規則





以上の 分解 過程は図lの木で表わされる。 すなわち， 関数j (木の根) が与えられると， X， で分解
されて].及びhとなる。].は更にんで分解され， j. 2 と].，となるが， j. 2 は終端規則をみたすので
木の葉 (0印 ) となる。 記号の下のゑふがこれの主項である。 ].，の方はX， で分解されて， j， 吉sと
j. 23とになり， いずれも終端規則をみたすので葉となる。 これらの記号の下の 1がそれぞれの主項を
表わす。hについても， X2 ， Xsで各々分解すると図のように部分関数h2 3' 1123' .h 23及ぴ1123で
終端規則をみたし， 各O印の下の主項が求 まる。
1 . 3 合成過程
ーたび終端規則をみたすと， jの主項は葉から根 fの方向へさかのほるようにして合成定理を適 用
していくことにより求 まる。 合成定理によれば， 部分関数fがよ=Xj j.j +正jj.;の形に分解される
と， j，の主項 Pi はjijの主項 Pij及びj.";の主項p，jを用いて
Pi = Xj・ Pij十王J・ Pij十 Pιj * Pij (3) 
で表わされる。 但し右辺は簡単化規則を適用して， 極力 簡単化されねばならない。
図2 は合成 過程によって， 木の枝が葉から根 fに向かつて刈り込 まれていく様子を表わす。 例えば
よ吉の主項はよ'23' λ日の主項から， X，・1+ x，・1+ 1*1= 1となる(図2(a ))o ].の主項は今
求めた].，の主項とから， X2・(正sふ)+x2・1+ ( x， ふ) * 1 = x2 + x， ふ となる(図2( b ))。 同様に
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( d ) 
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• 
となる(図2( c )) 0]，の主項は今求めたj"の主項とj"の主項より， x， ・(x， +丸)+ι ・(x，ゑ 十
x， x. ) + (ふ+x. ) * (X，正.+x，x. )=x，x，十x，x. +x， x，ム 十元，x.となる(図2 ( d ))。最後にfの主
項はよの主項とメの主項から， x， ・(x， +x，正.) +ム ・(X2X 3十九九 +正，x，x.+x， x. ) + (x， +X 3正. ) 
* (x， x，十九九十王2X3 X4十x，丸)=x，x，x.+x，x，x. +x，x，x. +x，x，x. +x，主， +x，元，x.+x， x， x. 
+x， x， 正sと求 まる(このとき， 図2の木は根fのみとなる)。
1.4 再帰的 プログラミング
上述のように部分関数 法の計算 過程は図1 のように枝が根fから葉へと向かつて成長していく木で
表わされる分解 過程と， 図2のように逆に葉から根に向かつて刈り込んでいく合成 過程の 2つの手順
からなるが， 図3 はこの処理を行なうための プログラムの概要で， アルゴル風に書いたのは理解しや
すいからである。 手順 SUBFUNCTION (]， n) C以下略して， (]， η)Jは η変数の関数fの主項
をすべて求めるプログラムであるが， その手順の 中に部分関数1" fτを求めて自分自 身の呼び出し (
1" η  1)， (f" n - 1 ) を行なっている点に特長がある(st ep 8， 10)。 この計算 過程を式( 2 )で
与えた例で説明してみる(図4 ， 5 )。
まず関数](根])を与えて， ( j， n)を呼ぶ。 終端規則をみたさないので， ーったんfを配列TN
(1， J) へ記憶 (]→ TN と表現) する。 このfを使って， 部分間数よを作り， ( 1" η 1 ) を呼
ぶ(st ep 7， 8， 以下単に 7 ， 8 のように略 ) 。 非終端なのでよ→ TN (]の後に続けて記憶)0 1，の
部分関数1"を求めて， (1，， ， n- 2 ) を呼ぶ(呼び出し中の手順 (1" n- 1 ) の 7 ， 8 ) 。 終端規
則をみだすので1"は主項として配列TT(I， J) へ記憶する。 4 の return 文で(1， " η- 2 )の呼
び出しは終了し， 呼び出し中の (よ， n - 1 ) の9へ戻る。 TN のλからよ冨を作って， (1， -" η  
2 ) を呼ぶ(9， 10)。 非終端なので1，吉→ TNo 1，吉3を作って， ( .h"2 3 ， η 一 3 ) を呼ぶ( 7 ，  8 ) 。
これは終端規則をみたすので.h "2 3を主項として， .h"2 3→ TT (先に求められているよ2の後へ続ける)。
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4 の return 文で呼び出し中
の手順 (λ百， η 2 ) の 9 へ
戻る。 1.日を求めて， (，hïs， 
η- 3 )を呼ぶ( 10 )。 これも
終端規則をみたすので， .h 23 
を主項として1.η→TT( 1.，. 
の後へ続ける)。 ここで 4 の
return 文で (j " ， η  2 .) 
の1 へ戻り， }: -; 3と 1123が T
Tから 読み出されて合成さ札
j， ，の主項として TT へ記憶
(このとき， すでに不要とな
ったよ23' .h'23を無視し て，
1. ， の後へ続けるL ( j， η) 
の呼び出しからここ までの処
理過程を示したのが図4 ( a ) 
である。 但し， 図4 (同じく
図5 ) の数字は図3 のstep 番
号を表わしている。 ここで，
13の return 文で (1." n-
2 ) は終了し， 目下呼び出し
中の (よ， η 1 ) の11へ戻
る。 図4( b )はここ までの処
理過程を表わす 。 1. ， の主項
と 1.，の主項lが合成されて，
1.の主項 が求 まり， これ をTT
の先頭部分へ記憶して， 13の
return 文で更に上位の階層
で呼ぴ出し中の ( j， η 1 ) 
の 9 へ戻る。 図4( c ) はここ
までの処理過程を示している。
以下部分関数j ，を求めて， (f1' 
n - 1 ) を呼び出し( 9 ， 10 )， 
同様の考察を推し進めるなら，
図3 の手順 SUBFUNCTION





ことがわ かろう。 ことに図5 ( e )の次の計算過程ではよの主項とj1の主項が合成きれて，j の主項が






i[ [ が終鋪規制をみたす then
þegin 
fを主項として配列 TT(I，J) へ記憶13 . 




6. fを弼列 TN(I，J) へ記憶する0'
fの部分間数 [1 を求める 。i
SUBFUNCT ION ([ 1，η・1)
fの部分関数 [T を求めるJ
SUBFUNCTION([r・n-1);
[1 と [r の主項を TT(I，J) から
弱み出して合成し 、
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図5 手順 SUBFUNCTION(刀 η)の計算過程(その 2 ) 
10. FORTRAN プログラム
我々は図3 の再帰的プログラムを実際にはFO RTRAN言語で実行したわけで、あるが， FO RTRAN 
では手順の再帰的呼び出し司 つ まり， 自分自身を呼び出すことを禁 じている。 したがって， 呼ぴ出し
を行なったための戻り番地や， 呼ぴ出きれてまだ終っていない手続きが使っているデ ータを記憶して
おくためのスタックレジスタをソフトウェア的に 作る必要がある。 これは適当な配列とスタック カウ
ンタといわれる一種のポインタとの組合わせによってできる。 本節ではスタックの使い方を中心とし
て， 部分関数 法のFO RT RAN プログラムについて詳述するが， まずそれに先立って， デ ータの表現
法から述べる。
3.1 データの表現
我々のFO RTRANプログラムでは式(1 )のブ ール関数は図6 の配列 T(I， J)で表わされ， 第i 項
目の積項が T(i ，  k )  ( k = 1 ，  n に対応する。 ここに積項の変数ゐ (k=l， n )が肯定 変数か否定変
数か任意(積項に陽に表われない ) 変数かによって， T (i， k ) はそれぞれ1 か 2 かOとする。 同図
の配列NZ(I)は T( I ，k )( k ニ1 ， n )の非零要素の数を表わす。 更に積項の数を示すための変数 NT
(図6 の例では NT=10 ) もつかわれる。 これらのデ ータを用いると， 例えば終端条件は次のように
なる。
( 1 ) NT = 0 か NZ( 1 )の1つがOとなったとき，
終端条件i 2 ) NT = 1となったとき，




図7 は部分関数 法のFORTPAN プログラムの概略図で， 戻
り番地の情報をたくわえるスタック RE( 1 )の働らきを中心と
して書かれている。 P1は再帰的呼び出しの深きを 表わす カウ
ンタで手順が呼び出されるご とに1づっふえる。 文(番号 )3250
以下が手順 SUBFUNCTION で， これは丈3229と8310と8510
の 3箇所で呼び出されるが， それぞれ図3 の手順(1 ， η)と(]， ， 
n一1 )と( j " η- 1 ) とに対応している。 帰り先はそれぞれ異
なり， 3229の呼び出しでは REの内容を1とおき， 8310ではR
Eの内容を 2 と おき， 8510では REの内容を 3 とおく。 手順が
呼び出されるご とに P1 が1づつふえて， これらの情報が逐次
呼び出された順序でREにたくわえられていく。 6000， 6910の
文が図3 の 4 ， 13の return 丈に相当し， RE(P1 )の値が1 か
2 か 3 によって， 3230か8320か8510の丈へ帰る。 なお8600でP1
が 2だけ減るのは主項が合成されて， 再帰的呼び出しが上位へ
復帰していくからである。
P1 及ぴREの振舞いを 前述の関数1 (式( 2 )) の例で説明す
る。 fが与えられると， RE ( 1 ) = 1とおいて最初の手順の呼
び出しが行われる(3228， 3229)。 このとき， P1 = 1となり， 非
終端が行で、1.を求めて， RE( 2 )= 2 ， として， 手順を呼ぶ(8310
8315 )。 ここでP1 = 2 となり， 非終端なので、1.， を作り， RE(3) 
= 2 とおき， 再び手順を呼ぶ
(8310， 8315 L P1= 3にふえ
今度は終端規則をみたすので
6000の文へいき， RE(3 )= 2 
であるから8320へ戻る。 ]"
を求めて， RE(4)= 3 とおい
てから， 手順を呼ぶ(8500，
8510 )0 P1ニ4となり， 非終
端なので， .h 23を作り， RE 
(5 )= 2 と おいて手順を呼ぶ
(8310， 8315 )0 P1= 5にふえ
る。 終端なので6000へいき，
RE(5 )ニ2だから8320へ戻る。
h2冨を求めて， RE (6 )= 3 と
おいて， 手順を呼ぶ(8500，
8510 )0 P1= 6 となり， 今度
も終端なので6000へとび， R





3228 RE(P1+1J � 1 
3229 GO TO 3250 
3230 GO TO 8800 
C PROCEÐVRE SVBFVNCTION 
3250 P1 � P1 + 1 
[]に鯖単化規則滴用|
T(I，JJ I NZ(IJ 
I 
J1 2 3 4 
1 2 2 2 1 4 
2 221 2 4 
5 2 1 2 2 4 
4 1 222 4 
5 2 1 2 1 4 
6 1 221 4 
7 1 2 1 2 4 
8 1 122 4 
9 2 1 1 1 4 
10 1 2 1 1 4 
NT = 10 
図6 テータの 表現
8310 RE(P1+1J � 2 
8315 GO TO 3250 
nu odu 電uno 
8500 RE(P1+1J � 3 
8510 GO TO 3250 
8520 I f. .fïの主項から f の主項を合成して TT(I.JJへ記憶 !
+ 
8600 P1 � P1 - 2 
6910 Go TO 13230.8320.8520J.RE(P1J 
8800 I TTII.JJ に f の主項が求まっているので印刷l
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き， P1の数は図8 ( b)のよう
に増加する。 REの内容は同図b1)， b2)のように変わる。 ここ までで， fï2の主項が求 まり， 更にlï冨
を求めて呼び出しを続けた様子を示したのが図8 ( c ) である。 REはc1) のように増加するが， その
後6520から69 10の合成過程が繰り返されて， c2)， .c3)と減り， 最後lこc4) のようになる。 このとき，




本プログラムでは部分関数ょが終端規則をみたせば主項として配列TT(1， J) に， 非終端なら，
後程、 更にこの部分関数を求めるためにーったん配列TN( 1， J ) へ格納 するが， これらはデータを
たくわえるための代表的スタックである。 手順の呼び出しは P1 の大きさで識別されるから， ある呼
び出しでのこれらの配列への出し入れは一次元配列のポインタ PT， KTを使って， PT(P 1)行から
KT( P1 )行 までの聞で行なう。 本論文でつかっている関数fの例では， 最初の呼び出し， P1= 1 ， で
非終端なのでfは TN (I ， J) の PT( l )=l行目からKT( 1 ) =10行目にわたって格納 する。 次の呼
び出し， P1= 2 ， でも非終端なので， j.は TNのPT( 2 )  = 1 1行目からKT(2)ニ15行目にかけて格 納
する。 更に続く呼び出し， P1= 3 ではよ2は終端規則をみたすので， 今度は配列TT(1， J)のPT(3 )
-7 
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= 1 行 目からKT(3 )= 1 行 目にわたって格納 す
る。 以下同様， 1.-;についての呼び出し(P1=4 ) 





る。 図9 でPl= 5 ，  6 のとき， h23' h23 は共
に終端なので， PT(5)， KT(5)及びPT(6)，KT 
(6 )はいづれも TT へのポインタである。 この
2 つの主項が合成されて].，の主項が求 まると，
P1は 2だけ減り， PT(4)(= 2 )， KT(4)(= 2 )  
が TTへのこの主項の格納位置を示すポインタ
となる。 直前 までのPT(4)=16， KT(4)= 19は
よ互の TNへの格納位置を表わすポインタであっ
たが， この主項が求 まった以上， もは やこの情
報は不用で， このように書きかえられでも一向
に差支えない。 なお， 図9 で TN の右端の数字は各行の非零要素の数である。 又， TTの 1 行 目( 2 ，  
2 ) は忌s土4のことで， 左につめて記憶している。 このように部分間数や主項は 各手順の呼び出しご と
に変数の数や変数の組合わせが異なるのでこれらがどのような順序で記憶されているかを示す情報を
たくわえるスタックVN(P1)やVA(P1 ， J ) も必要となる。
デ ータ用のスタック TN， TT及び
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言
本プログラムにおいて， 再帰的呼び出しの深さ， 即ち， スタック カウンタPlの大きさはη変数ブ ー
ル関数の場合で最大 2 n-1 である。 一応8 変数の関数 まで取扱えるよっ試みているので， REの DI­
MEN SION はRE( l7)で非常に小さい 。 一方デ ータ用のスタック TN 及ぴ TTは非常に大きなものと
なり， TN (450， 9)， 及ぴ， TT (350， 9)のサイズが必要となる。 その他の大きな配列として， 合成
過程の式( 3 )ででてくる積項をその ま またくわえる配列Bや， 簡単化規則や合成過程でデ ー タの転送
や一時記憶につかわれる配列B1， B2がある。 中でも Bが取り分け大きし B(1000， 9 )， あとの 2
つはそれぞれBl(300， 9)， B2(300， 9)としてみた。 関数 fを与える配列 Tは T(300， 9)である。 こ
れら 6箇の配列を合計すると約50KBのメモリ領域を占有することになるが本学の計算機(FACOM
230-45 S) ではほぼ限界に達する。 7 変数のブ ール関数 まで問題なくできるが， 8 変数の関数になる
と真理値で tru e の割合いが0 .8を越えると主項の数が 著しくふえるので， 上の DIMEN SION の大き
さでもover flow を起し計算できなくなることがある。 なお， 計算時間は関数のtru e とf alse の割合
いにもよるが， おおよそ， 4変数の関数で" 900mse c， 6 変数の関数で'1200mse c， 8 変数の関数で19000
mse c位で求 まる。
計算時間で比べると， 我々の提案している縮小カルノー図法よりやや劣る。 しかし ， 再帰的技法は
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An Application of Recurcive Programming Techniques 
Automatic Generation of Prime Implicants of 
Boolean Functions By the Subfunction method --
Hideo MATSUDA 
Subfunction method is an algolithm for computing the prime implic ants of a Boolean 
function. This paper presents a recursive pogramming techniques for subfunction method 
in the c ase where the computer program is written in FORTRAN. Behaviors of the st ac k  
i n  which is stored informations of return address o r  d ata of recursive procedures which 
have already been c alled， but not finished off yet， is explained in d at ail. The memory 
sp ace s ize for the program to occup y is estim ated， and a few ex amples of comput ing 
time is also given roughly. 
( 1980年10月31日受理)
9 
