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Abstract
This thesis concerns the viability of the ‘Yin-Yang grid’ for future generations of
atmospheric models. The ‘Yin-Yang grid, is an overset grid in which two segments
of the classical latitude-longitude grid, with the poles excised, are rotated relative
to each other and fit together rather like the surface of a tennis ball. We investigate
whether wave propagation can be accurately modelled across the overlap regions
and whether transport of air mass properties, such as entropy or water content,
can be modelled accurately and conservatively across the overlap regions, without
significant ‘grid imprinting’ on the solution. The wave propagation results demon-
strate that the overlapping regions support computational/spurious wave modes
and methods for controlling these wave modes are discussed. Transport schemes
are investigated in one dimension using the Chesshire and Henshaw conservative
interpolation scheme [CH94] and the new ‘Zerroukat mass fixer’ scheme. The Zer-
roukat mass fixer scheme is extended to the (two-dimensional) Yin-Yang grid. The
results demonstrate that the Zerroukat mass fixer scheme is successful in conserv-
ing mass. However, the Zerroukat scheme has an effect on flux limiter schemes,
overshoots can occur. The Zerroukat scheme also reduces convergence rates by
2 orders of accuracy. Therefore if 2nd order convergence is required a 4th order
scheme would need to be used.
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Chapter 1
Background and Introduction
The Met Office produce weather forecasts and climate predictions based on nu-
merical solution of the equations of atmospheric dynamics and thermodynamics.
ENDGame is the Met Office’s dynamical core, currently under development and
due to become operational in 2014 [WSW+13]. It is an evolution of the current
dynamical core, the New Dynamics [ZWS+09]. ENDGame is based on a Semi-
Implicit Semi-Lagrangian discretisation of the governing equations. ENDGame is
a finite-difference model, discretised on a Lat-Long grid and is based on the fully
compressible, non-hydrostatic Euler equations. ENDGame uses an iterative ap-
proach to solving the semi-implicit aspects of the scheme (more detail of ENDGame
is given in section 2.2). This allows more accurate coupling of the scheme to the
physics parameterisations. It also simplifies the form of the Helmholtz problem
that arises from the semi-implicit discretisation.
The Met Office’s current numerical model and its successor, are based on a Latitude-
Longitude (Lat-Long) Grid. The quadrilateral structure of the grid and its rela-
tion to an underlying orthogonal co-ordinate system allow a number of algorithmic
simplifications and efficiencies. The lat-long grid is densely packed near the poles.
Therefore, efficiency requires that signals must be able to propagate over many cells
in a single time-step (that is, the model must be able to deal with large Courant
(CFL) numbers) [Dur10]. Different schemes allow for smaller or larger Courant
numbers (and therefore time-step) without causing instability of the model. Semi-
Implicit treatment of fast waves allows for a large wave courant number and Semi-
Lagrangian treatment of advection allow large advective Courant numbers to be
used, while retaining stability (C ∼ U∆t
∆x
where C is the dimensionless Courant
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number, ∆t is the time step, ∆x is the interval length for each spacial variable, U
is the magnitude of the velocity or wave speed).
The Lat-long grid may not be optimal for the next generation of supercomputers.
Next generation supercomputers are expected to achieve their performance through
massively parallel computing; that is, the use of many hundreds of thousands of
processors that are individually of similar performance to today’s fastest individ-
ual processors. However, with this supercomputer architecture, communication
between processors is expected to become a significant bottleneck to performance.
The current algorithms used on the Lat-Long grid would involve a large amount
of communication between processors, particularly for computationally intensive
operations such at the Helmholtz solver. This large amount of communication is
particularly high at the polar regions of the grid and small time steps will have to
be used. This means that the Lat-Long Grid degrades parallel scalability. There
is the chance that a new computer technology, such as quantum supercomputers,
may mature that will remove this bottleneck; in the near term this is assumed to
be unlikely.
1.1 Alternative Grids
One of the options to avoid the pole problems of the Lat-Long grid is to use a
different grid. Each of the possible alternative grids comes with advantages and
disadvantages. A non-overset grid is a grid where none of the grid cells overlap
another grid cell. The most well known non-overset grid is the Lat-Long grid which
is a structured non-overset grid. Structured means that the cell numbering directly
implies connectivity to neighbouring cells. Here some examples of alternative grids
are used to highlight some of the possible issues with any alternative to the Lat-
Long grid.
• A composite grid on a sphere is when the sphere is divided into a number of
regions. Each of the regions is covered by a relatively uniform quadrilateral
grid, based on a local orthogonal co-ordinate system. These regions combine
to form the sphere with some overlap. The simplest example is the Yin-Yang
grid, proposed by Kageyama and Sato [KS04], in which two regions of Lat-
Long Grid, with the poles excised, are rotated relative to each other and fit
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together rather like the surface of a tennis ball as shown in Fig. 1.1. The
grid is made up of two symmetrical panels rotated and combined to cover a
spherical surface with a partial overlap on the border. Each panel is the low
latitude region of the Lat-Long grid: it is 90◦ about the equator and 270◦ in
longitude. The rotational transformation from Yin to Yang is identical to the
rotation from Yang to Yin. Kageyama and Sato [KS04] state that the Yin-
Yang grid is suitable for parallel programming with domain decomposition
of even number since the number of component grids is two. The proposed
grid is an orthogonal system since it is part of the Lat-Long grid. The grid
spacing is quasi-uniform given that it is derived from the low latitude region
of the Lat-Long grid [Kag05].
Figure 1.1: Yin-Yang grid
• The Cubed-Sphere grid is made up of six component non-overlapping panels
shown is Fig. 1.2. The grid avoids resolution clustering, but is no longer or-
thogonal. Orthogonality is exploited by existing numerical schemes to obtain
desirable properties, thought to be important for accuracy. When using the
cubed-sphere grid it is difficult to avoid grid imprinting. Grid imprinting is
due to the inhomogeneity of the grid and the numerical scheme used. There
are no perfectly homogeneous spherical grids that are practical at required
resolution for weather and climate modelling. Therefore any workable grid
will have a number of special points, lines or regions where the local grid
structure is different from the grid structure elsewhere i.e. the vertices and
edges of the cube on the cubed sphere. The differing structure may make it
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difficult to achieve a discretisation that is second-order accurate near these
special points, lines or regions. Even if it is possible to achieve second-order
accuracy the dependence of the truncation error on the local grid may leave
a signal of the grid structure in the numerical solution [ST12].
Figure 1.2: Cubed-Sphere Grid
• The icosahedral grid is an example of a non-overset grid shown is Fig. 1.3.
With any non-quadrilateral grid new numerical methods are required, unlike
the Yin-Yang grid where the numerical methods used for the current models
can remain unchanged. The Voronoi pentagonal-hexagonal grid is quasi-
uniform and orthogonal (orthogonality is due to the relation between the
pentagonal-hexagonal grid and its dual triangular grid) and also avoids reso-
lution clustering and overlaps [DG]. However, it uses non-quadrilateral grid
cells (pentagons and hexagons), which can support computational modes.
Computational modes can occur when linear wave propagation is misrep-
resented by numerical methods. Examples of waves that can be misrepre-
sented are; parasitic modes that have group velocity of the wrong sign, extra
branches in the dispersion relation, and trapped waves due to grid inhomo-
geneities.
The Cubed-Sphere, Icosahedral and the Yin-Yang grids do not cluster grid points,
therefore are expected to have much better scalability. Each of these grids has its
own advantages and problems to overcome.
Due to grid structures and numerical schemes all types of grid are likely to be
affected by computational modes and or grid imprinting. Grids that do not cluster
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Figure 1.3: Icosahedral Grid
grid points have much better scalability. Each type of grid has its own advantages
and problems to overcome when applied to NWP and Climate modelling. Many
other grid configurations are also possible and many of the issues are common to
all. The grid that we intend to investigate further here is the Yin-Yang grid.
1.2 Desirable Properties for Weather and Cli-
mate Models
There are several required or highly desirable properties for weather and climate
models [ST12].
1. Mass Conservation; it is desirable to conserve the mass of dry air and trace
species. This is less important for numerical weather prediction where short
integration times are used but a must for climate models.
2. Accurate representation of balanced flow and adjustment; in order to adjust
towards balance (through radiation, dispersion and dissipation of fast acoustic
and inertio-gravity waves) after a perturbation dispersion of the full spectrum
of fast waves must be sufficiently accurate; to do this the C-grid (shown in
fig. 1.4) placement of variables with centred-difference approximation can be
used [AL77].
A staggered grid is when different variables are evaluated and stored at dif-
ferent points on the grid. The most successful of these staggered grids is
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the C-grid shown in Figure 1.4(c). The un-staggered grid is shown in two-
dimensions Fig. 1.4(a). For the reasons discussed above we have chosen to
use the C-grid in this project however, Smolarkiewicz [SSW13] proposes that
the A-grid can be beneficial for computational reasons.
Figure 1.4: Staggered and un-staggered grids, φ is the geopotential, u and v are
the horizontal winds. The variables are stored at different locations on each grid.
The A grid is unstaggered and the variables are stored at the same location. The
other grids are all staggered with the variables at different locations.
Figure 1.5 from [LT10] shows that the staggered grid suffers far less from
reduced frequencies for short wavelengths than the un-staggered grid. The
un-staggered grid shows that the short wavelength half of the spectrum has
group velocity of the wrong sign, where as the staggered scheme has group
velocity of the correct sign except for the two-grid wave (k∆x = pi) where
the group velocity is zero.
3. Computational modes should be absent or well controlled. J. Thuburn [Thu13]
discusses examples in which linear wave propagation can be misrepresented
by numerical methods. The article states that in many cases the distinction
between computational modes and physical modes is not clear cut and it
is also not necessarily the case that a computational mode is damaging, it
is important to examine each case individually. Computational modes can
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Figure 1.5: Numerical dispersion relations (solid curves) for (a) unstaggered and (b)
staggered uniform grids. ω (frequency) is positive and k (wave number) determines
which branch of the dispersion relation we are on.[LT10]
be damaging to weather and climate model numerical solutions: they may
lead to noisy solutions, a failure to adjust correctly towards balance, spuri-
ous release of instability or an incorrect response to forcing. However the
effect the modes have on damaging the solutions can vary considerably; some
modes can even switch between physical-mode-like and computational-mode-
like behaviour as parameters vary. The article underlines that it is important
to be aware of the ways in which linear wave propagation can be misrepre-
sented and any possible consequences; it is therefore important to analyse
such behaviour at an early stage of model development.
4. Minimal grid imprinting [ST12] say that there are only five completely ho-
mogeneous grids on a sphere which are possible and these all have too coarse
resolution for practical use. Any practical grid will have a number of special
points or lines where the grid structure is locally different from the struc-
ture elsewhere. Due to the dependence of the truncation errors on the local
grid structure, it is likely that some signal will be seen of the grid structure
in the numerical solution. It is therefore important to choose a grid and
discretisation which minimises such grid imprinting.
[LT10] looked at both slowly varying grids (where the grid resolution adapts
slowly without abrupt jumps) and grids with an abrupt jump in resolution.
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It was found that on slowly varying grids, when separate evolution equations
for the right- and left-propagating components are derived, it results in no
asymptotic reflection in the limit of a slowly varying grid, as long as the waves
of that frequency are resolvable. However, if the wave group velocity goes to
zero there will be reflection at that location. For grids with an abrupt jump
in resolution, it does not appear to be possible to avoid complete reflection
unless extra dissipation terms are introduced if the waves are not resolvable
on one side of the jump.
[LT10] found that the numerical scheme can be tailored at the jump in reso-
lution to minimize spurious reflection, as well as demonstrating the benefits
of a staggered grid instead of an un-staggered one.
5. The geopotential gradient and pressure gradient should not produce non-
physical source of vorticity [ST12]. If the discrete curl of the geopotential
gradient or the pressure gradient do not vanish there might be spurious nu-
merical sources of vorticity. Even if the governing equations are written and
discretised in a form that does not directly involve the curl operator it is im-
portant to know that the discretisation implies good behaviour of a vorticity
or potential vorticity that could be diagnosed from the numerical solution
[Thu11].
6. Terms involving the pressure should be energy conserving.
7. Coriolis terms should be energy conserving; the use of the C-grid (staggered
grid) makes energy conservation more difficult however [AL77] describe a
mechanism used to achieve this on the C-grid so the benefits of the staggered
grid can still be maintained.
8. There should not be spurious fast propagation of Rossby modes; on staggered
grids it is important to be careful with Coriolis term to avoid fast propagating
spurious Rossby modes [TRSK09].
9. Axial angular momentum should be conserved.
10. Accuracy approaching second order.
The choice of grid will directly impact which of the properties can be supported
[ST12].
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1.3 Issues with Overset Grids
If selecting an overset grid the following issues need to be considered:
1. Can a stable scheme be developed, that involves time marching on two or
more grid regions, coupled at the overlaps?
2. Can transport of air mass properties, such as entropy or water content, be
modelled accurately and conservatively across the overlap regions, without
significant ‘grid imprinting’ on the solution?
3. Can the propagation of fast and slow waves, supported by the governing
equations, be accurately modelled across the overlap regions, and can we
ensure that the overlap regions do not support non-physical wave modes that
are numerical artefacts?
4. Can global elliptic problems (arising from implicit time stepping) be solved
efficiently, and what kind of coupling across the overlap regions is optimal?
The proposed research will aim to advance the understanding of some of these four
questions through theoretical analysis and through numerical experimentation on
one-dimensional and two-dimensional model problems, including the shallow water
equations for a single-layer fluid in a rotating frame. The results will help to
determine whether the considered overset grids are feasible, as a basis for future
generations of the Met Office weather and climate model. Analysis of the results
will suggest the best ways towards developing a full three-dimensional atmospheric
model using such grids and the constraints of doing so.
1.4 A More in Depth Look at the Yin-Yang Grid
The Yin-Yang Grid is an overset grid, that divides the sphere into two rectangular
sub-domains. These two rectangular sub-domains are combined to cover the whole
sphere (see Figure 1.6).
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(a) (b)
(c) (d)
(e)
(f)
Figure 1.6: Yin-Yang grid composition. (a) Yin-Panel with 2 extra points; (b)
Yang-panel with 2 extra points, (c) Yin-Yang glued together to cover the sphere;
(d) Yin-Yang with minimal overlap; (e) Yin-Yang grid with overlap removed; (f)
Yin (or Yang ) panel in longitude-latitude (λ, θ) space the λ axis running from
−0.8 to 0.8 and the θ axis running from −2.5 to 2.5.
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From a computational point of view, the Yin-Yang Grid has many desirable prop-
erties:
1. The sphere is decomposed into two identical computational do-
mains . There are an infinite number of possible variations for a spherical
overset grid. This grid could be made up of any number (n) of sub-regions.
The Yin-Yang Grid represents the minimum case for a composite grid of
n = 2 and it also has properties which maximise its simplicity such as:
• the two panels (Yin and Yang) are geometrically identical sub-regions;
• each sub-domain has two-fold symmetry (up-down and right-left);
• the two pieces are combined in a complementary way to cover the whole
sphere and each panel is the transformation of the other by a simple
rotation.
2. The two sub-grids are orthogonal . This property together with the ap-
propriate staggering, is very desirable to obtain accurate numerical solutions
with minimum truncation errors.
3. Free from singularities and special points . The Yin-Yang grid is made
up of two regions of the Lat-Long Grid, with the poles excised, rotated relative
to each other so there are no singular points on this grid. Singular or special
points complicate the model and the code’s structure. They also need special
treatments and are therefore less amenable to parallelism. A grid that is
free from these special points results in a simplified code and enhances its
computational efficiency.
4. Each sub-grid is a Lat-Long Grid without the poles . This property
permits the re-use of already available and tested technology of a standard
Lat-Long Grid. All codes for Lat-Long Grid can be simplified and re-used
(i.e., removing all the special treatments of the poles). This will result in
an improvement in the computational efficiency of the model. This also
allows the development time of a Yin-Yang Grid based model (from the Lat-
Long Grid based model) to be reduced considerably, compared to a complete
departure from Lat-Long Grid.
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5. The grid spacing is quasi-uniform . A uniform mesh helps to produce
a solution of similar quality over the whole domain (i.e. the error size and
distribution is homogeneous). An additional virtue of homogeneous mesh is
that it improves the load balancing on massively parallel machines. Using a
domain-decomposition, each sub-region contains the same numbers of cells
with similar sizes. Therefore, given a homogeneous problem, each region will
have more or less similar amount of computations. The maximum/minimum
ratio of the grid spacing on the Yin-Yang Grid is 0.707 [PXT06]. Quasi-
uniform grid spacing is also beneficial to physical parameterisation [GR14].
6. The metric tensors are simple and analytically known . This prop-
erty allow the solution of the same equations in the usual spherical polar
co-ordinate system with simple metric factors. Also, owing to the fact that
one grid is part of standard Lat-Long Grid and the other is a rotated Lat-
Long Grid, switching from one sub-grid to another, or from (and to) a global
Lat-Long Grid is straight forward. This is particularly useful in production
and dissemination of products, in the usual Lat-Long Grid format.
7. The total number of cells in the two sub-grids is less than a Lat-
Long Grid for an equivalent resolution . Let us assume that a Lat-Long
Grid with a square mesh ∆ at the equator and with a total number of grid
points
NLLG =
1
2
N2 ≡ N × 1
2
N, (1.1)
where N is the total number of cells around the equator. A Yin-Yang Grid
can achieve the same ∆ with a total of only NY Y G number of points,
NY Y G =
3
8
N2 + 4δ (N + 2δ) ≡ 2
((
3
4
N + 2δ
)
×
(
1
4
N + 2δ
))
, (1.2)
where δ is the number of points in (or the size of) the overlap region
NY Y G/NLLG ≃ 3/4, (1.3)
[neglecting δ with respect to N (i.e., δ ≪ N). ] In other words, a Yin-Yang
Grid based model may achieve a similar accuracy as a Lat-Long Grid-based
model with approximately 25% less grid-points. This also further enhances
the computational efficiency of a Yin-Yang Grid based model.
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Despite all the previously discussed advantages of the Yin-Yang Grid, there are pos-
sible issues with the overlap regions that need further research. One possible issue
is how to achieve mass conservation in these overlap regions, without a prohibitive
computational cost and negligible impact on the overall accuracy of the model. For
most Numerical Weather Predictions (NWP) applications the integration period is
relatively short, so mass conservation is a less critical issue. Most NWP models are
also used for climate simulations, with the length of the integration period much
greater, and the mass conservation is a paramount requirement.
Note that the Yin-Yang grid is by default a two-dimensional problem because there
is no overlap in vertical co-ordinate and therefore extending the problem in three-
dimensions is trivial.
Other fields of science have already validated the use of overset grids. Two exam-
ples are [KY05] and [HC09]. Kageyama and Yoshida [KY05] have looked at mantle
convection simulation on the Yin-Yang grid. [KY05] believe that the Yin-Yang grid
is the simplest and most powerful overset grid especially on massively parallel com-
puters. The Yin-Yang grid can recycle most Lat-Long routines with minimal effort.
Henshaw and Chand [HC09] have used a composite grid to look at a complicated
heat transfer system. This work is not directly related to modelling atmospheric
flows. However, they also model fluid with temperature-dependent incompressible
Navier-Stokes equations using the Boussinesq approximations. The work in [HC09]
is relevant to the project when looking at mass conservation, entropy and water
content. [HC09] have also chosen to use a centred difference method of approxi-
mations.
Qaddouri et al. [QLL+08] and Zerroukat and Allen [ZA12] have looked at solving
the elliptic equations on overset grids in atmospheric science:
Qaddouri et al. [QLL+08] have solved the Shallow water equations on the
Yin-Yang grid by using an implicit and semi-Lagrangian discretisation on a
staggered mesh. This is a similar method that will be used here. [QLL+08]
choose to use the optimized Schwarz to solve the resulting scalar elliptic
equations. This work demonstrates that domain-decomposition and Schwarz
methods can be used effectively to solve the elliptic equations on overset grids.
Zerroukat and Allen [ZA12] propose combining the overset/Yin-Yang com-
posite elliptic problems in one system using Krylov-type solvers and show
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that the solution on an overset grid is highly efficient because of the grid
homogeneity.
In atmospheric science the use of overset grids have been validated by; Baba et
al. [BTSG10], Qaddouri [Qad11], Qaddouri and Lee [QL11] and Qaddouri et al
[QPT+12]:
Baba et al. [BTSG10] use the Yin-Yang grid in a three-dimensional dynamical
core of an atmospheric general circulation model. They use benchmark test
cases (from [WDH+92]) on the shallow water model configuration to examine
the validity of two-dimensional calculations. Their experiments show that
the model simulates reasonable flow fields with second-order accuracy. They
also extend the model validation to three-dimensional features which had not
been tested before on the Yin-Yang grid and found the flow fields in good
agreement with the results of Lat-Long experiments in all experiments.
Qaddouri [Qad11] solves the Shallow-Water Equations on a rotating sphere
on the Yin-Yang Grid using a Domain Decomposition Method (DDM). On
the Yin panel and the Yang panel the local solver is based on an implicit
and semi-Lagrangian discretisation on a horizontally staggered C Grid. The
optimized Schwarz method is used to solve the Helmholtz problem. Qaddouri
uses standard shallow water test cases to show that the DDM solution for
the Shallow Water Equations on the Yin-Yang Grid can produce the global
solutions accurately on the sphere.
Qaddouri and Lee [QL11] discuss the Canadian meteorological centre’s devel-
opment of the future global forecasting Yin-Yang model. They use the Yin-
Yang Grid in the horizontal and the log-hydrostatic-pressure co-ordinates on
the Charney-Phillips grid so they are testing the Yin-Yang Grid extended to
3D. They use a two-way coupling method between two Global Environmental
Multiscale (GEM) Limited Area Models (LAMs) discretised on each panel of
the Yin-Yang grid. Their initial results which include running several win-
ter and summer 5 day forecasts against observations demonstrate that when
comparing to observations the Yin-Yang system performs as well as the GEM
model.
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Qaddouri et al [QPT+12] present three models with different discretisations
for the shallow-water equations on the sphere. They use standard test cases
to compare these models. The first of the three models is based on the Lat-
Long grid, the second uses the overset Yin-Yang Grid and the third is a
geodesic icosahedral grid composed of triangles. Looking specifically at the
two cases which belong to the Global Environmental Multiscale (GEM) model
family they have demonstrated that the Yin-Yang grid model is competitive
to the existing models with respect to accuracy. They have not attempted to
investigate the comparison in terms of efficiency.
[CH90] investigated the numerical solution of partial differential equations on com-
posite curvilinear overlapping grids. These are composite grids made up of a set of
curvilinear grids which overlap where they meet. They describe some of the tech-
niques for solving elliptic and time-dependent PDEs on composite meshes. They
also present the applications to the solution of the compressible Navier-Stokes
equations.
The solution of elliptic and time-dependent PDEs will be required on the Yin-
Yang grid. [CH90] favour the use of finite difference methods to solve PDEs on
the overlapping regions although many techniques are discussed. [CH90] consider
two-dimensional grids and note that much of their work will also apply in three-
dimensions.
An algorithm is presented in [CH90] which can be used to determine the required
region of overlap. This may be useful in determining the optimum overlap for the
Yin-Yang grid. The discussion of the techniques for the solving of elliptic and time
dependent PDEs and the accuracy of these methods are displayed. They choose to
use the finite difference method because each component grid they use is logically
rectangular so is well suited to finite difference applications. This is helpful for
deciding the best method for the Yin-Yang grid. [CH90] may also be useful for
expanding the solutions onto the Yin-Yang.
An example of the Semi-Lagrangian advection scheme is implemented in [LCP+06]
on the Yin-Yang grid. [LCP+06] investigate the way that data is transferred be-
tween the Yin and Yang components of the grid.
It is also shown in [LCP+06] with numerical results that the quasi-uniform Yin-
Yang grid can get around the pole problem, and the numerical accuracy in the
32 CHAPTER 1. BACKGROUND AND INTRODUCTION
semi-Lagrangian scheme is effectively maintained on the Yin-Yang grid. [LCP+06]
state that the Yin-Yang grid is superior to the Latitude-Longitude grid in the case
of poleward advection and is therefore a promising candidate grid system for high
resolution General Circulation Model Simulations.
For transport using semi-lagrangian schemes interpolation is required. [LCP+06]
used both cubic-spline and cubic-lagrangian interpolation and found that the cubic-
lagrange provides adequate numerical accuracy for most applications and is com-
putationally efficient. [LCP+06] have demonstrated the use of this method in one
dimension and then described the bi-cubic Lagrange interpolation. The points used
in this bi-cubic Lagrange interpolation are shown in Figure 1.7(a).
Figure 1.7: Schematic diagram of (a) the two-dimensional cubic Lagrange in-
terpolation and (b) the boundary interpolation where the Yin and Yang grids
overlap.[LCP+06]
Williamson et al. [WDH+92] provide a set of test cases for global shallow water
models in spherical geometry. The cases they propose are for evaluating numerical
methods proposed for weather and climate modelling and are designed to identify
any potential trade-offs which must always be made in numerical modelling. Before
any proposed scheme is used for any full atmospheric model, it must be shown
that it performs well on these test cases in comparison to the currently accepted
numerical methods. The Williamson case 1 which is a solid body rotation (SBR) (or
a passive advection test) is generally used to test and validate transport schemes.
D. Nair and Peter H. Lauritzen [NL10] proposed a new set of deformational flow
test cases for two-dimensional horizontal linear transport problems on the sphere.
The test cases consist of three different initial conditions; smooth (2D Gaussian
surface), quasi-smooth (two symmetrically located cosine bells) and non-smooth
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(two slotted-cylinders). The initial conditions are prescribed in terms of regular
Lat-Long coordinates on a unit sphere, but they can be implemented on any type
of spherical grid. The scalar field is transported following complex trajectories and
undergoes severe deformation. This deformation is reversed halfway through the
simulation and returns to the initial position at the end of the simulation. This flow
is un-physical but a good test of any transport scheme. The simulation returning to
its initial position at the end of the simulation is very useful as it makes validation of
the scheme easier as we know the exact solution at this point. The divergent flow is
designed to test for conservation and monotonicity preservation by limiters of filters
in a complex flow field. [NL10] have used the test cases on the cubed-sphere using
two different transport schemes which are based on the discontinuous Galerkin
method and an inherently conservative semi-Lagrangian method (CSLAM). They
state that the class of test cases can be used on any type of spherical grid with any
global transport scheme. The flow field can also be orientated so that it covers a
region of special interest. The paper recommends how the test suite could be used
for validating global transport schemes.
1.5 Summary
Referring back to section 1.3 and the issues with using an overset grid which need
to be overcome in order to validate the use of the Yin-Yang grid we can see which
of these have been solved and which still need to be overcome:
1. Can a stable scheme be developed, that involves time marching on two or
more grid regions, coupled at the overlaps? The work of [KY05] is encouraging
when looking at how viable the Yin-Yang grid is for computation on parallel
computers. This shows the viability of the Yin-Yang grid in other fields of
science. The viability of the Yin-Yang grid in atmospheric modelling is shown
by Qaddouri and Lee [QL11] and Baba et al. [BTSG10].
2. Can transport of air mass properties, such as entropy or water content, be
modelled accurately and conservatively across the overlap regions, without
significant ‘grid imprinting’ on the solution? The Chesshire and Henshaw
[CH94] conservative interpolation method could be used to investigate this
on the Yin-Yang grid. However, the rate of convergence of the scheme needs
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to be investigated.
3. Can the propagation of fast and slow waves, supported by the governing
equations, be accurately modelled across the overlap regions, and can we
ensure that the overlap regions do not support non-physical wave modes
that are numerical artefacts? There has been very little research into wave
propagation on overlapping grids so this is an area for further research.
4. Can global elliptic problems (arising from implicit time stepping) be solved
efficiently, and what kind of coupling across the overlap regions is optimal?
With regard to solving global elliptic problems on overset grids either the
Schwarz method or the Zerroukat and Allen [ZA12] can be used. For the
Schwarz method the convergence of the scheme depends on the coupling but
for the Zerroukat and Allen method the problem is set up as one linear system
so we have rapid convergence. Therefore the Zerroukat and Allen method is
the most suitable method for this problems.
Points 1) and 4) have been largely solved. Therefore, in this thesis we shall be
concentrating on points 2) and 3). For point 2) we shall look at wave propagation
on a one-dimensional overset grid. For point 3) we shall look at transport schemes
in one- and two-dimensions. To validate global transport schemes we shall use test
cases from [NL10] and [WDH+92].
Chapter 2
Wave Propagation and
Computational Modes on an
Overset Grid
In this chapter, wave propagation and computational modes on a one dimensional
over-set grid are investigated. Numerical methods can sometimes support non-
physical wave modes, i.e., not occurring in nature. These are wave modes that
do not have a counterpart in the physical system, or a wave that does occur in
the physical system, but has been badly distorted and therefore it is difficult to
identify as the same wave mode. These non-physical wave modes are often called
computational modes, or spurious modes. Unfortunately, sometimes it can be
difficult to define a mode as physical or computational and some branches of wave
modes may be physical or computational, depending on a parameter, making it
even more difficult to define [ST12].
Examples of computational modes are waves that fail to propagate, waves that
have group velocity of the wrong sign, an extra branch of waves in the dispersion
relation, as well as trapped waves (caused by grid inhomogeneities). Wave reflection
can occur when there is grid inhomogeneity, so on the Yin-Yang grid this could
occur where the two component grids overlap. This reflection occurs when the
group velocity is zero or changes sign and also at other inhomogeneities such as a
change in grid resolution [LT10].
Some computational modes can be damaging to weather or climate model solutions.
This damage could occur in several ways, such as causing a noisy solution (or near
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grid scale noise), a spurious release of instability or an erroneous response to forcing.
It is therefore important for a weather model to either have no computational modes
or have mechanisms to control them. It is also not necessarily the case that all
computational modes are damaging to the model solution and therefore each case
must be examined individually [Thu13].
Of particular interest for the Yin-Yang grid is the possibility of a decoupling be-
tween the solutions on the two component grids; for example at the same physical
region on the overlap, rain could be produced on one grid and on the other grid,
clear skies. Forcing the overlapping regions to the same solution could be possible,
but the effects of this also need to be investigated. Forcing the two regions to the
same solution would also be costly in computational communication. In order to
investigate whether is is possible for the overset regions to become out of sync. or
suffer from wave reflection, two different model configurations are produced.
1. A non overset single grid, a one dimensional periodic domain using standard
periodic boundary conditions.
2. An overset single grid, where at either end of the grid there is an overlapping
section. The physical domain size is the same as configuration 1.
These configurations are different versions of a model based on the ENDGame
Shallow Water Equations model (previously discussed in Section 1) and is one
dimensional, semi-implicit and semi-Lagrangian.
To investigate any computational modes and wave reflection, Eigen-modes analysis
of the discrete system of Shallow Water Equations is used described in section 2.5.
To investigate the possibility of the model becoming out of sync. with itself a time
integration model is used, described in section 2.3.
The Shallow Water Equations are a set of hyperbolic partial differential equa-
tions that describe the flow below a pressure surface in a fluid. They assume
an incompressible fluid in hydrostatic balance, such that the horizontal velocity
is independent of the vertical coordinate (z). The resulting equations are hori-
zontally two dimensional. They do not support acoustic (sound) waves, but do
support horizontally propagating gravity and Rossby waves. These gravity waves
are oscillatory motions associated with buoyancy perturbations and Rossby waves
are oscillatory motions associated with potential vorticity perturbations. Acoustic
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waves also propagate through all geophysical fluids. However, acoustic waves are
not of interest for numerical weather prediction and are numerically problematic
because of their high frequency and large phase speed. The Shallow Water Equa-
tions do not support acoustic waves. It is important for weather and climate models
not to misrepresent fast waves. In the two dimensional Shallow Water Equations,
these fast waves are gravity waves but in 3D they are both gravity and acoustic
waves; for overset grids, trapping or de-synchronisation of acoustic or fast gravity
waves could be an issue.
2.1 One Dimensional Continuous Shallow Water
Equations
The Shallow Water Equations are derived from the Compressible Euler Equations
on a spherical geoid. The hydrostatic approximation is made (Neglect Dw
Dt
term), so
one of the thermodynamic equation becomes a diagnostic equation for w. The hy-
drostatic equations no longer support internal acoustic waves, but they do support
purely horizontally propagating external acoustic waves. The shallow atmosphere
approximation is also made. The shallow atmosphere approximation neglects the
Coriolis terms proportional to cosφ and related non linear terms. This is called the
traditional approximation; the radius of the earth (r) is approximated by a con-
stant (a) which is equal to the mean radius of the Earth. Finally, to produce the
shallow water approximation, assume an incompressible fluid with the horizontal
velocity independent of z. Simplifying this further into one dimension and constant
Coriolis parameter (f):
∂u
∂t
+ u
∂u
∂x
− fv + ∂φ
∂x
= 0, (2.1)
∂v
∂t
+ u
∂v
∂x
+ fu = 0, (2.2)
∂
∂t
(φ− φs) + u ∂
∂x
(φ− φs) + (φ− φs)∂u
∂x
= 0, (2.3)
where u and v are the horizontal wind components and φ is the geopotential at the
fluids upper surface. φs is the orography. The Coriolis term f is an artefact of the
earth’s rotation. The Coriolis force acts perpendicular to the velocity vector. t is
time and x is the horizontal axis.
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To investigate the Eigen-modes produced on an overset grid, we need to find the
Eigen-modes of the continuous equations.
2.1.1 Linearised ShallowWater Equations and Eigen-Modes
Linearised Shallow Water Equations are obtained by considering a small perturba-
tion in a fluid about a constant geopotential φ0, and a constant background flow
u(x, y, t) = U0, substituting this into the Shallow Water Equations and neglecting
second order terms. In (2.3) all terms are independent of y. In order to linearise
about non zero flow we introduce an artificial forcing term (−fU0) to balance the
basic state U0 in Eq. (2.5).
Using the perturbation method, let u = U0 + u
′, v = v′, φ = φ0 + φ
′ and the
orography φs = 0, Eqs (2.1) - (2.3) become:
∂u′
∂t
+ U0
∂u′
∂x
− fv + ∂φ
′
∂x
= 0, (2.4)
∂v′
∂t
+ U0
∂v′
∂x
+ fU0 + fu
′ − fU0 = 0, (2.5)
∂φ′
∂t
+ φ0
∂u′
∂x
+ U0
∂φ′
∂x
= 0, (2.6)
due to the artificial forcing term (−fU0) Eq. (2.5) becomes:
∂v′
∂t
+ U0
∂v′
∂x
+ fu′ = 0. (2.7)
To find the normal modes of the continuous equations, we can seek wave solutions
of the form:
u′ = Re {ûei(kx−ωt)}, (2.8)
v′ = Re {v̂ei(kx−ωt)}, (2.9)
φ′ = Re {φ̂ei(kx−ωt)}, (2.10)
where k is the wave number and ω is the frequency. Substitute equations (2.8),
(2.9) and (2.10) into the linearised Shallow Water Equations (2.4), (2.7) and (2.6)
to produce:
(−ω + U0k)iû− f v̂ + ikφ̂ = 0, (2.11)
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(−ω + U0k)iv̂ + fû = 0, (2.12)
(−ω + U0k)iφ̂ + φ0(ikû) = 0. (2.13)
Rearranging (2.13) to find û:
û =
(ω − U0k)φ̂
kφ0
. (2.14)
Substituting (2.14) into (2.12) we get:
(−ω + U0k)v̂ = (−ω + U0k)fφ̂
ikφ0
. (2.15)
The dispersion relation can be found by multiplying through (2.11) by (−ω+U0k)
and making use of (2.14) and (2.15):
(−ω + U0k)
{
(−ω + U0k)2 − f 2 − k2φ0
}
= 0, (2.16)
so
ω = U0k or (−ω + U0k)2 = f 2 + φ0k2 −→ ω = U0k ∓
√
(f 2 + φ0k2) (2.17)
Substituting (2.14), (2.15) and (2.17) back into (2.8), (2.9) and (2.10) gives the
solutions:
u = Re
{
(ω − U0k)φ̂
kφ0
(cos (kx− ωt) + i sin (kx− ωt))
}
, (2.18)
v = Re
{
fφ̂
ikφ0
(cos (kx− ωt) + i sin (kx− ωt))
}
, (2.19)
φ = Re
{
φ̂(cos (kx− ωt) + i sin (kx− ωt))
}
, (2.20)
Eq. (2.18), (2.19) and (2.20) are only valid for gravity waves (when ω 6= U0k),
when (ω = U0k) the solutions are the geostrophic modes:
u = 0, (2.21)
v = Re
{
−kφ̂
if
(cos (kx− ωt) + i sin (kx− ωt))
}
, (2.22)
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φ = Re
{
φ̂(cos (kx− ωt) + i sin (kx− ωt))
}
. (2.23)
ω can be found in the case where the fluid is at rest U0 = 0:
ω = 0 or ω = ±
√
(f 2 + φ0k2), (2.24)
and u, v and φ can be found in the same way.
Eqs. (2.18) - (2.20) are the Eigen-modes of the continuous Shallow Water Equa-
tions. These Eigen-modes can be compared to the Eigen-modes produced by the
model using the method shown in section shown in section 2.5. It will then be
possible to investigate whether there are any computational modes and, if there
are, whether these modes are likely to be damaging. More generally using this
method it is possible to investigate how the frequency and structure of the modes
is affected by the overlapping regions.
2.2 Semi-Implicit Semi-Lagrangian Discrete Equa-
tions
The Lagrangian equations describe the evolution of the flow that would be observed
following the motion of an individual parcel of fluid. The semi-Lagrangian approach
chooses a new set of parcels at every time step. The parcels that are chosen are
the parcels arriving at each grid point on a regularly spaced grid at the end of
each step [Dur10]. Semi-implicit Semi-Lagrangian (SISL) schemes perform well
with large time steps. They are therefore used widely for the dynamical cores of
many operational numerical weather prediction (NWP) and climate models [SC91]
[THS01] [Wil07]. The one dimensional continuous Shallow Water Eqs. (2.1) - (2.3)
can be discretised into Semi-Implicit Semi-Lagrangian discrete equations used for
ENDGame [ZWS+09]:(
φ− φs + α∆t(φ− φs)∂u
∂x
)n+1
=
(
φ− φs − β∆t(φ− φs)∂u
∂x
)n
D
, (2.25)
(
u+ α∆t
(
−fv + ∂φ
∂x
))n+1
=
(
u− β∆t
(
−fv + ∂φ
∂x
))n
D
, (2.26)
(v + α∆tfu)n+1 = (v − β∆tfu)nD. (2.27)
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In (2.25) - (2.27), the left hand side of the equation is at time-step (n + 1) and
the right hand side is at time-step (n). D indicates that it is evaluated at the
departure point, which is described in section 2.2.1. α and β are time-weights,
where α + β = 1 (usually α = β = 1
2
). Different α’s and β’s can be used for each
equation. However, α ≥ 0.5 for stability. In operational models α > 0.5 is normally
set to damp fast waves, but this may make it harder to identify problems, so for
this exercise we use α = 0.5.
2.2.1 Departure Points
A departure point is the location of the fluid parcel, one time step before the fluid
parcel reaches the arrival point at the current time. The fluid location at the
current time is known as the arrival point. To find the departure point, we solve:
Dx
Dt
= u, (2.28)
which can be discretised as:
(x− α∆tu)n+1 = (x+ β∆tu)nD. (2.29)
The left hand side of equation (2.29) is evaluated at the arrival point and the right
hand side at the departure point. To find the departure point of the fluid particle
(2.29) must be solved. The arrival grid point xn+1 is known and for the purpose
of solving (2.28) the velocity field un+1 is assumed known (the latest estimate is
used). Eq. (2.28) is still an implicit equation, since uD depends on xD which is not
yet known.
The non-linear Eq. (2.29) is solved iteratively. The estimate of the departure point
xlD after each iteration (l) is:
xlD = x
n+1 − α∆tun+1 − β∆tun
(
x
(l−1)
D
)
(2.30)
un (xD) can be found by linear interpolation. In general, two iterations should be
enough to solve Eq. (2.30) to sufficient accuracy.
2.2.2 Spatial Discretisation
The grid set up is shown in Fig. 2.1; a one-dimensional staggered C grid has been
chosen for the reasons discussed in Section 1. This means that the variables are
evaluated and stored at staggered locations on the grid.
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Figure 2.1: Spatial Discretisation, the u variable is stored at a different location to
the v and φ variables (a one dimensional C-Grid).
Partial differentials can be approximated as:
∂u
∂x
∣∣∣∣
i
=
ui+ 1
2
− ui− 1
2
xi+ 1
2
− xi− 1
2
, (2.31)
∂φ
∂x
∣∣∣∣
i+ 1
2
=
φi+1 − φi
xi+1 − xi . (2.32)
Since u and v are stored at different locations the Coriolis terms must be averaged:
u
∣∣∣∣
i
=
1
2
(
ui− 1
2
+ ui+ 1
2
)
, (2.33)
v
∣∣∣∣
i+ 1
2
=
1
2
(vi + vi+1) . (2.34)
The averaging of u and v could be weighted by φ to make the Coriolis terms energy
conserving, but this weighting is not used here [AL77].
2.2.3 Interpolation
To evaluate the right hand side terms at time n (RnDu,R
n
Dv and R
n
Dφ) of the Semi-
Implicit Semi-Lagrangian discrete equations (2.25) - (2.27) respectively, first we
evaluate these terms at their appropriate grid points (not yet at the departure
points) i.e.
Rnφ =
(
φ− φs − β∆t(φ− φs)∂u
∂x
)n
, (2.35)
Rnu =
(
u− β∆t
(
−fv + ∂φ
∂x
))n
, (2.36)
Rnv = (v − β∆t (fu))n, (2.37)
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then (RnDu,R
n
Dv and R
n
Dφ) are obtained from interpolation of (R
n
u,R
n
v and R
n
φ) at
the appropriate departure points, using cubic Lagrange interpolation.
Write equations (2.25), (2.26) and (2.27) as:
Ln+1φ ≡ RnDφ, (2.38)
Ln+1u ≡ RnDu, (2.39)
Ln+1v ≡ RnDv. (2.40)
The unknowns φn+1, un+1 and vn+1 appear in several places on both sides of (2.38),
(2.39) and (2.40), so these equations need to be solved iteratively. We want to solve:
RnDφ − Ln+1φ = Rφ = 0, (2.41)
RnDu − Ln+1u = Ru = 0, (2.42)
RnDv − Ln+1v = Rv = 0. (2.43)
In practice after l iterations Rφ, Ru and Rv will not be exactly zero so we iterate
with the intention of minimising its value. We update u, v and φ by φ′, u′ and v′
and seek the right-hand side of Eqs. (2.41) - (2.43) to vanish:
R
(l+1)
φ ≈ 0, R(l+1)u ≈ 0 and R(l+1)v ≈ 0, (2.44)
So the increments are chosen to satisfy:
φ′ + α∆t
∂
∂x
((φref − φs)u′) = R(l)φ , (2.45)
u′ + α∆t
∂φ′
∂x
= R(l)u , (2.46)
v′ = R(l)v (2.47)
The left hand sides of (2.45),(2.46) and (2.47) are an approximate linearisation of
Rφ, Ru and Rv, so this is similar to the Newton method. φref is a reference profile
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of φ. v′ can be found directly from equation (2.47), then u′ can be eliminated to
produce an equation for φ′,
φ′ − (α∆t)2 ∂
∂x
(
(φref − φs)∂φ
′
∂x
)
= R
(r)
φ − α∆t
∂
∂x
(
(φref − φs)R(r)u
)
. (2.48)
The discrete form of (2.48) is:
φ′i −
(α∆t)2
(
(φref − φs)i+ 1
2
φ′i+1−φ
′
i
xi+1−xi
− (φref − φs)i− 1
2
φ′i−φ
′
i−1
xi−xi−1
)
(xi+ 1
2
− xi− 1
2
)
= Ri. (2.49)
This is a linear tri-diagonal system for φ′, which can be solved using a periodic
tri-diagonal solver. A well behaved solution will be found using the Thomas tri-
diagonal algorithm (extended to the periodic case), whenever the tri-diagonal sys-
tems are diagonally dominant ([Dur10]).
2.3 One-Dimensional Shallow Water Equations,
Semi-Implicit, Semi-Lagrangian, ENDGame
Model Algorithm
The non-overlapping model uses the domain of interest shown in Fig. 2.2 and the
periodic boundary conditions are straightforward. The periodic domain shows that
the beginning of the domain (x = 0) is the location where the φ and v variables
are stored, at the end of the domain (x = D) is also a location where the φ and
v variables are stored. This means that because the grid is periodic the φ and v
locations at either end of the grid line up exactly. The algorithm for this non-
overlapping model is shown in Fig. 2.3. The results from this non-overlapping
model are used for comparison with the overlapping model results.
For the non-overlapping model, interpolation is required only for finding the the
departure points and R
n(l)
Dφ , R
n(l)
Du , R
n(l)
Dv which are located at the departure points.
To find the departure point linear interpolation is used and for R
n(l)
Dφ , R
n(l)
Du , R
n(l)
Dv
cubic Lagrange interpolation is used. If the departure point is near the edge at
either end of the grid, the interpolation points from both ends of the grid, where
the two grids meet (at x = 0 and x = D) are used.
2.3. 1D SWE’S ENDGAME MODEL 45
Φ
v
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Φ
v
D
u
Domain of Interest
Figure 2.2: Non-overlapping Domain
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Initialise φn=0i , u
n=0
i+ 1
2
, vn=0i ∀ i
Set first guess for φn+1 = φn, un+1 = un, vn+1 = vn+1
Calculate Rnφ, R
n
u, R
n
v as from (2.35), (2.36) and (2.37)
Find the departure points xD, based on
latest estimate u(l) of un+1 from (2.30)
Interpolate Rnφ, R
n
u, R
n
v to the depar-
ture points using cubic Lagrange in-
terpolation to obtain R
n(l)
Dφ , R
n(l)
Du , R
n(l)
Dv
Evaluate L
n+1(l)
φ , L
n+1(l)
u , L
n+1(l)
v , us-
ing latest estimates of φ(l), u(l), v(l)
Find R
(l)
φ , R
(l)
u , R
(l)
v using (2.41), (2.42) and (2.43)
Construct the right hand side of (2.49)
Solve (2.49) for φ′, using a periodic tri-diagonal solver
Back substitute to find u′ from (2.46)
and find v′ directly from (2.47)
Update values of φ, u and v with the perturbations:
φ(l+1) = φ(l) + φ′, u(l+1) = u(l) + u′ and v(l+1) = v(l) + v′
Save φ, u and v for the latest time step
φn+1 = φ(l+1), un+1 = u(l+1) and vn+1 = v(l+1)
φn → φn+1
un → un+1
vn → vn+1
Iteration
loop
Time
loop
Figure 2.3: 1D Shallow Water Equations, Semi-Implicit, Semi-Lagrangian,
ENDGame Non-Overlapping Model Algorithm
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Figure 2.4 shows for the overlapping model, we have both active and passive regions.
For active regions (b, c, d, e, a′, b′ and c′) we calculate the perturbations u′, v′ and
φ′ from the values of u, v and φ in those regions and update the values of u, v and
φ accordingly i.e. solving Eqs (2.25) - (2.27). For the passive regions (a and d′),
we interpolate, using cubic Lagrange interpolation, at each time iteration, these
updated u, v and φ values from the overlapping region on the physical domain. So
for the passive region a, we interpolate its u, v and φ values from the active region
a′, and for the passive region d′ we interpolate it’s u, v and φ values from the active
region d. Interpolation is needed on several occasions on the overlapping model.
Φ
v
Φ
v
u
Domain of Interest
Active Region
Overlap
Passive
a b c d e a′ b′ c′ d′
Figure 2.4: Overlapping Domain
Interpolating to the passive regions is done by using cubic Lagrange interpolation of
values from the equivalent location on the active region. Interpolation is required,
because it is unlikely that u and therefore v grid point will line up exactly. Finding
R
n(l)
Dφ , R
n(l)
Du , R
n(l)
Dv , no longer requires using the interpolation points from where the
grid wraps round, as the overlapping active region is used. Interpolating Rnφ, R
n
u,
Rnv to the departure points using cubic Lagrange interpolation can be done for all
of the active region, because Rnφ, R
n
u, R
n
v are found everywhere, so if the overlap
has more than two u grid points and v grid points (for cubic interpolation) then it
will always be possible to interpolate to the edge of the active region.
The final box in Fig. 2.5 shown in orange is an optional part of the algorithm
to overwrite the overlapping sections; overwriting the overlapping active regions
could be used if the overlapping regions become out of sync. with each other. This
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overwriting couples the two panels more tightly. If overwriting is used, then we
interpolate for the entire overlap setting each overlap to the same values, as its
corresponding solutions from the active domain of interest discussed in section 2.4.
Regions b and c’ (and therefore b’ and c) could be shrunk to zero in this one
dimensional case with the fluxes at the edges of the domain being interpolated
using passive points. However, to keep the one dimensional model as analogous as
possible to the two dimensional Yin-Yang grid, which will at least have a minimum
overlap, the regions have been chosen to be non-zero.
With this minimum overlap on the Yin-Yang grid this overwriting to could the
panels more tightly will have a computational cost.
The tri-diagonal solver also requires special care with the overlapping model be-
cause it is now bounded. This system now has a zero first value of the lower
diagonal and the last value of the upper diagonal. Before the tri-diagonal solver is
run the boundary elements are set to their last values, the boundary perturbations
are updated from the active region using cubic Lagrangian interpolation and the
boundary right hand side elements modified from these updated values. The tri-
diagonal solve is run again and the boundary perturbation elements updated from
the active region, again using cubic Lagrangian interpolation.
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Initialise φn=0i , u
n=0
i+ 1
2
, vn=0i ∀ i for the active
region and interpolate to the passive regions
Set first guess for φn+1 = φn,
un+1 = un, vn+1 = vn+1 everywhere
Calculate Rnφ, R
n
u, R
n
v from (2.35),
(2.36) and (2.37) everywhere
Find the departure points xD, based on latest
estimate u(l) of un+1 from (2.30) for the active region
Interpolate Rnφ, R
n
u, R
n
v to the departure points
using cubic Lagrange interpolation to ob-
tain R
n(l)
Dφ , R
n(l)
Du , R
n(l)
Dv for the active region
Evaluate L
n+1(l)
φ , L
n+1(l)
u , L
n+1(l)
v , using latest
estimates of φ(l), u(l), v(l) for the active region
Find R
(l)
φ , R
(l)
u , R
(l)
v using (2.41),
(2.42) and (2.43) for the active region
Construct the right hand side
of (2.49) for the active region
Solve (2.49) for φ′, using a bounded tri-
diagonal solver for the active region
Back substitute to find u′ from (2.46)
and find v′ directly from (2.47)
Update values of φ, u and v with the perturba-
tions: φ(l+1) = φ(l) + φ′, u(l+1) = u(l) + u′
and v(l+1) = v(l) + v′ for the active re-
gion and interpolate to the passive regions
Overwrite the overlapping regions by interpolating the
updated φ, u and v from the opposite end of the grid
Save φ, u and v for the latest time step
φn+1 = φ(l+1), un+1 = u(l+1) and vn+1 = v(l+1)
φn → φn+1
un → un+1
vn → vn+1
Iteration
loop
Time
loop
Figure 2.5: 1D Shallow Water Equations, Semi-Implicit, Semi-Lagrangian,
ENDGame Overlapping Model Algorithm
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2.4 Wave Evolution Results
To investigate whether the models represent the evolution of a wave form we look
at the time integration results of both the overlapping and non-overlapping models.
We are looking to investigate:
• Wave propagation across the overlap (reflection, distortion, computational
modes etc.)
• What happens if the overlapping regions become out of sync. (this is when a
decoupling between the solutions on the two component grids occurs)?
The conditions used for testing this model by solving the SWE’s and the wave
packet propagating once around the domain are shown in Section 2.4.1. If the wave
packet propagates once around the domain we would expect to see it propagate
around the domain without deformation or damping. We can compare the non-
overlapping model to the overlapping model to see whether the overlap has an
effect on the evolution of a wave packet.
2.4.1 Model Conditions
The following conditions apply for both the non-overlapping model and the over-
lapping model:

Physical domain size (D) = 1.0× 107m,
Coriolis(f) = 1.0× 10−4,
α = 0.5,
β = 0.5,
∆x = 83333.33m,
∆t = 225s,
number of cells in physical domain (N) = 120,
U0 = 0.0,
φ0 = 1.0× 105m2s−2,
φ̂ = 1m2s−2.
(2.50)
Conditions that are additional for the overlapping model are: Active region (b, c, d, e, a′, b′, c′) = 1.05× 107m,Passive region at each end of the grid(a and d′) = 6.66/2× 105m. (2.51)
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The grid specifications for the non overlapping model are shown in Table 2.1.
Initially the overlapping model is set to align points exactly where the grid overlaps;
Type of location Total number of points
v and φ points 120
u points 120
Table 2.1: Non-overlapping grid specification
that is φ locations line up exactly with φ locations and u locations with u locations.
The overlapping model uses the same grid specifications as the non-overlapping grid
but with the extra specifications shown in Table 2.2.
Type of location Total number of points
v and φ points in active overlapping domain 2
u points in active overlapping domain 3
v and φ points in passive overlapping domain 5
u points in passive overlapping domain 4
Table 2.2: Overlapping grid additional grid points
Starting with a wave packet in the middle of active domain of interest (region e
Fig. 2.5 on the overlapping grid and around the centre on the non-overlapping
grid) u, v and φ are defined as:
φ = φ0 + φ̂ cosKx exp (−(x−0.6D0.1D )2),
u = 1.0 + ωφ̂
Kφ0
cosKx exp (−(x−0.6D
0.1D
)2),
v = fφ̂
Kφ0
sinKx exp (−(x−0.6D
0.1D
)2)
(2.52)
where K = 20pi
D
and ω =
√
φ0K2 + f 2. The wave form is fairly well resolved with
∼ 12 grid points per wave form.
The evolution of the wave packet (2.52) at different times is shown in Fig. 2.6.
The non-overlapping model is used here and the overlapping model results can be
compared to these results. The black line shows the wave packet.
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Figure 2.6: The wave packet (2.52) at different times on the non-overlapping model. The wave evolves with time around the grid to the right
and no reflection or distortion is seen as the wave passes from one end of the grid to the other. The x axis is measured in meters and the y axis
spans from 99999−100001m2s−2. This figure is for comparison with figure 2.7 which shows the same wave packets evolution on the overlapping
grid.
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The evolution of the wave packet (2.52) at different times on the overlapping grid
is shown in Fig. 2.7. The black line shows the wave packet. The red line shows the
calculated wave packet of the overlap at the left side of the grid, projected to the
equivalent position on the overlap at the right side of the grid. The blue line shows
the calculated wave packet of the overlap at the right side of the grid, projected to
the equivalent position on the overlap at the left side of the grid. The coloured lines
line up exactly with the black line, which means that the overlapping regions are not
becoming out of sync. with each other. The wave propagates around the domain
with no reflection or distortion as it crosses the overlapping region. Comparing
Fig. 2.6 to Fig. 2.7 the evolution of the wave is the same so the overlapping region
is not having an effect on the propagation of the wave.
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Figure 2.7: The wave packet (2.52) at different times on the overlapping grid. The wave propagates around the domain with no reflection or
distortion as it crosses the overlapping region. This figure is for comparison with figure 2.6 which shows the same wave packets evolution on the
non-overlapping grid. The red line shows a projection of regions a,b,c and d onto regions a’,b’,c’ and d’ and the blue line shows the opposite
projection.
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Now using a wave packet of the same form as 2.52 moved along the grid to in the
overlapping region, i.e., u, v and φ are defined as:
φ = φ0 + φ̂ cosKx exp (−(x−0.95D0.1D )2),
u = ωφ̂
Kφ0
cosKx exp (−(x−0.95D
0.1D
)2),
v = fφ̂
Kφ0
sinKx exp (−(x−0.95D
0.1D
)2).
(2.53)
As before, the red and blue lines are a projection of the overlap at the other end
of the grid. In this the wave packet begins in the overlapping region. The wave
packet is initiated out of sync. in the active parts of the overlap. Fig. 2.8 shows
the same time-steps as used for the previous wave packet but the wave does not
propagate correctly around the domain and remains out of sync. in the overlapping
regions for the entire simulation. From initialisation there are waves propagating
in the opposite direction from the edge of the overlap. Fig. 2.9 shows only the first
four time-steps.
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Figure 2.8: The wave packet (2.53) at different times on the overlapping grid without overwriting. This figure is for comparison with figure 2.10
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Figure 2.9: The wave packet (2.53) at the 1st 4 time steps on the overlapping grid without overwriting. This figure is for comparison with
figure 2.11
58 CHAPTER 2. WAVE PROPAGATION AND COMPUTATIONAL MODES
Figs. 2.8 and 2.9 show that when the wave packet begins in the overlap the over-
lapping regions become out of sync. This is the problem discussed earlier in this
section, which illustrates decoupling of the overlapping regions. To overcome the
problem of overlapping region becoming out of sync., we try overwriting the over-
lapping regions at the end of each time-step. This is done by overwriting the u, v
and φ solutions for all of the duplicated region, with the calculated values at the
other end of the grid. To do this, we use cubic Lagrange interpolation because the
u point and v staggered points are unlikely to line up exactly with the grid point
at the other end of the grid.
Using this overwriting method and showing the same time-steps as Figure 2.8, we
can see that while the overlapping regions are reconciled with each other there is
now reflection as the wave crosses the overlapping region. As the wave crosses the
overlap there is a smaller wave now propagating in the opposite direction. The
wave packet propagates around the grid and remains in sync. in the overlapping
regions for the simulation.
Fig. 2.11 shows that within 4 time-steps the overlapping regions are reconciled
with each other.
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Figure 2.10: The wave packet (2.53) at different times on the overlapping grid but with overwiting. This figure is for comparison with figure
2.8
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Figure 2.11: The wave packet (2.53) at 1st 4 time-steps on the overlapping grid but with overwiting. This figure is for comparison with figure
2.9
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To investigate whether the wave packet propagates correctly across the overlap
when the grid is miss-aligned by ∆x/2 we use the wave packet described in Eq.
2.52 again. In order to miss-align the grid the resolution of the grid is changed
slightly so that the domain size remains the same so the new conditions used are
shown in (2.54):

Active region (b, c, d, e, a′, b′, c′) = 1.05× 107m,
Passive region at each end of the grid(a and d′) = 7.5/2× 105m,
∆x = 83299.9m.
(2.54)
Fig. 2.12 shows that the wave propagates correctly around the domain when the
grid is miss-aligned with no reflection or distortion as it crosses the overlapping
region.
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Figure 2.12: The wave packet (2.52) at different time-steps on the overlapping grid miss-aligned by ∆x/2
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From these results, we know that if a wave or disturbance begins out of sync. in
the overlap, it will continue to be out of sync. in the overlapping region. The
overlapping region can be reconciled by overwriting the duplicated region at the
end of each time step, but this overwriting has a computational cost and does
not eliminate waves travelling in the wrong direction. This computational cost
is proportional to the size of the overlap. However, for any model (overset or
non-overset) there needs to be halo filling at the end of each time-step and this
overwriting may not have a higher cost than standard halo filling.
To consider whether this overwriting cost is similar to normal halo filling on the
Yin-Yang grid or if it is computationally more costly we look a the amount of grid
cells required to be overwritten. The number of grid cells entirely or partially in the
overlap will depend on both the resolution of the grid and the size of the overlap.
If we choose the extended overlap to have 4 points in the λ direction and 4 points
in the θ direction, and we use a global resolution of ∼ 17km then we find that the
percentage of cells affected by overwriting is ∼ 8 percent.
From the analysis of the wave evolution model’s results, we have confirmed the
general view that with overset grids, the overlap regions have to be coupled tightly.
However this coupling comes at extra computational cost and does not eliminate
un-physical waves. Coupling at only the edges of the active regions (as would be
done on a two dimensional Yin-Yang grid) is not enough to bring the active parts
of the overlap region into sync..
2.5 Eigen-mode Analysis
The continuous Eigen-modes are the free modes of oscillation of the system, each
mode behaves independently and the fluid state is found by adding together the
contributions of each mode. The set of Eigen-modes satisfy the linearised shallow
water equations (2.4 - 2.6). For the one dimensional case they are of the form (2.18
- 2.20). The motions that correspond to particular values of k (wave number) and
ω (frequency) are the Eigen-modes of oscillation. Eigen-modes can be used as a
tool for understanding the properties of the continuous SWE’s, and for analysing
the stability and accuracy properties of their discrete analogues.
In the non-overlapping model there are 3N such modes corresponding to the 3N
degrees of freedom (where N is the number of active cells). The degrees of freedom
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are the u’s, v’s and φ’s so there are 3 Eigen-modes for each k (wave number). These
correspond to an eastward and westward gravity mode and a Rossby mode. Each
Eigen-mode has a fixed spatial structure. In the continuous case it is αeikx, in the
discrete case we hope to be able to identify α and k but this may not always be
possible. The discrete model has modes that are to the continuous Eigen-modes so
we should find the discrete modes that correspond to the continuous modes.
To change the position of the departure point, we use the Courant number = U0∆t
∆x
,
C = 0 and C = 0.5. We shift the departure point by half a grid cell to investigate
whether there is damping from the semi-Lagrangian interpolation.
Model Type Courant Number Overlap Alignment
Non-overlapping
0 (background wind u = 0) N/A
0.5 (background wind u 6= 0) N/A
Overlapping
0 (background wind u = 0) Overlap points aligned exactly
0.5 (background wind u 6= 0) Overlap points aligned exactly
0 (background wind u = 0) Overlap points aligned by ∆x
2
0.5 (background wind u 6= 0) Overlap points aligned by ∆x
2
Table 2.3: Non-overlapping and Overlapping grid variations
We reduce the number of grid points so that the matrix described in section 2.6 is
manageable so:
Type of location Total number of points
v and φ points 30
u points 30
Table 2.4: Domain of interest grid specification for Eigen-mode analysis
The following model conditions are therefore adjusted in 2.55, all other conditions
remain as before.
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
Active region (b, c, d, e, a′, b′, c′) = 1.2× 107m,
Passive region at each end of the grid(a and d′) = 4.0/3.0× 106m.
∆x = 333333.33m.
(2.55)
The model variations described in Table 2.3 are used to investigate the Eigen-modes
each model produces. When the overlapping model aligns exactly this means; the
overlap lines up the corresponding points; that is to say a v location at x = D
lines up with a v location at x = 0. When the overlap points are aligned by ∆x
2
the overlap does not line up the corresponding points, so a u location at x = D
lines up with a v location at x = 0. In order to produce an overlapping model
where the point are miss-aligned by ∆x
2
at the interface of the overlap but to keep
the domain size exactly the same the size of the ∆x has to be changed slightly so
∆x = 327868.83 in these cases. All other parameters are described in (2.50) and
(2.51).
2.6 Eigen-modes Analysis Method
To find the Eigen-modes we must:
1. Define a stationary basic-state, in this case we use a constant state;
2. Perturb the variables with a small-amplitude about this state;
3. Insert these perturbed variables into the equations and linearise by neglecting
the products of perturbations (as described in section 2.1.1);
4. Solve the produced Eigen problem and determine the number and type of
modes, the frequency of oscillation and their wave form and structure. [ST12]
In the discrete case the Eigen-problem is a set of coupled linear algebraic equa-
tions. We want to generate the linear Eigen-value problem without coding up
the linearised equations this can be done using the one dimensional, semi-implicit,
semi-Lagrangian, ENDGame model.
Let
Wn+1 = M(Wn), (2.56)
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where M is the full model defining one time-step of the linear shallow water, semi-
Lagrangian, one dimensional, ENDGame code. Wn containing values of φ, u and
v. All φ values are put in an array, followed by all u values and v values all at time
n.
Wn =

φ
.
.
u
.
.
v
.
.

. (2.57)
Set up basic state WB containing values of φ, u and v.
This basic state must satisfy:
WB =M(WB), (2.58)
For Eq. (2.58) to be true let
u = U0, v = 0 and φ = const, (2.59)
where n is at time-step 0 and n + 1 is at time-step ∆t.
To derive the linearised equations in matrix form let:
Wn = WB + (W ′)n, (2.60)
and
Wn+1 = WB + (W ′)n+1. (2.61)
The values of (W ′)n are set to be small perturbations.
Now
WB + (W ′)n+1 = M(WB +W ′n) (2.62)
By linearisation this becomes:
≈ M(WB) +
(
∂M
∂W
)
(W ′)n (2.63)
2.6. EIGEN-MODES ANALYSIS METHOD 67
but as WB = M(WB),
✟
✟WB + (W ′)n+1 ≈✘✘✘✘✘M(WB) +
(
∂M
∂W
)
(W ′)n, (2.64)
so
(W ′)n+1 ≈
(
∂M
∂W
)
(W ′)n, (2.65)
We want to find the Eigen vectors and Eigen values of the matrix
(
∂M
∂W
)
. If the
values of (W ′)n are chosen carefully they can be used to find the values of ∂M
∂W
if
(W ′)n =

ε
0
.
.
.
0

, (2.66)
then
(W ′)n+1
ε
= 1st column of
∂M
∂W (2.67)
so if
(W ′)n =

0
.
.
0
ε
0
.
.
0

(2.68)
then
(W ′)n+1
ε
= i th column of
∂M
∂W (2.69)
in this way the values of ∂M
∂W can be found. This makes Eigen-mode analysis much
simpler because if we have computer code to evaluate M we can use it to find ∂M
∂W
and therefore don’t need to code up ∂M
∂W .
The eigenvectors of this matrix
(
∂M
∂W
)
will represent the Eigen-modes. The eigen-
values will indicate which type of mode it is. Whether k is positive or negative we
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shall see from where the real part of the Eigen vector comes to the left or the right
of the imaginary part. If the real part is to the left of the imaginary part then
k > 0 and if the real part is to the right of the imaginary part then k < 0. The
frequency ω is used to help identify the modes ω = R(i lnλ) where λ is the Eigen
value. A is the amplification factor (|A| = |λ|) of the wave and should be |A| = 1
when the Courant number is 0, when the Courant number is 0.5 we would expect
some damping.
2.7 U0 = 0 Eigenvector Analysis Results
For the non-overlapping model because we have 30 grid points and therefore 30
degrees of freedom we expect 90 modes to be produced. The Eigen-modes appear
in sets of six with k˜ positive and negative and ω positive and negative (note k˜ =
2pik/D ). With N = 30 we get wave number k˜ = ±0, k˜ = ±1 up to k˜ = ±14 and
k˜ = 15 (so we get 3 modes for wave number 0 and three modes for wave number
15 for the rest we get 6 modes). For the overlapping model we expect the same
90 modes and some extra ones because of the extra degrees of freedom due to the
extra active points in the overlap. We have 35 active φ and v points and 36 u
points so we expect a total of 106 modes which is the number that are produced.
The full set of wave number k˜ = 1 and k˜ = −1 modes are shown in Figs. 2.13 -
2.18. The six modes produced by the non-overlapping model for k˜ = 1 and k˜ = −1
are also produced by each of the model variations of the overlapping models. Sub
figure (a) in the following set of figures shows the non-overlapping model mode, (b),
(c), (d) and (e) are all overlapping model modes. The caption below each mode
produced by the overlapping model indicates whether the mode is produced when
the grid is aligned and/or overwritten. The overwritten option is the overwriting
of the active overlapping regions described in section 2.4.1.
All of the inertia gravity modes wave forms are represented well by all overlapping
models. The waves are not damped; the amplification factor A remains very close
to 1 as shown in the periodic model. The two Rossby modes 2.17 and 2.18 are
represented fairly well by both the aligned grid set-up and the non aligned grid set-
up. The presence of well formed Rossby modes is lucky as due to the degeneracy
of both having the same Eigen-values there is no reason the expect them to be
produced. The amplification factor remains very close to the periodic model so the
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waves are not damped.
We see in several of the figures with U0 = 0 that the |A| 6= 1 (but |A| ≈ 1) when
the Courant number is 0. When |A| > 1 we should not conclude from this that
the model is unstable; to test the stability of the model, the model was run for
and extended time period and we saw no evidence of instability. The fact that
|A| is sometimes slightly greater than 1 could be because the model is not exactly
conservative or because the linear approximation is only approximate. It is also
important to note that in many of the figures the mode is shifted along the x
axis but has the same wave structure; this still represents the same mode as we
can multiply the Eigen vector by an arbitrary complex part and this causes the
arbitrary phase shift. An example of this is shown in Fig. 2.13 if we look at the
phase shift between sub figure (a) and any one of the sub figures (b), (c), (d) or
(e).
Figs. 2.13 to 2.16 represent the four inertia-gravity wave modes with wave number
k˜ = 1 and k˜ = −1 these modes are all well represented in all models. The wave
structures are all very similar, the ω’s are similar for each mode so easily identifiable,
some of the amplitude factors |A| > 1 which could be explained as discussed.
Figs. 2.17 and 2.18 represent the two wave number 1 Rossby modes. There is no
reason to expect these modes to be produced due to degeneracy with the Eigen
values of the Rossby modes are zero. When there is no background wind; all Rossby
modes have ω ≈ 0 so any superposition of such modes is also an Eigen-mode. It
is also possible for there to be degeneracy of the inertia-gravity waves where the
Eigen-value is the same.
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Figure 2.13: Comparison for westward propogating inertia-gravity, wave number
k˜ = 1 mode, the solid blue line is the real part of the Eigen-mode and the dotted
grey line is the imaginary part.
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Figure 2.14: Comparison for westward propogating inertia-gravity mode k˜ = −1
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Figure 2.15: Comparison for eastward propogating inertia-gravity mode k˜ = −1
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Figure 2.16: Comparison for eastward propogating inertia-gravity mode, k˜ = 1
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Figure 2.17: Rossby Mode, k˜ = −1
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Figure 2.18: Rossby Mode, k˜ = 1
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Fig. 2.19 is one of the inertia gravity modes produced with wave number six
showing that all overlapping models produce a good representation of this wave
mode. The other five wave number k˜ = 6 modes have been omitted as they are
similar. Fig. 2.19 (d) and (e) when the grids are not aligned are not as well
represented as the other modes this could be due to the slightly different sampling
with the ∆x being slightly different, or it could be due to degeneracy in the inertia-
gravity waves. If ∃± k modes with the same ω so either or both (d) and (e) could
be contributions of both k˜ = 6 and k˜ = −6.
For all wave numbers k˜ = 0, k˜ = ±1 up to k˜ = ±14 and k˜ = 15 the structure of the
waves are produced by all models. When the model is not aligned the sampling is
slightly different so the waves do not appear exactly the same.
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Figure 2.19: Comparison for westward propogating inertia-gravity mode, k˜ = 6
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2.8 Badly Behaved Modes
The wave modes in the previous section where wave forms we expected to see and
represent modes seen in the physical system. The modes in this section are wave
modes that are unphysical and do not correspond to waves seen in nature. Some
may be damaged or damped wave forms and others appear to be artefacts of the
overlapping grid.
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(a) Out of Sync. mode k˜ = 2.5
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(b) Duplicated mode k˜ = 5
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(c) Out of Sync. mode k˜ = 7.5
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(d) Duplicated mode k˜ = 10
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(e) Out of Sync. k˜ = 12.5
Figure 2.20: Out of Sync Mode or duplicated modes
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Note all modes shown in Fig. 2.20 are from the aligned, overlapping, non-overwritten
model. These modes are not produced in the non-overlapping model. (a), (c) and
(e) are out of sync. the wave numbers are k˜ = 2.5, k˜ = 7.5 and k˜ = 12.5 they are
unphysical and do not fit into the domain. These are computational modes and
are artefacts of the overlapping grid. The amplification factors of these waves are
close to |A| = 1 so they haven’t been damped and could be damaging to the model.
The out of sync. modes do not fit into the physical domain or the active domain
so could be interpreted as reflection or the modes could be a construction of both
k˜ = 2.5 and k˜ = −2.5 etc. which could explain the real and imaginary parts not
having the same wave form.
Modes (b) and (d) are duplicated modes the wave numbers are k˜ = 5 and k˜ = 10.
This means that while the non-overlapping mode produces 6 wave number k˜ = 5
and 6 wave number k˜ = 10 modes as expected some of the other model variations
produce more than 6 wave number k˜ = 10 modes.
These out of sync. and duplicated modes only appear clearly in the aligned, over-
lapping, non-overwritten model although there are modes produced by some of the
other models that could correspond to these out of sync. modes but they are harder
to distinguish. For example Fig. 2.21 shows modes from overlapping models that
may be duplicates of wave number k˜ = 10 modes badly represented or out of sync.
modes.
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Figure 2.21: Comparison for Eigen-Mode, Duplicated Mode
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Figure 2.22: Damped Eigen-Modes, when overwriting is used we see damped Eigen-
modes.
The modes shown in fig. 2.22 are produced when the model is overwritten, they
have been strongly damped |A| << 1, so while this wave is a computational mode
it may not be damaging because it is so strongly damped.
From the Eigen-mode analysis results when u = 0 we can draw the following
conclusions:
• All modes produced by the non-overlapping model are reproduced and fairly
well represented by all overlapping models, examples of these modes are
shown in figs (2.13-2.19). Inertia-gravity modes are very well represented
by all overlapping models, examples of these modes are shown in figs (2.13-
2.16 and 2.19). For the inertia-gravity modes the wave structures are all very
similar the the non-overlapping model, the ω’s are similar for each mode so
easily identifiable, some of the amplitude factors are slightly greater than
one; this could be because the model is not exactly conservative or because
the linear approximation is only approximate. The Rossby modes, examples
shown in figs (2.17-2.18), are not reproduced as accurately possibly due to
degeneracy, it is also important to note that the damage to the wave form
are very small.
• Due to of the extra degrees of freedom provided by the overlap there are some
extra modes produced in all overlapping models. These modes have several
forms; out of sync. modes (examples shown in fig 2.20) produced when the
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model is not overwritten, these modes may correspond to the damped modes
produced when the model was overwritten (shown in fig 2.22); duplicated
modes produced in some but not all models (shown in fig 2.21).
2.9 U0 6= 0 Eigenvector Analysis Results
Here we look at the wave modes when we have a non-zero courant number. Again
we compare the non-overlapping model result to the overlapping model results
with and without overwriting. The full set of wave number k˜ = 1 and k˜ = −1 is
shown in Figs. 2.23- 2.28. The six modes produced by the non-overlapping model
for k˜ = 1 and k˜ = −1 are also produced by each of the model variations of the
overlapping models. All of the inertia gravity mode wave forms are represented well
by all overlapping models, the waves are not damped, and the amplification factor
A remains very close to 1 as shown in the non-overlapping model. The two Rossby
modes 2.27 and 2.28 are represented well by both the aligned grid set-up and the
non aligned grid set-up. Now that we have a background wind we would expect to
see the Rossby modes represented well as we no longer have degeneracy. We see
that the Rossby wave forms appear slightly damaged, however these wave forms are
very small so this is most likely due to round off errors. The amplification factor
remains very close to the non-overlapping model so the waves are not damped.
With a Courant number of 0.5 (so U0 6= 0) we see that in several of the figures
that |A| 6= 1. With the Courant number = 0.5 we no longer expect |A| = 1 due to
damping caused by the interpolation in the semi-Lagrangian advection. Again it
is also important to note that in many of the figures the mode is shifted along the
x axis but has the same wave structure; this still represents the same mode as we
can multiply the Eigen-vector by an arbitrary complex conjugate and this causes
the arbitrary phase shift.
Figs. 2.23 to 2.26 represent the four inertia-gravity wave modes with wave number
k˜ = 1 and k˜ = −1. These modes are all well represented in all models. The
wave structures are all very similar, the ω’s are similar for each mode so easily
identifiable, but some of the amplitude factors have |A| > 1. Again we should not
conclude from this that the model is unstable. For the reasons discussed previously
in Section 2.7 The fact that |A| is sometimes slightly greater than 1 could be because
the model is not exactly conservative or because the linear approximation is only
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approximate.
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Figure 2.23: Comparison for eastward propogating inertia-gravity, wave number
k˜ = −1 mode, the solid blue line is the real part of the Eigen-mode and the dotted
grey line is the imaginary part.
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Figure 2.24: Comparison for eastward propogating inertia-gravity mode, k˜ = 1
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Figure 2.25: Comparison for westward propogating inertia-gravity mode, k˜ = 1
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Figure 2.26: Comparison for westward propogating inertia-gravity mode, k˜ = −1
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Figure 2.27: Rossby Mode, k˜ = −1
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Figure 2.28: Rossby Mode, k˜ = 1
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Figure 2.29: Comparison for westward propogating inertia-gravity mode, k˜ = 12
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Figure 2.30: Comparison for westward propagating inertia-gravity mode, k˜
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Figure 2.31: Comparison for westward propagating inertia-gravity mode, k˜ = −14
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Figure 2.32: Comparison for eastward propagating inertia-gravity mode, k˜ = 14
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Figure 2.33: Comparison for eastward propagating inertia-gravity mode, k˜ = −14
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Figure 2.34: Comparison for Rossby Mode, k˜ = −14
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Figure 2.35: Comparison for Rossby Mode, k˜ = 14
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Figure 2.36: inertia-gravity Mode, k˜ = 15
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From the Eigen-mode analysis results when u 6= 0 we can draw the following
conclusions:
Most but not all modes produced by the non-overlapping model are reproduced
and fairly well represented by all overlapping models, examples of these modes
are shown in figs (2.23-2.36). Inertia-gravity modes are generally well represented
by all overlapping models although not as well as when u = 0. However, in some
cases expected modes are not produced (or cannot be identified), examples of these
modes are shown in figs (2.30-2.36); this is particularly common when the grid is
not aligned at the overlap. When u 6= 0 the extra modes produce are harder
to identify as out of sync. or duplicated modes again there are damped modes
produced when the model is overwritten.
2.10 Summary and Conclusions
In this chapter we wanted to investigate wave propagation on a one dimensional
over-set grid. The results from both the evolution of a wave packet and the Eigen-
modes analysis can be used to draw the following conclusions.
The wave packet propagates around the domain as expected in the non-overlapping
model and this is very well represented by the overlapping model both when the
grid is aligned and when the grid is miss-aligned by ∆x/2. However if the active
overlapping regions are initialised out of sync. then the overlapping region will
continue to be out of sync. for the duration of the simulation and wave forms
are introduced which propagate in the wrong direction. If the active overlapping
regions are overwritten to prevent the two grids becoming out of sync. with each
other the overlapping regions are reconciled with each other but there are still small
waves propagating in the wrong direction.
The Eigen-mode analysis shows that when u = 0 all models represent all expected
Eigen-modes well. However, when the model is not overwritten out of sync. and
duplicated modes can be produced as well as extra damped modes that are pro-
duced by all overlapping models. When u 6= 0 most but not all expected modes are
produced by the overlapping models. Many of the modes are hard to distinguish
as the same mode and there are extra damped modes. These extra modes could
be damaging to weather and/or climate modelling.
These results can be used to consider the viability of the Yin-Yang grid for weather
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and climate modelling. The results from Section 2.7 when the Courant number
was set to zero were very promising. The overlapping models all produced good
representations of each of the expected Eigen-modes. However, the behaved modes
shown in Section 2.8 are a concern. While the overwriting does control some of
these badly behaved modes it does not damp all of them. Unless a mechanism
to control these modes completely is developed they could have an impact of any
weather or climate model that uses an overset grid such as the Yin-Yang grid.
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Chapter 3
Conservative Transport Schemes
on Overset Grids in One
Dimension
In this chapter and the next we address a question previously discussed in section
1:
• Can transport of air mass properties, such as entropy or water content, be
modelled accurately and conservatively across the overlap regions, without
significant ‘grid imprinting’ on the solution? Exact mass conservation can be
critical for long-term climate simulations.
The conservation of mass of dry air and trace species is a highly desirable prop-
erty for weather and climate models. Conservation is more important for climate
prediction and is not considered essential (though still desirable) for the shorter
integration times used in weather prediction. Conservation can also be important
in air pollution modelling and cloud microphysics. Any conservative transport
scheme must be globally and locally conservative, that is to say conservative on
any sub-domain. Standard interpolation procedures for overlapping grids do not
lead to conservative methods for the solution of conservation laws. Two conserva-
tive methods are considered in this chapter, Chesshire and Henshaw [CH94] and
Zerroukat [Zer12b]. We will apply these two methods to a one-dimensional overlap-
ping grid and investigate the accuracy, convergence rates and computational cost
of these schemes.
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3.1 Chesshire and Henshaw - A scheme for con-
servative interpolation on overlapping grids
Chesshire and Henshaw [CH94] describe a scheme to interpolate in a conservative
manner when solving systems of conservative laws on overlapping grids. Before
[CH94] no general conservative interpolation method had been developed. For
solving problems that are smoothly represented on the grid, standard interpolation
methods result in accurate solutions to partial differential equations. However, for
solving problems where the solution is not smoothly represented on the grid, it may
be necessary to interpolate in a conservative way. Standard interpolation methods
interpolate the solution values, but to obtain a conservative scheme, the fluxes
at the overlapping boundaries must be interpolated. The scheme must be locally
conservative (conservative on any sub-domain) as well as globally conservative to
conservatively resolve sharp features. [CH94] show that using the constraints they
set out, any interpolation of the fluxes is conservative.
3.1.1 Conservative schemes on a rectangular grid
In this section x and y are general coordinates (not necessarily Cartesian). The
scheme is in a conservation form if it can be written as:
∂
∂t
φ+
1
J
(
∂fx(φ, u)
∂x
+
∂f y(φ, v)
∂y
)
= 0 (3.1)
In Eq. (3.1) φ is a tracer to be advected with time t, fx and f y are fluxes in
the x direction and the y direction respectively, J is the jacobian of coordinate
transformation. The discrete scheme is in a conservation form if it can be written
as:
d
dt
φij +
1
Jij
(
F xi+1,j − F xi,j
∆xi
+
F yi,j+1 − F yi,j
∆yi
)
= 0 (3.2)
F x and F y are an approximation to fluxes fx and f y on the left and lower faces
of the cell and Ji,j is the jacobian of coordinate transformation of cell i, j, ∆xi
and ∆yj are the size of cell i, j in the x and y directions. If we consider any
subdomain B of domain D, B ⊂ D, then a scheme in conservation form conserves
an approximation to the integral of φ over the subdomain B
SB(t) =
∑
i,j∈B
φi,jJi,j (3.3)
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except for the fluxes crossing the boundary of B, Γ. In order to show this, Chesshire
and Henshaw take the time derivative of SB and substitute in Eq. (3.2)
dSB
dt
=
∑
i,j∈B
dφi,j
dt
Ji,j
= −∑i,j∈B ((F xi+1,j − F xi,j) + (F yi,j+1 − F yi,j))
= fluxes crossing the boundary
(3.4)
From Eq. (3.3) and (3.4) all the fluxes in the interior of B (which is any sub-
domain B ⊂ D) cancel leaving only the boundary terms. Conservative schemes
must be locally as well as globally conservative. The integral (or approximation of
the integral) over any sub-domain must be conserved up to the fluxes crossing the
boundary of the sub-domain.
Conservation on one-dimensional overlapping grids
In one dimension Eq. (3.1) becomes:
∂φ
∂t
+
∂F x
∂x
= 0, (3.5)
J is no longer required because we have chosen work in one dimensional Cartesian
coordinates so J = 1. [CH94] considered the solution of the conservation equation,
on a one dimensional overlapping grid, on the interval [a, b] x = a, at index 0, grid
panel m = 1 and x = b, at index N2 + 1, on grid panel m = 2. See Fig. 3.1:
Component grid m = 1
Component grid m = 2x = a x = b
0 1 2 · · · N1 N1 + 1
0 1 2 · · · N2 N2 + 1
Figure 3.1: One dimensional overlapping grid for the interval [a, b] with grid num-
bering scheme.
Solutions to Eq. (3.5) conserve the integral:
I(t) =
∫ b
a
φ(x, t)dx (3.6)
dI
dt
=
∫ b
a
∂φ
∂t
dx = −
∫ b
a
∂F x
∂x
dx = − [F ]ba (3.7)
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Figure 3.2 shows the location of Discrete Variables on grid panel m. Fm,i is the
discrete approximation to F ; φm,i is the discrete approximation to φ and ηm,i is the
integration weight (which will be calculated later).
Fm,i
ηm,i
φm,i Fm,i+1
Figure 3.2: Location of Discrete Variables on grid panel m
The discrete scheme on any two component grids is:
dφm,i
dt
+
Fm,i+1 − Fm,i
∆xi
= 0 (3.8)
∆xi = xm,i+1 − xm,i. The numerical flux Fm,i is some function of φm,i.
Fm,i ≡ FN(..., φm,i−1, φm,i, φm,i+1, ...) (3.9)
Such that:
FN(..., φ, φ, φ, ...) = f(φ). (3.10)
where f is the continuous flux. On an overlapping grid more information is needed
on the boundary where the two grids overlap. A standard method to provide this
information is to interpolate the solution value (φ) where the two grids overlap.
However, to achieve a conservative method the flux rather than the values of φ are
interpolated. This method of interpolating the fluxes comes from the fact that the
flux function is in a linear form in the conservation law but φ will generally have a
non-linear dependence. The flux interpolation method is shown in Eq. (3.11) and
Figure 3.3

F1,N1+1 =
M2∑
j=M1
γjF2,j 0 ≤M1 ≤M2 ≤ N2,
F2,0 =
L2∑
j=L1
βjF1,j 0 ≤ L1 ≤ L2 ≤ N1.
(3.11)
The β and γ are the interpolation coefficients. In Fig. 3.3 the cells that use the
γ coefficients are shown with the blue lines and the cells that use the β coefficient
are shown with the red lines.
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F1,L1 · · ·F1,L2 F1,N1+1
F2,M1 · · ·F2,M2F2,0
Figure 3.3: Flux Interpolation Weighting, calculated in eq. (3.11)
The discrete approximation to the integral I(t) is:
S(t) =
2∑
m=1
Nm∑
i=0
ηm,iφm,i∆xi. (3.12)
ηm,i is the weight for each grid and ∆xi = xm,i+1 − xm,i for cell i. These weights
are derived in terms of the free parameter µ and the values of βj and γj using the
conservation condition. [CH94] have shown that if the interpolation coefficients are
first-order accurate: ∑
i
βi = 1 and
∑
i
γi = 1. (3.13)
and are bounded by:
∑
i
|βi| = O(1) and
∑
i
|γj| = O(1), (3.14)
then ηm.i exists, so that
dS
dt
= −[F ]ba ∀[a, b] (3.15)
and
S(t) = I(t) +O(∆x) (3.16)
or if the interpolation is second-order accurate, then the integral is approximated
to second order:
S(t) = I(t) +O(∆x2). (3.17)
dS
dt
=
N1∑
i=0
η1,i
dφ1,i
dt
(x1,i+1 − x1,i) +
N2∑
i=0
η2,i
dφ2,i
dt
(x2,i+1 − x2,i)
= −
N1∑
i=0
η1,i(F1,i+1 − F1,i)−
N1∑
i=0
η2,i(F2,i+1 − F2,i)
= η1,0F1,0 +
N1∑
i=1
(η1,i − η1,i−1)F1,i − η1,N1F1,N1+1
+η2,0F2,0 +
N2∑
i=1
(η2,i − η2,i−1)F2,i − η2,N2F2,N2+1.
(3.18)
Using equation (3.11)
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dS
dt
= η1,0F1,0 +
L1−1∑
i=1
(η1,i − η1,i−1)F1,i +
L2∑
i=L1
((η1,i − η1,i−1) + η2,0βi)F1,i
+
N1∑
L2+1
(η1,i − η1,i−1)F1,i +
M1−1∑
1
(η2,i − η2,i−1)F2,i
+
M2∑
i=M1
((η2,i − η2,i−1)− η1,N1γi)F2,i
+
N2∑
M2+1
(η2,i − η2,i−1)F2,i − η2,N2F2,N2+1.
(3.19)
Imposing the conservation condition;
dS
dt
= f(a)− f(b) for all Fm,i (3.20)
any mass leaving one panel at the interface must be transferred onto the other
panel. The boundary conditions are assumed to be F1,0 = f(a) and F2,N2+1 = f(b).
So
η1,0 = 1
η2,N2 = 1
η1,i − η1,i−1 = 0 i = 1, . . . , L1 − 1, L2 + 1, . . . , N1,
(η1,i − η1,i−1) + η2,0βi = 0 i = L1, . . . , L2,
η2,i − η2,i−1 = 0 i = 1, . . . ,M1 − 1,M2 + 1, . . . , N2,
(η2,i − η2,i−1)− η1,N1γi = 0 i =M1, . . . ,M2.
(3.21)
Defining µ = η2,0,
∑
j βj = 1 and
∑
j γj = 1, the set of constraints are produced,
shown in the Equation set (3.22). These constraints must be satisfied for the
scheme to be conservative. The parameter µ defines the weighting of each grid in
the sum in the region in which the two grids overlap. Given the β’s and γ’s, these
completely determine the η’s:
η1,i = 1 i = 0, . . . , L1 − 1,
η1,i = η1,i−1 − µβi i = L1, . . . , L2,
η1,i = 1− µ i = L2 + 1, . . . , N1,
η2,i = µ i = 0, . . . ,M1 − 1,
η2,i = η2,i−1 + (1− µ)γi i =M1, . . . ,M2,
η2,i = 1 i =M2 + 1, . . . , N2.
(3.22)
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1 1 1 ν ν ν
µ µ µ 1 1 1
Figure 3.4: Solution for the integration weights ηm,i. The weights are constant
outside the interpolation regions. In the overlap region one grid has η1,i = ν and
the other has η2,i = µ with ν + µ = 1.
The parameter µ shown in Fig. 3.4 defines how to weight the two component grids
in the sum S(t) in the region where they overlap. Taking µ = 1
2
would give equal
weight to each component grid in its contribution to the integral.
In one dimension, [CH94] show that provided they choose coefficients that are
consistent with these constraints the scheme will be conservative.
[CH94] Numerical results
[CH94] produce numerical results which show a slow moving shock on an overlap-
ping grid. The numerical solution shows an undistorted shock, whose location is
correct to within the width of one grid cell at all times.
3.1.2 Chesshire and Henshaw Model Set up
To investigate the accuracy of [CH94]’s scheme, a 1D model has been developed.
The grid set up is shown in Figure 3.5. In order to populate the grid completely
with fluxes at each u location point, an extra ‘ghost’ φ point has been added at each
end. This ‘ghost’ point allows the scheme to populate the internal flux points with
up to 3rd order accuracy. [CH94] do not discuss how they populate all the required
flux points for interpolation at higher orders of accuracy, so they may not have
consider this. By using these ‘ghost’ points it is then possible to test the scheme
at different orders of accuracy for the internal and end flux points and see what
convergence rate different combinations produce. This testing of the convergence
rate of the scheme was not done by [CH94]. The extra 1
2
∆x at each end of the
grid is labelled the ‘passive’ region. This ‘ghost’ point is given an initial value for
φ and is interpolated from the other end of the grid, using cubic interpolation at
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each time-step, after φ values at every other location have been advected. The
‘ghost’ point and therefore the ‘passive’ region give no contribution to the mass
calculation. Another difference between what we have done and what is done in
[CH94] is that this model has only one grid where [CH94] have two. This one
staggered grid overlays on itself to form an overlap region.
u u u u u u u u u u u uφ φ φ φ φ φ φ φ φ φ φ φ
︷ ︸︸ ︷
Passive
︷ ︸︸ ︷
Passive
Activex = 0 x = 107
Domain
Figure 3.5: Chesshire and Henshaw Grid Regions
In Figure 3.5, the domain is the region of interest, the active region is the domain
plus the overlapping regions excluding the ‘ghost’ φ point.
Chesshire and Henshaw Algorithm
• Select the order of accuracy for the internal flux calculation, either the 1st
order upwind scheme:
Fi = uiφ
up∆t (3.23)
or 3rd order piecewise quadratic; the QUICKEST scheme developed by Leonard
in [Leo79].
• Select the order of accuracy for the flux ends interpolation; choose from 1st,
2nd or 3rd order. The flux ends are the fluxes stored at first and last grid
points at the u grid locations.
• Set up staggered overlapping grid, as shown in Figure 3.6
• Set initial values of φ for all φ locations on staggered grid. In the cases
described, this was a chosen to be a cos wave function although informal
testing was conducted with other wave forms.
• Set values of u for all u locations on staggered grid. For testing purposes u
is set to a constant
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x = 107
x = 0
Domain Overlap
Overlap Domain
Figure 3.6: Domain and Overlap on Grid
• Calculate ηs for use in checking mass conservation using Eq. (3.22).
• Begin time loop
– Calculate internal fluxes using order selected, these fluxes are stored at
u points. The internal fluxes are all fluxes at u locations, except the
very end point at each end.
– Interpolate the fluxes at the 1st and last points using the order of accu-
racy selected.
∗ Find closest 3 points for use in the flux interpolation at the other
end of grid, as shown in Figure 3.3
∗ Interpolate end fluxes, using the flux interpolation scheme of order
selected.
– Calculate advected φs at all φ locations, except end points using fluxes
and previous φ values.
– Calculate φ values for end points using cubic Lagrange interpolation of
φ points at the other end of the grid.
– Calculate total mass, using the η weighing, so that the overlapping re-
gions are not counted twice. The total mass can be compared at each
time-step, to ensure that the scheme is conservative.
Total Mass = Σηiφj
• End time loop
3.1.3 Chesshire and Henshaw Scheme Results
In this section we use error norms to investigate the accuracy of the model and
convergence rates. The same condition must be set for each test. The grid regions
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are described in Table 3.1.
Grid Regions Value Notes
Domain Length 1.0× 107 m
Active Length 1.2× 107 m
Passive Length ∆x 1
2
∆x at each end
Overlap Length 1
2
passive length + 1
2
active length - domain
Table 3.1: Grid Regions Definitions
The variables used in this test case are shown in Table 3.2:
Variable Value Notes
u 10 m/s Constant over entire grid
φ φ0 + φ̂ cosKx Tracer
φ0 1.0 φ reference value
φ̂ 1.0 φ amplitude
K 2pi/domain
C 0.18333333 Courant Number
Table 3.2: Variable Definitions
The Courant number is fixed, so ∆x, ∆t and the number of time-steps are treated
as a related set. The test case resolution options are shown here in Table 3.3:
Resolution ∆t(s) Number of Time-Steps ∆x(m) Number of Gridpoints
1 4000 250 218181.82 56
2 2000 500 109090.91 111
3 1000 1000 54545.455 221
4 500 2000 27272.727 441
Table 3.3: Test Case Resolutions
Using these conditions, the φ is set to a cos wave (wave number 1) and is advected
exactly once around the domain. The advected φ is then compared with the initial
φ to analyse the errors. For each of these resolutions, each order of the scheme must
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be tested. There are six test cases to consider for the orders of accuracy shown in
Table. 3.4; these can be used to investigate the convergence rates.
Case Interior Flux Order End Flux Order
1 1 1
2 1 2
3 1 3
4 3 1
5 3 2
6 3 3
Table 3.4: Case Definitions: Order of accuracy for the flux calculations used in
each of the 6 cases.
Resolution 4 Resolution 3 Resolution 2 Resolution 1−14
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Case 1
Case 2
Case 3
Case 4
Case 5
Case 6
Figure 3.7: RMS Error of φ Cases 1-6, Cases 1-3 are overlaid (the top line on
the graph) and have approximately the same convergence rate; Cases 4-6 are not
overlaid and can be distinguished
Figure 3.7 shows the root mean square (RMS) error of φ. We would expect cases
1-4 to achieve first order convergence, because either the interior fluxes or the
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interpolated end fluxes use a first order scheme. Case 5 is expected to achieve
second order convergence, because while it uses a third order scheme to interpolate
the interior fluxes, the end fluxes use a second order scheme. Case 6 is expected
to achieve third order convergence, because both the interior fluxes and the end
fluxes use third order schemes [HTW08].
Cases 1-3 all produce very similar results; the three cases overlay each other. This
shows the order of the flux end points makes little difference to the accuracy of the
scheme for this measure. However, for cases 4-6 the order of accuracy of the flux
end points is significant and the higher the order of accuracy, the smaller the error.
The accuracy of the scheme increases with increased resolution in all cases.
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Figure 3.8: Max Error of φ Cases 1-6, Cases 1-3 are overlaid (the top line on
the graph) and have approximately the same convergence rate; Cases 4-6 are not
overlaid and can be distinguished
Figure 3.8 shows the Max Error of φ. The accuracy of the scheme increases with
increased resolution in almost all cases. Cases 1-3 all produce very similar results
and again overlay each other as with the RMS Error. Again, the order of interpola-
tion of the flux end points makes little difference to the accuracy of the scheme for
this measure. However, for cases 4-6, the order of accuracy of the flux end points
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is significant and the higher the order of accuracy, the smaller the error.
3.1.4 Convergence Rates
Chesshire and Henshaw did not investigate the convergence of their scheme, how-
ever this is something that is very important if this scheme were to be used for
numerical weather prediction so I have chosen to investigate this in detail. To
investigate the convergence rate of the schemes, the error norms can be looked at.
For the root mean square error, the p value shows the order of the scheme
L2 = k∆x
p (3.24)
For the maximum difference error, the q value shows the order of the scheme
L∞ = m∆x
q (3.25)
The results for resolution 1 (the coarsest resolution) have been discounted as they
do not follow the order trend. Resolutions 2, 3 and 4 are used to calculate and
average p and q shown in Table 3.5. Cases 1-4 show 1st order convergence as
expected. For these cases either the interior fluxes or the end fluxes are 1st order
and the order of convergence is dominated by the lowest order. Case 5 does not
achieve 2nd order convergence this is not as expected and is unexplained. Case
6 achieves 3rd order convergence as expected with both the interior and the end
fluxes 3rd order [HTW08].
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One Cycle RMS Max Error
of Domain p k q m
Case 1 0.947 1.83E-6 0.954 2.75E-06
Case 2 0.931 2.11E-6 0.953 2.62E-6
Case 3 0.948 1.77E-6 0.953 2.60E-6
Case 4 0.992 1.44E-7 1.000 2.10E-7
Case 5 1.566 1.20E-11 1.008 9.56E-8
Case 6 2.995 0.00E-16 3.001 0.00E-16
Table 3.5: Convergence Rates, Cases 1-4 show 1st order convergence as expected,
Case 5 does not achieve 2nd order convergence this is not as expected and is
unexplained, Case 6 achieves 3rd order convergence.
3.2 Zerroukat - Local and Global Mass Conserva-
tion on One Dimensional Overlapping Grids
In one dimension the Chesshire and Henshaw conservative transport scheme re-
quires cubic interpolation to achieve a 3rd order convergence rate. This interpo-
lation, if extended into two dimensions, requires a large stencil and therefore one-
to-many communication paths. We therefore investigate another scheme, which
requires a smaller stencil. It also avoids the complexity of computing the η’s in two
dimensions at each time-step.
3.2.1 Description of Zerroukat 1D Scheme
[Zer12a] and [Zer12b] explain a simpler way of conserving mass, compared to
Chesshire and Henshaw’s [CH94] scheme. While the Chesshire and Henshaw scheme
interpolates the fluxes at the interface of the overlap, Zerroukat uses a weighted
flux correction over only one cell at each end, at the interface between the domain
and the overlapping region, instead of interpolating the flux at each end of the
grid. A ‘ghost’ point is again required, so that all necessary grid points can be
filled. One disadvantage of the Zerroukat scheme is that the flux weighting, which
is used to weight the interface cells fluxes, is required to be calculated at each
time step; unlike the Chesshire and Henshaw scheme, where it is only required
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to be calculated once. An advantage of the Zerroukat scheme is that, unlike the
Chesshire and Henshaw scheme, interpolation of the fluxes is not required; instead
the interface cells at the overlap use the flux weighting at each time step.
Suppose we want to solve the following conservation law in flux-form.
∂φ
∂t
+
∂F x
∂x
= 0, (3.26)
where φ is density, t is time, F x is the mass flux.
The discretisation of 3.26 can be written as:
d
dt
∫ xi+1/2
xi−1/2
φdx =
dmi
dt
= F xi−1/2 − F xi+1/2, (3.27)
where mi is the mass in cell i, F
x
i−1/2 is the mass flux at the edge xi−1/2. The
location of the discrete variables are shown in Fig. 3.9
i− 1
2
i i+ 1
2
u
F x
ξ
φ
m
η
u
F x
ξ
Figure 3.9: Location of Discrete Variables on Zerroukat’s Grid
Mass (m) is stored at the centre of cell i and the mass flux (F x) is stored at the
edge of the cell, as shown in Fig. 3.9. The flux correction term ξ, and the flux
weighting η (used for calculating the mass over the domain to ensure that the mass
in the overlap is counted once and not once from each grid) will be discussed later.
The one dimensional overlapping grid, shown in Fig. 3.10 shows the two ends of
the grid at the overlap. The dashed lines indicate the passive regions with the φ
‘ghost’ points at the last point on each grid. The interface x = Γ intersects the
boundary cells cell j as the lower end of the grid and cell k at the upper end of the
grid; αH and αL are the proportion of the interface cells that is in the overlap.
αH and αL shown in Fig. 3.10 are calculated in (3.28). αH = (xk+1/2 − Γ)/∆xkαL = (Γ− xj−1/2)/∆xj (3.28)
The dimensionless parameter 0 ≤ ηi ≤ 1 is defined as:
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k
j
x = Γ
αH
αL
Figure 3.10: This figure shows the one dimensional overlapping grid used for testing
the Zerroukat scheme; αH and αL are the proportion of the interface cells j and k
that is in the overlap; the ghost φ points are shown at either end of the grid and
the passive regions are denoted by the dotted line.
ηi =

0 for i < j
1− αL for i = j
1 for i > j and i < k
1− αH for i = k
0 for i > k
(3.29)
when ηi = 0 the cell i is completely in the overlap and when ηi = 1 the cell i is
completely inside the domain, when 0 < ηi < 1 cell i intersects Γ. The total mass
(MT ) over the physical domain is given by:
MT = Σηiφi∆xi (3.30)
The fluxes are corrected around cell j and k, using a weighting ξ; ξ has a weighing
of 1 everywhere else, so only the interface cells are corrected. The proportion of
the interface cell which is in the domain (1 − αL) and (1 − αH) (shown in Figure
3.10), are used to calculate the flux at the interface CLΓ and C
H
Γ :
CLΓ = (1− αL)Fj− 1
2
+ αLFj+ 1
2
CHΓ = (1− αH)Fk+ 1
2
+ αHFk− 1
2
(3.31)
Using (3.27) and (3.30) we can write:
dMT
dt
= 0⇒∑ ηi ∂mi∂t = 0;∑
i ηi(Fi−1/2 − Fi+1/2) = 0
(3.32)
We want (3.33) to be true.
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ξLΓC
L
Γ = ξ
H
Γ C
H
Γ (3.33)
So the multiplicative flux correction factor ξ can then be calculated:
ξ =

CL
Γ
+CH
Γ
2CL
Γ
for i = j − 1
2
and i = j + 1
2
CL
Γ
+CH
Γ
2CH
Γ
for i = k − 1
2
and i = k + 1
2
1 otherwise
(3.34)
The fluxes are corrected using the ξ terms shown in figure 3.11
F˜i− 1
2
= ξi− 1
2
Fi− 1
2
, i = 1, ..., N + 1 (3.35)
1 1 1 1 1
ξk− 1
2
ξk+ 1
2 1
1 ξj− 1
2
ξj+ 1
2
1 1 1 1 1
x = Γ
Figure 3.11: Flux Correction Weighting
Then finally, the solution for φ is advanced using the corrected fluxes.
3.2.2 Zerroukat 1D Model Set Up
As with the [CH94] scheme, to investigate the accuracy of [Zer12b]’s scheme, a 1D
model has been developed. The grid set up is shown in Figure 3.5; the same as
[CH94]’s grid. The overlapping regions are slightly different, as the interface cell is
the only one used in the mass calculations, so the overlapping regions are only used
to ensure that the interface cell is populated correctly. Once again, ‘ghost’ points
are required to ensure that the interface cell is populated correctly. These ‘ghost’
points are given an initial value for φ and are interpolated from the overlapping grid,
using cubic interpolation at each time-step after φ values at every other location
have been advected. Again this model uses only one overlapping grid (a periodic
domain) where [Zer12b] has two grids with one overlap. This one staggered grid
overlays on itself to form an overlap region as shown in Fig. 3.10.
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Zerroukat Algorithm
• Select the order of accuracy for the internal flux calculation, either 1st order
upwind scheme or 3rd order upwind piecewise quadratic.
• Set up grids:
– The grid set up is as Chesshire and Henshaw [CH94] shown in figure 3.5.
However, the whole of the overlap is not used in the mass calculation;
only the domain and the interface cells are used.
• Set initial values of φ for all φ locations on staggered grid.
• Set values of u for all u locations on staggered grid.
• Calculate αL and αH shown in Figure 3.10 which correspond to the proportion
of a cell, from the edge where the overlap begins.
• Calculate η for use in the total mass calculation.
• Begin time loop
– Calculate internal fluxes using order selected, which are stored at u
points. The internal fluxes are all fluxes at u locations, except the very
end point at each end.
– Calculate ξs for use in correcting fluxes.
– Correct fluxes.
– Advance the solution of φ, for all φ points except 2 φ points at each end
of grid.
– Interpolate the remaining 2 ‘ghost’ φ points at each end of the grid,
using cubic interpolation from the overlapping region.
– Calculate the total mass to check the conservation constraint:
∗ Total Mass = Σηiφi∆xi
• End time loop.
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3.2.3 Zerroukat Scheme Results
As with the Chesshire and Henshaw scheme, to investigate the accuracy of the
model and the convergence rate, the same condition must be set for each test case.
To compare the Chesshire and Henshaw scheme with the Zerroukat scheme, these
conditions must stay the same for both models. The grid regions are therefore
again described in Table 3.1. However, the passive region is now the whole overlap
with the exception of the interface cell. All other conditions remain the same.
For each of the resolutions shown in Table 3.3, there are two test cases; this is less
than the Chesshire and Henshaw scheme, because there is no change of order for
the flux ends calculation shown in Table 3.6.
Case Interior Flux Order End Flux Order
7 1 N/A
8 3 N/A
Table 3.6: Case Definitions, only the interior flux calculations has a variable order
of accuracy in the tests conducted.
Fig. 3.12 shows the RMS error of φ; cases 7 and 8, the accuracy of the scheme
increases with increased order of accuracy and with increased resolution. The
convergence rates are calculated in the same way as the Chesshire and Henshaw
results and these lines correspond to a convergence rate of 1st order for Case 7 and
3rd order for Case 8 as expected. This tells us that in one dimension the Zerroukat
scheme will not reduce the accuracy of a 3rd order accurate scheme.
Fig. 3.13 shows the Max Error of φ Cases 7 and 8, the accuracy of the scheme
increases with increased order of accuracy and with increased resolution. These
lines should correspond to a convergence rate of 1st order for Case 7 and 3rd order
for Case 8. The convergence rates are calculated as described in Section 3.1.4 and
shown in Table ??. Table ?? shows that for case 7 when the internal fluxes are
1st order and the Zerroukat scheme is used 1st order convergence is achieved, for
case 8 when the internal fluxes are 3rd order and the Zerroukat scheme is used 3rd
order convergence is achieved.
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Figure 3.12: RMS of φ Cases 7 and 8, showing case 7 to have 1st order convergence
and case 8 to have 3rd order convergence.
One Cycle RMS Max Error
of Domain p k q m
Case 7 0.954 1.94E-06 0.953 2.60E-06
Case 8 3.003 0.00E-16 3.189 0.00E-16
Table 3.7: Zerroukat scheme convergence rates
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Figure 3.13: Max Error of φ Cases 7 and 8, showing case 7 to have 1st order
convergence and case 8 to have 3rd order convergence.
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3.3 Comparison between Chesshire and Henshaw
and Zerroukat Schemes
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Figure 3.14: Comparison of RMS φ error after one complete cycle between the
Cheshire and Henshaw and the Zerroukat schemes. Here we see that Chesshire
and Henshaw Cases 1, 2, 3, 4 and Zerroukat Case 7 all have very similar 1st order
convergence rates. The Chesshire and Henshaw Case 6 and the Zerroukat Case 8
both have similar 3rd order convergence rates. The Chesshire and Henshaw Case
5 does not achieve the expected 2nd order convergence rate.
Fig. 3.14 shows that Cases 1, 2, 3 and 7 all have very similar accuracies,
so the order of the flux ends calculation makes little difference, when the flux
interior scheme is of order 1. However, Cases 4, 5, 6 show that for the flux interior
calculation of 3rd order, the flux end calculation makes a significant difference with
the accuracy increasing with order. Case 8 gives a very similar result to Case 6,
which shows that the Zerroukat calculation for flux ends is of equivalent accuracy
to the 3rd order Chesshire and Henshaw scheme.
Fig. 3.15 reinforces the conclusions drawn from Fig. 3.14.
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Figure 3.15: Comparison of Maximum φ error after one complete cycle between the
Chesshire and Henshaw and the Zerroukat schemes. Here we see that Chesshire
and Henshaw Cases 1, 2, 3, 4 and Zerroukat Case 7 all have very similar 1st order
convergence rates. The Chesshire and Henshaw Case 6 and the Zerroukat Case 8
both have similar 3rd order convergence rates. The Chesshire and Henshaw Case
5 does not achieve the expected 2nd order convergence rate.
3.3.1 Convergence Rates Comparison
One Cycle RMS Max Error
of Domain p k q m
Case 1 0.947 1.83E-6 0.954 2.75E-06
Case 2 0.931 2.11E-6 0.953 2.62E-6
Case 3 0.948 1.77E-6 0.953 2.60E-6
Case 4 0.992 1.44E-7 1.000 2.10E-7
Case 5 1.566 1.20E-11 1.008 9.56E-8
Case 6 2.995 0.00E-16 3.001 0.00E-16
Case 7 0.954 1.94E-06 0.953 2.60E-06
Case 8 3.003 0.00E-16 3.189 0.00E-16
Using the Chesshire and Henshaw model cases 1, 2 and 3 produce close to 1st
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order convergence, for each of these cases the interior flux calculation is 1st order
and the end fluxes calculation order changes for each of the cases. Case 4, where
the internal flux calculation is 3rd order and the flux ends calculation is 1st order
shows 1st order convergence. Case 5 does not increase to 2nd order convergence,
even though the internal flux order is 3rd order and the flux ends calculation is 2nd
order although the RMS error does increase from 1st order to around 1.5. Case 5
does not achieve 2nd order convergence and this is unexplained. For Case 6, where
the internal and ends flux calculation are both 3rd order, the scheme achieves 3rd
order convergence.
The Zerroukat model Case 7 produces close to 1st order convergence when the
internal flux calculation is 1st order. Case 8 where the internal flux calculation is
3rd order produces 3rd order convergence.
After investigating these two schemes I conclude that the Zerroukat scheme is the
most promising scheme to take further and assess this in the next section.
Both the Chesshire and Henshaw and the Zerroukat schemes have shown it is
possible to conserve mass in one dimension. The Chesshire and Henshaw scheme
involves a large stencil, due to interpolation, which will become much larger if
the scheme is expanded into two dimensions. The one off η calculation will also
become a lot more complex in two dimensions. Both of these factors mean that
the Chesshire and Henshaw scheme would have a high computational cost in two
dimensions. The Chesshire and Henshaw scheme also has the unexplained low
order of convergence for case 5. For these reasons we have chosen to expand the
Zerroukat scheme into two dimensions on the Yin-Yang grid and not the Chesshire
and Henshaw scheme.
With respect to conservation the Yin-Yang grid looks to be a viable option for fu-
ture weather and climate models with at least two possible conservation schemes.
We shall investigate this further by expanding the Zerroukat scheme into two di-
mensions.
Chapter 4
2D Conservative Transport
As previously discussed in Section 1, the Yin-Yang grid has been proposed and
tested with shallow water and full three dimensional models [BTSG10, Qad11,
QL11, QLL+08] because of its many desirable features. In this chapter, the Zer-
roukat Mass Conserving Transport Scheme is extended and modified into two di-
mensions on the Yin-Yang overset grid. More generally, this scheme should be
applicable for any composite grid with two or more component parts. To evaluate
the numerical methods, test cases are used from [WDH+92] and [NL10]. Before
any proposed scheme is used for any full atmospheric model, it must be shown
that it performs well on these test cases in comparison to the currently accepted
numerical methods.
4.1 Flux-form Transport
In order to investigate whether a quantity can be conserved without damaging the
accuracy and convergence of any flux scheme the Zerroukat Mass Fixer Transport
Scheme needs to be extended into 2D.
Consider the 2D conservation law in flux-form:
∂φ
∂t
=
1
Jx
∂F x(φ, u)
∂x
+
1
Jy
∂F y(φ, v)
∂y
, (4.1)
where φ is density; t is time; F x and F y are mass fluxes of φ and velocity field
components (u, v). Jx and Jy are metric terms. The x and y in Eq. (4.1) can be
any orthogonal coordinate system ie. Cartesian, Lat-Long, Yin-Yang grid etc. the
metric terms Jx and Jy specific to the coordinate system.
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The discretisation of Eq. (4.1) can be written as:
(
∂φ
∂t
)
i,j
=
1
Jxi,j
F xi+1,j − F xi,j
∆xi
+
1
Jyi,j
F yi,j+1 − F yi,j
∆yj
, (4.2)
where F xi,j, F
y
i,j, F
x
i+1,j and F
y
i,j+1 are the mass fluxes at the faces of cell (i, j).
In a more compact form this becomes:
(
∂φ
∂t
)
i,j
= λxi,j(F
x
i+1,j − F xi,j) + λyi,j(F yi,j+1 − F yi,j), (4.3)
where λxi,j =
1
Jxi,j∆x
and λyi,j =
1
Jxi,j∆y
. These λ’s take into account lengths and
areas of the chosen grid. A two dimensional C-grid is used for staggering the
variables this is shown in Fig. 4.1:
φi,j
Jxi,jJ
y
i,j
λxi,jλ
y
i,j
mi,j
ui,j
F xi,j
ui+1,j
F xi+1,j
vi,j
F yi,j
vi,j+1
F yi,j+1
xi − ∆x2
xi
xi +
∆x
2
yj − ∆y2
yj
yj +
∆y
2
Figure 4.1: Location of Discrete Variables on 2D C-grid
Mass (mi,j) is stored at the centre of cell i, j and the mass flux (F ) is stored at the
edge of the cell as shown in Figure 4.1.
4.2 Flux Schemes on the Yin-Yang Grid
The total mass on the grids excluding the overlap regions can be defined as:
M ≡
Nx∑
i=1
Ny∑
j=1
ηi,jAi,jφi,j
yin +
Nx∑
i=1
Ny∑
j=1
ηi,jAi,jφi,j
yang, (4.4)
whereM is the global integral of the mass. φyin and φyang are the density on the yin
panel and the yang panel respectively. Ai,j is the area of cell (i, j); η
k
i,j is the mass
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weighting parameter; Nx and Ny are the number of cells in the x and y direction
respectively on each panel including the overlap region.
let us make the following assumptions/definitions
• Let us assume that we have a domain O subdivided into 2 overlapping sub-
domains Ok=1,2, i.e.,(see Figure 4.2)
O ⊂
2∑
k=1
Ok. (4.5)
• Let us define a boundary Γ that splits the overlapping region between the
two contiguous sub-domains into two equal regions (boundary shown as thick
green line in Fig 4.2). As a consequence, Γ subdivides O into 2 non-overlapping
sub-domains Dk=1,2, i.e.,
O ≡
2∑
k=1
Dk. (4.6)
• Let each of the two overlapping sub-domains Ok be subdivided into cells/elements
Eki,j of areas A
k
i,j (k, i and j are counters for overset sub-domains O
k and el-
ements Eki,j within O
k, respectively).
• In order to avoid double counting the overlapping region from the mass cal-
culation, we need the fixed geometric parameters η. ηi,j is a dimensionless
number 0 6 ηi,j 6 1, which determines the contribution of cell (i, j) to the
total mass; η is shown in Fig. (4.2).
Let us also define a dimensionless parameter 0 ≤ ηki,j ≤ 1 for every cell Eki,j ,
where ηki,j = 0 if E
k
i,j is completely outside D
k; ηki,j = 1 if E
k
i,j is completely
inside Dk; and ηki,j = A˜
k
i,j/A
k
i,j if E
k
i,j intersects Γ (where, A˜
k
i,j is the part of
the area Aki,j cut by the boundary Γ and it is fully inside D
k); i.e.,:
ηki,j ≡

0 if Eki,j ∩ Γ = ∅ and Eki,j /∈ Dk,
A˜ki,j/A
k
i,j if E
k
i,j ∩ Γ 6= ∅ and A˜ki,j ∈ Aki,j and A˜ki,j ∈ Dk,
1 if Eki,j ∩ Γ = ∅ and Eki,j ∈ Dk.
(4.7)
• Following Eq. (4.7), ηki,j must satisfy the following geometric constraint:
2∑
k=1
Nkx∑
i=1
Nky∑
j=1
ηki,jA
k
i,j ≡ AO, (4.8)
where AO is the total area of the physical domain O. For the Yin-Yang grid
A0 is the area of the whole sphere.
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The Yin-Yang Grid is made up of two identical panels: The first one (Yin) is part
of Longitude-Latitude Grid while the second panel (Yang) is the rotated Yin panel
(see details in Figure 1.6). Each panel spans the ‘local’ spherical polar co-ordinates:
Ωm=1,2 ≡
{
(λ, θ) , −3pi
4
− δλ ≤ λ ≤ 3pi
4
+ δλ,−pi
4
− δθ ≤ θ ≤ pi
4
+ δθ
}
, (4.9)
where δλ > 0 and δθ > 0 are the size of the extended overlap regions in λ and
θ directions, respectively. In general for a constant-mesh grid (i.e., λi+1 − λi =
λi+1/2 − λi−1/2 = ∆λ, ∀i and θj+1 − θj = θj+1/2 − θj−1/2 = ∆θ, ∀j) the size of
the extended overlap is a multiple of the mesh size, i.e., δλ = n∆λ and δθ = n∆θ
where n is an integer number (e.g., n = 2 in Fig. 1.6(c) and n = 0 in Fig. 1.6(d)).
Although both panels have the same (computationally identical) local co-ordinate
system, they represents two different patches of the geographical sphere, where
a point with the local co-ordinates (λ1, θ1) in O1 has an equivalent co-ordinates
(λ2, θ2) in O2 given by [Kag05]:
cos θ2 cosλ2
cos θ2 sinλ2
sin θ2
 =

− cos θ1 cosλ1
sin θ1
cos θ1 sin λ1
 . (4.10)
Also a three-dimensional vector (u1, v1, w1) inO1 has an equivalent vector (u2, v2, w2)
in O2 given by:
u2
v2
w2
 =

− sin λ1 sinλ2 − cosλ1/ cos θ2 0
cosλ1/ cos θ2 − sin λ1 sinλ2 0
0 0 1


u1
v1
w1
 . (4.11)
The common boundary Γ (shown in a closed bold line in each sub-figure of Fig.
1.6) is a smooth function that cuts the edges of each panel, while maintaining all
the symmetries of the original panels. Γ defines two identical panels that when
glued together will cover exactly the sphere without any overlap (i.e., forms a
tennis ball as shown in Fig. 1.6(e)). This curve Γ is known analytically and can
be decomposed into four segments which are all symmetric with respect to (0, 0).
The bottom left corner part Γ1 (as shown in Figure 1.6(f)) is defined as:
Γ1 ≡
{
θ = − cos−1
[
− 1√
2 sin
(
min
[
λ,−pi
2
])] ; with − 3pi
4
≤ λ ≤ 0,−pi
4
≤ θ ≤ 0
}
.
(4.12)
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D1
E1
O1
ηi =
A˜ki,j
Aki,j
ηi = 1
ηi = 0
Figure 4.2: Boundaries of Yin-Yang panels; D1 is the domain within the green
line Γ; D1 is a curved Yin panel which when combined with a similar Yang panel
(rotated D1), the sphere is covered completely with no overlap (see Fig. 1.6(e)). E1
is the domain within the blue line; E1 is a rectangular Yin panel with the minimum
overlap; this is the minimum rectangle possible to cover the whole sphere without
leaving any gaps (see Fig. 1.6(d)). O1 is the domin within the black line; O1 is a
rectangular Yin panel with extended overlap; this is the usual set up for a Yin-Yang
grid due to the need for computing boundary information (see Fig. 1.6(c)).
Γ1 can also be decomposed into two continuous segments: the first one is the
straight line Γ1,1 ≡
{
λ ∈ [−pi
2
, 0
]
, θ = −pi
4
}
and the second one the rotated segment
Γ1,1 using the rotation (4.10).
Using Fig. 4.2 to define the following:
• Let D1, E1 and O1 be three nested domains such that:
D1 ⊂ E1 ⊂ O1. (4.13)
• D1 is a curved Yin panel which when combined with a similar Yang panel
(rotated D1), the sphere is covered completely with no overlap (see Fig.
1.6(e)).
• E1 is a rectangular Yin panel with the minimum overlap; this is the minimum
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rectangle possible to cover the whole sphere without leaving any gaps (see
Fig. 1.6(d)).
• O1 is a rectangular Yin panel with extended overlap; this is the usual set
up for a Yin-Yang grid due to the need for computing boundary information
(see Fig. 1.6(c)).
The mass weighting parameter ηki,j defined in Eq. (4.7) for all the cells with their
centres (λi, θj) inside the bottom left corner (i.e., λi ≤ 0, θj ≤ 0) can be computed
(Note that for the Yin-Yang grid η1i,j = η
2
i,j). The following simple numerical
algorithm is used to find η.
1. Compute the intersection (λ′, θ′) between Γ1 and a straight line in (λ, θ) space
that passes through (0, 0) and the center (λi, θj) of the target cell (i, j).
2. Compute ηki,j =
1
2
(
1− d
dc
)
, where d = min [max (−dc, df) , dc] with df =√
λi2 + θj2 −
√
λ′2 + θ′2, and dc =
1
2
√
△λ2i +△θ2j (△λi and △φj are the
cell’s dimensions).
3. Steps 1-2 are done only for the bottom left corner (i.e.,λi ≤ 0, φj ≤ 0). ηki,j
for all the remaining cells are deduced by symmetry.
4. Rescale the ηki,j to satisfy exactly Eq. (4.8). For a sphere of unit radius with
Nx×Ny cells per panel with areas Ai,j , the equivalent of Eq. (4.8) is simply:∑Nx
i=1
∑Ny
j=1 η
k
i,jAi,j = 2pi.
On non-overlapping grids, flux based schemes ensure local mass conservation and
global mass conservation is achieved by continuity of fluxes through adjacent cells.
On an overlapping grid an extra condition is needed to insure global mass conser-
vation. From Eq. (4.4), we can write:
∂M
∂t
=
Nx∑
i=1
Ny∑
j=1
η˜i,j
(
∂φyin
∂t
+
∂φyang
∂t
)
i,j
= 0, (4.14)
where η˜i,j = ηi,jAi,j . Using Eq. (4.3), Eq. (4.14) can be re-written as:
2∑
k=1
Nx∑
i=1
Ny∑
j=1
η˜i,j[λ
k,x
i,j (F
k,x
i+1,j − F k,xi,j ) + λk,yi,j (F k,yi,j+1 − F k,yi,j )] = 0, (4.15)
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where F k,xi,j is the flux along x and F
k,y
i,j is the flux along y for the cell (i, j) in the
panel k = 1, 2. For the Yin-Yang grid λ1,xi,j = λ
2,x
i,j and λ
1,y
i,j = λ
2,y
i,j but to keep it
general, we will assume that this is not always the case.
Eq. (4.15) can be re-written as:
Nx∑
i=1
Ny∑
j=1
η˜i,jλ
1,x
i,j (F
1,x
i+1,j − F 1,xi,j ) +
Nx∑
i=1
Ny∑
j=1
η˜i,jλ
2,x
i,j (F
2,x
i+1,j − F 2,xi,j )+
Nx∑
i=1
Ny∑
j=1
η˜i,jλ
1,y
i,j (F
1,y
i,j+1 − F 1,yi,j ) +
Nx∑
i=1
Ny∑
j=1
η˜i,jλ
2,y
i,j (F
1,y
i,j+1 − F 2,yi,j ) = 0, (4.16)
Rearranging Eq. (4.16):
Ny∑
j=1
Nx+1∑
i=1
α1,xi,j F
1,x
i,j +
Nx∑
i=1
Ny+1∑
j=1
α1,yi,j F
1,y
i,j =
−
Ny∑
j=1
Nx+1∑
i=1
α2,xi,j F
2,x
i,j −
Nx∑
i=1
Ny+1∑
j=1
α2,yi,j F
2,y
i,j , (4.17)
where
αk,xi,j =

−η˜1,jλk,x1,j for i = 1,
η˜i−1,jλ
k,x
i−1,j − η˜i,jλk,xi,j for 1 < i < Nx + 1,
η˜Nx,jλ
k,x
Nx,j
for i = Nx + 1,
(4.18)
and
αk,yi,j =

−η˜i,1λk,yi,1 for j = 1,
η˜i,j−1λ
k,y
i,j−1 − η˜i,jλk,yi,j for 1 < j < Ny + 1,
η˜i,Nyλ
k,y
i,Ny
for j = Ny + 1.
(4.19)
Note that for all points except the interface cells α1,xi,j = α
2,x
i,j = 0 (since η˜i−1,jλ
k,x
i−1,j =
η˜i,jλ
k,x
i,j and η˜i,j−1λ
k,y
i,j−1 = η˜i,jλ
k,y
i,j ). So (4.17) is a linear combination of the fluxes
around the interface cells from both panels.
In general, (4.17) will not be satisfied exactly because the fluxes at the interface
cells are computed on both panel 1 and panel 2. Since there is no reason for them
to be the same we need to correct them. The way that the fluxes are calculated is
described in section 4.3.2.
We calculate the net flux out of panel 1 (C1) from Eq. (4.20) and the net flux into
panel 2 (C2) from Eq. (4.21). (C1) and (C2) are analogous to C
L
Γ and C
H
Γ in the
one dimensional Zerroukat scheme but are now the sum off all boundary fluxes not
a single flux at each end of the one dimensional grid.
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C1 =
Ny∑
j=1
Nx+1∑
i=1
α1,xi,j F
1,x
i,j +
Nx∑
i=1
Ny+1∑
j=1
α1,yi,j F
1,y
i,j (4.20)
C2 = −
Ny∑
j=1
Nx+1∑
i=1
α2,xi,j F
2,x
i,j −
Nx∑
j=1
Ny+1∑
i=1
α2,xi,j F
2,x
i,j (4.21)
4.2.1 Option 1
The simplest solution to Eq. (4.17) not being satisfied exactly, is to use a single
multiplicative factor (ξ) for each panel worked out using the net flux out of panel
1 C1 and the net flux into panel 2 C2 to enforce Eq. (4.17). The ξ is analogous to
the one dimensional Zerroukat scheme but is one multiplicative factor for each two
dimensional panel instead of for each end of a one dimensional grid.
ξ1 = (C1 + C2)/2C1,
ξ2 = (C1 + C2)/2C2.
(4.22)
The boundary fluxes can then be corrected using these ξ values, so all boundary
fluxes on the Yin grid are multiplied by ξ1 and all boundary fluxes on the Yang
grid are multiplied by ξ2 as shown in Eq. (4.23).
F k,xi,j −→ ξkF k,xi,j for αk,xi,j 6= 0, k = 1, 2
F k,yi,j −→ ξkF k,yi,j for αk,yi,j 6= 0, k = 1, 2
(4.23)
Therefore the Option 1 method for conservation follows these steps:
1. Compute η˜i,j as shown in Fig. 4.2 and Eq. (4.14).
2. Compute α as shown in Eq. (4.18) and Eq. (4.19).
Steps 1 and 2 only need to be calculated once and are the same on each panel.
3. Compute the fluxes on each panel using one of the options described in section
4.3.2.
4. Compute the quantities C1 on panel 1 and C2 on panel 2 using Eq. (4.20)
and Eq. (4.21).
5. Find ξ1 for panel 1 and ξ2 for panel 2 from Eq. (4.22)
6. Correct the fluxes on each panel using Eq. (4.23)
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This method will fail if either C1 or C2 is zero or very small, so if the flux out of the
Yin grid or into the Yang grid is zero or very small. The method will fail because
when calculating ξ using Eq. (4.22) if either C1 or C2 is zero or very small then
there will be a denominator which is zero or very small. This would cause the value
of ξ to be very large or infinite so when correcting the fluxes using Eq. (4.23) the
fluxes would be multiplied by this very large factor causing the solution to blow
up. If C1 or C2 are very small it does not necessarily mean that there is no flow on
and off either grid ie., all the fluxes are zero, it just means that the net flux on and
off either grid is close to zero. Therefore this method could fail in many different
flow fields not just in one special case.
4.2.2 Option 2
To overcome the problem if the flux out of the Yin grid or into the Yang grid is
zero or very small, I developed a new method to correct the fluxes by splitting C1
and C2 into a net positive flux and net negative flux on each panel:
C1 = C
+
1 − C−1 ,
C2 = C
+
2 − C−2 .
(4.24)
C1 is the net flux out of panel 1, C
+
1 is the flux out of panel 1 and C
−
1 is the flux
into panel 1. C2 is the net flux out of panel 2, C
+
2 is the flux out of panel 2 and
C−2 is the flux into panel 2. C
+
1 ,C
−
1 ,C
+
2 and C
−
2 are all positive real numbers.
To find the positive fluxes on either panel in the x direction we use:
P
k,x
i,j =
 α
k,x
i,j F
k,x
i,j for α
k,x
i,j F
k,x
i,j ≥ 0,
0 for αk,xi,j F
k,x
i,j < 0,
(4.25)
To find the positive fluxes on either panel in the y direction we use:
P
k,y
i,j =
 α
k,y
i,j F
k,y
i,j for α
k,y
i,j F
k,y
i,j ≥ 0,
0 for αk,yi,j F
k,y
i,j < 0,
(4.26)
To find the negative fluxes on either panel in the x direction we use:
Q
k,x
i,j =
 0 for α
k,x
i,j F
k,x
i,j ≥ 0,
αk,xi,j F
k,x
i,j for α
k,x
i,j F
k,x
i,j < 0,
(4.27)
To find the negative fluxes on either panel in the y direction we use:
Q
k,y
i,j =
 0 for α
k,y
i,j F
k,y
i,j ≥ 0,
αk,yi,j F
k,y
i,j for α
k,y
i,j F
k,y
i,j < 0,
(4.28)
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Now we find the net flux (in the x and y direction) out of panel 1:
C+1 =
Ny∑
j=1
Nx+1∑
i=1
P
1,x
i,j +
Nx∑
i=1
Ny+1∑
j=1
P
1,y
i,j , (4.29)
The net flux into panel 1:
C−1 = −
Ny∑
j=1
Nx+1∑
i=1
Q
1,x
i,j −
Nx∑
i=1
Ny+1∑
j=1
Q
1,y
i,j , (4.30)
The net flux out of panel 2:
C+2 =
Ny∑
j=1
Nx+1∑
i=1
P
2,x
i,j +
Nx∑
j=1
Ny+1∑
i=1
P
2,y
i,j , (4.31)
The net flux into panel 2:
C−2 = −
Ny∑
j=1
Nx+1∑
i=1
Q
2,x
i,j −
Nx∑
j=1
Ny+1∑
i=1
Q
2,y
i,j , (4.32)
We want Eq. (4.33) to be true.
ξ+1 C
+
1 − ξ−1 C−1 = ξ+2 C+2 − ξ−2 C−2 . (4.33)
To ensure minimal change to the flux, we impose that all the multiplicative factors
ξ are as close to 1 as possible. Using the method of Lagrange multipliers, (4.33) is
also the solution of the following minimisation of the Lagrangian function J :
J = (ξ+1 − 1)2 + (ξ−1 − 1)2 + (ξ+2 − 1)2 + (ξ−2 − 1)2
− ζ(ξ+1 C+1 − ξ−1 C−1 − ξ+2 C+2 + ξ−2 C−2 ) (4.34)
where ζ is a Lagrange multiplier. The minimisation problem (4.34) subject to the
constraint (4.33) must satisfy the following:
∂J
∂ξ+
1
= 2ξ+1 − ζC+1 − 2 = 0
∂J
∂ξ−
1
= 2ξ−1 + ζC
−
1 − 2 = 0
∂J
∂ξ+
2
= 2ξ+2 + ζC
+
2 − 2 = 0
∂J
∂ξ−
2
= 2ξ−2 − ζC−2 − 2 = 0
∂J
∂ζ
= −ξ+1 C+1 + ξ−1 C−1 + ξ+2 C+2 − ξ−2 C−2 = 0
(4.35)
The system of equations (4.35) can be rewritten in a matrix form as:
2 0 0 0 −C+1
0 2 0 0 C−1
0 0 2 0 C+2
0 0 0 2 −C−2
−C+1 C−1 C+2 −C−2 0


ξ+1
ξ−1
ξ+2
ξ−2
ζ

=

2
2
2
2
0

(4.36)
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The system of Eqs. (4.36) is solved analytically to find the ξ multiplicative factors:
ξ+1 =
2+ζC+
1
2
,
ξ−1 =
2−ζC−
1
2
,
ξ+2 =
2−ζC+
2
2
,
ξ−2 =
2+ζC−
2
2
,
ζ =
2(−C+
1
+C−
1
+C+
2
−C−
2
)
(C+
1
)2+(C−
1
)2+(C+
2
)2+(C−
2
)2
.
(4.37)
The solution (4.37) always exists, as long as:
(C+1 )
2 + (C−1 )
2 + (C+2 )
2 + (C−2 )
2 > 0. (4.38)
If Eq. (4.38) is not true then it means there is no flux crossing from one grid to
the other so the scheme is already conservative. The interface fluxes can now be
corrected as follows:
F k,xi,j −→ ξ+k F k,xi,j if αk,xi,j F k,xi,j > 0, k = 1, 2,
F k,yi,j −→ ξ+k F k,yi,j if αk,yi,j F k,yi,j > 0, k = 1, 2,
F k,xi,j −→ ξ−k F k,xi,j if αk,xi,j F k,xi,j < 0, k = 1, 2,
F k,yi,j −→ ξ−k F k,yi,j if αk,yi,j F k,yi,j < 0, k = 1, 2.
(4.39)
For Option 2 we have two multiplicative correction terms (ξ’s) per panel instead
of one, this stops possibility of the scheme failing if the flux out of a panel is the
same (or very close to) the flux into that panel.
Option 2 follows steps 1-3 of Section (4.2.1) as in Option 1, and then follows steps
4-6:
4. Compute the quantities C+1 , C
−
1 , C
+
2 and C
−
2 using Eq. (4.24).
5. Find the multiplicative factors ξ+1 , ξ
−
1 , ξ
+
2 and ξ
−
2 from Eq. (4.37).
6. Correct the fluxes using Eq. (4.39).
4.3 2D Model Set-up
4.3.1 Grid Set-up: Yin-Yang Grid in 2D
The number of cells in the grid extended overlap (O1 and O2 Fig. 4.2) is noλ in the
λ direction and noθ in the θ direction in all cases n
o
λ = n
o
θ = 4 described in section
4.4. The number of cells in the λ direction including the minimum overlap (E1 and
E2 Fig. 4.2) is nλ and can be varied for each test case. The number of cells in the
θ direction (E1 and E2 Fig. 4.2) is nθ and nθ =
nλ
2
.
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4.3.2 Flux Schemes
The model has a choice of 7 flux schemes, options 1-3 are finite difference methods
options 4-7 are flux limiter schemes. All flux schemes are described for λ-direction
only with u > 0. Similar formulae are used for θ-direction and u < 0.
1. 1st order upwind
Fi+1/2 = φiui+1/2, (4.40)
2. 2nd order centred difference
Fi+1/2 =
φi + φi+1
2
ui+1/2, (4.41)
3. 3rd order upwind
Fi+1/2 =
−φi−1 + 5φi + 2φi+1
6
ui+1/2, (4.42)
When using flux limiters the fluxes are modified as:
Fi+1/2 = F
L
i+1/2 − l(ri){FLi+1/2 − FHi+1/2} (4.43)
where
FLi+1/2 : Low order flux (4.44)
FHi+1/2 : High order flux (4.45)
ri =
φi − φi−1
φi+1 − φi : Slope parameter (4.46)
l(ri) : Flux limiter function (4.47)
4. Koren limiter (1993) [Kor93]
l(r) = max{0,min(2r, 1 + 2r
3
, 2)}, (4.48)
this scheme achieves 3rd order when l(r) = 1+2r
3
.
5. minmod limiter
l(r) = max{0,min(1, r)}, (4.49)
6. Van Albada limiter
l(r) =
r2 + r
r2 + 1
, (4.50)
7. Van Leer limiter
l(r) =
r + |r|
1 + |r| , (4.51)
Fi+1/2 is the flux at the edge of control area between i and i+ 1.
The flux scheme chosen for a test case will be specified in each test c
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4.3.3 Time Stepping Method
Once all the fluxes are determined, the solution of the conservation law reduces to
solving the following differential equation in time:
dφ
dt
= G(φ). (4.52)
To solve (4.52) a 3rd order Runge-Kutta method is used to advance the solution:
φ(1) = φn + ∆t
3
G(φn)
φ(2) = φn + ∆t
2
G(φ(1))
φ(n+1) = φn +∆tG(φ(2)),
(4.53)
where φn+1 is the solution at time (n+ 1), G(φn) are the flux divergences at the
cell edges at time n, G(φ(1)) are the fluxes calculated using φ(1) and G(φ(2)) are
the fluxes calculated using φ(2). The 3rd order Runge-Kutta Method is chosen for
efficiency and stability as discussed in [Bal08].
4.3.4 Calculating the Analytical Solution of (φ) for Solid
Body Rotation (SBR)
The analytical solution of φ can be used for assessing the accuracy of a scheme. The
analytical solution of φ can be calculated easily for all test cases using solid body
rotation. If a deformational flow is used then it will not be possible to calculate
the true solution of φ using this method.
Convert from spherical to Cartesian co-ordinate system
x = r cosλ cos θ
y = r sin λ cos θ
z = r sin θ
(4.54)
where r is radius of earth
Rotate by SBR angle γ to align the system with the flow
x′
y′
z′
 = Q

x
y
z
 (4.55)
where the matrix Q =

cosα 0 − sinα
0 1.0 0
sinα 0 cosα

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Convert back to spherical co-ordinates
θ′ = arcsin z
′
r
λ′ = arctan y
′
x′
(4.56)
Calculate departure point by tracking back along the trajectory:
λ′D = λ
′ − λ˙′t
θ′D = θ
′
(4.57)
where λ˙′ = U0
r
and U0 = 2pi/T and T = the period for the simulation to return to
its original position.
Convert to Cartesian co-ordinates
x′D = r cosλ
′
D cos θ
′
D
y′D = r sinλ
′
D cos θ
′
D
z′D = r sin θ
′
D
(4.58)
Rotate back 
xD
yD
zD
 = QT

x′
y′
z′
 , (4.59)
finally transform the calculated departure point into spherical co-ordinates. This
can then be compared to the departure point which is known.
θ′D = arcsin
zD
r
λ′D = arctan
yD
xD
(4.60)
4.4 Two Dimensional Conservative Transport Model
Results
Using the two dimensional model, a number of test cases were conducted with
both the mass fixer on and off. In numerical modelling, transport processes are
very important. To verify the numerical algorithms we have used on the Yin-Yang
grid, challenging test cases are required. Two of the standard methods for testing
transport schemes are solid-body rotation and the deformational flow test cases
used by Nair and Lauritzen in [NL10]. In these deformational flow test cases the
initial distributions undergo severe deformation for a prescribed time (T ). The flow
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reverses its course after the half way point (T/2) and the deformed fields return
to their initial states. The trajectories of the flows are not along great circles or
straight lines making them non-trivial and the deformations are severe making the
test cases very challenging. The possibility of error cancellation due to flow-reversal
is eliminated by adding a non-divergent background flow. These test cases can be
used both to verify the numerical algorithms used for the Yin-Yang grid and any
effects the mass fixer has on solutions. Nair and Lauritzen in [NL10] set out a set
of deformational flow test cases for the two-dimensional horizontal linear transport
problems on the sphere. Nair and Lauritzen suggest that to validate new global
transport schemes these tests can be performed with various combinations of the
initial scalar distribution and the flow fields. The following test cases are from
[WDH+92] and [NL10], they are suggested when developing a transport scheme.
The earth diameter used in test cases using the earth is a:
a = 6.37122× 106m, (4.61)
4.4.1 Error Measures
In order to validate the scheme error measures are used. In the case of solid
body rotation the exact solution of the concentration field φ can be specified at
all time-steps. This means that the error measures can be calculated at each time
step. When the deformational flow is simulated the concentration field follows
complex trajectories and is subjected to severe deformation. The flow reverses its
course at (t = T/2) and returns the scalar field to its initial position and shape.
While this is an unphysical scenario it provides the opportunity to have an exact
solution available at the end of the simulation. Therefore the error measures can be
calculated at the final time-step (t = T ). For both the SBR and the deformational
flow it is possible to calculate the error in the total mass throughout the whole
simulation.
The transported concentration field is defined by φ = φ(λ, θ, t) and the global
normalised standard errors are defined by:
l1 =
I(|φ− φT |)
I(|φT |) , (4.62)
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l2 =
[
I[(φ− φT )2]
I[(φT )2]
]1/2
, (4.63)
l∞ =
max∀λ,θ|φ− φT |
max∀λ,θ|φT | , (4.64)
φmax =
max∀λ,θ(φ)−max∀λ,θ(φT )
∆φ0
, (4.65)
φmin =
min∀λ,θ(φ)−min∀λ,θ(φT )
∆φ0
, (4.66)
where φT is the analytical solution, φ0 is the initial value and ∆φ0 is the difference
between the maximum and minimum value of the initial condition. I is the global
integral defined as Eq. (4.67)
I(φ) =
1
4pi
∫ 2pi
0
∫ pi/2
−pi/2
φ(λ, θ, t) cos θdλdθ (4.67)
The global integral I(φ) is approximated by a numerical method consistent with
the horizontal discretisation of the sphere. The contribution of each cell towards
these error measures and total mass is calculated by multiplying them by the area
of the cell and its η value which defines the proportion of the cell in the physical
domain.
4.4.2 Test Case 1: Advection of Cosine Bell over the Pole,
Solid Body Rotation
Williamson et al. [WDH+92] provide a set of test cases for global shallow water
models which include a transport problem on a sphere. This test is the solid body
rotation of a single cosine bell along a great-circle trajectory. This test case does
not deal with the complete shallow water equations but it tests the advection in
isolation (the code overwrites the predicted wind field every time-step with an
analytically specified advecting wind). The cosine bell is advected once around the
sphere and several orientations of the advecting wind can be specified (by changing
the solid body rotation angle) including around the equator, directly over the poles
and minor shifts from these two orientations to avoid symmetries.
For this test the anlytical solution (φT ) is known at each time-step so all error
measures discussed in section 4.4.1 can be calculated at each time-step.
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The advective wind is given by:
u = u0(cos(θ) cos(α) + sin(θ) cos(λ) sin(α)), (4.68)
v = −u0 sin(λ) sin(α), (4.69)
where the parameter α is the angle between the axis of solid body rotation and
the polar axis of the spherical coordinate system. Williamson et al. [WDH+92]
recommend running tests with α = 0.0, 0.05, pi/2− 0.05 and pi/2.
The initial cosine bell to be advected is given by:
h(λ, θ) =
 0.1 + (h0/2)(1 + cos(pirR )) if r < R0.1 otherwise (4.70)
where h0 = 1000m and r is the great circle distance between (λ, θ) and the centre
which is initially set to (λc, θc = (3pi/2, 0)
r = a arccos(sin(θc) sin(θ) + cos(θc) cos(θ) cos(λ− λc)) (4.71)
where R = a/3 and the advecting wind velocity u0 = 2pia/(12 days) which is
approximately 40ms−1. The solution is to translate without any change of shape.
The other parameters for this test are shown in Table 4.1.
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Number of grid points in λ-direction 184
Number of grid points in θ-direction 92
Number of overlapping grid points in λ-direction 4
Number of overlapping grid points in θ-direction 4
Number of Time-steps 576
∆t(s) 1800
∆λ(Rad) 2.56108× 10−2
∆θ(Rad) 1.70739× 10−2
Max Courant 0.64
Solid body rotation angle α 0.0, 0.05, pi/2− 0.05 and pi/2
Mass Fixer Option 2 (if used)
Table 4.1: Test Case Conditions. Note that ∆λ and ∆θ have been chosen so that
the cells are most uniform at the mid latitudes.
The model can be run with each of the finite difference flux methods. However, for
the 1st order upwind scheme the solution spreads as shown in Fig. 4.3. The 2nd
order centred difference solution shows some dispersion errors shown in Fig. 4.4.
The solution should translate without any change of shape so the 3rd order scheme
in which these problems are greatly reduced was chosen for use on the test cases
when not looking at convergence (which uses flux schemes 1 to 3) or flux limiters
(which uses flux schemes 4-7).
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Figure 4.3: SBR of Cosine Bell, Flux scheme 1, α = 0, Mass Fixer Off. On the
Yin grids the x-axis is latitude θ and the y-axis is longitude λ, on the Yang grids
the x-axis is longitude λ and the y-axis is latitude θ. The solution travels around
the globe on the expected path. However, the solution spreads out with time so a
higher order of accuracy needs to be chosen. At time t = T the scalar field should
have returned to its initial position and shape. The cosine bell centre has returned
to the initial centre point as expected. However, the cosine bell has spread and the
scalar field has not returned to its initial position and shape.
Fig. 4.3 is a special case with α = 0 the solution problem is purely one dimensional;
there is zero error in the θ direction but non-zero in the λ direction on the yin grid
and therefore the bell is spread out in the λ-direction. This is also true for the
lat-long solution so is not unique to the Yin-Yang grid.
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Figure 4.4: Solid Body Rotation of Cosine Bell, Flux scheme 2, α = 0. On the
Yin grids the x-axis is latitude θ and the y-axis is longitude λ, on the Yang grids
the x-axis is longitude λ and the y-axis is latitude θ. The solution travels around
the globe on the expected path. However, the solution disperses increasingly with
time so a higher order of accuracy needs to be chosen. At time t = T the scalar
field should have returned to its initial position and shape. The cosine bell centre
has returned to the initial centre point as expected. However, the cosine bell has
been distorted the scalar field has not returned to its initial position and shape.
When the SBR angle is set to α = 0 the cosine bell should travel around the globe
in the eastward direction around the equator until it has moved once around the
globe. Using Fig. 4.5 as an example where the 3rd order flux scheme with the mass
fixer off; from the initial state shown in Fig. 4.5 a) The cosine bell moves right
across the Yin panel as shown in Fig. 4.5 b) at time T/2, it then continues to the
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right until it reaches the overlapping region when it starts to travel onto the Yang
panel at top in the centre where it travels down the Yang panel. When it reaches
the overlapping region at the bottom of the Yang panel is begins to travel onto the
Yin panel at the left hand side shown in Fig. 4.3 c) and then continues on to its
final position at t = T shown in Fig 4.5 d).
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Figure 4.5: Solid Body Rotation of Cosine Bell, Mass Fixer = Off, α = 0, 3rd
Order Flux Scheme. The solution travels around the globe on the expected path.
The solution translates without any visible change of shape we will have to use
error measures to investigate this further.
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Figure 4.6: Solid Body Rotation of Cosine Bell, Mass Fixer = On, α = 0, 3rd
Order Flux Scheme. The solution travels around the globe on the expected path.
The solution translates without any visible change of shape we will have to use
error measures to investigate this further. This figure can be compared to fig 4.5
to look at the effect of the Mass Fixer.
Comparing the scheme with the mass fixer off (Fig. 4.5) and with the mass fixer
on (Fig. 4.6) there are no differences visible by eye between the run with the mass
fixer off and on. Further investigation into any differences requires we use error
measures.
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Figure 4.7: Error Norms, Solid Body Rotation of Cosine Bell. These error measures
are defined in Section 4.4.1. The error norms all increase when the mass fixer is
used, however this increase is small. On both graphs the times at which the cosine
bell crosses from the Yin panel to the Yang panel (and visa versa) can be seen.
Note that in figure 4.7 the y axis maximum is 0.1 on the mass fixer off graph and
0.14 on the mass fixer on graph. This shows that the mass fixer does affect the
error norms after ∼ day 7 when the bell crosses from one panel to the other as l1,
l2 and l∞ all increase when the mass fixer is used. On both graphs the times at
which the cosine bell crosses from the Yin panel to the Yang panel (and visa versa)
can be seen. However, it is more pronounced when the mass fixer is in use.
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Figure 4.8: Error Measures φmax and φmin, Solid Body Rotation of Cosine Bell, 3rd
order flux scheme. These differences between when the mass fixer is used and not
used are small and should not be considered as significant.
Figure 4.8 shows when the mass fixer is used the φmax and the φmin values (red
and blue line) indicate when the cosine bell begins to move across the overlap and
when the cosine bell moves back onto the non overlapping region. The magnitude
of the errors is not significantly different between the flux scheme off and on.
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Case 1: Time Series of Mass Error
 
 
Mass Fixer Off
Mass Fixer On
Figure 4.9: Mass Conservation, Solid Body Rotation of Cosine Bell. As expected
the non-conservative scheme does not conserve mass, as the cosine bell is advected
across the overlap mass is gained and lost.
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In Figure 4.9 on both occasions where the cosine bell travels from one component
grid to the other the mass error is clearly observed. The Zeroukat scheme shows
no gain or loss of mass as the cosine bell is advected across the overlap from one
component grid to the other. The Zerroukat scheme conserves mass as the cosine
bell is advected once round the globe with SBR.
Varying the SBR angle α to use all four angles suggested by Williamson [Wil07] 0.0,
0.05, pi/2− 0.05 and pi/2 and comparing the numerical results in table 4.2. We see
that in all cases that the use of the mass fixer has a measurable but small damaging
effect on the l1, l2 and l∞ error norms, the φmax and φmin are not significantly better
or worse with the mass fixer used.
The results for this test case are encouraging, the mass fixer scheme does not
significantly degrade the accuracy of the result. This is a positive sign for the
Yin-Yang grid being a viable option for weather and climate prediction models.
SBR Angle Mass Fixer Max CFL l1 l2 l∞ φmax φmin
0 Off 0.639 0.081 0.055 0.044 -2.967E-002 -2.082E-002
On 0.639 0.124 0.099 0.098 -3.008E-002 -2.560E-002
0.05 Off 0.639 0.082 0.055 0.044 -2.989E-002 -2.071E-002
On 0.639 0.126 0.101 0.101 -3.018E-002 -2.538E-002
pi/2− 0.05 Off 0.639 0.044 0.029 0.023 -1.199E-002 -1.362E-002
On 0.639 0.166 0.161 0.192 -4.862E-003 -1.657E-002
pi/2 Off 0.639 0.044 0.029 0.023 -1.136E-002 -1.364E-002
On 0.639 0.164 0.161 0.191 -1.667E-004 -1.900E-002
Table 4.2: Error Measures at time t = T , with the SBR angles suggested by
Williamson et al. [WDH+92] in all cases that the use of the mass fixer has a
measurable but small damaging effect on the l1, l2 and l∞ error norms, the φmax
and φmin are not significantly better or worse with the mass fixer used.
4.4.3 Test Case 2: Cosine Bells, Deformational Flow
Nair and Lauritzen [NL10] provide a test case with two cosine bells using deforma-
tional flow. Unlike the solid body rotation test cases the deformational flows are
not along great circles or straight lines and are non-trivial making this test case
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more challenging than test case 1. Test Case 2 Conditions shown in table 4.3:
Number of grid points in λ-direction 184
Number of grid points in θ-direction 92
Number of overlapping grid points in λ-direction 4
Number of overlapping grid points in θ-direction 4
Number of Time-steps 1152
∆t(s) 900
∆λ(Rad) 2.56× 10−2
∆θ(Rad) 1.71× 10−2
Max Courant 0.75
Mass Fixer Option 2 (if used)
Table 4.3: Test Case Specifications, the following test cases use the above model
conditions.
This test case uses a quasi-smooth scalar field. The two symmetrically located
cosine bells are defined as:
hi(λ, θ) =
hmax
2
(1 + cos(piri/r)) if ri < r, (4.72)
Where hmax = 1, r = 1/2 is the base radius of the bells, ri = ri(λ, θ) is the
great-circle distance between (λ, θ) and the specified centre (λi, θi) of the cosine
bell which is given by:
ri(λ, θ) = arccos(sin(θi) sin(θ) + cos(θi) cos(θ) cos(λ− λi)) (4.73)
the initial condition φ has a background value b and two cosine bells with centres
at (λ1, θ1) = (5pi/6, 0) and (λ2, θ2) = (−5pi/6, 0) respectively:
φ(λ, θ) =

b+ ch1(λ, θ) if r1 < r,
b+ ch2(λ, θ) if r2 < r,
b otherwise
(4.74)
where the parameters are b = 0.1 and c = 0.9 such that the values of φ ∈ [0.1, 1.0].
The background field b is non zero which is more challenging for the transport
scheme.
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The advective wind is given by:
u = κ sin2
(
λ− 2pit
T
)
sin (2θ) cos
(
pit
T
)
+
2pia
T
cos (θ), (4.75)
and
v = κ sin
(
2
(
λ− 2pit
T
))
cos (θ) cos
(
pit
T
)
, (4.76)
where κ = 10a/T and T = 12 days.
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Figure 4.10: Deformational flow of quasi-smooth scalar field, Mass Fixer = Off,
flux scheme is 3rd order. The cosine bells are deformed as expected during the
simulation and at (t = T/2) the flow reverses its course and the scalar field returns
to its initial position and shape.
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Figure 4.11: Deformational flow of quasi-smooth scalar field, Mass Fixer = On. As
with the mass fixer off case the cosine bells are deformed as expected during the
simulation and at (t = T/2) the flow reverses its course and the scalar field returns
to its initial position and shape. Comparing this Figure to Fig. 4.10 we can see
that in the two later snapshots there are visible differences in the contours. To
investigate this further we uses error measures.
From Figs. 4.10 and 4.11 it is difficult to see if the mass fixer has an effect on the
accuracy of the solution so the error measures are used. The l1, l2 and l∞ error
norms can only be calculated at t = T and are shown in Table 4.4 but the error in
mass can be calculated at all time steps and is shown in Fig. 4.12.
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Test Case Mass Fixer Max CFL l1 l2 l∞ φmax φmin
2 Off 0.747 0.106 0.218 0.278 -0.301 -5.864E-002
2 On 0.747 0.114 0.221 0.307 -0.285 -5.510E-002
Table 4.4: Error Measures at time t = T , when the mass fixer is used l1, l2 and l∞
are slightly larger, so the accuracy of the scheme is slightly worse when the mass
fixer is used. However the φmax and φmin are slightly reduced when the mass fixer
is used.
Table 4.4 shows that when the mass fixer is used l1, l2 and l∞ are slightly larger, so
the accuracy of the scheme is slightly worse when the mass fixer is used. However, I
do not think that increases as small as these in error measures is significant enough
to devalue the mass fixer scheme. Fig. 4.12 shows that when the mass fixer is
not used mass is not conserved, when the mass fixer is used mass is conserved to
machine precision.
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Figure 4.12: Mass Conservation, Deformational Flow of Double Cosine Bell. When
the mass fixer is not used the mass is not conserved, mass is gained and lost
throughout the simulation. When the mass fixer is used mass is not gained or lost
during the simulation, mass is conserved.
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4.4.4 Test Case 3: Preservation of a Constant, Solid Body
Rotation and Deformational Flow
In this section we test the mass fixer scheme by investigating the advection of a
constant in a non-divergent flow. In a non divergent flow if a constant φ is advected
around a domain it should remain constant for the entire duration of the simulation
and if φ is a mixing ratio it should remain constant in any flow. Here we have tested
a constant φ advected both under SBR and by deformational flow. We are looking
at whether the mass fixer scheme damages the ability of the scheme to preserve a
constant as the mass fixer was not designed with preserving a constant in mind.
Test Case Conditions for SBR are in table 4.1 and φ is specified by:
φ(λ, θ) = 1.0 (4.77)
The advecting wind is the solid body rotation described in Section 4.4.2.
For this test case φ is advected once around the domain. The graphs of the ad-
vection of φ with time have been omitted because no contours are visible so they
are not informative. In order to investigate the performance of the scheme with
mass fixer on and off the error measures are used instead. α = 0 in these results
although α was set to different values throughout the testing process with similar
results.
Test Mass Max l1 l2 l∞ φmax φmin
Case Fixer CFL
3 Off 0.639 8.623E-007 1.255E-006 6.013E-006 2.733E-006 -8.241E-006
3 On 0.639 7.870E-007 1.082E-006 5.635E-006 5.635E-006 -8.358E-006
Table 4.5: Error Measures Constant Field Solid Body Rotation at t = T , there is
very little difference between the error measures when the mass fixer is used and
not used.
In table 4.5 we see that at time t = T there is very little difference between the
error measures when the mass fixer is used and not used. To investigate this further
we can look at the error measures l1, l2 and l∞ throughout the simulation (not just
at time t = T ). The error measures throughout the simulation are shown in fig.
4.13.
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Figure 4.13: Error Norms, Solid Body Rotation of Constant, the errors are larger
when the mass fixer is on but not significantly so (note the y-axis scale max for
the mass fixer off is smaller than the max with the mass fixer on)
The error measures l1, l2 and l∞ throughout the simulation (fig. 4.13) are similar.
However, l∞ is slightly larger when the mass fixer is used although at the end of
the simulation it is smaller with the mass fixer on than when the mass fixer is off.
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Figure 4.14: Mass Conservation, Solid Body Rotation of a Constant φ, the total
mass is not conserved if the mass fixer is off. The red dashed curve is along he x
axis.
Fig. 4.14 shows for the SBR of a constant the mass is conserved to machine
precision when the mass fixer is on and mass is lost if the fixer is off. For SBR the
constant φ is preserved well although not perfectly throughout the simulation both
when the mass fixer is used and when it is not. The lack of perfect preservation of
a constant could be because the flow is not perfectly non divergent because it has
been specified in terms of u and v advective wind rather that the stream function.
When the mass fixer is used mass is conserved. Therefore, we can say that the
preservation of a constant under SBR is not significantly damaged by the use of
the mass fixer.
Using a constant φ again we can test the preservation of this constant using a more
complex flow. Again using the deformational flow described in Eqs. 4.75 and 4.76.
Test Case Conditions for deformational flow as in table 4.3 and φ is again specified
by Eq. (4.77).
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Test Mass Max l1 l2 l∞ φmax φmin
Case Fixer CFL
3 Off 0.747 3.008E-005 3.895E-005 1.336E-004 1.032E-004 -1.336E-004
3 On 0.747 2.867E-005 3.703E-005 1.198E-004 1.054E-004 -1.198E-004
Table 4.6: Error Measures Constant Field Deformational Flow, there is very little
difference between the error measures when the mass fixer is used and not used.
In table 4.6 we see that at time t = T there is very little difference between the
error measures when the mass fixer is used and not used. To investigate this further
we can look at the error measures l1, l2 and l∞ throughout the simulation (not just
at time t = T ). The error measures throughout the simulation are shown in fig.
4.15.
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Figure 4.15: Error Norms, Deformational Flow of a Constant. Here we look at the
error norms throughout the simulation. The results are similar with and without
the mass fixer l∞ is slightly larger when the mass fixer is used.
The error norms l1, l2 and l∞ in Fig. 4.15 are also similar. However, l∞ is slightly
larger when the mass fixer is used but is small enough not to be significant.
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Figure 4.16: Mass Conservation, Deformational Flow of a Constant, the total mass
is not conserved if the mass fixer is off. The red dashed line is along the x-axis.
The mass error with time is shown in Fig. 4.16 and shows that when the fixer is
on the mass is conserved to round off error, when the mass fixer is not used mass
is not conserved throughout the simulation.
4.4.5 Test Case 4: Non-smooth scalar fields, Solid Body
Rotation and Deformational flow
A non-smooth initial scalar distribution can be used to test for monotonicity. For
the transport of some long lived species in the stratosphere and aerosol-cloud in-
teractions it is not only important that individual species/tracers are transported
accurately but that they also maintain pre-existing functional relations between
species/tracers. Numerical errors that perturb pre-existing functional relations can
resemble ‘real’ mixing similar to what is observed in nature when mixing occurs
or the truncation error can introduce unmixing which is spurious [LSPT12].The
slotted-cylinder transport problem can be used for spherical geometry applications.
The double cosine-bells described in Eq. 4.72 can be replaced by slotted-cylinders.
Solid body rotation and deformational flow were used to look at the effect the
mass fixer has on the flux limiter schemes and visa versa. The flux limiter schemes
described in section 4.3.2 used are:
5. Koren (1993)
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6. minmod
7. Van Albada
8. Van Leer
φ(λ, θ) =

c if ri 6 r and |λ− λi| > r/6 for i = 1, 2,
c if r1 6 r and |λ− λ1| < r/6 and θ − θ1 < − 512r,
c if r2 6 r and |λ− λ2| < r/6 and θ − θ2 > 512r,
b otherwise
(4.78)
where c = 1 and b = 0.1. The slots are orientated in opposite directions for the
two cylinders so that they are symmetric with respect to the flow.
Solid Body Rotation
First the solid body rotation was looked at using each of the flux limiters. The
advected slotted cylinders look too similar to tell apart by eye so only the Koren
case is shown here in Fig. 4.17 with the mass fixer off and Fig. 4.18 with the mass
fixer on.
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Figure 4.17: Using the Koren flux limiter scheme with the mass fixer off, the slotted
cylinders are advected around the domain following the expected path with some
damage to its shape, we will see how significant this damage is by looking at the
error norms.
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Figure 4.18: Using the Koren flux limiter scheme with the mass fixer on, the slotted
cylinders are advected around the domain following the expected path with some
damage to its shape, we will see how significant this damage is by looking at the
error norms. Comparing this the fig 4.17 we can visiable see silightly different
contoring but error norms are required to quantify this.
4.4. TWODIMENSIONAL CONSERVATIVE TRANSPORTMODEL RESULTS163
To investigate the effect the mass fixer has on the flux limiters and visa versa the
mass error with time and the φmin and φmax for each flux limiter scheme are shown
in fig. 4.19.
164
C
H
A
P
T
E
R
4
.
2
D
C
O
N
S
E
R
V
A
T
IV
E
T
R
A
N
S
P
O
R
T
0 1 2 3 4 5 6 7 8 9 10 11 12−6
−5
−4
−3
−2
−1
0
1 x 10
−3
Time (Days)
N
o
r
m
a
l
i
s
e
d
 
M
a
s
s
 
E
r
r
o
r
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Figure 4.19: Normalised Mass Error, Comparison between Flux Limiter Schemes. There is little difference between each of the flux limiters for
mass conservation. Each of the flux limiters conserves mass to round off error when the mass fixer scheme is used and does not conserve mass
when the mass fixer is not used, each with a similar footprint and magnitude of error
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Fig. 4.19 shows that there is little difference between each of the flux limiters for
mass conservation. Each of the flux limiters conserves mass to round off error when
the mass fixer scheme is used and does not conserve mass when the mass fixer is
not used, each with a similar footprint and magnitude of error.
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Figure 4.20: φmin, φmax Error, Comparison between Flux Limiter Schemes. There is little difference between each of the flux limiter for φmin
and φmax. The magnitude of the error is similar for all flux limiters. When the mass fixer is used the overshoots are no longer controlled by the
flux limiters particularly in the Koren and Van Leer cases and to a lesser extent in the minmod and Van Albada cases.
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Fig. 4.20 shows that there is little difference between each of the flux limiter for
φmin and φmax. The magnitude of the error is similar for all flux limiters. When
the mass fixer is used the overshoots are no longer controlled by the flux limiters
particularly in the Koren and Van Leer cases and to a lesser extent in the minmod
and Van Albada cases. This means that while the flux limiters are not damaging
the mass fixer, the mass fixer is damaging the flux limiters.
This could be damaging to the viability of the Yin-Yang grid if the user wishes to
use one of the flux limiters described here. More investigation needs to be done to
see whether this is a different flux limiter that could be used with the mass fixer
without being damaged.
Deformational (NL) Flow
Now using the deformational flow and testing each of the flux limiters again with
the slotted cylinders. Testing the flux limiters with the more complex deformational
flow should be a more realistic test of the scheme (event though the deformational
flow itself is not physical). The advected slotted cylinders look too similar to tell
apart by eye so only the Koren case is shown here in Fig. 4.21 with the mass fixer
off and Fig. 4.22 with the mass fixer on.
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Figure 4.21: Deformational flow of quasi-smooth scalar field, Mass Fixer = Off
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Figure 4.22: Deformational flow of quasi-smooth scalar field, Mass Fixer = On.
Comparing to fig 4.21 the contors are visably different but error measure will be
required to investigate this further.
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To investigate the effect the mass fixer has on the flux limiters and visa versa the
mass error with time and the φmin and φmax for each flux limiter scheme are shown
in fig. 4.23
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Case 4: Minmod, Time Series of Mass Error
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Case 4: Van Albada, Time Series of Mass Error
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Case 4: Van Leer, Time Series of Mass Error
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Figure 4.23: Normalised Mass Error, Comparison between Flux Limiter Schemes. Comparing the four flux limiters we see there is little
difference between each of the flux limiters for mass conservation. Each of the flux limiters conserves mass to round off error when the mass
fixer scheme is used and does not conserve mass when the mass fixer is not used each with a similar footprint and magnitude of error.
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Fig. 4.23 shows that there is little difference between each of the flux limiters for
mass conservation. Each of the flux limiters conserves mass to round off error when
the mass fixer scheme is used and does not conserve mass when the mass fixer is
not used each with a similar footprint and magnitude of error.
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Case 4: Van Albada, Error Measures φmax and φmin
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Case 4: Van Leer, Error Measures φmax and φmin
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Figure 4.24: φmin, φmax Error, Comparison between Flux Limiter Schemes. Comparing the four flux limiters we see that while the Minmod
and Van Albada scheme may have the largest φmin and φmax errors these larger errors occur as the max is eroded. The undershoots are less
damaging than overshoots so it may be that the Koren and Van Lear flux limiters are a worst choice because of their larger overshoots.
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Fig. 4.24 shows that while the Minmod and Van Albada scheme may have the
largest φmin and φmax errors these larger errors occur as the max is eroded. The
undershoots are less damaging than overshoots so it may be that the Koren and Van
Lear flux limiters are a worst choice because of their larger overshoots. Again this
could be damaging to the viability of the Yin-Yang grid if the used in conjunction
with one of the flux limiter described here. More investigation needs to be done to
see whether this is a different flux limiter that could be used with the mass fixer
without being damaged.
4.4.6 Test Case 5: Convergence using a Smooth Scalar
Field, Solid Body Rotation
To test the effect of the mass fixer on the convergence of the scheme a smooth scalar
field is used (this field is infinitely smooth (c∞)). A smooth 2D Gaussian surface
with two Gaussian hills is defined for the initial scalar distribution φ. For this test
case a unit sphere is used (R = 1). The choice to use a smooth Gaussian profile was
because [HL10] found that convergence rates for the solid-body transport problem
when using the C1 cosine bell (quasi-smooth scalar field) initial condition found
sub-optimal convergence rates. However, when the C3 version of the cosine bell
was used the expected numerical convergence rates were observed. The smooth 2D
Gaussian surface can be defined in terms of (X ,Y ,Z) the 3D absolute Cartesian
coordinates in Eq. (4.79)
hi(λ, θ) = hmaxexp
{−b0[(X −Xi)2 + (Y − Yi)2 + (Z − Zi)2]} (4.79)
where hmax is the maximum height of the Gaussian hill and b0 defines the width.
(X ,Y ,Z) correspond to (λ, θ) the spherical coordinates, they are related through
Eq. (4.80)
(X, Y, Z) = (R cos θ cosλ,R cos θ sinλ,R sin θ) (4.80)
where R = 1 and the centre of the Gaussian hill (Xi,Yi,Zi) can be written in terms
of (λi,θi). The Gaussian hill centres are set as (λ1, θ1) = (pi, pi/3) and (λ2, θ2) =
(pi,−pi/3). The initial scalar distribution φ is the sum of the two fields h1 and h2
defined in:
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φ(λ, θ) = h1(λ, θ) + h2(λ, θ) (4.81)
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Figure 4.25: Convergence of the scheme with and without the mass fixer for Order 1, 2 and 3. SBR Set up. Without the mass fixer the
convergence rate is close to obtaining the theoretical convergence, with the mass fixer the convergence rate is reduce in all cases with the 3rd
order case being closer to 1st order.
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The convergence rate of the scheme shown in Figure 4.25 is not as expected when
the mass fixer is used. The order 1 scheme is not achieving 1st order results,
the second order scheme is achieving 1st order results and the 3rd order scheme
at low resolution is achieving close to second order results but as the resolution
increases this is reduced to 1st order. The reduced rate of convergence at high
resolution indicates that the mass fixer scheme may be dominating the errors at
higher resolution.
To investigate this a single time-step of ∆t = 450s is taken at each resolution (using
the same Gaussian field and SBR), the errors between the true solution and the
calculated solution are then plotted to see if the errors are concentrated around
the overlapping region at higher resolution. To demonstrate this the plots of the
lowest resolution with the mass fixer on and off are shown in Figure 4.26.
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Figure 4.26: A single time-step of ∆t = 450s is taken at the lowest resolution
(using the same Gaussian field and SBR), the errors between the true solution and
the calculated solution are plotted. The errors are not concentrated around the
overlap when the mass fixer is used.
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Figure 4.27: A single time-step of ∆t = 450s is taken at the highest resolution
(using the same Gaussian field and SBR), the errors between the true solution and
the calculated solution are plotted. Comparing this to Fig. 4.26 we can see that the
errors are concentrated around the overlap when the mass fixer is used, whereas,
when the mass fixer is not used the errors are distributed around the Gaussian hill.
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The concentration of errors in the overlap at high resolution indicates that the
mass fixer is degrading the order of accuracy of the scheme. To investigate this
we look at the theoretical order of convergence of the 3rd order scheme with and
without the mass fixer. Firstly without mass fixer:
• The 3rd order Fluxes:
Fi,j = F
True
i,j +O(∆x
3) (4.82)
• Looking at ∂F
∂x
∂F
∂x
=
Fi+1,j − Fi,j
∆x
=
(Fi+1,j − Fi,j)True
∆x
+
O(∆x3)
∆x
(4.83)
however, using the Taylor expansion we find there is cancellation of leading
order terms:
Fi+1,j = F
True
i+1,j +
∂3F
∂x3
|i+1,j∆x3 + ...+ (4.84)
Fi,j = F
True
i,j +
∂3F
∂x3
|i,j∆x3 + ...+ (4.85)
as
∂3F
∂x3
|i,j ≈ ∂
3F
∂x3
|i+1,j +O(∆x), (4.86)
∂F
∂x
=
Fi+1,j − Fi,j
∆x
=
(Fi+1,j − Fi,j)True
∆x
+O(∆x3) (4.87)
and so without using the mass fixer we find that the order is O(∆x3).
Now with the mass fixer:
• The 3rd order Fluxes:
Fi,j = F
True
i,j +O(∆x
3) (4.88)
• The net fluxes C+1 , C−1 , C+2 and C−2 ,
C+1 =
∑
Fi,j =
∑
F Truei,j + nO(∆x
3) ∼ O∆x
3
∆x
∼ O(∆x2), (4.89)
where n is the number of interface fluxes. The order of the net flux term C+1
is 2nd order and the same is true for the other net flux terms C−1 , C
+
2 and
C−2 .
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• Now if the mass fixer is used then there is no cancellation of leading order
terms so:
∂F
∂x
=
O(∆x2)
∆x
=⇒ O(∆x) (4.90)
So using the mass fixer transport scheme we lose 2 orders of accuracy locally. This
tells us that in order to achieve the desired 2nd order convergence a 4th order
scheme is required. The computational cost of using a 4th order scheme would
need to be considered if choosing to use this mass fixer scheme in any weather or
climate model.
4.5 Summary
In this Chapter we have looked at applying the Zerroukat mass fixer scheme to
the Yin-Yang Composite grid. We extended the Zerroukat mass fixer scheme into
two dimensions on the Yin-Yang grid. We saw that the scheme could fail if ‘option
1’ was used due to the possibility of the net flux off of either grid being zero. To
overcome the problem ‘option 2’ was designed so which splits the interface fluxes
on both grids into net positive and net negative fluxes on each grid. The use of
this method means that the only case when the scheme will have difficulty is if all
four net fluxes are zero and in this case the transport scheme would be conservative
anyway.
The test cases from Williamson et al. [WDH+92] and Nair and Lauritzen [NL10]
are used to validate the method. From test case:
1. we see that the cosine bell under SBR is represented well when the mass
fixer is used at all SBR angles suggested by [WDH+92]. When the mass fixer
is not used there is a pronounced change in mass as the cosine bell crosses
from one panel to the other. When the mass fixer is used mass is conserved
throughout the simulations. The error norms show us that when the mass
fixer is used each of the error norms increase so the scheme is slightly less
accurate when the mass fixer is used. However, these error increases are small
and should not be considered significant. This is encouraging for the viability
of the Yin-Yang grid but we need to see that the error norms remain small
when more complex flows are used.
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2. we see that the cosine bells under deformational flow are represented well
when the mass fixer is used. Again when the mass fixer is not used we see a
pronounced change in mass as parts of the deformed bells cross the interface
but the mass changes continuously throughout the simulation. When the
mass fixer is used mass is conserved throughout the simulations. The error
norms show us that when the mass fixer is used each of the error norms
increase so the scheme is slightly less accurate when the mass fixer is used.
However, these increases are even smaller than with solid body rotation so
again this is encouraging for the viability of the Yin-Yang grid.
3. we see that when the mass fixer is not used a constant field under SBR
looses mass throughout the simulation. When the mass fixer is used mass is
conserved throughout the simulations. At the end of the simulation the error
measures are very similar with the mass fixer on and off however during the
simulation the maximums of the error measures are slightly higher when the
mass fixer is used. When the mass fixer is not used and the constant field is
advected by the deformational flow mass is lost throughout the simulation.
When the mass fixer is used mass is conserved throughout the simulations.
Again the error measures are very similar at the end of the simulation but
the maximums throughout the simulation are slightly higher when the mass
fixer is used. This is encouraging for the use of the Yin-Yang grid however it
would be good to check whether machine precision could be achieved with a
perfectly non-divergent flow.
4. we see that under SBR the slotted cylinders are represented well by all four
flux limiter schemes. However, when the mass fixer is used monotonicity is
no longer preserved, the overshoots are particularly affected in the Koren
and van Leer flux limiter scheme and to a lesser degree the minmod and van
Albada. The flux limiters do not affect the conservation of mass as the mass
is conserved in all cases when the mass fixer is used. The mass fixer does
effect each of the flux limiters so if using the mass fixer with a flux limiter
other flux limiters may need to be considered. This is less encouraging for
the use of the Yin-Yang grid and more investigation needs to be done into
whether a suitable flux limiter can be found that is not affected by the mass
fixer, or if the scheme can be adapted so that it does not damage the flux
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limiter schemes.
5. shows that the convergence rate that was maintained by the one dimensional
Zerroukat scheme is not achieved in two dimensions. To try and explain the
loss of two orders of accuracy in the third order case we look at whether the
mass fixer scheme is dominating the errors at high resolution by looking at
the error after one time step at high and low resolution. We see that at high
resolution there is an increase in errors around the overlap so to investigate
this further we look at the theoretical order of accuracy. Here we see that
the scheme loses two orders of accuracy due to the lack of cancellation of
leading order terms. This tells us for the desired second order of accuracy a
fourth order scheme would be required. This is not encouraging for the use
of the Yin-Yang grid. A question for future work could be; is there a way
to match the fluxes in a more local way and further improve the scheme to
achieve the convergence rates obtained in one-dimension? Or would another
mass fixer scheme like the Chesshire and Henshaw scheme expanded into
two-dimensions have a higher convergence rate?
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Chapter 5
Conclusions
We chose to investigate the viability of the Yin-Yang grid because of its many
desirable properties and the fact that algorithms designed for the Lat-Long grid
could be easily adapted for use on the Yin-Yang Grid (as discussed in chapter 1).
In order to be considered for the any weather or climate model the grid and the
schemes used on it must pass several standard tests.
The questions we set out to answer in this thesis were:
1. Can the propagation of fast and slow waves, supported by the governing
equations, be accurately modelled across the overlap regions, and can we
ensure that the overlap regions do not support non-physical wave modes that
are numerical artefacts?
2. Can transport of air mass properties, such as entropy or water content, be
modelled accurately and conservatively across the overlap regions, without
significant ‘grid imprinting’ on the solution?
To investigate point 1, the propagation of waves in one dimension on an overset
grid, both the evolution of a wave packet and the Eigen-modes analysis was used in
chapter 2. We found that the evolution of a wave packet could be well represented
both when the grid was aligned and miss-aligned by ∆x/2. However, if the active
overlapping regions are initialised out of sync. then the overlapping region will
continue to be out of sync. for the duration of the simulation and waves forms
are introduced which propagate in the wrong direction. If the active overlapping
regions are overwritten to prevent the two grids becoming out of sync. with each
other the overlapping regions are reconciled with each other but there are still
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small waves propagating in the wrong direction. We did not see any reflection of
the wave packet at the overlap.
The Eigen-mode analysis shows that when U0 = 0 all models represent all expected
Eigen-modes well. However, when the model is not overwritten out of sync. and
duplicated modes can be produced as well as extra damped modes that are pro-
duced by all overlapping models. When U0 6= 0 most but not all expected modes
are produced by the overlapping models. Many of the modes are hard to distin-
guish as the same mode and there are extra damped modes. These extra modes
could be damaging to weather and/or climate modelling.
To investigate point 2 in Chapter 3 we investigated conservative transport schemes
in one dimension. Using the Chesshire and Henshaw model mass was conserved
and the expected order of accuracy of all cases was achieved except for case 5 where
2nd order convergence was not achieved; this is without explanation.
The Zerroukat model mass was conserved and the expected order of accuracy of
all cases was achieved.
Both the Chesshire and Henshaw and the Zerroukat schemes have shown it is
possible to conserve mass in one dimension. The Chesshire and Henshaw scheme
involves a large stencil, due to interpolation, which will become much larger if the
scheme is expanded into two dimensions. The η calculation will also become a lot
more complex in two dimensions. Both of these factors mean that the Chesshire
and Henshaw scheme would have a high computational cost in two dimensions. The
Chesshire and Henshaw scheme also has the unexplained low order of convergence
for case 5. For these reasons we chose to expand the Zerroukat scheme into two
dimensions on the Yin-Yang grid and not the Chesshire and Henshaw scheme.
In Chapter 4 we investigated conservative transport schemes in two dimensions by
extending the Zerroukat mass fixer scheme into two dimensions and applying to the
Yin-Yang Composite grid. We adapted the scheme to use ‘option 2’ which splits
the interface fluxes into net positive and net negative fluxes on each grid. The use
of this method means that the only case when the scheme will have difficulty is a
trivial case when all four net fluxes are zero and the transport scheme would be
conservative anyway.
The test cases from Williamson et al. [WDH+92] and Nair and Lauritzen [NL10]
are used to validate the method. We found that using SBR and deformational flow
in all cases when the mass fixer was used mass was conserved. A constant could
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be preserved in both SBR and deformational flow. When using a mass fixer and
a flux limiter scheme we see that monotonicity is no longer preserved. The flux
limiters do not affect the conservation of mass as the mass is conserved in all cases
when the mass fixer is used. The mass fixer does affect each of the flux limiters
so if using the mass fixer with a flux limiter other flux limiters may need to be
considered.
The convergence rate that was maintained by the one dimensional Zerroukat scheme
is not achieved in two dimensions. By looking at the theoretical order of accuracy
we see that the scheme loses two orders of accuracy due to the lack of cancellation
of leading order terms. This tells us for the desired second order convergence rate
a fourth order scheme would be required.
With regard to the viability of the Yin-Yang grid as a basis for future generations
of atmospheric models I think that there are still two outstanding points:
1. Can the computational modes produced by the extra degrees of freedom in
the overlap be better controlled?
2. Can the Zerroukat scheme for conservative transport be adapted by matching
the fluxes at a more locally to improve the convergence rate? If this is not
possible and the user is not willing to use a fourth order flux scheme, would
another method like the Chesshire and Henshaw method for conservative
interpolation have a better convergence rate in two dimensions.
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