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ABSTRACT
Photoacoustic imaging (PAI) is a novel medical imaging modality that uses the advantages of the spatial reso-
lution of ultrasound imaging and the high contrast of pure optical imaging. Analytical algorithms are usually
employed to reconstruct the photoacoustic (PA) images as a result of their simple implementation. However,
they provide a low accurate image. Model-based (MB) algorithms are used to improve the image quality and
accuracy while a large number of transducers and data acquisition are needed. In this paper, we have combined
the theory of compressed sensing (CS) with MB algorithms to reduce the number of transducer. Smoothed
version of `0-norm (S`0) was proposed as the reconstruction method, and it was compared with simple iterative
reconstruction (IR) and basis pursuit. The results show that S`0 provides a higher image quality in comparison
with other methods while a low number of transducers were. Quantitative comparison demonstrates that, at the
same condition, the S`0 leads to a peak-signal-to-noise ratio for about two times of the basis pursuit.
Keywords: Photoacoustic imaging, image reconstruction, compressed sensing, sparse component analysis, pho-
toacoustic tomography.
1. INTRODUCTION
Photoacoustic imaging (PAI) is a novel medical imaging modality that uses the advantages of the spatial res-
olution of ultrasound imaging and the high contrast of pure optical imaging.1–3 The merits of Photoacoustic
(PA) effects have been shown in many investigations.2,4–10 A numerical analysis for infant brain imaging has
been conducted.11 Low-cost photoacoustic imaging systems have been extensively investigated over the past few
years.12–15
There are two methods of PAI: photoacoustic tomography (PAT) and photoacoustic microscopy (PAM). In PAT,
an array of transducers may be formed as linear, arc and circular shape, and mathematical algorithms are uti-
lized for optical absorption reconstruction.16,17 Also, for linear-array PAI, beamforming algorithms are needed
to reconstruct the optical absorption distribution map of the tissue.18–26 As the novel weighting methods, two
modifications of coherence factor (CF) have been introduced.27,28 Model-based (MB) algorithms build up a
model to describe the relationship between detected PA signals and the reconstructed optical absorption dis-
tribution, iteratively reducing the artifacts.29 Usually, in PAT, the acoustic detectors are considered point-like,
and ignoring the size of the transducers leads to high frequencies information loss. MB algorithms can be used
to compensate the lost of information by incorporating the detectors geometry in model matrix. It makes the
imaging system computationally burdensome. Wavelet-packet framework can be used to reduce the model matrix
size and make the use of inversion algorithms such as singular value decomposition (SVD) possible.30 Efficient
model of PAT image reconstruction based on discrete cosine transform (DCT) has been proposed in31 and was
enhanced using efficient block-sparse MB algorithm in which the number of required iterations was reduced by
adopting a fast-converging optimization method.32
In PAT, limited number of transducers, especially when a human tissue in involved, leads to two main issues:
high attenuation and low SNR. These drawbacks can be compensated using data averaging and a large number of
elements of transducers enclosing the target of imaging. However, these solutions lead to a long data acquisition
time and a large amount of data. Also, using a large number of elements of transducers leads to a high cost of
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imaging. So, there is a great value to tackle the problem and improve the image quality without increasing the
hardware cost and data acquisition time.
In 2006, for the first time, Donoho et al. proposed compressed sensing (CS) theory which is based on a prior
knowledge of unknowns.33 This method can be used in the data acquisition procedure, which leads to infor-
mation reconstruction from some observations that seem highly incomplete using a convex optimization.34 CS
theory has been used in Thermoacoustic Imaging (TAI).35 In 2009, CS theory was used by Provost and Lesage
in data acquisition procedure of PAT in which by taking advantage of sparse characteristic of samples, a small
number of projections were used to reconstruct the optical absorption distribution.36
As illustrated in reference,34 the answer of an optimization problem based on CS should have the minimum num-
ber of non-zero elements, defined as `0-norm. Finding the minimum `0-norm is an intractable problem because
of the combinatorial search it imposes. Moreover, it is too sensitive to noise. As shown in,37 `1-norm can be used
as problem constraint in which solution can be found by linear programming (LP) methods. In PAT, usually
reconstruction algorithms based on CS use `1-norm as constraint of optimization problem.
36 In this paper, it is
proposed to use a smoothed version of `0-norm (S`0) to find the solution. It has been introduced in reference,
38
and it is shown that it provides a more accurate solution compared to basis pursuit. Here, we use S`0 method
to reconstruct the PA images based on the direct minimization of the `0-norm which leads to a higher quality
PA image.
2. MATERIALS AND METHODS
Considering a homogeneous and the thermal confinement, the recorded pressure p(r, t) at position r and time t
based on the PA effect can be written as follows:
52 p(r, t)− 1
c2
∂2
∂t2
p(r, t) = − β
Cp
∂
∂t
H(r, t), (1)
where β is the isobaric volume expansion coefficient, H(r, t) is the heat sources, c is the speed of sound, and Cp
is the heat capacity.36 Assuming H(r, t) = A(r)I(t), the forward problem of PAI can be written as follows:
p(r0, t) =
β
4piCp
∫
dr′
|r − r′|
∂H(r′, t′)
∂t′
, (2)
where t′ = t−(|r−r′|/c). The analytical solution for (2) is reported for different geometries of imaging system.39
Since the goal of this work is to integrate CS in image reconstruction procedure, a model is needed to make
a connection between the acquired PA signals and the optical absorption distribution map of the tissue. The
model can be written as follows:
y = Kx, (3)
where y in the PA signals (n × 1), K (n × m) is the imaging model, and x (m × 1) is the optical absorption
(unknown of the model) which should be reconstructed. The problem of PA image reconstruction can be treated
as an underdetermined linear equation. An underdetermined equation has a number answers.40 An usual solution
to address (3) is to choose the one that represents the smallest `2 norm (among solutions in a range of ):
min||x||`2 s.t. ||y −Kx||`2 < . (4)
In other word, minimization of the error term is the main idea of the solution introduced in (4). It can be
represented as the minimization of the following formula:36
||y −Kx||`2 + µ||x||`2 . (5)
Mathematically, the minimization of the error does not provide the best solution. To find a more precise
and accurate solution, the CS theory can be used. Lets assume that the image x containing N pixels to be
reconstructed is sparse in a basis like φ where θ is the vector containing the coefficient of x in the basis of φ
(x = φθ, ||x||`0 < N). In this case, the solution based on CS can be found using the following formula:
min||θ||`0 s.t. y = Kφθ. (6)
Figure 1: The phantom used in simulations.
Solving (6) is infeasible due to the need for a combinatorial search for its minimization and sensitivity to noise.34
It has been proved that a more computationally efficient strategy for solving the convex problem in (6), it use
the `1 norm.
34 The problem can be written as follows:
min||θ||`1 s.t. ||y −Kφθ||`2 < . (7)
Contrary to all the previous methods used in PA image reconstruction (using `1 norm minimization), in this
paper, it is proposed to reconstruct the PA image using the direct minimization of the `0 norm. We have used the
S`0 algorithm to solve the optimization problem mentioned in (6).
38 In this method, the discontinuous function
of calculating `0 is approximated by a suitable continuous one, which can be written as follows:
fσ(s) = exp(
−s2
2σ2
), (8)
where σ determines the quality of the approximation. Considering
lim
σ→0
fσ(s) =
{
1, s = 0
0, s 6= 0 , (9)
and, by defining
Fσ(s) =
m∑
i=1
fσ(si), (10)
the `0-norm of a vector can be calculated using ||s||`0 ≈ m− Fσ(s). The evaluation of S`0 is out of the scope of
this paper. The readers are referred to reference38 for further information. In the next section, simulation and
results are explained to evaluate the performance of the proposed method.
3. RESULTS
To evaluate the proposed method, the wave propagation formula has been implemented. The imaging medium
is 12.8 mm × 12.8 mm while 128 ×128 pixel is used (0.1 mm for each side of a pixel). Sound speed is 1540 m/s.
The Modified Shepp-Logan phantom (shown in Figure 1) has been used as the target of imaging. The sensors
are positioned in the radius of 8 mm with respect to the center of the phantom. 600 samples were recorded by
each sensor, and a sampling frequency of 55 MHz was used. The basis φ used for sparse representation of the
signal is wavelet in this paper. We have compared the proposed method with iterative reconstruction (IR) and
basis pursuit, and the results are shown in Figure 2. NOA represents the number of angles (sensors). As can
be seen in Figure 2(a-c), IR algorithms is not able to follow the phantom of imaging well enough, even when
Figure 2: The reconstructed PA images using (a) IR algorithm with 20 iterations (NOA=32), (b) IR algorithm
with 1 iteration (NOA=64), (c) IR algorithm with 20 iterations (NOA=64), (d) basis pursuit (NOA=16) and
(e) S`0 (NOA=16).
NOA=64. On the other hand, basis pursuit results in a low quality image as a result of the low number of
available samples for reconstruction. Based on the previous publications, the number of samples and sparsity of
the imaging target highly affect the quality of reconstruction. In this paper, basis pursuit could not work well
while the proposed algorithm (S`0) shows a high performance. As can be seen in Figure 2(e), the formed image
is highly similar to the imaging target (shown in Figure 1), and the proposed algorithm outperforms the other
Figure 3: The lateral variations of the images shown in Figure 2.
Figure 4: The reconstructed PA images using (a) S`0 and (b) basis pursuit. NOA is 16, and the number of
samples is 500.
mentioned methods. The Figure 3 shows the lateral variations of the images shown in Figure 2. It can be seen
that under the defined parameters for the simulation, the proposed method follows the phantom with a high
precision while other methods, especially IR, do not provide a high precision in following the lateral variation
of the phantom. We have used peak-signal-to-noise ratio (PSNR) metric to evaluate the results quantitatively.
PSNR formula is as follows:
PSNR = 10. log10(
NxNy
Nx∑
i=1
Ny∑
j=1
(fi,j − ri,j)2
), (11)
where f is the gray-value of the reconstructed image, and r is the gray-value of the phantom. The size of the
image is Nx × Ny. PSNR for the images shown in Figure 2 are 18.51 dB, 5.13 dB, 22.7 dB, 18.79 dB and
57.8 dB, respectively. The quantitative results show the superiority of the S`0 while the number of the used
sensors is lower than what used in the IR method. To put it more simply, S`0 outperforms IR algorithm with
a lower NOA and provides higher image quality compared to basis pursuit. To evaluate the performance of the
proposed method, the number of the recorded samples is decreased to 500 (a sampling frequency of 45 MHz ),
and then the image reconstruction was applied. The results are shown in Figure 4. As can be seen, the quality of
the reconstructed image using S`0 is decreased compared to the image obtained with 600 samples (Figure 2(e)).
However, it still outperforms the basis pursuit method.
4. CONCLUSION
While analytical PA image reconstruction algorithms provide a simple implementation and fast output, they
suffer from a low accuracy and precision. To address these problems, MB algorithms are usually employed.
However, a high number of sensors (angles) is needed to generate a high quality image. In this paper, we have
used CS theory in MB image formation, and S`0 was introduced as the reconstruction algorithm. The proposed
method was compared to IR method and basis pursuit. It was shown that, considering the lateral variations and
visual evaluation, S`0 outperforms other methods, having only 16 sensors. The quantitative results showed that
S`0 improves the PSNR for about 39 dB, in comparison with basis pursuit, while all the imaging parameters
were the same.
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