ABSTRACT In this paper, an adaptive neural control approach for a class of nonstrict-feedback nonlinear systems with unmodeled dynamic is presented. During the controller design process, the main difficulties arise from unknown functions and unmodeled dynamics, which are inevitable in practical applications. The unknown functions are approximated by utilizing the radial basis function neural networks' (RBF NNs) method, and for the problem of the unmodeled dynamics, a dynamic signal is introduced. The innovation of this paper is that we use the property of Gaussian functions to deal with the nonstrict-feedback form. Based on the above precondition, an adaptive NNs controller design scheme is developed by applying the backstepping recursive design. The proposed adaptive control approach guarantees that all the signals in closed-loop system are semi-globally uniformly ultimately bounded (SGUUB), and the tracking error converges to a small neighborhood around the origin by choosing appropriate parameters. In the end, a simulation example is provided to demonstrate the effectiveness of the proposed method.
I. INTRODUCTION
As is well known, nonlinear systems are ubiquitous in practical industrial process, such as chemical process, electrical power systems, metallurgical process, and so on. For the purpose of solving nonlinear characteristics in real systems, numerous advanced control approaches are developed in the past decades, such as sliding model control, fuzzy control, adaptive backstepping technique, and so on. Among the proposed methods, backstepping technique plays an indispensable role in the design of adaptive control, because backstepping technique provides a systematic design methodology for nonlinear systems with strict feedback form, and thus many excellent results are reported in [1] - [12] . To list a few, an adaptive control approach was developed for a class of parametric strict-feedback systems with unknown coefficients by using backstepping technique in [3] . The authors
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in [12] proposed an adaptive control method by utilizing a novel family of integral Lyapunov functions and backstepping for a class of strict-feedback systems. In [5] , an adaptive NNs control scheme based on backstepping technique was proposed for a class pure-feedback nonlinear systems. It is obvious that unknown functions often appear in the systems of mentioned literatures.
In order to address the unknown functions, many function approximators are developed and make good performances, such as fuzzy logic systems and NNs. The authors in [4] investigated an input-to-state practical stability (ISPS) problem of nonlinear systems and an adaptive fuzzy control method was developed. Note that three adaptive parameters need to be updated online in [4] . To simplify the design process and reduce the number of adaptive parameters, the norm of fuzzy weighted vectors are estimated by fuzzy logic systems in [13] and [14] . Through further research, [15] , [16] and [17] reduce the adaptive parameters to one. Further, it should be pointed out that RBF NNs have strong nonlinear mapping characteristic, and if there are enough neurons in hidden layer, it can approximate any continuous functions with arbitrary precision. Whatever the unknown nonlinear functions can be linearization or not, they can be approximated properly by adopting RBF NNs. Therefore, RBF NNs received considerable attention and a large amount of results are proposed such as [12] , [19] , [20] . For example, an adaptive NNs control scheme was proposed for a class of uncertain strictfeedback nonlinear systems by using backstepping technique in [19] . The authors in [20] developed adaptive control laws by combining nonlinearly parameterized NNs approximators. Besides, combined with variable separation technique and RBFNNs, an adaptive neural control of stochastic nonlinear systems in nonstrict-feedback was proposed in [21] . It can be seen that RBF NNs is a useful tool to handle unknown functions.
Generally speaking, many nonlinear systems usually are depicted in strict-feedback form, which has the structure of strict-feedback form and is more easier to handle. A lot of excellent results for nonlinear strict-feedback systems have been reported in [12] - [17] , [22] , [23] . For example, the authors in [12] , [22] proposed an adaptive fuzzy backstepping control approach for a class of uncertain nonlinear systems with strict-feedback form. However, many practical systems are described in nonstrict-feedback form. There is a great difference during the design of virtual controller and selection of unknown functions between strict systems and nonstrict systems. The virtual controller α i and unknown function g i in strict-feedback systems are functions
T . Nevertheless, in nonstrict-feedback systems, α i and g i are functions of ξ i = [ξ 1 , ξ 2 , . . . , ξ n ]
T for i = 1, 2, . . . n. Different forms of feedback determines the difficulty of the design. As a result, many researchers focus on the study of nonstrict-feedback systems. Such as [24] , an adaptive tracking controller was designed for a class of nonstrictfeedback nonlinear time-delay systems. The authors in [25] not only considered the nonstrict-feedback from, but also presented unmodeled dynamics. However, variable partition techniques were used to deal with nonstrict form in [25] where the method is relatively complicated. So here comes the question how do we address nonstrict-feedback from through a simpler method.
Motivated by the above mentioned, this paper presents an adaptive neural control strategy for a class of nonstrictfeedback nonlinear systems with unmodeled dynamics. The main contributions of the proposed method are summarized as follows. 1) By using RBF NNs, the unknown functions are approximated properly, and this method does without the unknown functions linearized. 2) Compared with unknown nonlinear systems which are in strict-feedback form, an adaptive controller is constructed for a class of nonstrict-feedback nonlinear systems with unmodeled dynamic in this paper by using the nature of the Gaussian function. 3) This paper adopts a dynamic signal to handle the unmodeled dynamic and dynamic uncertainties to ensure the considered system can be controlled effectively.
II. PROBLEM STATEMENT
In this paper, we study the nonstrict-feedback nonlinear system as follows:
where
T ∈ R n represents the state vector, u ∈ R and η ∈ R depict the system input and output, χ ∈ R n 0 is the unmodeled dynamics in (1) , O i (·) represents a nonlinear dynamic disturbance, g i (·) and f i (·) are smooth uncertain functions with g i (0) = 0. It is supposed that O i (·) and p (·) are continuous Lipschitz functions in (1).
We will establish an adaptive controller based on NNs, for system (1), such that the output η can track a given trajectory η d , and all the signals of the closed-loop system are bounded. In order to achieve the goal, we give the following Assumptions and Lemmas.
Assumption 1 [22] : For system (1), there is an unknown constant b m > 0 satisfying
Assumption 2 [22] : The reference signal η d is bounded and smooth. Further, there is a positive constant d > 0, and
Assumption 3 [26] :
where ϕ i1 (·) and ϕ i2 (·) are unknown non-negative increasing smooth functions with ϕ i2 (0) = 0. Assumption 4 [26] :
where ϑ 1 , ϑ 2 , and γ represent a class of K ∞ -function, k 0 > 0 and d 0 > 0 are known scalars. Lemma 1 [26] : Forχ =p (χ , ξ ), there is a Lyapunov function V satisfying (4) and (5), then for any valuek in (0, k 0 ), functionγ (ξ 1 ) ≥γ (|ξ 1 |) and initial value χ 0 = χ 0 (0), there is a limited time T 0 = T 0 k , v 0 , χ 0 , B (t) ≥ 0 for all t > 0 and a signal is represented bẏ
The solutions are specified for ∀t > 0. Generally, we can selectγ (s) = s 2 γ 0 s 2 , whereγ (·) > 0 is a smoothfunction. VOLUME 7, 2019 Now, (7) makes the following equation holdṡ
where γ 0 is a non-negative smooth function. Lemma 2 [27] : For any ζ ∈ R and ε > 0, we have:
Lemma 3 [28] : For ∀ (x, y) ∈ R n , we have
Lemma 4 [29] : Assume x 1 is defined as x 1 := {x 1 ||x 1 | < 0.8814r }, and the inequality 1 − tanh 2 (x 1 /r) ≤ 0 is satisfied for any x 1 / ∈ x 1 . In this paper, the smooth function g (X ) : R n → R is estimated by RBF NNs g nn (X ). The RBF NNs can be written as
T is the basis function vector of the Gaussian function. σ i (X ) can be expressed as
where γ i = γ i1 , . . . , γ iq T is the center of the receptive field and y is the width of the Gaussian function. The RBF NNs (9) with sufficiently large node number l can approximate any continuous function g (X ) over a compact set X ∈ R q in accuracy ε > 0 as
where φ * is the desired weight vector and chosen as
, and δ (X ) denotes the approximation error for δ (X ) < ε. Lemma 5: Letξ q = ξ 1 , . . . , ξ q T and σ ξ q = σ 1 ξ q , . . . , σ l ξ q T be the basis function vector of a RBF NNs. Now, for ∀k, q ∈ N + and k ≤ q, we have
Proof: Let γ i = γ i1 , . . . , γ iq T , for i = 1, . . . , l, be the center of the receptive field and y > 0 the width of the Gaussian function. We have
III. MAIN RESULTS
For the system (1), this section gives the design process of the controller via backstepping technique. The adaptive neural backstepping procedure requires n steps. The virtual control input α i (i = 1, . . . , n − 1) is designed in step i, and the real controller u is designed in step n. They are represented respectively as
where c i > 0 and a i > 0 are design parameters,
, and η
The adaption laws are designed aṡ
where κ i > 0 and µ i > 0 are design parameters. Now, let us start the design process.
Step 1: Based on
Construct a Lyapunov function as follows:
whereθ 1 = θ 1 −θ 1 denotes the parameter error, κ 0 and κ 1 are positive design parameters. From Assumption 2 and (8), we can get the derivative equationV as follows:
By Lemma 2, we have
is a smooth function. Furthermore, we can obtain
Substituting (19) , (20) to (18), we havė
where (21) is discontinuous, and thus the NNs cannot be directly employed, so we introduce a hyperbolic tangent function tanh (x 1 /r), and (21) is rewritten aṡ
where r is the positive constant and unknown nonlinear functionĝ 1 (X 1 ) is expressed aŝ
For ∀ε 1 > 0,ĝ 1 (X 1 ) is approximated by RBF NNs φ T 1 σ 1 (X 1 ) so that
where δ 1 (X 1 ) is the error of this model, and
Base on Lemma 5 and Young's inequality, we have
Therefore, substitute (25) into (22) to geṫ
where x 2 = ξ 2 − α 1 . Next, using Assumption 1 and designing a virtual control signal α 1 in (12) when i = 1, (26) can be rewritten aṡ
From (15),θ 1 can be expressed aṡ
where κ 1 > 0 and µ 1 > are constants.
Substituting (28) into (27), we geṫ
Under the action of
we getV
.
Step i (2 ≤ i ≤ n − 1) : It follows from x i = ξ i − α i−1 thaṫ 
where κ i > 0 is a design parameter and the errorθ i = θ i −θ i . So the derivative of V i iṡ
Similar to the method in the step 1, we can geṫ
. . , i − 1. By Assumption 3 and the absolute value inequality, we have
Based on the same method used in (19) and (20), we can get
wherê
and d i (t) ≥ 0 for ∀t ≥ 0. Then, substitute (36)-(39) into (35) to geṫ
For ∀ε i > 0, the unknown smooth functionĝ i (X i ) is estimated by the RBF NNs φ T i σ i (X i ) as follows:
Base on Lemma 5 and Young's inequality, we get
where the design parameter is a i ,
. Therefore, substitute (44) into (41) to geṫ
Next, taking the virtual control signal α i in (12) and the adaptive lawθ i in (15) into account, (45) is rewritten aṡ
where k l = c l b m > 0, and
Step n: In this step, we design the real controller u from (13) . First, the derivative of x n iṡ
whereα n−1 is specified in (32) when i = n. Construct a Lyapunov function as follows:
Then, the dynamic equation ofV n iṡ
whereŌ n = O n − n−1 j=1 ∂α n−1 /∂ξ j O j and n−1 has been defined in (37) with i = n.
Based on the same method used in (37) to (39), we can get
whereφ n1 ξ n ,θ n−1 , v andφ n2 ξ n ,θ n−1 , v are defined in (46) and (47), respectively. In view of (50), (49) is written aṡ
where d n (t) ≤ d n and
For ∀ε n > 0, the unknown smooth functionĝ n (X n ) is estimated by the RBF NN φ T n σ n (X n ) and we havê
where δ i (X n ) is the estimated error and ε n > 0 denotes a given constant. From (44), we have
where the unknown constant θ n = . By combining (51) and (54), we havė
when τ = 2.5, we havė
625 and γ (|ξ 1 |) = 2.5ξ 4 1 , we know that Assumption 4 is correct. Whenk = 1 ∈ (0, k 0 ), a dynamical signal is given asv = −v + 2.5ξ Then, the virtual control input α 1 , α 2 , and real controller u are designed as Fig. 1. Fig. 2 shows the tracking error of the closedloop system. The response of state variables ξ 2 and ξ 3 are VOLUME 7, 2019 represented in Fig. 3. Fig. 4 shows the unmodeled dynamics χ and v. Fig. 5 shows the performance of adaptive law. Therefore, we can clearly see that all signals of the system are bounded and the tracking performance is good.
V. CONCLUSION
In this paper, an adaptive neural tracking control scheme has been designed for a class of nonlinear nonstrict-feedback systems with unmodeled dynamic and dynamic uncertainties by backstepping technique. During the process of design, RBF NNs have been employed to approximate the unknown functions, and the unmodeled dynamic and dynamic uncertainties have been solved by using a dynamic signal and the nature of Gaussian functions has been used to address the nonstrictfeedback form of the nonlinear systems. Finally, all signals within the closed-loop system are proved to be bounded and the tracking error converges to a small neighborhood around the origin. The efficiency of the proposed methods has been demonstrated by the simulation in the end.
