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Prefacio
Este libro surge de una colaboración entre los autores que viene 
de muchos años atrás. A ambos nos interesa la relación entre la 
historia y la filosofía de la ciencia y hemos escrito desde dife-
rentes perspectivas sobre la importancia de esa relación para la 
filosofía de la ciencia. Ambos hemos publicado varios trabajos en 
los que se promueve el enfoque del que trata este libro y, en par-
ticular, la importancia de tomar en cuenta la dimensión cognitiva 
para explicar el pluralismo que vemos asociado a una filosofía 
(naturalizada) de la ciencia centrada en prácticas.
En un sentido amplio, el enfoque en cuestión consiste en explo-
rar desde muy diversas perspectivas el valor cognitivo-epistémico de 
la dimensión práctica del conocimiento científico. Por supuesto, 
este compromiso nos obliga a pensar el conocimiento como 
algo más que meras creencias que satisfacen ciertos requisitos. El 
conocimiento científico debe entenderse enraizado en maneras de 
hacer cosas que constituyen patrones socialmente identificables. 
Dependiendo de cómo identifiquemos esos patrones, dependiendo 
del tipo de actividades hacia las que enfoquemos nuestra atención, 
podemos preferir hablar de prácticas, agendas, estilos o paradig-
mas. Cada uno de estos términos puede entenderse de maneras 
muy diferentes, pero dado que usualmente se utilizan para realzar 
la dimensión social de la ciencia y la importancia de esa dimensión 
social en una reflexión sobre el lugar de la ciencia en el futuro de 
nuestras sociedades, se está promoviendo el enfoque en el que este 
libro se inserta. Realzar la dimensión social de la ciencia es atender 










a lo que las ciencias sociales pueden decirnos sobre lo que es la 
ciencia y, por lo tanto, nos invita a ver la filosofía de la ciencia como 
parte de un esfuerzo por entender el desarrollo de organizaciones 
especializadas en la producción de conocimiento. 
Quizá el contraste con maneras tradicionalmente influyentes de 
hacer filosofía de la ciencia ayude a entender mejor el enfoque 
del que partimos. Hoy en día, pero a través de una tradición 
que se remonta al siglo xix, los filósofos de la ciencia mecani-
cistas sostienen variantes de la idea de que lo que distingue a 
la ciencia es que construye el conocimiento a partir de explica-
ciones mecanicistas. Un tema central entonces es caracterizar la 
noción de mecanismo que sustenta las explicaciones en cuestión. 
Es indudable que este tipo de filosofía de la ciencia ha sido muy 
productivo y lo seguirá siendo; no pensamos que sea una pérdida 
de tiempo o que deba dejar de hacerse. Nuestro punto, sin em-
bargo, es que no debemos caer en la tentación de pensar que el 
conocimiento científico tiene que producirse o reconstruirse como 
si estuviera producido por mecanismos. En la medida en que el 
conocimiento científico se desarrolla, reproduce y diversifica en 
nichos complejos que involucran organizaciones, tecnologías, ha-
bilidades colectivas, así como la producción de explicaciones, hay 
muchos aspectos epistémica y metodológicamente importantes en 
el quehacer científico que no se capturan a través del conocimien-
to que puede modelarse por explicaciones mecanicistas. 
Esto nos lleva a comprometernos con la tesis de que la fi-
losofía de la ciencia tiene que estrechar sus relaciones con las 
ciencias sociales; y cualquier promesa de caracterizar su natu-
raleza independientemente de las ciencias sociales vuelve esa 
promesa vacía. Por supuesto, esto no quiere decir que la filosofía 
de la ciencia se reduzca a la sociología, así como el hecho de 
que las explicaciones mecanicistas sean cruciales en muchas 
ciencias, y tal vez definitorias de las ciencias físicas, no implica 
que podamos reducir la filosofía de la ciencia a un estudio de 
mecanismos. Hay una amplia zona para la reflexión filosófica 
entre los extremos del sociologismo y el mecanicismo. 
Otra analogía con lo que está sucediendo actualmente en 
filosofía de la mente y filosofía de la acción puede ayudarnos a 










entender la idea de fondo. La filosofía de la mente y la filosofía 
de la acción han estado durante mucho tiempo ancladas en un 
supuesto sobre lo que son las acciones. Según ese supuesto hay 
una conexión constitutiva entre acciones y estados intencionales. 
Pero como muchos filósofos contemporáneos han hecho ver, este 
supuesto, si bien permite una manera elegante de dividir tareas y 
desarrollar programas autónomos (de las ciencias sociales), tiene 
que confrontar el hecho obvio de que la mayoría de lo que ha-
cemos no cuenta como acción (véase Rowlands, 2006; Hutto y 
Myin, 2013). Podemos llamar a esa zona gris de lo que hacemos, 
que no son acciones en el sentido estricto, actividades. Para que se 
aprecie lo amplio y lo importante de todas estas actividades no está 
de más recordarle al lector que básicamente todo nuestro desplie-
gue de pericias, de nuestras habilidades específicas aprendidas, 
que nos distinguen y nos sitúan socialmente como poseedores de 
conocimiento experto sobre la cocina, la biología molecular o el 
jardín, son parte de ese tipo de actividades o lo incluyen.
Hay varios programas de investigación interesados en desarro-
llar, desde la perspectiva tradicional, modelos cognitivos de toda 
esa área gris de haceres que no son intencionales (y que por lo 
tanto no requieren la existencia de actitudes proposicionales) pero 
que son cruciales para entender la cognición y la manera como el 
conocimiento se articula socialmente en prácticas. De manera pa-
ralela y análoga, hay varias propuestas contemporáneas que buscan 
desarrollar filosofías de la ciencia centradas en prácticas. 
Este libro presenta una propuesta de una filosofía de la cien-
cia centrada en prácticas. Lo distintivo de nuestra propuesta, 
a diferencia de otras en la filosofía de la ciencia (véase Rouse, 
2002), tiene que ver con la importancia que le damos a los pa-
trones historiográficos en el estudio de la normatividad y a la 
exploración de las implicaciones de los avances en las ciencias 
cognitivas para una filosofía de las prácticas. Por ejemplo, vamos 
a estar interesados en mostrar la importancia del razonamiento 
heurístico en la articulación de estilos de razonamiento, que a su 
vez inciden en la manera en la que pueden y deben plantearse 
cuestiones como el reduccionismo. También nos interesa mostrar 
cómo la construcción misma de conceptos científicos con ca-










pacidad de generalización tiene lugar a través del desarrollo de 
prácticas de razonamiento que se valen de recursos cognitivos 
distintivos de nuestra cognición socialmente distribuida.
Empezamos el libro con una presentación de la discusión 
sobre la naturaleza de la ciencia que tuvo lugar hace cerca de 
un siglo. Esta discusión muestra claramente cómo algunas vi-
siones eurocentristas de la ciencia van de la mano con ciertas 
maneras de articular los criterios de lo que constituye un avance 
científico, que pueden caracterizarse como independientes del 
contexto y que, por lo tanto, limitan de manera importante las 
implicaciones de diferentes tipos de pluralismo metodológico 
para la epistemología. Estas maneras de entender el avance 
científico encajan muy bien con una visión de la ciencia que la 
considera constituida por teorías que pueden agregarse e inte-
grarse en un todo homogéneo, susceptible de entenderse como 
un cuerpo de conocimiento sujeto a criterios lineales respecto 
de qué constituye un avance y qué no. Centrarnos en prácticas 
hace cuestionable este tipo de punto de partida (o de llegada) 
filosófico. 
La introducción y los primeros tres capítulos de este libro reco-
gen material de la introducción de Martínez, Huang y Guillaumin, 
2011, así como de nuestras contribuciones a esa antología. El capí-
tulo 7 utiliza material de Martínez y Huang, 2011; el capítulo 6 usa 
material de Martínez, 2011; el 8, material de Martínez, 2013. La 
investigación para este libro ha tenido apoyo de varios proyectos 
de investigación. Agradecemos el brindado por el Conacyt (Mé-
xico) a través de los proyectos 41196H (“Filosofía de las prácticas 
científicas”), 133345 (“Abstracción, razonamiento y cognición”), y 
por el Fondo Nacional de las Ciencias Sociales de China, por me-
dio de los proyectos 11BZX022 (“Filosofía de la ciencia centrada 
en prácticas”) y 13&ZD068 (“Filosofía de las prácticas científicas 
y conocimientos locales”). Agradecemos a Ana Laura Fonseca y 
a Luis Enrique Segoviano una lectura de todo el manuscrito y sus 
observaciones; a Natalia Carrillo su lectura y comentarios a algu-
nos de los capítulos del libro y a Isis Espinoza por su ayuda con la 
revisión del manuscrito.
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Introducción
Wilfrid Sellars decía que la tarea filosófica se distinguía de otro 
tipo de tareas por estar siempre atenta al todo. Para entender lo 
que Sellars quizo decir con esta frase es necesario recordar que el 
tema central de la filosofía de Sellars es la reconciliación de dos 
maneras de describir el mundo que desde el inicio de la filosofía 
occidental se han visto en tensión. Por un lado, una visión del 
mundo desde nuestra experiencia de todos los días, el tipo de 
experiencia del mundo que formulamos a través del lenguaje 
ordinario, y, por otro, una visión científica del mundo. La famosa 
mesa de Eddington es un ejemplo muy conocido de esa tensión. 
Uno puede describir una mesa como un objeto duro, durable, 
rígido, etcétera, pero también como una nube de electrones.
Es decir, se apunta a una tensión entre dos maneras de caracte-
rizar la ontología del mundo: una que va de acuerdo con nuestra 
experiencia ordinaria, la cual nos muestra que el mundo consta de 
las diferentes cosas que tendemos a nombrar con el lenguaje ordi-
nario, y otra que sugiere que lo que existe es lo que se requiere que 
exista para que las leyes de la naturaleza que caracterizan nuestras 
teorías científicas más exitosas sean descripciones correctas (con 
capacidad de predicción y explicación) de lo que sucede. Una 
manera de reconciliar esta tensión es a través de una propuesta 
reduccionista que muestre cómo podemos hacer inteligibles los 
diferentes tipos de experiencia si aceptamos un fisicalismo reduc-
cionista, según el cual la tensión desaparece porque en realidad 
sólo hay lo que la física fundamental nos dice que hay.














Las cosas se vuelven más complicadas si no somos fisicalistas-
reduccionistas y no aceptamos que todo lo que existe, según la 
ciencia, sean nubes de electrones, o lo que la física fundamental 
nos diga que es el sustrato último. Porque si la ciencia describe 
el mundo en términos de diferentes ontologías, entonces la 
oposición con la experiencia ordinaria ya no es tan obvia. Si 
reconocemos que la ciencia considera existentes diferentes tipos 
de cosas; si reconocemos que, por ejemplo, habla no sólo de 
electrones sino de células o tipos diferentes de materiales, o co-
lectivos, entonces la tensión entre esas dos maneras de describir 
el mundo desaparece, pero tenemos que confrontar el problema 
de qué consideraremos existente.
Una epistemología fundamentalista considera que el avance 
de la ciencia pasa por el reconocimiento de una ontología cada 
vez más austera. Desde esta perspectiva, el reconocimiento de 
que la ciencia habla de diferentes tipos de cosas es sólo un obs-
táculo para el entendimiento, producto de la imperfección del 
conocimiento actual sobre los distintos procesos. Éste es el tipo 
de epistemología de la ciencia predominante en el siglo xx; en 
particular, es el ideal del positivismo lógico y de la epistemología 
naturalizada de Quine: mientras menos mejor. El avance de la 
epistemología requiere explicar el carácter prescindible de las 
ontologías “locales” propias de las “ciencias especiales”. Las mo-
léculas de la química se explican en términos de los átomos de la 
física, y las células se entienden como compuestos de moléculas. 
De esta manera se establece una distinción epistémicamente 
central entre la ciencia fundamental (que usualmente se identi-
fica con la física) y las otras disciplinas científicas.
Es indudable que el quehacer científico ha estado desde siempre 
ligado a la regimentación de la ontología. En los escritos hipocráti-
cos ya se pone énfasis en la idea de que la ciencia se distingue de la 
charlatanería porque la ciencia reglamenta la ontología de acuerdo 
con métodos empíricos. Pero el fundamentalismo no es la única 
vía posible hacia ese objetivo. Lo que podemos llamar “poda epis-
témica” es otra vía, que consiste en buscar la reglamentación de la 
epistemología no bajo el lema de “mientras menos mejor” sino bajo 
el lema “poda de manera que avance el entendimiento”. La poda 














no se hace para dejar lo menos posible como sustrato del mundo, 
sino para ordenar lo que hay, de manera que se vea un orden que 
genere entendimiento. Así, la misma estructura de las explicacio-
nes y las prácticas (que incluye métodos, normas respecto de lo 
que es posible o verosímil y valioso, técnicas de construcción 
de modelos) es lo que nos da la pauta para responder la pregunta 
sobre qué es lo que hay.
Esto requiere que el conocimiento no se entienda como un 
mero conjunto de teorías que son verdaderas o que se aproxi-
man a la verdad, sino como un conjunto de métodos, maneras 
de interactuar y hacer cosas; de estudiar y plantear problemas y 
tomar decisiones respecto de qué técnicas, creencias o mode-
los podemos o debemos tomar como andamios para avanzar en 
nuestro entendimiento del mundo. Todo esto va de la mano con 
la construcción de prácticas e instituciones que conforman un 
entorno que permite la estabilización y la reproducción, a través 
de generaciones de agentes, de esos diferentes andamios que 
permiten avanzar en nuestro entendimiento.
Bruno Latour llama modernista a una visión dualista del mundo 
en la que se opone sujeto y objeto, naturaleza y sociedad, y mu-
chas otras dualidades que son parte de cierta manera de entender 
que la objetividad de la ciencia está basada en la posibilidad de la 
certeza. En las últimas dos décadas, Latour ha escrito varios libros 
que buscan caracterizar de manera positiva la importancia de la 
ciencia como una empresa que cultiva el conocimiento objetivo, 
pero sin caer en las dualidades del modernismo. Esto lo lleva a 
sugerir que en realidad debemos reconocer la importancia de dife-
rentes modos de existencia y de diferentes tipos de la objetividad. 
La objetividad de la ciencia debe sustentarse en el reconoci-
miento de la pluralidad de modos de existencia y, por lo tanto, 
de formas de entender de manera realista nuestra relación con el 
mundo. Según Latour (2013), este reconocimiento va de la mano 
con la importancia que tiene la ciencia para ayudarnos a tomar 
decisiones racionalmente colectivas respecto de nuestra manera de 
interactuar con el mundo (con Gaia dice Latour). Los problemas 
del cambio climático, por ejemplo, son demasiado importantes 
como para dejar de tomar en serio la búsqueda de aliados con 














el fin de llegar a la mejor decisión posible bajo condiciones de 
incertidumbre. 
Tim Ingold ha escrito también varios libros que cuestionan 
la visión modernista de la ciencia; sin embargo, se centra en 
cuestionar una visión de la ciencia (que considera típicamente 
modernista) que tiene como objetivo alcanzar el dominio de la 
naturaleza. Como Latour, Ingold cuestiona dualidades epistemo-
lógicas básicas (como sociedad-naturaleza y sujeto-objeto), y a 
partir de ese cuestionamiento propone una caracterización de la 
autoridad epistémica de la ciencia muy diferente de la tradicional. 
A diferencia de Latour, la propuesta de Ingold no busca caracte-
rizar los diferentes modos de existencia que podemos rastrear en 
la historia del pensamiento que puedan luego servirnos de mapa 
ontológico para sustentar la autoridad de la ciencia y entender 
nuestro lugar en el mundo. En contraste, para Ingold, debemos 
empezar por cuestionar la dualidad fundamental que tradicional-
mente sustenta una visión muy extendida del lugar de los seres 
humanos en el mundo: la dualidad entre organismo y persona. 
Los seres humanos, nos dice, son personas y organismos, o más 
bien personas-organismos que habitan el mundo. Para Ingold, 
de manera más categórica que para Latour, no hay distinción 
entre relaciones sociales y relaciones con la naturaleza. Las 
relaciones sociales son para Ingold simplemente un subconjunto 
de las relaciones ecológicas (Ingold, 2000: 5). Su ontología es de 
organismos-personas que habitan un mundo de relaciones. De 
esa manera, la antropología y la biología son parte de una misma 
empresa. Un organismo-persona no debe verse como un ente 
discreto en relación con un mundo pasivo o meramente reactivo. 
La vida no es un mero programa, sino un despliegue creativo 
de un campo de relaciones que nos sitúa necesariamente en un 
entorno. Ingold formula esta idea de manera sucinta diciendo 
que no debemos pensar simplemente en ocupar el mundo, sino 
en habitarlo. 
Estos dos antropólogos-filósofos concuerdan en rechazar 
una visión dualista del conocimiento científico y concuerdan en 
reconocer que ese rechazo del dualismo nos lleva a una visión 
“ecológica” del conocimiento científico que nos obliga a tomar-














nos en serio la idea de que la historia y la filosofía de la ciencia 
deben entenderse como parte de un replanteamiento de las cien-
cias sociales que toma muy en serio la estructura de las prácticas 
sociales. Podemos ver algunas propuestas críticas del dualismo 
tradicional, como las anteriores, como un buen punto de partida 
para el desarrollo del marco para la filosofía de la ciencia que 
presentamos a continuación. No vamos a defender ni a desarrollar 
ninguna de las tesis específicas de Latour ni de Ingold, pero sí 
compartimos como punto de partida la idea de que las dualidades 
tradicionales que han sustentado el discurso filosófico sobre la 
ciencia hasta muy recientemente están sujetas a las críticas que 
ellos hacen y que la mejor manera de tomarse en serio esas críti-
cas es desarrollar una filosofía de la ciencia centrada en prácticas. 
Una filosofía de la ciencia centrada en prácticas reconoce de 
inicio un pluralismo ontológico y explicativo como parte integral 
del quehacer científico. Si bien hay una tensión entre diferentes 
maneras de describir el mundo, no es sostenible la idea de que hay 
una tensión entre dos maneras de describir el mundo: la científica 
y la no científica. Como veremos a lo largo del libro, hay muy 
buenas razones para pensar que el quehacer científico es parte 
de un abigarrado complejo de prácticas a través de las cuales se 
articula nuestra experiencia en diferentes tipos y organizaciones 
de normas y conceptos que muchas veces entran en tensión. 
Sin embargo, esas tensiones entre maneras de conceptualizar el 
mundo no deben verse como obstáculos para el avance de nues-
tro entendimiento (y conocimiento) sino como andamios que se 
requieren para ese avance. 
Nuestro objetivo central es argumentar que esta manera de ver 
la filosofía de la ciencia puede ayudarnos a replantear importantes 
problemas filosóficos desde perspectivas novedosas y productivas. 
Debe quedar claro desde el inicio que la idea no es sugerir que no 
hay problemas filosóficos importantes que tienen que ver con la 
estructura de teorías específicas o con el conocimiento teórico en 
general, ni tampoco queremos sugerir que todos los problemas fi-
losóficos deban verse desde la perspectiva que aquí promovemos. 
Simplemente, nuestra propuesta es que un enfoque centrado en 
prácticas puede ayudarnos a replantear una serie de problemas 














filosóficos importantes que reorientan la filosofía de la ciencia 
en una dirección que, como Latour e Ingold –entre otros muchos 
filósofos sociales de la ciencia– promueven, se aleja de una visión 
dualista del conocimiento científico. Ésa es razón suficiente para 
continuar avanzando en este tipo de estudios. 
En el primer capítulo señalamos cómo desde los inicios de la 
historiografía de la ciencia se da una tensión entre dos maneras de 
ver la ciencia: una centrada en teorías y otra centrada en prácticas. 
En el capítulo 2 presentamos una historia de la discusión sobre la 
tensión entre estos dos enfoques en la filosofía de la ciencia del 
siglo xx. Identificamos lo que denominamos un “argumento de la 
irrelevancia de las prácticas” (aip), que (las más de las veces implí-
citamente asumido) ha sido tomado por muchos filósofos como 
razón para adoptar el enfoque centrado en teorías. A continua-
ción, hacemos ver una serie de intentos pioneros de cuestionar 
y ofrecer una alternativa al aip. En el capítulo 3 examinamos 
algunas teorías del constructivismo social y señalamos que si bien 
éstas nos han ayudado a entender mejor las normas sociales de 
las investigaciones científicas, corren el riesgo de conducirnos 
a un relativismo radical en el que se menosprecia la dimensión 
normativo-epistémica. En el capítulo 4 hacemos un examen de 
dos visiones tradicionales de la racionalidad, la historicista y la 
pragmatista, que nos ayuda a argumentar, por un lado, que el 
rechazo del aip no implica el rechazo de la dimensión epistémica 
como lo suponen muchos historicistas y constructivistas sociales 
y, por otro, que es posible elaborar una teoría de la racionalidad 
científica alternativa a la historicista y a la pragmatista; una al-
ternativa que tome las normas implícitas en las prácticas como 
recursos constructivos que conformen el horizonte de lo racional. 
En el capítulo 5 presentamos el concepto de estructura heurística, 
que es el concepto nuclear de las prácticas en el sentido que nos 
interesa promover en este libro, y abordamos algunas propuestas 
alternativas para la caracterización de prácticas. En los capítulos 
6, 7 y 8 vemos cómo el enfoque centrado en prácticas nos permite 
replantear una serie de problemas clásicos de la filosofía de la 
ciencia. En el capítulo 6, en particular, presentamos cómo pueden 
replantearse el tema de explicación y el reduccionismo dentro del 














marco de nuestra propuesta. En el 7 estudiamos la naturaleza de las 
abstracciones científicas y señalamos que existen diferentes crite-
rios de corrección de abstracción en diferentes tipos de prácticas 
que corresponden a diferentes estructuras cognitivas, y que, por 
tanto, el entendimiento de las discusiones contemporáneas sobre 
la abstracción científica nos exige tomar en cuenta la dimensión 
cognitiva. Finalmente, en el capítulo 8, hacemos ver cómo la no-
ción del estilo de investigación planteada por Ian Hacking puede 
elaborarse en el contexto de una filosofía de las prácticas científi-
cas, lo que nos permite entender de manera diferente la noción de 
paradigma de Kuhn y otras maneras de entender la relación entre 
la historia y la filosofía de la ciencia, que desempeñan un papel 
importante en el desarrollo de la llamada “nueva filosofía de la 
ciencia”, a partir de mediados del siglo xx. 
Una filosofía de la ciencia centrada en prácticas debe verse 
como un punto de partida para diferentes proyectos filosóficos, 
no como un punto de llegada. Lo que desde la perspectiva de una 
ciencia homogénea podríamos ver como inhabilidad de capturar 
la línea temática que la filosofía busca atrapar, lo consideramos 
una consecuencia metodológica de nuestro supuesto acerca de 
la heterogeneidad de la ciencia. 
Nuestra intención es hacer ver cómo problemas centrales en 
la filosofía de la ciencia pueden y deben replantearse, una vez 
que tomamos en serio el papel que desempeña la organización 
de las prácticas científicas en la dinámica de las agendas científi-
cas y en particular en el desarrollo de métodos y planteamientos 
de interés epistemológico. Por supuesto que esto no quiere decir 
que una filosofía de la ciencia sobre teorías o estructura de teorías 
no sea interesante o deba dejar de hacerse. 
Como hacemos ver en el capítulo 1, hay implicaciones muy im-
portantes para nuestra manera de entender la ciencia que provienen 
de un estudio comparado de tradiciones científicas. Si, por ejemplo, 
seguimos a Needham en ver a la ciencia china en sus propios térmi-
nos y no como dependiente del desarrollo de la ciencia occidental, 
llegamos a interesantes consecuencias respecto de temas centrales 
en filosofía de la ciencia, como la cuestión del progreso o la rela-
ción entre ciencia y tecnología (véanse los capítulos 6 y 8).














En una compilación reciente (Machamer y Silberstein, 2002), 
se pretende dar un panorama del tipo de propuestas que distin-
guen a la filosofía de la ciencia naturalista contemporánea. En esa 
compilación, por ejemplo, Carl Craver nos hace ver que en la 
filosofía de la ciencia contemporánea hay un interés creciente por 
entender la diversidad de patrones que exhiben las estructuras 
teóricas de la ciencia, y en particular los patrones no formales, 
como los patrones mecanicistas que están en el centro de atención 
de lo que se conoce como el nuevo mecanicismo, uno de cuyos 
principales exponentes es Craver. Estamos de acuerdo en que la 
filosofía de la ciencia contemporánea ve hacia el futuro a través del 
estudio de patrones no formales de estructuras; sólo añadiríamos 
que no debemos limitarnos a ver esos patrones no formales como 
patrones de estructuras teóricas. Los patrones no formales que 
están en el centro de interés de la filosofía de la ciencia no surgen 
sólo en el contexto de estructuras teóricas, sino en el contexto 
de prácticas y agendas de investigación. Si, como dice Craver, 
entender las teorías científicas es un prerrequisito para entender 
la ciencia, nosotros añadiríamos que hay que recordar que ese 
prerrequisito no es el único. Aunque tal vez la mejor manera 
de mostrar nuestra posición sea decir que la heterogeneidad de 
ese complejo de agendas de investigación, que es la ciencia, no 
permite identificar un prerrequisito tan claro y definido como el 
prerrequisito por el que aboga Craver. No toda la ciencia encaja 
en el molde mecanicista. Ni los problemas importantes se agotan 
desde la perspectiva de una filosofía de la ciencia centrada en 
prácticas. La heterogeneidad de las agendas y las prácticas nos 
invita a reconocer un pluralismo irreducible en la filosofía de la 
ciencia sobre el que es necesario reflexionar. 
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1. Dos versiones 
de la historiografía de la ciencia
1. La historiografía de la visión estándar
Durante buena parte del siglo xx se fue consolidando una manera 
de ver filosóficamente la ciencia que se conoce como la visión 
estándar o tradicional. De acuerdo con esta visión, la ciencia es 
una actividad que genera conocimiento de hechos que se siste-
matizan en teorías. Si bien las teorías pueden ir cambiando, un 
rasgo crucial de esta manera tradicional de ver la ciencia es que 
se considera que tiene una estructura formal (lógica o matemá-
tica) que nos permite pensar en ella como una empresa unificada 
por un método epistémicamente privilegiado. El método es epis-
témicamente privilegiado en tanto que la evaluación de teorías 
que siguen ese método responde sistemáticamente a hechos en el 
mundo. Esta visión de la ciencia iba acompañada de una historio-
grafía de la ciencia que fue importante en la conformación de la 
disciplina de la filosofía de la ciencia. La historiografía tradicional 
de la ciencia, en la primera mitad del siglo xx, tenía una marcada 
continuidad con la historiografía de la ciencia desarrollada du-
rante el siglo xix por autores como John Herschel (1792-1871). 
La idea central es que la ciencia es una empresa que es acumu-
lativa en el sentido de que si bien las teorías pueden cambiar, 
el conocimiento fáctico al que se llega utilizando esas teorías 
es un conocimiento que llega para quedarse. Como lo plantea 







































John Stuart Mill (1806-1873), en 1831, en un escrito famoso: las 
teorías de la ciencia “están creciendo continuamente pero nunca 
cambian” (Mill, 1831: 228).
Esta visión acumulativa de la ciencia tiene cuestionamientos 
importantes en el mismo siglo xix. William Whewell es uno de 
los críticos más importantes de esa concepción. Ya en la década 
de 1820, Whewell considera que esa visión positivista del pro-
greso es inadecuada y sugiere que la superación de esa visión 
de la ciencia requiere incorporar en nuestra idea de progreso 
a un diseñador. Uno de los grandes debates del siglo xix tiene 
que ver precisamente con la búsqueda de una noción robusta 
de progreso, una noción que no nos obligue a apelar a causas 
no naturales para dar cuenta de las explicaciones en la ciencia y 
el tipo de progreso que permite. La idea positivista de progreso 
sigue siendo predominante hasta bien entrado el siglo xix (y entre 
muchos científicos y educadores hasta el presente). Lyon Playfair, 
en 1855, en su conferencia de inauguración como presidente de 
la Asociación Británica para el Avance de la Ciencia, formula 
muy claramente esa idea positivista de progreso: 
[U]na verdad establecida en la ciencia es como la constitución de 
un átomo en la materia: algo que está tan fijo en el orden de las 
cosas que ha llegado a ser independiente de futuros peligros en la 
lucha por la existencia. La suma de todas esas verdades es el tesoro 
intelectual que desciende a través de cada generación en sucesión 
hereditaria (Playfair, 1855).
Esta visión de progreso científico extiende sin mucho argumen-
to algo que parecía tener lugar en las ciencias físicas, a saber, que 
el avance de la ciencia consistía en la acumulación de generali-
zaciones que encajaban con el plan maestro, en última instancia 
explicable por las leyes de Newton. En esta visión era posible ha-
blar de revoluciones, pero como en el caso de los seres humanos, 
las disciplinas experimentaban un paso a la madurez, una “revo-
lución”, solamente una vez en su historia. Una vez que pasaban 
este estadio crítico, las ciencias contribuían con conocimiento que 
nunca cambiaba.

































En la segunda mitad del siglo xix los cuestionamientos a esta 
visión del progreso científico arrecian. Se empieza a reconocer 
que, si bien no tenemos por qué estar de acuerdo con la solución 
al problema que plantea Whewell, su perspectiva apunta a un 
problema que tiene que tomarse en serio: el concepto positivista 
de ciencia y, en particular, como explicamos en seguida, la dis-
tinción entre ley teórica y ley experimental.
El cuestionamiento de las teorías corpularistas de la luz y la 
amplia aceptación que empiezan a tener las teorías ondulatorias 
de la luz a mediados del siglo xix son temas particularmente im-
portantes, porque cuestionan uno de los pilares de la tradición 
newtoniana, la cual era considerada la ciencia madura por an-
tonomasia, pues ya había tenido su revolución. Así, la aceptación 
de la luz como un fenómeno ondulatorio obligó a malabarismos 
epistemológicos. Herschel, por ejemplo, recurre a una distin-
ción entre leyes experimentales y leyes teóricas, esto es, entre 
leyes que podemos reconocer que “tienen una existencia real 
en la naturaleza” e hipótesis como la de Fresnel, que no apunta 
con certeza a una causa existente. Una ley experimental es 
una ley que puede formularse en un lenguaje que no requiere 
ningún término teórico. Pero esta distinción epistemológica cae 
en picada una vez que Helmholtz cuestiona la idea de que la 
geometría euclideana es una necesidad de la intuición. El desa-
rrollo de las geometrías no euclideanas cuestiona la idea de que 
conceptos como el de espacio puedan considerarse limpios de 
carga teórica. 
Esto lleva a buscar otras maneras de sustentar esta división 
entre leyes teóricas y experimentales. El positivismo lógico puede 
verse como una manera de retomar la idea de Herschel, utili-
zando la lógica en lugar de la física como punto de partida para 
distinguir entre los tipos de leyes que permiten mantener la visión 
positivista del progreso. 
Este apretado resumen de una larga y complicada historia a 
través del siglo xix tiene como objetivo hacer ver que hay cierta 
manera tradicional de entender la ciencia como un tipo de em-
presa epistemológica que los filósofos de la ciencia han vinculado 
con una peculiar idea de progreso y de explicación científica que 







































el siglo pasado terminó por cuestionarse como apropiada para 
entender el quehacer científico. 
Esta visión positivista de la ciencia se examina desde una pers-
pectiva diferente en varios trabajos históricos en la primera mitad 
del siglo xx. Los historiadores escriben historias de la ciencia 
que implícita o explícitamente dan respuesta a los problemas que 
planteaba esta visión positivista del progreso científico. Uno de 
los trabajos más influyentes de este tipo es el de George Sarton. 
En la primera mitad del siglo xx (de 1927 a 1948), Sarton es-
cribió una obra monumental en cinco tomos sobre la historia de 
la ciencia, titulada Introduction to the History of Science (Sarton, 
1927-1948), considerada generalmente la iniciadora de la historia 
de la ciencia como disciplina independiente. En esta obra se en-
fatizaba una manera de entender la historia como una trayectoria 
de descubrimientos y personajes claves que permitían hacer un 
mapa de la ruta del progreso. El libro tenía una agenda filosófica 
oculta que puede formularse de la siguiente manera: los filósofos 
siguen discutiendo mucho sobre cómo caracterizar el progreso y 
las explicaciones científicas, pero un libro como éste muestra que 
el valor indiscutible de la ciencia no está en las sutilezas filosóficas 
respecto de cómo entender las leyes que sustentan las explicacio-
nes que nos permiten el avance científico, sino en el avance del 
número de verdades establecidas que, como nos dice Playfair en 
la cita previa, constituyen un tesoro que no es posible cuestionar. 
Según Sarton, los historiadores tienen la tarea de evaluar los logros 
históricos para determinar si han contribuido al progreso científico, 
es decir, al desarrollo de la ciencia del pasado hacia la ciencia del 
presente. El criterio de comparación se basa en la metodología y la 
racionalidad presupuesta de la ciencia tal y como esa ciencia existe 
en el presente del historiador. Este presentismo no se considera 
preocupante porque se presupone que ese presente del historiador 
es un punto en la línea que a través del tiempo nos lleva de menos 
a más conocimiento. Hasta mediados del siglo xx el presentismo 
no se cuestionó, y en la medida que no se cuestiona, es posible 
desarrollar una historiografía y una filosofía de la ciencia que parta 
del supuesto de que la ciencia es una empresa distinguible por 
sus logros epistémicos y que esos logros pueden caracterizarse 

































como un aumento del conocimiento fáctico. Así, la historiografía 
de Sarton puede resumirse en tres puntos:
-Es progresista en tanto que considera que la ciencia progresa 
mediante una acumulación del conocimiento verdadero.
-Es presentista en tanto que evalúa los logros del pasado en rela-
ción con los criterios actuales de lo que es buena ciencia. 
-Es internalista porque sostiene que los factores externos, socia-
les, psicológicos, sólo explican desviaciones de la racionalidad 
y no la racionalidad de la ciencia, que se establece únicamente 
por métodos objetivos que dependen de los dos puntos anteriores 
(véase Kragh, 1987: 18-19).
La evaluación de la obra de Sarton va a depender, por su-
puesto, de si estamos dispuestos a aceptar las premisas de las que 
parte. La historia de la ciencia a partir de los años sesenta del 
siglo xx cuestiona los tres puntos de apoyo de la historiografía de 
Sarton, y no es sorprendente que la historia escrita por este autor 
sea usualmente considerada un ejemplo paradigmático del tipo 
de historia de la ciencia que tenía que abandonarse. 
Muchos historiadores y filósofos estarían de acuerdo con que 
esta manera de hacer historia de la ciencia no nos ayuda a enten-
der lo que es realmente la ciencia. Pero dependiendo de nuestra 
perspectiva filosófica cabría un diagnóstico diferente. Para nues-
tros propósitos es importante distinguir en la historiografía y la 
filosofía de la ciencia contemporánea tres puntos de vista que son 
incompatibles con la historiografía de Sarton.
El primero cuestiona la idea de que la historia de la ciencia 
sólo ofrece informaciones descriptivas de acontecimientos históri-
cos y no puede explicar la normatividad epistémica de la ciencia, 
que proviene de reglas metodológicas. La normatividad científica 
viene de las reglas metodológicas, cuya naturaleza se revela por 
la epistemología y no por la historia de la ciencia. En otras pala-
bras, se considera que el origen de la normatividad de las reglas 
metodológicas viene de la estructura formal de los recursos expli-
cativos de la ciencia, algo que no tiene nada que ver con factores 
psicológicos o sociales. Como observa Larry Laudan: 







































Alrededor de la tercera década del siglo pasado […] los filósofos 
de la ciencia, fascinados por la atractiva promesa del positivismo 
lógico de dejar claro el sentido en el que la ciencia es investigación 
rigurosa, empezaron a pensar que el método del análisis conceptual 
por sí sólo era suficiente para entender adecuadamente las investi-
gaciones científicas. Pensaron que una detallada familiarización con 
la historia de la ciencia (especialmente la de antes del siglo xx) tiene 
poco que decir sobre los fundamentos conceptuales y metodológi-
cos de las ciencias. Un fenómeno significativo es que ninguna de 
las figuras importantes del empirismo lógico (e.g., Schlick, Carnap, 
Reichenbach y Hempel) vio la importancia de seguir los pasos ante-
riores de Comte, Whewell, Mach y Duhem, quienes habían insistido 
en la necesidad de utilizar la historia para ilustrar y, algunas veces, 
evaluar las doctrinas alternativas. Los análisis formales y lógicos ten-
dían a reemplazar los estudios históricos como la manera preferida 
de hacer la investigación (Laudan, 1990: 48).
Un segundo punto de vista incompatible con la tradición clásica 
ejemplificada por Sarton está expuesto en el libro de Thomas 
Kuhn, La estructura de las revoluciones científicas (1962/1970). 
Kuhn cuestiona directamente la tesis tradicional presupuesta por 
Sarton de que el avance de la ciencia consiste en la acumulación 
de conocimiento. Kuhn considera que la historia de la ciencia 
muestra claramente que, contrario a esta tesis tradicional, en mu-
chos casos claros de avance científico paradigmático, el avance 
no puede entenderse como consecuencia de evaluaciones que 
sigan reglas compartidas provenientes de criterios de objetividad 
absoluta. Este rechazo tiene implicaciones importantes para la 
filosofía y la historia de la ciencia. Sugiere que la ciencia no es 
una empresa que se distinga por su objetividad, o por lo menos 
apunta a que la objetividad de la ciencia no se captura por un 
concepto simplista de acumulación del conocimiento.
Un tercer punto de vista incompatible con la historiografía de 
Sarton, prominente en algunas propuestas historiográficas, socio-
lógicas y filosóficas contemporáneas, es la idea de que entender 
la ciencia requiere no sólo entender la estructura de sus teorías 
sino la estructura y la dinámica de sus prácticas.

































Estos tres puntos de vista, hoy en plena discusión, no sur-
gieron de la nada en la segunda mitad del siglo xx. Todos ellos 
tienen importantes antecedentes en discusiones anteriores. Como 
dijimos previamente, Whewell pensaba, a principios del siglo xix, 
que entender la ciencia requería entender la dimensión teleoló-
gica del conocimiento científico que apuntaba a la necesidad 
de presuponer un principio (o ente) ordenador no natural (Dios, 
en última instancia). Otros, como Herbert Spencer, pensaban 
que ese principio ordenador podía verse como parte de la na-
turaleza, como una ley universal que hacía que los fenómenos 
tendieran a generar cierto tipo de orden (Spencer, 1857). En 
el siglo xx, sobre todo por el impacto de la teoría de Darwin, 
que hizo ver las dificultades con este tipo de explicaciones, se 
desarrollaron muchas propuestas; por ejemplo, Pierre Duhem 
(1913), Alexandre Koyré (1968) y Edwin Burtt (1964) proponían 
que los presupuestos metafísicos habían desempeñado un papel 
importante en el desarrollo de la ciencia en diferentes épocas. 
Los historiadores marxistas como Boris Hessen y John Desmond 
Bernal consideraban que los factores socioeconómicos eran 
determinantes en la formación de las instituciones científicas, 
pero que además eran factores que debían tomarse en cuenta 
para entender el tipo de teorías que se consideraban verdaderas 
(véanse, por ejemplo, Hessen, 1931, y Bernal, 1939). Desde la 
perspectiva de la tradición clásica y de Sarton en particular, esos 
factores “externos” podían explicar algunas cosas, pero no entra-
ban en la justificación epistémica del conocimiento científico. 
Precisamente una de las discusiones más importantes, producto 
del cuestionamiento del punto de vista tradicional, fue poner en 
duda esa distinción entre factores “internos” y “externos” (véase 
Shapin, 1992).
Hay muchas maneras en las que este cuestionamiento puede 
aterrizarse en modelos de la ciencia no tradicionales, tanto en his-
toriografía como en filosofía de la ciencia. En este libro nos interesa 
sobre todo mostrar cómo tomar en serio la estructura de prácticas 
de la ciencia permitirá superar de manera natural y productiva el 
internalismo de una propuesta tradicional como la de Sarton y el 
relativismo de una propuesta como la de Kuhn (por lo menos en 







































ciertas interpretaciones de su modelo). Pero antes de pasar a un 
examen de nuestra propuesta centrada en prácticas será productivo 
detenernos a repasar los elementos básicos de una historia de la 
ciencia que, a diferencia del tipo de historia defendida por Sarton, 
es una historia de la ciencia centrada en prácticas. Detenernos en 
las ideas de Needham va a ser importante para nuestra propuesta, 
porque va a dejar claro cómo la discusión sobre la preeminencia 
de las prácticas sobre las teorías en nuestra apreciación de la 
ciencia está íntimamente relacionada con diferentes maneras de 
entender la ciencia como cultura y, por lo tanto, con diferentes 
maneras de entender el alcance de las ciencias sociales en los mo-
delos filosóficos de la ciencia.
2. Joseph Needham, biólogo e historiador
Antes de dedicarse a la historia de la ciencia, Joseph Needham 
(1900-1995) había sido un bioquímico exitoso en el Colegio de 
Gonville y Caius de Cambridge, Inglaterra. A la edad de 31 años 
publicó una obra en tres volúmenes, Chemical Embryology, y diez 
años después la voluminosa Biochemistry and Morphogenesis. 
En 1937, un grupo de bioquímicos chinos del Colegio de Jinling 
en Nanking llegaron al laboratorio de Cambridge y trabajaron allí 
hasta el verano de 1939, con Needham y su esposa Dorothy Moyle. 
Esto llevó a Needham a convencerse de que había una riqueza en 
la historia de la ciencia china que no podía ser explicada por el 
modelo tradicional historiográfico de la ciencia. Esta convicción 
recibió apoyo de otras corrientes de pensamiento que se ventilaban 
en esa época. Una de ellas es la influencia de la sociología de la 
ciencia externalista de J. Desmond Bernal. Needham adoptó la idea 
marxista de que los factores socioeconómicos, más específicamente 
el modo de producción y las condiciones materiales y tecnológi-
cas, afectan e incluso determinan el desarrollo del pensamiento 
científico. Sin embargo, Needham no era un marxista ortodoxo 
ni un externalista extremo. En el área de la filosofía de la ciencia, 
Needham consideraba que el enfoque organicista de Whitehead 
era más adecuado para explicar la estructura, el funcionamiento 

































y la evolución de las investigaciones bioquímicas. Más tarde, este 
acercamiento organicista le sería muy útil para reflexionar sobre 
la base filosófica de la ciencia china antigua y medieval. Si bien 
no tenía formación académica como historiador, Needham había 
escrito una serie de trabajos históricos, ya que no dudaba que para 
entender la ciencia o cualquiera de sus ramas hay que entender 
su historia. El primer volumen de su Chemical Embryology es 
un estudio histórico; fue publicado separadamente un año des-
pués, en 1932, con el título A History of Embryology. En 1936, 
Needham, y otros colegas, como Dampier-Whetham, Hamshaw 
Thomas, Desmond Bernal, Herbert Butterfield, entre otros, promo-
vieron la fundación del Departamento de Historia de la Ciencia 
en Cambridge. Una de las primeras colaboradoras de Needham, 
Gwen-Djen Lu, observó que el interés de Needham por la ciencia 
china se basaba en la idea de que 
no vale la pena quejarse de que la inducción eléctrica o el cálculo 
vectorial no hubieran sido descubiertos en el siglo x, porque la cien-
cia distintivamente moderna se inició en Europa sólo como parte de 
la revolución científica en el siglo xvii. Pero antes de este momento, 
durante veinte siglos, hubo ciencias antiguas y medievales. En el 
contexto de esa ciencia medieval había fundamentos sobre los que 
la ciencia pudo haberse desarrollado (Lu, 1982: 6).1
Needham aceptó en 1942 el puesto de agregado cultural en la 
embajada inglesa en Chongqing, China, y trabajó durante tres años 
ayudando a los científicos chinos durante la Segunda Guerra Mun-
dial. En 1954 publicó el primer volumen de Science and Civilisation 
in China, sobre las condiciones geográficas, sociales y económicas 
de la ciencia china; en 1956, publicó el segundo sobre la histo-
ria del pensamiento científico y en 1959, el tercero sobre la historia 
de las matemáticas, la astronomía y la geografía. Posteriormente se 
1 Era una idea comúnmente aceptada la de que la matematización y la experi-
mentación son dos características distintivas de la ciencia moderna fundamentada 
en la revolución científica que culminó en el siglo xvii. Los estudios históricos en 
la segunda parte del siglo xx, incluso los del mismo Needham, han ofrecido sufi-
cientes evidencias para cuestionar esta idea simplista (e.g., Shapin, 1992; 1996).







































publicó un cuarto volumen (en tres partes) sobre la física y la tec-
nología física; un quinto volumen en ocho partes sobre la química 
y la tecnología química; y un sexto volumen sobre la biología y 
la tecnología biológica, en dos partes. Varios volúmenes han sido 
agregados desde entonces por colaboradores del proyecto. 
3. La ciencia china antigua y medieval comparada
Para una historiografía progresista, presentista e internalista como 
la de Sarton, la ciencia de la China antigua y medieval, como la 
de Egipto o Babilonia o cualquiera otra región del mundo, son 
meros antecedentes históricos que pueden verse como primeros 
pasos tentativos, aunque no son realmente ciencia en sentido es-
tricto, dado que no son el resultado de un método sistemático, 
como es el caso en la ciencia occidental. De acuerdo con esta 
historiografía, la ciencia propiamente dicha se inicia en la Gre-
cia antigua, donde apareció la idea de sistema formal axiomático 
(en la geometría euclidiana), y culmina en el Renacimiento con 
el descubrimiento de la metodología de verificación de hipóte-
sis mediante la experimentación. Si bien en el Oriente antiguo 
(en la India, Egipto, Babilonia y China) habían existido prácticas 
y técnicas médicas, las matemáticas y la astronomía primitivas 
no se desarrollaron a través de los razonamientos formales y la 
experimentación, por lo que estas prácticas sólo pueden verse 
como “el amanecer” de la ciencia (e.g., Sarton, 1952: 3-18).2 
 Sin embargo, lo que Needham deja muy claro es que esta ma-
nera de hacer la historia de la ciencia tiende a despreciar la 
contribución de la ciencia china antigua y medieval. “Un ejem-
plo”, como observa Needham:
es un famoso libro del profesor J.B. Bury, The Idea of Progress. En él, 
Bury se refiere al hecho de que durante el Renacimiento en Europa 
2 La idea de que la ciencia, además de otros conceptos filosóficos que caracteri-
zan el pensamiento occidental, se inició en la Grecia antigua, es una idea llamada 
por David Pingree (2000) Hellenophilia. Esta idea dominaba la historiografía de la 
ciencia del siglo xx y recientemente ha sido cuestionada (Conner, 2005, cap. 3).






































había muchas discusiones entre los sabios, algunos de los cuales 
sostenían que los “modernos” (en referencia a los sabios del Renaci-
miento) eran mejores que los “antiguos”, y otros que los “antiguos” 
eran mejores que los “modernos”. Quienes apoyaban a los modernos 
solían argumentar que eran mejores porque habían hecho descubri-
mientos tales como la imprenta, la pólvora y la brújula magnética. Lo 
que es sorprendente es que en el libro de Bury no haya ni una nota 
que mencione que todos estos descubrimientos no fueron realizados 
en Europa sino en Asia (Needham, 1970: 91).
El entendimiento de la ciencia china y medieval como un 
estado primitivo de la ciencia asume que la ciencia se caracteriza 
por la experimentación y la metodología basada en los razona-
mientos formales que concluyen en una teoría. El típico ejemplo 
de esta propuesta es una famosa carta de Einstein dirigida a J.E. 
Switzer en 1953:
Querido señor:
El desarrollo de la ciencia occidental se ha apoyado en dos grandes 
logros, la invención del sistema lógico formal (en la geometría eucli-
diana) por los filósofos griegos y el descubrimiento de la posibilidad 
de hallar relaciones causales mediante experimentos sistemáticos (en 
el Renacimiento). En mi opinión no hay que asombrarse de que los 
sabios chinos no hayan dado estos pasos. Lo sorprendente es que 
alguien llevara a cabo esos descubrimientos.
Cordialmente,  
Albert Einstein (cit. en Needham, 1969: 43-44).
Ésta es una idea compartida por la gran mayoría de los histo-
riadores de la ciencia en la primera parte del siglo xx, entre ellos, 
A.C. Crombie, D.J. de Solla Price, J. Desmond Bernal, y C.C. 
Gillispie, Marshall Clagett, E.J. Dijksterhuis, Alexandre Koyré 
(Needham, 1969: 42-43; Conner, 2005: 117). Para Needham, sin 
embargo, esta idea de Einstein es demasiado estrecha para en-
tender la naturaleza de la ciencia, por las siguientes tres razones. 







































En primer lugar, las matemáticas van más allá de la geometría 
deductiva y sus demostraciones. Como lo hace ver Needham, los 
chinos desarrollaron muchos métodos algebraicos y de análisis. 
En segundo, los métodos científicos no son meramente métodos 
formales; usualmente involucran una serie de presupuestos meta-
físicos, por ejemplo, la aplicación de la geometría euclideana en 
el sistema ptolemaico asume la existencia de esferas celestiales 
cristalinas sólidas. En tercero, si bien la geometría deductiva 
griega es la base para desarrollar (una versión estrecha de) las 
ciencias mecanicistas, no es aplicable en otras áreas científicas. 
Estas tres razones exigen tener una visión más amplia de la 
ciencia que pueda dar cuenta del papel de las prácticas científi-
cas más allá de la búsqueda o identificación de teorías formales 
reguladas por inferencias a partir de experimentos. Como nos 
dice Needham: 
lo que hicieron los chinos fue clasificar los fenómenos naturales, 
desarrollar instrumentos científicos de gran refinamiento para las 
etapas a las que pertenecían, observar y registrar una serie de fenó-
menos con una persistencia difícilmente igualada en cualquier lugar 
y si fracasaron (como todos los hombres medievales, incluidos los 
europeos) en aplicar hipótesis de tipo moderno, en cambio experi-
mentaron, siglo tras siglo, obteniendo resultados que podían repetir 
a voluntad. Cuando repasamos esta lista de las formas de actividad 
científica, resulta difícil comprender cómo alguien puede negarles su 
estatus de componentes esenciales de la ciencia, si no es en interés 
de alguna toma de partido instintiva (Needham, 1969: 46).
Para poder dar cuenta de estas actividades científicas en la 
China antigua y medieval, Needham sugiere introducir la no-
ción de una ciencia universal que se considera constituida por 
prácticas científicas y tecnológicas (Needham, 1954). La ciencia 
universal, a grandes rasgos, puede entenderse como el conjunto 
de investigaciones sistemáticas reproducibles mediante la expe-
riencia. Ésta es una noción que abarca tanto las ciencias antiguas 
y medievales en diferentes partes de la Tierra como la ciencia 
moderna occidental. Para Needham, el valor de los estudios 






































históricos fuera del contexto de la ciencia occidental no consiste 
únicamente en señalar sus contribuciones a y sus relaciones con 
la ciencia moderna occidental. Dice Needham: 
Todo depende de la definición del legatario, si el legatario es so-
lamente Europa, o la ciencia moderna universal, o todo el género 
humano. Yo insistiría en que no es justo exigir que toda actividad 
científica o tecnológica haya contribuido al progreso de la cultura 
europea. Ni tenemos siquiera que demostrar que ha constituido 
material de construcción para la ciencia moderna universal. La his-
toria de la ciencia no se escribe solamente con un hilo continuo de 
influencias ligadas entre sí. ¿Acaso no existe una historia ecuménica 
del pensamiento y el conocimiento del hombre sobre la naturaleza, 
en la que cada esfuerzo puede ocupar su lugar, independientemente 
de las influencias que recibió o que ejerció sobre otros ¿No son la 
historia y la filosofía de la ciencia universal las únicas legatarias 
verdaderas de toda empresa humana? (Needham, 1969: 60-61).
Siguiendo una historiografía kuhniana, uno puede quejarse 
de que la “ciencia universal” de Needham asume una idea de 
ciencia lineal y acumulativa (Bray, 1995 y Low, 1998). La queja 
puede tener algo de razón, porque Needham parece presuponer 
un cierto acumulacionismo de la empresa científica, pero cierta-
mente no comparte la creencia de que la ciencia es linealmente 
acumulativa. La crítica simplista de que la visión de la ciencia 
acumulacionista tiene que superarse no toca las ideas que ins-
piran una visión acumulacionista; por ejemplo la idea de que 
sabemos más física hoy que en tiempos de Aristóteles. La tensión 
puede resolverse de manera simple. Lo que es muy cuestiona-
ble es la creencia en un acumulacionismo lineal (creencia que 
Needham no compartía), y más allá de ese tipo de acumulacio-
nismo lineal, un tema importante de discusión es el sentido en 
el que podemos hablar de que la ciencia es acumulacionista. 
Para Needham las prácticas científicas que se han desarrollado 
en diferentes culturas son como ríos que contribuyen a un “mar” 
que es la “ciencia universal”. Desde esta perspectiva la idea de 
ciencia universal es cercana a la visión enciclopedista de Neurath 







































(véase el capítulo siguiente para una elaboración de esta idea).3 
La universalidad consiste en la inclusión de tradiciones cientí-
ficas heterogéneas, que se consideran científicas por el tipo de 
estudios y métodos y por la manera en que esas tradiciones se 
relacionan con el contexto social específico en el que se desa-
rrollan. Como lo pone un historiador y exdirector del Instituto 
Needham de Investigación en la Universidad de Cambridge:
Considero que los avances en el estudio de la ciencia china van a 
requerir entender a profundidad las circunstancias en las que se hacía 
ciencia y tecnología. Cómo las ideas técnicas de los científicos se 
relacionan con el resto de su pensamiento; […] quienes eran los que 
participaban en la formación de consensos respecto de cuales eran 
los fenómenos problemáticos y cuales los tipos legítimos de respuesta 
[…] a qué fines servía la ciencia, que hacían que sus leyes se con-
formaran a las leyes de la pintura china y los principios básicos de la 
conducta moral (Sivin, 1984: 549).
La idea de Needham y Sivin de que la ciencia tiene que estu-
diarse y entenderse en su contexto social propio fue bien recibida 
por muchos historiadores de la ciencia antigua. G.E.R. Lloyd, un 
famoso historiador de la ciencia griega antigua cooperó con Sivin 
en un estudio comparativo de la ciencia griega y la ciencia china 
antiguas. Para ellos las actividades científicas podían entenderse 
como procesos culturales únicos (Lloyd y Sivin 2002: 3). Desde esta 
perspectiva, no deben buscarse criterios neutrales como base para 
la comparación global entre tradiciones científicas, ya que es 
3 Needham no tiene por qué exigir que este conocimiento científico tenga que ser 
del todo coherente; basta con asumir que los científicos en diferentes tradiciones 
pueden, si así lo quieren, entender las ciencias de otras tradiciones y comunicarse 
mediante la construcción de lenguajes puente, o creoles en la terminología de Ga-
lison (véase Galison, 1997). Esto es, el mar de la ciencia universal que comparten 
los seres humanos no tiene que ser homogéneo; puede ser heterogéneo siempre 
y cuando haya una actitud de tolerancia a las otras tradiciones, un interés por 
entenderlas y reconocer que promueven valores semejantes. De manera análoga 
a como la visión enciclopedista de Neurath no presupone una visión lineal y 
acumulacionista de la ciencia, la ciencia universal de Needham no tiene por 
qué presuponer que el desarrollo de la ciencia es lineal y acumulativo. Para una 
discusión de esta manera de leer a Neurath, véase Cartwright et al., 1996.






































sólo a través de comparaciones cuidadosamente construidas, que 
toman muy en serio las diferentes maneras en las que las distintas 
tradiciones articulan sus experiencias, que podemos llegar a un 
entendimiento de la ciencia en general. Por ejemplo, tanto en 
China como en Grecia había tradiciones de matemáticas, pero 
tenían métodos y fines diferentes. Los griegos adoptaban un estilo 
axiomático y deductivo que se asociaba con las prácticas de ar-
gumentación en los debates públicos. En un silogismo la premisa 
mayor tiene que ser considerada como verdadera. En cambio, 
los chinos desarrollaron algoritmos, sin presuponer axiomas. Esto 
podría deberse a que en China los debates no eran públicos, y tal 
vez no podían serlo, porque a diferencia de Grecia en donde las 
ciudades a lo más incluían algunas decenas de miles de posibles 
interlocutores, en China había muchas más ciudades importan-
tes, más pobladas y menos autónomas. 
Pueden también compararse las prácticas astronómicas en 
Grecia y en China. Los griegos utilizaban modelos geométricos 
para mostrar que las regularidades celestes eran aparentes y po-
dían explicarse como regularidades en los modelos, mientras que 
para los chinos las regularidades eran uniformidades represen-
tadas por modelos algebraicos y las desviaciones eran causadas 
por errores morales cometidos por los seres humanos. Para un 
astrónomo chino, si un eclipse esperado no tenía lugar, eso no se 
veía como un error de predicción, sino como un indicio moral 
o político. En China, a diferencia de Grecia, las actividades de 
los astrónomos estaban estrictamente controladas por el Estado, 
quizás porque las técnicas astronómicas tenían consecuencias 
políticas importantes. 
Lo que no se puede hacer son juicios apresurados sobre el 
tipo de ciencia que se hacía en Grecia en contraposición al tipo 
de ciencia que se hacía en China. Uno podría pensar que en 
Grecia la ciencia se hacía buscando teorías unificadas y en China 
no. Pero ése no es el caso. Por ejemplo, en ambas sociedades la 
medicina tenía tareas de diagnóstico y curación. Sin embargo, 
mientras que en la China antigua la medicina se hacía a partir 
de una teoría unificada basada en nociones ontológicas como el 
Yin y el Yang y tomando las relaciones entre la naturaleza y los 







































seres humanos como punto de partida, en la medicina griega se 
tomaba la estructura del cuerpo humano como punto de partida. 
Es claro que llevar a cabo este tipo de estudio comparativo de 
tradiciones científicas requiere reconocer que la ciencia consiste 
en complejos de prácticas heterogéneas que se explican a través 
de su interacción y su historia (que obliga a reconocer la impor-
tancia del pluralismo epistémico del que hablaremos en varias 
secciones del libro y en el capítulo 8 en particular).
Las comparaciones sobre tradiciones tan diferentes son díficiles, 
pero pueden ser muy importantes para ayudar a enmarcar pro-
blemas cruciales de interés contemporáneo. En su libro Cognitive 
Variations: Reflections on the Unity and Variation of the Human 
Mind (2007), Lloyd utiliza este marco comparativo entre la 
ciencia antigua en Grecia y China para destacar una serie de 
cuestiones que están actualmente en el centro de discusiones en 
las ciencias cognitivas y en la filosofía de la ciencia. Lloyd quiere 
mostrar como la comparación histórica entre tradiciones hete-
rogéneas (en particular las tradiciones griega y china en ciencia) 
puede ayudarnos a entender lo que hay de común y lo que hay 
de diferente en las maneras de razonar en distintas sociedades. En 
particular, le interesa utilizar este marco comparativo para evaluar 
una serie de tesis muy conocidas sobre la existencia de universales 
que supuestamente subyacen en las diferentes culturas humanas. 
Una tesis central del libro de Lloyd es que la discusión acerca 
de si hay o no una unidad psíquica en los seres humanos no debe 
plantearse en términos globales, como si los dos puntos de vista 
expresaran alternativas exhaustivas y excluyentes. La conclusión 
va a ser que en realidad hay sentidos en los que podemos hablar 
de unidad psíquica y hay sentidos en los que no, y que sobre 
todo, el plantear los problemas localmente y en relación con 
cuestiones específicas nos da un mapa de la diversidad cognitiva 
y de los límites y alcances de los rasgos cognitivos comunes. El 
punto de partida de Lloyd es una discusión de la famosa tesis de 
Sapir-Whorf según la cual los lenguajes hablados por diferentes 
comunidades establecen diferencias importantes respecto de lo 
que se considera que existe o es el caso. Lloyd va a llegar a la 
conclusión de que si bien la tesis de Sapir-Whorf no es del todo 






































incorrecta, la diversidad o unidad cognitiva que importa no tiene 
por qué capturarse en términos de diferencias o unidad de estruc-
tura lingüística. La diversidad cognitiva no puede encajonarse en 
términos lingüísticos. 
Lloyd dedica un capítulo a reflexionar sobre unos famosos ex-
perimientos de Brent Berlin y Paul Kay que han sido ampliamente 
discutidos en relación con la tesis de Sapir-Whorf. Los experimentos 
en cuestión llevaron a Berlin y Kay a concluir que a pesar de que 
las terminologías sobre colores en varias culturas humanas difieren 
mucho, hay leyes generales y patrones que todos los seres humanos 
comparten. Ellos encontraron, por ejemplo, que si un lenguaje tiene 
sólo tres términos (básicos), estos términos van a ser negro, blanco 
y rojo. Los lenguajes que tienen cuatro términos agregan amarillo 
o verde. Aquellos que incluyen cinco términos tienen amarillo y 
verde. Los términos básicos según Berlin y Kay (1969: 6) deben 
satisfacer las siguientes condiciones:
1. Los términos deben ser monoléxicos, esto es, su significado 
no debe de ser predecible del significado de las partes (por 
ejemplo el término azul-verde estaría excluido).
2. No deben ser definibles a partir de otro color. Por ejemplo, 
escarlata no podría ser básico.
3. Su aplicación no puede restringirse a una clase estrecha de 
objetos (por ejemplo el color azabache aplicado a caballos 
estaría excluido).
4. Deben de ser psicológicamente destacados para los informantes. 
Ha sido ampliamente aceptado que los experimentos de Berlin 
y Kay establecen la unidad psíquica de los seres humanos. Si bien 
hay diferencias en las maneras en que se perciben y se expresan 
lingüísticamente los colores, esas diferencias son superficiales, y 
a ellas subyace una estructura descrita por leyes universales que 
obedecen los términos básicos. 
Un punto crucial de la crítica de Lloyd a la tesis de Berlin y 
Kay es el reconocimiento del hecho de que nuestra habilidad para 
discriminar colores va más allá de los recursos lingüísticos de 
los que dispongamos. No necesitamos nombres ni sistemas cla-







































sificatorios para percibir el tipo de difererencias entre colores o 
entre matices o tonos. Lloyd saca a colación varios experimen-
tos que muestran que esto es el caso. Podrían darse muchos 
otros experimentos recientes en psicología cognitiva que apo-
yarían la crítica de Lloyd. Es más, una psicología cognitiva 
que se toma en serio el concepto de afordancia (affordance)4 
cuestiona de entrada los supuestos sobre los que se construye la 
tesis. Como bien lo dice James Gibson “no se requiere clasificar y 
poner etiquetas a las cosas para percibir sus afordancias (affordan-
ces)” (Gibson, 1986: 134).
Lloyd también hace ver que los tres modos de percepción del 
color que son ampliamente reconocidos, a saber, tonalidad, gra-
do de luminosidad y grado de saturación forman un continuo, y 
que por lo tanto las condiciones que definen los términos básicos 
requieren, en todo caso, abstraer entidades discretas de un con-
tinuo. Los experimentos de Kay y Berlin se hicieron sobre todo 
enfocados en tonalidades (Lloyd y Sivin 2002: 13). Y por lo tanto, 
las opciones que se le daban a los entrevistados ya incorporaban 
abstracciones que guiaban la respuesta a opciones limitadas que 
se planteaban como tonalidades alternativas. Esto es un defecto de 
los experimentos porque sabemos que hay lenguajes naturales en los 
que las discriminaciones básicas no se hacen con base en la tonali-
dad sino en la luminosidad. Lloyd hace ver que entre los griegos la 
discusión sobre si hay colores básicos se plantea en lo que debería 
traducirse como una oposición entre brillante versus oscuro, y no 
como Berlin y Kay lo harían, entre blanco y negro. Es más, Lloyd 
trae a colación varios experimentos que muestran la importan-
cia de reconocer diferentes posibles maneras de hacer diferencias 
entre colores que no dependen de diferencias entre lenguajes.5 
Sin embargo, de aquí no se sigue una tesis relativista extrema del 
tipo Sapir-Whorf. Hay una gran variabilidad individual y grupal en 
4 No hemos encontrado un equivalente del término affordance en español que 
pueda traducir los matices que captura el término en inglés. Por ello, ante la 
alternativa de usar affordance hemos preferido usar el neologismo “afordancia”. 
5 La discusión es compleja y hay muchos trabajos sobre el tema. Stephen Levin-
son es un autor que ha examinado bastante las sutilezas de la discusión. Véase 
Levinson, 2000.







































las maneras de clasificar, pero no cualquier clasificación es via-
ble. Lloyd deja apenas sugerida la importancia de clasificaciones 
comunes entre grupos de personas que comparten tareas relevan-
tes. Pero nos parece que esto es un elemento crucial de cualquier 
explicación del rango de variabilidad existente. Como lo plantea 
Lloyd al final del primer capítulo: “es sólo a través de un difícil 
proceso de construcción que toma en cuenta lo que muchas dis-
ciplinas han encontrado… que podemos empezar a hacer justicia 
a los problemas que plantea esa área de la cognición” (Lloyd y Si-
vin, 2002: 22).
Lo que nos importa resaltar aquí es que esta manera de ver la 
historia de la ciencia apunta a una visión de la ciencia centrada 
en prácticas (en la que ya es clara la importancia del reconoci-
miento del pluralismo epistémico del que hablaremos en varias 
secciones del libro y en el capítulo 8 en particular) donde la com-
paración entre diversas prácticas desempeña un papel epistémico 
crucial. Como lo sugiere Lloyd, el compartir tareas (que involucra 
participación en procesos de aprendizaje) puede ser más importante 
para la manera en que clasificamos fenómenos de nuestro interés o 
tal vez mejor para las maneras en que percibimos afordancias que 
supuestos principios generales que pretenden resolver los proble-
mas globalmente. 
4. Hacia una filosofía de las prácticas científicas
El caso de Needham y su comparación con la historiografía de 
Sarton muestran cómo una visión de la ciencia centrada en prácti-
cas puede ser crucial para entender muchos aspectos importantes 
de la ciencia, los cuales no pueden ser entendidos cabalmente 
por una visión centrada únicamente en las teorías. En particular, 
parece que se requiere una concepción de la ciencia que la consi-
dere constituida por prácticas para entender a fondo los diferentes 
sentidos de unidad y diversidad cognitiva que deben ser tomados 
en cuenta en una historia de la ciencia. Como veremos sobre 
todo en el capítulo 8, fijar nuestra atención en prácticas nos 
permite también dar respuesta al sentido en el que la ciencia es 







































acumulativa, pero no linealmente acumulativa, como lo requiere 
una historiografía que se toma en serio que la ciencia no es un 
avance lineal ni acumulacionista simple, a la manera de Playfair.
En el segundo capítulo, examinamos las razones por las que 
muchos filósofos e historiadores de la ciencia en la primera mitad 
del siglo xx aceptaron una visión de la ciencia centrada en teorías. 
La concepción de la ciencia como conocimiento teórico preemi-
nentemente se basa en un argumento que usualmente se asume 
contundente para mostrar la irrelevancia de las prácticas, en tanto 
que afirma que el papel de las prácticas es el de servir de fuente de 
datos para la evaluación de teorías. Se expone una versión clásica del 
argumento de la irrelevancia de las prácticas (aip) de Rudolf Carnap. 
También examinamos los primeros intentos de cuestionar este argu-
mento, hechos por Otto Neurath, Ludwik Fleck y Michael Polanyi. 
En la segunda mitad del siglo xx, los problemas internos de la 
filosofía de la ciencia centrada en teorías produjeron un cambio 
de enfoque de las cuestiones epistémicas de la ciencia a los 
aspectos históricos y sociales de las investigaciones científicas 
(Pickering, 1984). Es un cambio que promovió la visión de la 
ciencia centrada en prácticas que, sin embargo, tendió a man-
tener una manera de entender la epistemología desarrollada por 
el empirismo lógico; una epistemología no naturalizada que no 
tenía lugar para la historia ni para las ciencias empíricas en el esta-
blecimiento de normas epistémicas. Sus métodos constructivistas 
son asociados por sus proponentes y detractores con versiones de 
un relativismo epistemológico extremo, según el cual, el cono-
cimiento científico es una categoría meramente sociológica que 
no puede servir de ejemplo paradigmático del tipo de conoci-
miento que los filósofos usualmente asocian con la ciencia. Una 
manera de superar los problemas provocados por la polémica 
entre la filosofía de la ciencia centrada en teorías y la versión 
del relativismo extremo de los estudios histórico-sociales de la 
ciencia es tomar las prácticas como recursos explicativos para 
modelar los procesos epistémicos de las investigaciones científi-
cas. Desde esta perspectiva puede promoverse una epistemología 
de la ciencia naturalizada y constructivista, pero no relativista. En 
el tercer capítulo examinamos este cambio.
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2. La relevancia de las prácticas en la 
filosofía de la ciencia: algo de historia
1. El argumento de la irrelevancia de las prácticas (aip)  
    en filosofía de la ciencia y la objeción de Neurath 
La filosofía de la ciencia surgió como una manera de hacer 
filosofía centrada en los problemas filosóficos que genera la pro-
ducción del conocimiento científico, sus métodos de validación 
de conocimiento y la estructura de sus teorías y modelos. Para 
los empiristas lógicos la filosofía de la ciencia era toda la filosofía 
que podía haber. La idea era que afuera de la ciencia los proble-
mas de justificación del conocimiento se perdían en vaguedades 
metafísicas. Para poder realizar el tipo de demarcación tajante 
que se requiere para hacer viable tal visión de la filosofía y de la 
ciencia, Rudolf Carnap y otros empiristas lógicos sugirieron que 
la estructura normativa de la ciencia coincidía con la estructura 
de la relación entre evidencia y teoría. De esta manera no sólo la 
ciencia se reduce a teorías, entendidas como sistemas de creencia 
sistematizables como estructuras en algún lenguaje privilegiado, 
sino que además se asume implícitamente que las diversas acti-
vidades que constituyen todo ese complejo de instituciones que 
asociamos con la ciencia no son pertinentes para entender su 
estructura normativa. 
Todo ese complejo de instituciones que constituyen la 
ciencia desempeña un papel en la determinación de las teorías 
















































alternativas que se ponen a prueba y en el desarrollo de la evi-
dencia que las pone a prueba; pero para el empirismo lógico 
esa compleja estructura social no desempeña un papel en la 
caracterización epistémica de lo que es la ciencia. Una manera 
famosa de articular esta idea es promover la distinción entre el 
contexto de justificación y el contexto de descubrimiento. Desde 
esta perspectiva, las prácticas pertenecen al contexto de descu-
brimiento, esto es, están constituidas por factores psicológicos, 
sociológicos e históricos que no se consideran relevantes para 
explicar los criterios cognitivos y epistémicos pertinentes en el 
contexto de justificación. Si se considera que todos esos aspectos 
prácticos no tienen que ser desglosados para entender lo que es 
la ciencia como conocimiento, entonces podemos mantener esa 
segregación tajante entre una gran variedad de factores sociales 
que entran en el contexto de descubrimiento y el contexto de 
justificación. 
Por supuesto esto no tiene que implicar, y no fue ésta la in-
tención de los empiristas lógicos ni de otros defensores de tal 
distinción, que los aspectos prácticos no fueran importantes para 
entender la ciencia. El punto es que se considera que entender 
la ciencia como conocimiento no requiere que nos pongamos a 
examinar lo que entra en el contexto de descubrimiento. Vale la 
pena, sin embargo, dejar claro que el supuesto de que podemos 
hacer una distinción entre el contexto de descubrimiento y el de 
justificación no es el supuesto que cuestionamos. Esta distinción 
puede hacerse de varias maneras interesantes y pertinentes para 
diferentes propósitos. Lo que cuestionamos es que el papel de las 
prácticas se considere restringido al contexto de descubrimiento 
y que por lo tanto no desempeñen un papel en cuestiones de 
justificación.6
Según los filósofos de la ciencia centrada en teorías, las teorías 
filosóficas de la ciencia pueden ignorar el papel de las prácticas en 
6 Esta discusión está, por ejemplo, en varios artículos que se publicaron en la 
revista Philosophy of Science, vol. 52, junio, 1985. Como lo plantea Nickles 
en su artículo de ese número (Nickles, 1985), la discusión no es si puede o no 
hacerse la distinción, sino si el contexto de descubrimiento desempeña un papel 
en el contexto de justificación.











































la estructuración normativa de la ciencia, porque éstas no son más 
que aplicaciones de teorías o meros generadores de la eviden-
cia que es pertinente en la ciencia. Para enmarcar la discusión, 
será útil tratar de formular este argumento, normalmente implícito, 
de manera explícita.
2. El argumento de la irrelevancia de las 
    prácticas (aip) en la filosofía de la ciencia
a)  La filosofía de la ciencia da cuenta, de manera primordial, 
de la estructura normativa epistémica que permite explicar la 
ciencia como el avance del conocimiento guiado por criterios 
racionales. 
b)  Esta estructura normativa epistémica puede reducirse a nor-
mas que nos permiten juzgar de manera objetiva y racional la 
relación que hay entre ciertos datos considerados evidencia, 
y una teoría. Carnap pensaba que estas normas eran formu-
lables en términos de la lógica y las matemáticas, pero más 
en general, la premisa es que toda relación evidencia-teoría 
es representable formalmente como una relación que puede 
evaluarse con independencia del contexto.
c)  Las prácticas involucran una serie de factores y normas que 
no son modelables como relaciones entre evidencia y teoría, 
ni son, en los aspectos pertinentes, modelables formalmente.
Conclusión: las prácticas no pueden ser recursos explicativos en la 
filosofía de la ciencia, esto es, son irrelevantes para una explica-
ción filosófica de la racionalidad y la epistemología científica.
La premisa c del aip es un hecho no controvertido. La premisa a 
especifica que la filosofía de la ciencia explica la normatividad pro-
pia de la ciencia como una normatividad inherente a la estructura de 
lo racional; tesis que no se cuestiona hasta la segunda mitad del siglo 
xx por los estudios historicistas y sociales de la ciencia. La premisa 
b asume que el origen de la normatividad propia de la estructura de 
la que habla la premisa a puede  formalizarse y, por lo tanto, no se 
requiere estudiar los contextos prácticos en los cuales surge esa nor-
















































matividad. Si eso es correcto, la filosofía de la ciencia puede aceptar 
la idea común de que el contexto de descubrimiento no desempeña 
ningún papel en la explicación de la estructura normativa que le in-
teresa explicar a la filosofía de la ciencia. Es preciso esclarecer que 
b no niega que las actividades científicas y sus contextos psicológi-
cos, sociológicos e históricos sean imprescindibles para entender la 
naturaleza de la ciencia; lo que b niega es que estas actividades y sus 
contextos sean relevantes para establecer las normas epistémicas de 
la ciencia. Para los defensores de b, la normatividad epistémica de 
la ciencia es un problema filosófico cuya investigación puede hacer-
se independientemente de los estudios psicológicos, sociológicos e 
históricos de la ciencia.
Ya en la primera parte del siglo xx, sin embargo, hubo cues-
tionamientos importantes de la premisa b. Es instructivo ver el 
cuestionamiento en el contexto de una famosa discusión entre 
Carnap y Neurath. Para Carnap la explicación de la ciencia a la 
que podría aspirar la filosofía sólo podía consistir en la construc-
ción lógica de la ciencia unificada que nos permitiera considerar 
que  la ciencia está construida a partir de una cierta base empírica 
y que, por lo tanto, es un todo epistémicamente homogéneo. De 
esta manera Carnap estaría dándole forma a la premisa b: todos los 
conceptos científicos podían conectarse con esa base empírica a 
través de una reducción lógica. Carnap primero pensó que los con-
ceptos en los niveles mayores de abstracción podían considerarse 
construidos a partir de unidades básicas de experiencia privada. 
Posteriormente pensó que todos los conceptos pertinentes podían 
reducirse a las leyes de la física. Pero es claro que las discrepancias 
tienen que ver con diferentes maneras de formular la premisa b. 
Otto Neurath planteó una serie de objeciones a las diferentes 
maneras en las que Carnap le dio forma a la premisa b. Para 
Neurath la promesa de reconstruir racionalmente la ciencia tal y 
como proponía Carnap se basaba en supuestos inaceptables. En 
particular, Neurath pensaba que no era posible realizar el tipo 
de reducción (asociado con la premisa b) que Carnap sugería 
(Neurath, 1934; Cartwright et al., 1996; Uebel, 1991; 2007).
Neurath aceptaba una versión de la premisa a. Pero la manera 
en la que para Neurath tiene sentido hablar de la ciencia como una 











































estructura normativa que nos permite explicarla como el avance 
del conocimiento no requiere aceptar la premisa b. Para Neurath 
la ciencia era más bien el resultado de un esfuerzo por integrar 
los diferentes lenguajes científicos; estos lenguajes científicos 
debían entenderse a su vez como jergas que buscan mediar entre 
los diferentes lenguajes desarrollados en las diferentes prácticas 
que colaboran en la formación de las normas que conforman 
una disciplina y en la administración de sus ambigüedades. Estas 
jergas no pueden ser meros lenguajes formales, porque siempre 
tienen raíces en el lenguaje ordinario, que es el único lenguaje 
que podemos decir que expresa nuestra experiencia enraizada en 
prácticas, con sus bordes difusos y la ambigüedad de sus normas. 
Neurath formula esta idea diciendo que “el sistema es la gran 
mentira” (Neurath, 1934). Por “sistema” se refiere a la estructura 
normativa que hace abstracción de las ambigüedades al punto de 
poder caracterizarse como un lenguaje formal.
 Si no hay tal sistema, entonces la filosofía de la ciencia no 
puede reducirse a estudiar representaciones formales de la rela-
ción entre evidencia y teoría. A Neurath le impresionaba mucho 
la importancia que tenían las diferentes maneras de representar 
datos o fenómenos para poder comunicar y avanzar en el conoci-
miento. Una cierta representación de datos podía ser muy exitosa 
en comunicar un hecho y otra representación de los mismos datos 
podía ser un fracaso en relación con ese objetivo. Esto era particu-
larmente claro en el caso de las representaciones estadísticas de 
datos: el caso que Neurath consideraba central para el avance de 
la ciencia como herramienta para la toma de decisiones significa-
tivas con miras en el futuro de una sociedad, aunque ciertamente 
la cuestión va más allá de ese tipo de casos. Una larga lista de 
datos puede ser muy difícil de descifrar, pero si nos ponen la 
información en un histograma, la entendemos inmediatamente. 
Una ecuación matemática puede ser ininteligible para la mayoría 
de la gente, no así una representación gráfica de su conjunto 
solución, que puede ser muy iluminadora. Y esto no atañe nada 
más a un público lego, que era el tipo de preocupación que sobre 
todo recalcaba Neurath, sino a los científicos. Las gráficas permi-
ten mediar entre diferentes tipos de representaciones asociadas 
















































con diferentes idiolectos y jergas; además, nos presentan la infor-
mación de una manera que es cualitativamente apropiada para 
ciertos fines ampliamente compartidos; esta mediación tiene que 
verse como una parte crucial del avance de la ciencia, por tanto, 
como algo pertinente para la filosofía de la ciencia. Negar que 
este tipo de procesos tuviera implicaciones epistemológicas era 
para Neurath típico de enfoques que él despectivamente llamaba 
“pseudo-racionalistas” (Neurath, 1913: 10; 1936: 136). 
Más allá de Neurath, pero siguiendo su idea, debemos reco-
nocer que, por ejemplo, la evaluación de las expectativas de (o la 
confianza que tengamos en) una técnica de laboratorio o un instru-
mento es parte importante del tipo de racionalidad que distingue 
a la empresa científica. Tomemos el caso famoso del Diagrama 
indicador, un instrumento que se adjuntaba al cilindro de una 
máquina de calor. El indicador nos da una gráfica de la relación 
entre presión y volumen adentro del cilindro. Este indicador tuvo 
un papel muy importante en el diseño de la máquina de vapor que 
hizo famosos a sus inventores, James Watt y John Southern, pero 
también tuvo un papel crucial en el desarrollo de los conceptos 
centrales de la termodinámica (Baird, 1989; 2004). El indicador 
mostraba de manera gráfica un fenómeno cuya estabilización fue 
parte de un proceso que culminó con el desarrollo del concepto 
de trabajo y de la teoría de la termodinámica. Watt y Southern no 
utilizaron el indicador en relación con el concepto moderno de 
trabajo en la física, ni en el marco de la aplicación de una teoría, 
mucho menos de la termodinámica, que no existía; más bien la 
termodinámica fue posible una vez que tuvo lugar la estabilización 
del tipo de fenómenos a la que contribuyó el indicador. Para Watt 
y Southern el indicador medía la economía de sus máquinas. Este 
concepto, en retrospectiva, es un antecesor de nuestro concepto 
de trabajo, pero este juicio requiere una visión retrospectiva; es 
en el contexto de un proceso de desarrollo de conceptos aso-
ciados al diseño de las máquinas de vapor donde tiene sentido 
esa asociación. Economía y trabajo no son meros conceptos 
“inconmensurables” asociados con diferentes teorías, sino que son 
conceptos relacionados a través de un aparato y de cierto tipo de 
prácticas que los hace “conmensurables”. 











































El aparato en cuestión integra diferentes representaciones y, 
por lo tanto, permite que las diferentes magnitudes que entran en 
la gráfica tengan un referente común y sean parte de una empresa 
racional, aunque esas ideas no sean estrictamente hablando tra-
ducibles una a la otra. En este sentido, la dimensión material de 
la ciencia que se estructura en instrumentos y aparatos es cons-
titutiva de las jergas que median entre diferentes actividades y 
formas de representarlas. Por lo menos algunos estándares juegan 
aquí el papel de puntos de referencia, indicaciones acerca de 
los límites de lo posible, a partir de un diseño y respecto de un 
determinado tipo de proceso y resultado. 
Esto requiere que se tome en serio la idea de que hay una se-
rie de normas implícitas en las prácticas científicas más diversas 
(que incluyen el manejo y el desarrollo de aparatos y sistemas de 
representación), la cual desempeña un papel en la estructuración 
de representaciones y conceptos y, en particular, en el desarrollo 
y la evaluación de teorías.
A diferencia de Carnap, que pensaba que era posible sostener 
alguna versión de la premisa b a través de la identificación de 
un núcleo teórico sostenido por normas indiferentes a intereses 
y valores, Neurath pensaba que no era posible aislar un cono-
cimiento indiferente de valores o concepciones metafísicas. Las 
normas implícitas en las prácticas que cumplen un papel en 
nuestra estructuración de conceptos y de expectativas racionales 
incluyen lo que Neurath llamó “motivos auxiliares”. Los motivos 
auxiliares son normas que guían nuestras acciones y la acepta-
ción de creencias, bajo el tipo de incertidumbre y ambigüedad 
que caracteriza los contextos en los que se toman las decisiones 
y se estructuran nuestras creencias. Si bien Neurath no utilizó de 
manera explícita el concepto de práctica, ni identificó los motivos 
auxiliares con normas o estándares de prácticas históricamente 
identificables, es claro que estaba cuestionando el argumento de 
la irrelevancia, dado que reconocía la importancia del tipo de 
estructura normativa que estamos asociando con las prácticas. 
















































3. La objeción de Fleck
Otra manera de cuestionar la premisa b del aip, que lleva a uno 
de los primeros intentos explícitos por utilizar las prácticas como 
recurso explicativo en la filosofía de la ciencia, viene del médico y 
microbiólogo Ludwik Fleck (1896-1961). Investigaciones concre-
tas en el campo de la inmunología y la bacteriología le permitieron 
ver que las prácticas de la medicina se desarrollaban de una ma-
nera que no parecía reducirse a una estructura de normas lógicas 
y matemáticas. Esto es, en nuestra terminología, Fleck llega a la 
conclusión de que las normas propias de las prácticas médicas 
cuestionan el aip en su inciso b. Fleck da varios argumentos en favor 
de esta tesis. Un argumento es que, a diferencia de otras disciplinas 
(como las ciencias físicas) que intentan encontrar las regularida-
des que caracterizan a los fenómenos, la medicina busca explicar 
las enfermedades a partir de abstracciones de casos individuales. 
Esta particularidad de la medicina exige a los investigadores tomar 
en cuenta las normas locales que son apropiadas para situaciones 
concretas de enfermedades particulares. En el artículo titulado “So-
bre algunas características especiales del pensamiento médico”, 
Fleck criticó irónicamente el intento por reducir la metodología de 
la medicina a reglas formales:
Todo método terapéutico, incluyendo la homeopatía y el psicoanálisis 
tiene una motivación estricta, lógica, casi matemática, generalmente 
su vida es, mientras más exacta, más corta. No hay nada más fácil que 
hacer una pseudoexplicación en la medicina, porque mientras más 
complejos son los fenómenos más fácil es conseguir una ley verificable 
en corto tiempo y más difícil es alcanzar una idea que abarque los 
fenómenos. En la medicina uno encuentra un caso único: mientras más 
malo es el médico “más lógica” es su terapia. El punto es que en la 
medicina uno puede simular casi cualquier cosa, lo que prueba que, 
hasta ahora, hemos fallado en explicar algo (Fleck, 1927/1986: 42).
Si lo que determina la particularidad de las investigaciones en 
medicina tiene que ver con normas que surgen y se establecen a 
partir de un estudio, observación o análisis de fenómenos espe-



















cíficos (y, por lo tanto, no neutrales en relación con el tema de 
la práctica), resulta entonces epistemológicamente importante 
explicar el origen de esas normas. Fleck explora este tema en su 
famosa monografía La génesis y el desarrollo de un hecho cien-
tífico (1935/1986). Según Fleck, las investigaciones científicas, 
en la medida en que buscan entender un fenómeno específico, 
desarrollan sus propios estilos de pensamiento. Estos estilos de-
bemos entenderlos como instrumentos cognitivos y normativos, 
en el sentido de que guían nuestros juicios respecto de cuáles 
aspectos son posibles candidatos para crear observaciones inte-
resantes, generadoras de conocimiento. Esto es, la observación 
de un hecho no es una percepción sin ninguna presuposición, 
sino un proceso perceptivo orientado por un determinado estilo 
de pensamiento, el estilo en el cual tiene lugar la investigación. 
Fleck no pretende excluir la lógica y las matemáticas como 
fuentes de normatividad, más bien arguye que los razonamien-
tos lógicos y matemáticos no son la única fuente de las normas 
que distinguen un estilo de pensamiento científico. Los factores 
sociales también desempeñan un papel determinante en la esta-
bilización, extensión, modificación y diversificación de un estilo 
de pensamiento.7 De esta manera, Fleck coincide con Neurath 
en que la objetividad de la observación no es independiente de 
los contextos en los cuales tienen lugar (se enmarcan) las investi-
gaciones concretas. Fleck estudia el ejemplo del descubrimiento 
de la prueba para detectar sífilis llevada a cabo por August von 
Wassermann y su grupo. Anteriormente existían diferentes con-
7 Dice Fleck: “siempre se encuentran en el contenido cognoscitivo otras cone-
xiones que no son explicables ni por la historia ni por la psicología (ya sea ésta 
individual o colectiva). Justamente por eso parecen relaciones ‘reales’, ‘objetivas’ 
y ‘verdaderas’. Las denominamos relaciones pasivas, en oposición a las que ca-
lificamos de activas. Así, en nuestra historia de la sífilis, la agrupación de todas 
las enfermedades venéreas bajo el concepto genérico de ‘mal venéreo’ fue una 
conexión activa de los fenómenos, explicable histórico-culturalmente. Por el con-
trario, en la frase [...] ‘a veces el mercurio no sólo no cura el ‘mal venéreo’, sino 
que incluso lo agrava’ la limitación del efecto curativo del mercurio describe una 
conexión pasiva con respecto al acto cognoscitivo. Está claro que esa relación 
pasiva sola no podría haberse ni siquiera formulado sin el concepto previo del ‘mal 
venéreo’, de la misma manera que el concepto de ‘mal venéreo’ contiene también, 
junto a elementos activos, otros pasivos” (1935/1986: 56).
















































ceptos de sífilis: el concepto de “mal venéreo” se basaba en un 
fundamento ético-místico que relacionaba dicha enfermedad 
con ciertos movimientos astrológicos; el concepto empírico-
terapéutico se fundamentaba en la tradición de los tratamientos 
técnico-terapéuticos de las enfermedades dermatológicas; el 
concepto experimental-patológico trataba de identificar las 
similitudes y diferencias entre las enfermedades venéreas como 
gonorrea, sífilis, chancro blando, etcétera. 
Diferentes conceptos provenían de diferentes líneas o tradicio-
nes de investigación que se expresaban en diferentes estilos de 
pensamiento. Estos estilos, según Fleck, determinan cuáles son los 
fenómenos y tratamientos relevantes para la detección y curación 
de la sífilis. Así, nos dice, “podemos definir el estilo de pensamiento 
como un percibir dirigido con la correspondiente elaboración inte-
lectiva y objetiva de lo percibido” (Fleck,1935/1986: 145). 
El estilo de pensamiento no es algo explícito que los investi-
gadores individuales normalmente usen de manera consciente; 
muchas veces no son conscientes del estilo que implícitamente 
están usando. Además, en la medida en que el trabajo de los par-
ticipantes en la investigación colectiva se apoya mutuamente en 
el trabajo de los otros, no es posible distinguir de manera clara la 
contribución de un individuo en el resultado final, como Fleck lo 
muestra en el caso del descubrimiento de la prueba diagnóstico 
de sífilis por Wassermann y sus colegas. El mismo caso también 
muestra que muchas veces el desarrollo de la investigación puede 
ir más allá de lo que un individuo percibe, pero que es detectable 
sólo cuando se toma la investigación como una empresa colectiva. 
La reacción de Wassermann fue tomando forma paulatina-
mente durante el trabajo del colectivo y como cuenta Fleck, a 
través de cambios importantes en el significado de los términos 
involucrados en la investigación:
Epistemológicamente hablando, a los investigadores se les van 
transformando lentamente las bases originarias de su trabajo, transfor-
mación que les pasa inadvertida a ellos mismos cuando contemplan 
retrospectivamente el camino seguido, pues las transformaciones del 
contenido concebido tienen lugar sin que el individuo lo perciba. 



















Una vez alcanzado el resultado y completada su elaboración teórica 
actual, la investigación parece haber sido un camino recto que lle-
vara directamente de la primera formulación del problema hasta la 
solución provisional del mismo (Fleck, 1935/1986: 25). 
De esta manera, Fleck infiere que un factor determinante del estilo 
de pensamiento es lo que él llamaba el colectivo de pensamiento, 
que es una comunidad en la que los miembros intercambian sus 
ideas y estabilizan sus interacciones intelectuales. 
La estructura general del colectivo de pensamiento hace que 
la comunicación intelectual intracolectiva produzca por razones 
sociológicas –sin tener en cuenta el contenido y la legitimación 
lógica– el reforzamiento de las creaciones intelectuales (Fleck, 
1935/1986: 153). 
Como consecuencia, el colectivo de pensamiento es parcial-
mente responsable del desarrollo histórico del conocimiento en 
un campo de investigación. 
La introducción de las nociones de estilo y de colectivo de 
pensamiento ha anticipado muchos temas importantes comunes 
hoy en los estudios sobre la ciencia. Por ello, la teoría de Fleck 
podría ser considerada un primer intento de formular una socio-
logía de la ciencia que no solamente daría cuenta del papel que 
desempeñan los factores “externos” de la investigación científica 
(como el objetivo de la investigación, la velocidad de desarrollo, 
la selección de tema de estudio), sino que también mostraría al-
gunas maneras importantes en las que el mismo contenido de la 
investigación pudiera verse como algo socialmente determinado. 
El estilo y el colectivo de pensamiento indican a los investiga-
dores cómo plantear y resolver los problemas que son legítimos, 
a la vez que les indican cómo pasar por alto otros problemas 
y, en particular, les sugieren la manera en que las anomalías 
pueden considerarse irrelevantes o no importantes. Además, no 
existe una traducción directa entre dos estilos de pensamiento, de 
manera que la comparación racional entre ellos es problemática. 
Estas ideas, como confiesa el mismo Kuhn, fueron importantes 
para el desarrollo de conceptos kuhnianos tan cruciales como los 
de paradigma, ciencia normal e inconmensurabilidad.
















































4. La objeción de Polanyi al aip
La teoría del conocimiento personal desarrollada por Michael 
Polanyi (1891-1976) a mediados del siglo xx cuestiona y rechaza 
la premisa b del aip desde una perspectiva diferente. La teoría del 
conocimiento personal se basa en un rechazo de la imagen imper-
sonal del conocimiento, según la cual, el conocimiento científico 
consiste en un conjunto de enunciados que, si bien la manera en 
que se presentan puede ser establecida por convenciones, son ob-
jetivos en el sentido de que su justificación epistémica se determina 
por la observación (si bien la manera en la que se presentan puede 
ser establecida por convenciones). En cambio, Polanyi sugiere que 
una teoría del conocimiento científico debe basarse en las relacio-
nes fenomenológicas y existenciales que tienen lugar entre el sujeto 
epistémico y aquello que se conoce, cuya compresión requiere 
necesariamente tomar en cuenta los componentes personales que 
intervienen en una investigación científica (véase Polanyi, 1966). 
Polanyi sostiene una postura realista acerca de la investiga-
ción científica; esto es, la meta de la investigación científica 
reside en descubrir la realidad escondida tras los hechos de 
la naturaleza, lo que requiere que los referentes de las teorías 
científicas vayan más allá de los límites de las observaciones. 
Sin embargo, la objetividad del proceso de descubrimiento no 
se garantiza solamente por las normas lógico-matemáticas ex-
plícitas aplicables a observaciones neutrales y seguras. Eso es 
porque las reglas explícitas y las observaciones pueden desempe-
ñar sus funciones racionales sólo cuando están configuradas en 
el contexto de una serie de presupuestos fiduciarios (Polanyi, 
1958/1962: 164). Los presupuestos fiduciarios entran acrítica y 
habitualmente en los conductos de la investigación. Son ellos 
los que exigen y guían la atención de los investigadores hacia 
determinado tipo de cosas que deben ser observadas; orientan 
los pensamientos de los investigadores y moldean sus conceptos 
acerca de los temas de la investigación. Son premisas falibles, revi-
sables e implícitas en el quehacer científico. No podemos definir 
explícitamente sus propiedades, ni ganamos mucho haciendo 
un análisis de las manifestaciones físicas, movimientos y gestos 

























de los investigadores. Es decir, observar la conducta sería inútil 
para caracterizar estos presupuestos o entender su función. Al 
conjunto de presupuestos fiduciarios propios de un investigador, 
Polanyi los denomina “saber tácito”. La existencia del saber 
tácito implica que sabemos más que lo que podemos articular 
explícitamente y que los seres humanos dependemos crucial-
mente del saber tácito tanto en las actividades cotidianas como 
en las investigaciones científicas. Dice Polanyi:
Sabemos cuál es la cara de una persona, y la podemos reconocer 
entre miles […] Reconocemos el talante de una cara, aunque no 
podamos decir, más que vagamente, de dónde sacamos la conclu-
sión que sacamos. En las universidades muchos esfuerzos a través 
de clases prácticas van encaminados a enseñar a los estudiantes a 
identificar los casos de enfermedad y especímenes de rocas, plantas 
y animales. Toda ciencia descriptiva estudia fisonomías que no pue-
den describirse en palabras, ni siquiera en imágenes […] ¿No prueba 
la posibilidad de enseñar esas apariencias por medio de ejercicios 
prácticos que podemos hablar de nuestro conocimiento de ellas? 
La respuesta es que sólo podemos hacerlo en la medida en que nos 
apoyamos en la cooperación inteligente del alumno para capturar el 
significado de la demostración. Cualquier definición de una palabra 
que denota una cosa externa debe, en última instancia, descansar en 
una acción de señalar la cosa en cuestión (Polanyi, 1966: 5).
La capacidad de utilizar el saber tácito, la destreza en su 
uso, es lo que diferencia a un especialista de un aprendiz en 
una práctica. En las investigaciones científicas, un especialista 
tiene mayor capacidad de detectar las posibles hipótesis en el 
proceso de descubrimiento que un investigador recién iniciado 
(Polanyi, 1958/1962: 30). Muchas veces, los conocimientos ex-
plícitos son dependientes de los tácitos, por ejemplo: las teorías 
científicas pueden ser consideradas resultado formalizado de los 
presupuestos implícitos. Una teoría científica ofrece no solamente 
las maneras explícitas de interpretar un campo estudiado, sino 
también las orientaciones implícitas para nuevas investigaciones, 
tanto en el mismo campo estudiado como en otros campos no 
















































estudiados. Si un científico no ha asimilado la dimensión implí-
cita de una teoría, lo único que puede hacer son ciertos ejercicios 
deductivos restringidos por las formulaciones explícitas de esta 
teoría, y tendrá poca capacidad de tomarla como instrumento o 
marco para la generación de explicaciones e hipótesis valiosas.
La introducción del concepto de saber tácito en una filosofía 
de la ciencia implica que ésta tiene que tomar las prácticas como 
recurso explicativo para entender la estructura y dinámica de las 
investigaciones científicas, ya que los elementos cognitivos que 
conforman el conocimiento tácito deben verse como constitutivos 
de prácticas. La destreza en el uso de un instrumento, por ejemplo, 
sólo se valúa como destreza en el contexto de una práctica en 
la que esa destreza es un recurso orientado a fines propios de la 
práctica. Es claro que la única manera que tenemos de avanzar en 
nuestro entendimiento de cómo el conocimiento tácito se articula 
en prácticas es a través de estudios empíricos y psicológicos. El 
mismo Polanyi explora este tema mediante la psicología Gestalt y 
la psicología de la vida cotidiana (Folk-psychology) que dominaban 
la psicología de su época (véase Polanyi y Grene, 1969).8 Según 
Polanyi, el conocimiento tácito opera en los marcos intelectuales 
de un científico mediante procesos de integración de indicios 
fenoménicos que permiten la formulación de la experiencia tanto 
en los actos de percepción como en las conductas de investigación 
que, podemos agregar, se sistematizan en prácticas. El proceso de 
integración se realiza mediante dos pasos: la sensibilidad subsidia-
ria (subsidiary awareness) y la sensibilidad focal (focal awareness). 
En el primer paso el sujeto se forma una imagen sensorial a partir 
de una observación, sin que esa observación pueda reducirse a 
datos claramente definidos que sirvan como evidencia. Por ejem-
plo, podemos reconocer a una persona por los rasgos de su rostro 
sin que podamos hacer explícitos los rasgos que nos permiten 
reconocerla. El segundo paso permite que el sujeto se enfoque en 
8 Una de las primeras reacciones a Personal Knowledge (1958/1962) acusaba 
a Polanyi de tomar la estrategia intuicionista para especular sobre los procedi-
mientos tácitos (Grünbaum, 1961). El desarrollo de las ciencias cognitivas ha 
ofrecido nuevas oportunidades para estudiar empíricamente la naturaleza del co-
nocimiento tácito, e.g., Reber, 1993; Berry y Dienes, 1993, y Nersessian, 2008b.

























un objeto tomando los diferentes rasgos como parte de un todo 
único. Cuando enfocamos nuestra atención en un objeto particular 
presuponemos muchas cosas pertinentes del entorno que no aten-
demos directamente en el momento, pero que funcionan como 
indicios sugerentes de la manera en que el objeto al que estamos 
poniendo atención aparece a nuestros sentidos (Polanyi y Grene, 
1969: 125). El saber como proceso cognitivo puede caracterizarse 
por tres componentes (la triada del conocimiento tácito): el saber 
tácito consiste en que las cosas subsidiarias (B) ofrecen un enfoque 
(C) en virtud de una integración operada por un sujeto (A) (76). 
Una epistemología tradicional de la ciencia intenta eliminar 
las tareas subsidiarias (B) que son parte del proceso de enfocar la 
atención (C) por el sujeto (A), mediante una reducción a tareas 
explícitas. Esto es, si la información perceptual y los conceptos 
pertinentes pueden ser clara y explícitamente identificados, 
entonces los elementos subsidiarios (B) pueden ser eliminados 
de los procesos de conocimiento y, de esa manera, los factores 
psicológicos pueden ser separados de la triada que según Polanyi 
constituye el saber tácito. Sin embargo, el carácter implícito de la 
sensación subsidiaria no es formalizable so pena de perder de vista 
el papel que desempeña en el proceso psicológico que subyace 
al saber. Es posible que, si le damos suficiente tiempo a un sujeto, 
pueda identificar de manera explícita los caracteres específicos 
de un rostro. Sin embargo, durante ese proceso, el sujeto ya rea-
lizó un cambio de su atención desde la sensación subsidiaria a la 
sensación focal de los fenómenos involucrados. Esto es, cuando 
este sujeto reflexiona sobre, y articula explícitamente, sus sen-
saciones subsidiarias anteriores para una sensación focal, está 
aplicando nuevas sensaciones subsidiarias para el enfoque de 
su nueva actividad. De tal manera, las percepciones subsidiarias 
nunca pueden ser eliminadas en los procesos constituyentes del 
conocer.9
9 Nótese que también la articulación explícita de cuáles son los rasgos que per-
miten el reconocimiento de la cara requiere representaciones de esos rasgos, que 
tienen que ser parte de un lenguaje socialmente reconocido de rasgos faciales. 
Los rasgos faciales no existen en un mundo platónico. Ese lenguaje compartido 
requeriría de otros elementos subsidiarios, que tal vez no deberíamos asociar con 
sensaciones, pero en todo caso serían parte implícita de la estructura del lenguaje 
















































Según Polanyi (1958/1962: 95), debido al carácter tácito de 
nuestro conocimiento no somos capaces de dar cuenta de todo lo 
que sabemos, pero tampoco podemos saber del todo cuáles son las 
implicaciones de lo que decimos, puesto que el significado tiene 
también una importante dimensión tácita. Para poder alcanzar el 
conocimiento, Polanyi requiere un mecanismo crítico establecido 
social e institucionalmente que garantice evaluaciones intersub-
jetivas de los conocimientos personales. Como el conocimiento 
personal y tácito de un científico se construye en el seno de la 
tradición a la que pertenece, es importante que una institución 
científica no solamente proteja y promueva la libertad de investi-
gación de los científicos individuales, la libertad que posibilita el 
intercambio entre los miembros de diferentes tradiciones, sino que 
también debe establecer criterios intersubjetivos para superar la ho-
mogenización de una tradición, la tendencia a determinar una sola 
manera de representar posibles maneras alternativas de resolver un 
problema. La heterogeneidad de representaciones y explicaciones 
en la ciencia es un bien que debe preservarse, no eliminarse como 
lo sugieren aquellos que anhelan una ciencia homogeneizada. 
5. La relevancia de la historia  
    para una evaluación del aip
Desde diferentes perspectivas, los estudios de Neurath, Fleck y 
Polanyi muestran que una epistemología adecuada del conoci-
miento científico va más allá de modelar estructuras lógicas de 
relaciones entre teorías y datos observacionales. Aún más, todos 
ellos apuntan a que entender la ciencia requiere tomar en cuenta 
recursos heterogéneos implícitos en las prácticas y que incluso si 
uno a uno fueran formalizables, su formalización no ayudaría a 
en el cual se expresarían explícitamente los rasgos en cuestión. La epistemología de 
Polanyi, influida por planteamientos de su tiempo, se centraba de manera excesiva 
en la relación entre percepción y conocimiento, y de esa manera es un ejemplo 
de una epistemología individualista, pero como muestra este ejemplo, no es difícil 
replantear sus tesis centrales en un tipo de epistemología científica más amplia que 
reconozca la importancia de la dimensión social del conocimiento, incluso en el 
nivel de lo que Polanyi llama “saber personal” (Polanyi, 1958/1962; 1964; 1966).

























entender su capacidad de apoyar los procesos a través de los cua-
les la ciencia avanza. Una formalización de factores implícitos 
en prácticas puede ser útil para ver ciertos aspectos importantes 
posteriores al proceso de generación de conocimiento, pero esa 
formalización no es útil ni pertinente para entender la dinámica 
de los procesos que de hecho van conformando el avance del 
conocimiento.
Es claro, entonces, que estos estudios rechazan tanto la pre-
misa b como la conclusión del aip en la filosofía de la ciencia y, 
por lo tanto, son intentos pioneros de una filosofía de las prác-
ticas científicas en la primera mitad del siglo xx. No era nuestro 
propósito exponer aquí sistemáticamente las teorías de Neurath, 
Fleck y Polanyi. Nos ha interesado recalcar el hecho de que sus 
argumentos están en favor de que hay algo más que las normas 
formalmente expresables de la relación entre evidencia y teoría, 
que pueden y deben ser tomadas como recursos explicativos para 
modelar la epistemología del conocimiento científico.
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3. El problema del relativismo extremo en 
el contexto de una filosofía de las prácticas
Como vimos en el capítulo anterior, una filosofía de la ciencia 
centrada en prácticas, tal y como ha sido promovida desde di-
ferentes perspectivas por Neurath, Fleck, Polanyi y muchos otros 
autores posteriormente, se toma en serio el papel de los factores 
sociales para dar cuenta del tipo de objetividad y de conoci-
miento que produce la ciencia. Sin embargo, el uso de factores 
sociales para explicar la manera en que las prácticas científicas 
generan conocimiento también abre la puerta a un relativismo 
radical, que no sólo rechaza la premisa aip-b, como lo hacen 
Neurath, Fleck y Polanyi, sino que también niega la premisa aip-a, 
con lo que la filosofía de la ciencia dejaría de tener mucho que 
decir respecto de la pregunta de qué es la ciencia. En todo caso, 
sería una tarea para antropólogos o sociólogos. Muchos sociólo-
gos de la ciencia han llegado a este tipo de conclusión (véase, 
por ejemplo, Pickering, 1992). Según este tipo de argumento las 
estructuras normativas epistémicas que la premisa aip-a considera 
como la tarea principal de la filosofía de la ciencia se reducen a 
normas sociales, explicables en términos de causas sociales. 
El propósito principal de este capítulo es reflexionar sobre este 
tipo de argumento.10 Veremos primero cómo la filosofía de la cien-
cia y la sociología de la ciencia han desarrollado en la segunda 
mitad del siglo xx una serie de argumentos que no sólo cuestionan 
10 Maneras alternativas de enfocar el problema de la normatividad en relación 
con prácticas científicas puede encontrarse en Guillaumin (2011) y Rouse (2003).

































la premisa aip-b sino también la premisa aip-a. Luego argumentamos 
que es posible preservar la dimensión normativa epistémica de la 
ciencia como un aspecto irreducible a causas sociales. No obs-
tante, esta dimensión normativa tiene una explicación naturalista. 
1. Las reflexiones dentro de la filosofía de la ciencia
Desde la segunda mitad del siglo xx, la imagen de la objetividad 
científica que sostenía el empirismo lógico ha sido seriamente 
cuestionada desde diferentes perspectivas. Uno de los cues-
tionamientos más celebrados proviene de la crítica de Quine 
(1951/1953) a la distinción analítico/sintético. Según esta crítica, 
incluso la normatividad de las reglas formales debería tener un 
origen empírico, por lo que dar cuenta del origen de esas reglas 
exige estudios más allá de lo que puede establecerse a partir 
de conceptos a priori. Esto va en la misma dirección a la que 
apuntan las dudas respecto de la existencia de observaciones 
neutrales que sugirieron Neurath, Fleck, Hanson y Polanyi, y que 
muchas veces se formulan en términos de la tesis de que toda 
observación está cargada de teoría. Según Hanson:
la observación de x está moldeada por el conocimiento previo de x. 
El lenguaje o las notaciones usadas para expresar lo que conoce-
mos, sin las cuales habría muy poco de lo que pudiéramos decir que 
es conocimiento, ejercen también influencias sobre las observaciones 
(Hanson, 1958/1977: 84). 
Eso quiere decir que la observación que los científicos hacen, 
de un mismo fenómeno no se determina por una base sensorial 
común, sino por presupuestos compartidos. Como consecuen-
cia, los científicos que vienen de diferentes tradiciones teóricas 
pueden llegar a diferentes observaciones en relación con un 
mismo fenómeno. Pero si la evidencia empírica que apoya una 
teoría está cargada teóricamente, tendría que entenderse que la 
objetividad de esta teoría moldeada por aquellos factores que 
implícitamente enmarcan nuestra manera de entender la teoría. 











































Otro tipo de cuestionamiento de la noción de objetividad 
tradicional proviene de la historia de la ciencia. Los estudios 
históricos de mediados del siglo xx sugieren que la imagen de la 
objetividad del conocimiento científico que asumía la filosofía 
tradicional de la ciencia es una idealización demasiado simplista, 
porque el desarrollo del conocimiento científico manifestado 
en estos estudios históricos no es explicable por metodologías 
que se restringen a formular, si bien de diferentes maneras, la 
supuesta relación formal que existe entre teoría y evidencia. El 
estudio más influyente es La estructura de las revoluciones cientí-
ficas de Thomas Kuhn (1962). Según Kuhn, en las investigaciones 
científicas se distinguen dos estados: el estado normal y el estado 
extraordinario. La ciencia normal está estrictamente controlada 
por un paradigma, que determina el contenido, el propósito y el 
método de una investigación. Las investigaciones en la ciencia 
normal articulan y extienden el paradigma mediante la resolu-
ción de problemas o acertijos que utilizan patrones de soluciones 
(o en el lenguaje de Kuhn, soluciones ejemplares) establecidas con 
anterioridad. Estas actividades propias de la ciencia normal no 
responden a la metodología falsacionista popperiana, ni a una me-
todología inductivista, porque la resolución de acertijos depende 
de cómo los investigadores perciban y apliquen esos patrones 
o ejemplares, cosa que no puede ser especificada por un único 
conjunto de reglas metodológicas universalmente aplicables en 
todas las investigaciones de la ciencia normal. La ciencia normal 
responde a normas y estándares que se encuentran implícitos en 
los patrones o ejemplares aceptados por una comunidad.
En periodos de ciencia extraordinaria los paradigmas pierden 
fuerza como guías y pautas evaluadoras (que se apoyan en los 
patrones o ejemplares que hasta entonces han sido compar-
tidos por los miembros de la comunidad de ciencia normal) y 
se empiezan a considerar propuestas alternativas. Cuando una 
propuesta alternativa planteada por un grupo de investigadores 
innovadores, generalmente más jóvenes que los conservadores, ha 
sido aceptada como nuevo paradigma, se ha completado una re-
volución. Lo importante para nosotros es recalcar que el cambio 
de paradigma, según Kuhn, no se realiza mediante la evaluación 

































epistémica de los diferentes tipos de evidencia que apoyan las 
propuestas teóricas en competencia. Los recursos empíricos y 
lógicos no son suficientes para resolver racionalmente el debate 
interparadigmático. Ahora bien, esta preocupante consecuencia 
del modelo de la ciencia de Kuhn se deriva del supuesto de que 
las normas que desempeñan un papel en la evaluación de los 
diferentes paradigmas (las normas que guían la investigación 
científica) son únicamente normas epistémicas en el sentido es-
trecho que reduce la fuerza normativa epistémica a las relaciones 
lógicas y matemáticas que pueden establecerse entre la evidencia 
y las teorías en competencia. Es este supuesto lo que nos lleva a 
la conclusión de que la decisión entre paradigmas es no racional. 
Pero esto sólo se sigue a partir de una noción estrecha de norma 
epistémica o, en todo caso, de norma racional.
En la medida en que se reconocen normas epistémicas que no 
responden a la premisa aip-b, que serían normas epistémicas en 
un sentido amplio donde se concede que la fuerza normativa va 
más allá de las relaciones lógicas y matemáticas entre evidencia 
y teoría, entonces podemos dejar de lado esas objeciones.  
2. El relativismo epistémico extremo  
    en la sociología de la ciencia
La sociología de la ciencia antes de los años setenta del siglo 
xx, encabezada por Karl Mannheim y Robert Merton, daba por 
sentada la visión tradicional de la ciencia basada en la distin-
ción tajante entre el contexto de justificación y el contexto de 
descubrimiento y, por tanto, asumía una distinción tajante entre 
la filosofía y la sociología de la ciencia. La primera se dedica 
a los problemas internos del contenido intelectual de la cien-
cia, y en particular a la forma en que las teorías se estructuran 
conceptualmente y se evalúan racionalmente a partir de criterios 
objetivos (el ámbito epistémico). La segunda se dedica a estudiar 
el impacto de los factores externos (en ese proceso epistémico) 
en el desarrollo social de la ciencia. La sociología de la ciencia 
después de los años setenta del siglo pasado intentó superar esta 






























dicotomía interno/externo y trató de utilizar los recursos socio-
lógicos para estudiar el contenido del conocimiento científico. 
Por ejemplo, el famoso “programa fuerte” defendido por David 
Bloor (1976/1991) y por la Escuela de Edimburgo sostenía que la 
sociología de la ciencia: 1) debería ser causal, esto es, debería 
preocuparse por articular las condiciones que suscitan creencias 
o estados de conocimiento; 2) debería ser imparcial respecto de 
la verdad y la falsedad, la racionalidad y la irracionalidad, el éxito 
y el fracaso; 3) debería ser simétrica en sus estilos de explicación, 
en el sentido de que los mismos tipos de causa deberían explicar 
las creencias verdaderas y las falsas; y 4) debería ser reflexiva, esto 
es, sus patrones de explicación tendrían que ser aplicados a la 
propia sociología. Al mismo tiempo, aparecieron varios estu-
dios empíricos que hacían ver cómo los factores sociales, tales 
como tipos de intereses, o la cohesión y diferencia institucio-
nal, contribuían a la construcción del conocimiento científico. 
Estos estudios utilizaban diferentes métodos, que iban desde 
los métodos clásicos de la sociología hasta los antropológicos 
y etnometodológicos, y tomaban como objetos de estudio las 
controversias, las representaciones, los laboratorios y los recur-
sos retóricos en las investigaciones científicas (e.g., Dean, 1979; 
Harvey, 1980; MacKenzie y Barnes, 1979; Shapin, 1975; Shapin 
y Schaffer, 1985; Pickering, 1984; y otros).11
Otra manera de articular el espíritu de los proyectos sociológi-
cos es clasificarlos como constructivistas sociales. Como observa 
Sismondo, en este contexto el término de “constructivismo so-
cial” proporciona tres importantes supuestos o recordatorios: el 
primero es que la ciencia y la tecnología son procesos sociales; 
el segundo está sugerido por la metáfora de la construcción, nos 
11 Como señala Javier Echeverría, el término “la sociología del conocimiento 
científico” (Sociology of Scientific Knowledge, SSK) se refiere a diferentes 
corrientes de la sociología de la ciencia posmertoniana además del programa 
fuerte, incluido el programa empírico del relativismo, a algunas versiones del 
constructivismo social, a la etnometodología, a los estudios de ciencia y género 
y a otras aportaciones (Echeverría, 1999: 274). Usamos aquí el término en un 
sentido amplio para hacer referencia también a corrientes transdisciplinarias 
como los estudios de la ciencia y la tecnología (Science and Technology Studies) 
y ciencia, tecnología y sociedad (Science, Technology and Society).

































recuerda que esos factores sociales juegan un papel activo en la 
generación de conocimiento y, finalmente, hablar de construc-
ción nos recuerda que la ciencia y la tecnología no son una ruta 
directa de la naturaleza a las teorías acerca de ella. Los productos 
científico-tecnológicos no son “naturales” (Sismondo, 2010: 57). 
Estos estudios rechazan directamente la premisa aip-b, sin em-
bargo, no apoyan necesariamente una filosofía de las prácticas 
científicas y, más aún, muchas veces apuntan a la irrelevancia de 
la filosofía de la ciencia. En la medida en que asumen una idea 
tradicional sobre el alcance de la epistemología, también recha-
zan la premisa aip-a. Este tipo de versión radical de la sociología 
del conocimiento reduce el problema sobre qué es el conoci-
miento científico a creencias aceptadas como conocimiento en 
una comunidad. Esto presupone que las causas sociales explican 
todo tipo de normas y, por lo tanto, parece seguirse como conse-
cuencia un relativismo epistémico extremo para el que no existen 
criterios objetivos que sirvan de base a discusiones racionales. 
Inicialmente la sociología del conocimiento no pretendía ser 
radical. Como Bloor señala: “el programa fuerte nos dice que 
el componente social siempre está presente y que es siempre 
parte constitutiva del conocimiento. No nos dice que sea el 
único componente, o que sea el componente disparador de 
todo cambio” (Bloor, 1976/1991: 166).12 No obstante, a lo largo 
del desarrollo de la sociología del conocimiento, la tendencia 
a la versión radical de la sociología del conocimiento ha to-
mado fuerza. Un ejemplo es la famosa afirmación de Harry M. 
Collins, quien sostiene que “El mundo natural tiene un papel 
muy pequeño o ninguno en la construcción del conocimiento 
científico” (Collins, 1981: 3). También afirma que esto no im-
plica un relativismo epistémico extremo, pero no queda claro 
por qué no lo implica. Thomas Kuhn, por ejemplo, nos dice que 
los proyectos de la sociología de la ciencia encabezados por el 
programa fuerte han promovido la tesis de que:
12 Otros estudios pioneros de la sociología de las ciencias que reconocen la 
restricción de la naturaleza sobre la ciencia, además del componente social, 
incluyen, por ejemplo, Mulkay (1979) y Barnes (1974).






























todo lo que se requiere para entender la ciencia es poder e intereses 
[...] El conocimiento científico entonces se vuelve, simplemente, las 
creencias del ganador. Yo estoy entre los que consideran que estas te-
sis del programa fuerte son absurdas: un ejemplo de deconstrucción 
que se ha vuelto loco (Kuhn, 1992/2000: 110).
Estas versiones radicales del programa fuerte se hacen verosí-
miles sobre todo porque no es claro cómo puede formularse una 
posición intermedia, un tipo de propuesta que reconozca la im-
portancia de las normas epistémicas que sostienen la objetividad 
del conocimiento sin pretender que esas normas tengan que ser 
independientes del contexto (acontextuales). Una manera verosí-
mil de hacerlo es tomar las prácticas (y sus estructuras normativas 
implícitas) como punto de apoyo de un tipo de epistemología 
social. Para hacerlo, veamos primero la distinción que hace Su-
san Haack entre una buena sociología de la ciencia y una mala. 
Una buena sociología de la ciencia reconoce, mientras una mala 
niega o ignora, el hecho de que la ciencia no es meramente una 
institución social, sino que es una institución social dedicada a 
la producción de creencias o prácticas con valor epistémico (Ha-
ack, 1996: 259-260). No es difícil ver que una mala sociología 
es, para esta autora, la que niega tanto la premisa aip-a como la 
aip-b y, por tanto, reduce los aspectos epistémicos de la ciencia 
a las causas sociales, para llegar finalmente a un estudio pura-
mente sociológico de las ciencias. Una buena sociología, si bien 
rechaza la premisa aip-b, sostiene una versión de la premisa aip-a. 
Es decir, acepta que las prácticas son relevantes para entender la 
estructura y la dinámica de la ciencia; además, reconoce que la 
estructura normativa epistémica debe ser tomada en cuenta, si 
bien considera que explicar esa estructura normativa requiere en-
tender el papel de la dimensión social de la investigación empírica. 
Según Haack, la estructura normativa epistémica en una buena so-
ciología de la ciencia tiene como propósito explicar por lo menos 
dos cosas que son cruciales para una teoría del conocimiento 
científico: en qué consiste una buena evidencia para la acepta-
ción de una teoría y en qué consiste un buen procedimiento de 
una investigación científica.

































Para explicar la primera, el defensor del aip toma una estrate-
gia simplista: la evidencia para la aceptación de una teoría debe 
articularse a través de una relación lógica o matemática entre 
la evidencia E y la teoría T en cuestión. En cambio, una buena 
sociología de la ciencia considera que aquello que constituye 
evidencia puede involucrar tanto la dimensión lógica como la 
causal, la personal y la social.
Es importante notar que estas dimensiones no lógicas involu-
cradas en la evaluación de la evidencia son una serie de prácticas 
personales y sociales, mecanismos causales entre experiencia y 
creencia, o bien capacidades habituales y tácitas involucradas en 
la manipulación de instrumentos de observación y experimenta-
ción, las restricciones sociales de una tradición científica, etcétera. 
Es natural pensar que una buena sociología de la ciencia puede ser 
parte de (o en todo caso es compatible con) una versión de una fi-
losofía de la ciencia centrada en prácticas.13 La buena sociología 
de la ciencia considera que los criterios de buen procedimiento de 
investigación no son reducibles a reglas formales y que hay diferen-
tes tipos de normas en las distintas prácticas; por ejemplo, diferentes 
maneras de someter una hipótesis a una crítica sistemática o dife-
rentes maneras de aislar variables (Haack, 1996: 261). Un ejemplo 
de este tipo de sociología es la propuesta de Callon y Latour que 
presentamos a continuación. 
3. Un ejemplo: el caso de la teoría de la red de actantes
El principio de simetría tal y como fue planteado originalmente 
se restringe a reconocer que los actores humanos deben formar 
parte de nuestras explicaciones para todo tipo de creencias.14 
13 La propuesta de Collin 2011 es de este tipo. Él argumenta en favor de la im-
portancia de entender los estudios sociales de la ciencia como una manera de 
naturalizar la filosofía de la ciencia, pero al contrario de los iniciadores de los 
estudios sociales de la ciencia, considera que esta manera de verlos es compa-
tible con la importancia de la filosofía de la ciencia como un todo irreducible a 
disciplinas particulares.
14 El principio de simetría se introduce como un principio básico de una socio-
logía, que cuestiona la asimetría tradicional en la forma en la que la sociología 













































Latour y Callon sugieren que lo que hay que cuestionar de fondo 
es la distinción artificial entre lo natural y lo social que ha servido 
de base al concepto tradicional de objetividad. En la medida en 
que se reconoce que los límites entre lo natural y lo social se 
construyen y se replantean constantemente, debemos dar ex-
plicaciones totalmente simétricas, en las cuales no sólo formen 
parte de nuestras explicaciones (o descripciones) los actores 
humanos, sino también los actores no humanos (como instru-
mentos, microbios y animales). Este tipo de agente generalizado 
es lo que Latour y Callon llaman “actantes”. Los actantes actúan a 
través de redes, y son esas redes el objeto del estudio sociológico. 
Así, en el tipo de estudios que llevan a cabo Latour y Callon, pes-
cadores y almejas, microbios y mecanismos hidráulicos, tienen 
tanta voz como la tiene un grupo de científicos o una gráfica 
(Latour, 1987). En la teoría de redes estos agentes heterogéneos 
o actantes explican la estabilidad de las asociaciones (o nodos) 
que a su vez explican el éxito de la ciencia-tecnología. Mientras 
mayor sea el número de relaciones o nodos que se formen entre 
estos agentes heterogéneos, más estable será una determinada 
red y más difícil será criticarla o desaparecerla.15
Dichos nodos o alianzas se establecen como consecuencia 
de una traducción de intereses entre los diferentes actantes. 
“Traducción” aquí se refiere al proceso mediante el cual una 
cosa representa a otra de manera tan eficaz que la voz de lo 
representado es efectivamente silenciada. Se trata, por supuesto, 
de traducciones que no son “literales”, como lo ha explicado La-
tour en su análisis de la vacuna contra el ántrax; la “traducción” 
entre lo que pasaba fuera del laboratorio, en la granja del siglo xix 
amenazada o infectada por el ántrax, y lo que pasaba dentro del 
laboratorio al que Pasteur sólo dejaba entrar un actante; el micro-
bio no es una representación “uno a uno”, en el sentido en que 
muchas cosas se dejaron fuera: el olor, las relaciones humanas 
estudiaba la ciencia, al partir de una división del trabajo con la filosofía: la socio-
logía estudiaba las relaciones entre científicos, mientras que la filosofía estudiaba 
el contenido de la ciencia. Véase, por ejemplo, el libro clásico de Bloor (1976).
15 Una compilación importante de varios trabajos en esa corriente sociológica 
de la ciencia es Callon, Law y Rips, 1986.

































entre los granjeros, la tierra, los veterinarios. Lo importante es que 
este microbio es capaz de traducir los intereses de veterinarios y 
granjeros y de rehacer alianzas. En última instancia, el interés de 
los granjeros, se “traduce” en el de Pasteur; él puede iniciar sus 
experimentos de vacunación en el campo francés, a través de los 
cuales se cambian profundamente los nodos de actantes en la 
sociedad. 
Callon y Latour critican los programas relativistas asociados 
con la tesis fuerte de la simetría, como el propuesto por Harry 
Collins, porque según ellos se basa en el siguiente razonamiento 
simplista: si la naturaleza no puede determinar las decisiones de 
los científicos para establecer el conocimiento científico, enton-
ces tienen que ser las causas sociales las que las determinan. 
Callon y Latour arguyen que este razonamiento fracasa porque 
si bien las premisas son correctas, de allí no se sigue la supuesta 
conclusión. Esto es así porque muchos aspectos constituyentes 
del conocimiento científico, como las condiciones materiales y 
tecnológicas, las capacidades cognitivas y técnicas de los cientí-
ficos, etc., no son explicables exclusivamente por causas sociales 
(Callon y Latour, 1992: 352-356). Pero esta postura requiere tomar 
en serio el concepto de red de actantes como matriz explicativa 
de todo cambio social. 
Para Latour, la sociología del conocimiento busca explicar 
cómo el conocimiento científico se construye socialmente. Según 
este autor, el tipo de construcción en cuestión se ve claramente en 
el caso en el que se transfiere un conocimiento del campo experi-
mental original a un nuevo campo de aplicación. Latour observa 
que esta transferencia es un proceso discursivo. Los científicos que 
realizan esta transferencia normalmente utilizan la autoridad de 
los usos anteriores de este experimento en los campos originales 
de aplicación para aumentar la confiabilidad del resultado de esta 
transferencia, un aumento de confiabilidad que termina por con-
vertirlo en un hecho científico. La apelación a la autoridad en este 
proceso discursivo de la construcción de los hechos es retórica, 
además de social, porque se espera que los créditos personales 
de las autoridades apeladas y de los mismos científicos aumenten 
en este proceso discursivo. Sin embargo, no todos los aspectos de 













































la transferencia de un conocimiento experimental son modela-
bles por los procesos discursivos, porque un científico puede no 
aceptar la autoridad previa y realizar él mismo el experimento en 
un laboratorio. Asimismo, aunado a los recursos discursivos, los 
científicos también pueden apelar a los recursos materiales, ins-
trumentales y tecnológicos que forman parte de la red de actantes. 
Todos esos recursos discursivos y no discursivos que se despliegan 
en la red de actantes y que se requieren para entender el proceso 
de desarrollo científico-tecnológico constituyen para Latour las 
prácticas científicas.
Esta caracterización de práctica científica ofrece la posibilidad 
de evitar una sociología y una filosofía de la ciencia que se reduzcan 
a una negociación de intereses. Sin embargo, tiene que confrontar 
serios problemas: primero, el requerimiento de una simetría entre 
los actores humanos y los no humanos es una ontología revolu-
cionaria y ambiciosa que requiere elaborarse y explicarse. Latour 
está convencido de que la nueva ontología es defendible y de que 
su aplicación se puede extender fuera de las prácticas científicas.16 
Pero es una ontología difusa y compleja donde la dimensión his-
tórica sigue siendo ignorada o, por lo menos, no explícitamente 
examinada. Según Collins, una ontología que parte del principio 
de simetría entra en conflicto con la importancia de consideracio-
nes metodológicas en la manera en que las prácticas desempeñan 
su papel epistémico (Collins, 2010, capítulo 7). Collins y Yearley 
formulan un segundo problema (1992a; 1992b). Según ellos, en la 
nueva ontología, o bien la explicación de las redes y los actantes 
se hace como resultado de los conocimientos científicos y, por 
tanto, los factores sociales no desempeñan ya un papel explicativo 
16 Después de Science in Action, Latour defiende la nueva ontología, en Latour, 
1993 y 1996. Posteriormente, intenta extender la nueva ontología al campo de las 
prácticas políticas (Latour, 2004; 2005). Más recientemente (Latour, 2013) replan-
tea su proyecto de una manera en la que considera más seriamente la dimensión 
histórica del conocimiento y la manera como el desarrollo histórico de “modos de 
existencia” moldea las prácticas científicas. En la introducción mencionamos que 
este último proyecto promueve una epistemología que no cuestionaría la premisa 
aip-b (véase capítulo anterior) y toma más en serio la importancia de las prácticas en 
una explicación de la estructura y la dinámica de la ciencia. Pero en este capítulo 
nos interesa ver la historia del proceso que lleva, desde diferentes caminos, a la 
idea de práctica científica con una dimensión normativo-epistémica. 

































crucial como lo pretende la sociología de la ciencia; o bien la ex-
plicación se hace como resultado de la interacción de los agentes 
sociales, por lo que la dicotomía entre lo humano y lo no humano 
reaparece. Al responder a esta crítica de Collins y Yearley, Callon 
y Latour (1992) insisten en que la explicación no debe hacerse en 
torno al conocimiento científico ni en torno a los agentes sociales, 
sino que debe considerarse en el nivel semiótico, nivel en el que 
las redes y los actantes se entienden como recursos semióticos 
para producir finalmente las inscripciones en las ciencias. Sin em-
bargo, esta respuesta sugiere que no son las prácticas científicas 
sino los recursos semióticos que las sustentan lo que explica el 
conocimiento científico. De acuerdo con esto, si seguimos la 
sugerencia de Callon y Latour parece que nos alejamos de una 
filosofía de las prácticas y en su lugar se propone la importancia 
de la semiótica (en consecuencia de representaciones lingüísticas) 
para la caracterización de una filosofía de la ciencia que es más 
que sociología. Por ello, Andrew Pickering argumenta que una 
solución a los dos problemas anteriores de la teoría de la red de 
actantes requiere tomar una nueva noción de práctica. Según 
Pickering, la propuesta latouriana de una explicación semiótica 
simplemente no da justa cabida a una serie de recursos materia-
les y conceptuales que tienen que ser tomados en cuenta. Entre 
estos recursos se encuentran la construcción de instrumentos, la 
planeación de los experimentos, su ejecución y su interpretación 
(Pickering, 1992: 5). 
Pickering considera que una práctica científica es una interac-
ción entre la naturaleza material, los instrumentos científicos, los 
esquemas teóricos, los agentes cognitivos y sus intenciones. De 
tal manera, tanto recursos humanos y culturales como recursos 
naturales participan en esta interacción. El proceso de la práctica 
científica es contingente en el sentido de que, antes de realizar 
una investigación, su desarrollo no puede ser preestablecido 
de manera completa por las normas que guían su desarrollo. 
Un científico empieza su investigación con ciertos propósitos, 
instrumentos experimentales, teorías e hipótesis sobre el tema 
que le interesa. La mayoría de las investigaciones encuentra 
resistencias, es decir, aspectos temporales del proceso que no 




























pueden ser explicados por las teorías, hipótesis e instrumentos 
que posee el investigador. Cuando aparecen esas resistencias, un 
investigador tiene que tratar de resolverlas acomodando los re-
sultados inesperados, las hipótesis en cuestión y los instrumentos 
experimentales. Así, se llega a un consenso científico a través de 
una serie de procesos dialécticos entre resistencias y acomoda-
ciones (Pickering, 1995). A grandes rasgos, Pickering nos hace ver 
de esta manera que un modelo como el de Latour es deficiente, 
debido a que no tiene maneras sistemáticas de tomar en cuenta 
la dinámica de los procesos contingentes que constituyen una prác-
tica científica. En la medida en que Latour sugiere que la ciencia 
puede entenderse como controversias que suceden en un lugar y 
tiempo determinados, no tiene recursos para entender la sistema-
ticidad de la ciencia que escapa a esas manifestaciones locales. 
Por ello, Pickering piensa que es necesario tomar en cuenta una 
ontología de procesos que se alimentan de sucesos contingentes 
en el entorno. 
 Simplificando, Latour y Callon sugieren que el papel de la 
historia se reduce a abrir y cerrar cajas negras, y que en última 
instancia la historia no es más que un registro de las diferentes 
alianzas y nodos que se suceden en el tiempo. Las explicacio-
nes se dan dentro de la red de actantes.17 Algo que falta en este 
tipo de propuesta es precisamente dar cuenta del papel de normas 
de muy diverso tipo que no se reducen a intereses de “actantes”; 
normas que de alguna forma representan, entre otras cosas, lo 
objetivo de la historia y de la estructura causal del mundo, sin 
pretender que esas normas sean acontextuales o ahistóricas.
4. Las prácticas tomadas en serio
Pickering se lamentaba hace veinte años (véase Pickering, 1995) 
de que el entendimiento de las ciencias centrado en prácticas no 
haya sido tomado en serio por la filosofía de la ciencia ni por los 
17 Para una crítica a fondo de este tipo de propuesta puede consultarse el capí-
tulo 7 de Martínez y Suárez, 2008.

































estudios sociales de las ciencias. Hoy las prácticas son un tema 
central en los estudios sociales de la ciencia, pero en la filosofía 
de la ciencia el estudio de las prácticas científicas está menos 
desarrollado.
La preocupación central de los filósofos han sido casi siempre 
los productos de la ciencia, especialmente el conocimiento cien-
tífico; por ejemplo, durante la mayor parte del siglo xx la filosofía 
anglosajona de la ciencia giró en torno a cuestiones relativas a 
teorías científicas y hechos, y a la relación entre los dos. Esto nos 
lleva de vuelta a un tema de este capítulo: los estudios empíricos 
de la ciencia, y sobre todo la sociología de la ciencia, sugieren 
que la filosofía de la ciencia ha dejado de tener la capacidad 
de explicar la ciencia en la medida en que deja sin explicar la 
complejidad de la estructura normativa de las prácticas. Pero esto 
es así sólo si se pretende que la filosofía de la ciencia sea exclusi-
vamente un estudio de teorías y su relación con la evidencia,que 
puede caracterizarse independientemente de las prácticas, esto 
es, si se infiere del rechazo de la premisa aip-b un rechazo de 
la premisa aip-a. Sin embargo, una filosofía de la ciencia que se 
tome en serio el papel constructivo de las prácticas en relación 
con el conocimiento no sería irrelevante una vez que se niegue 
dicha inferencia. 
Ahora bien, es posible reconocer la importancia del estudio 
de las prácticas científicas para un estudio filosófico de la cien-
cia desde perspectivas que no se agotan en un modelo sociológico; 
entonces muchos problemas clásicos de la filosofía de la ciencia 
pueden abordarse de una manera diferente y más fructífera. Por 
ejemplo, podemos ver de manera muy diferente la historiografía de 
Thomas Kuhn. Joseph Rouse (2003) señala que una interpretación 
de la imagen kuhniana consiste en tomar a la ciencia como cons-
trucción y evaluación de teorías para representar el mundo. Bajo 
esta interpretación, la imagen kuhniana de la ciencia, que Rouse 
llama Kuhn2, puede ser caracterizada por los siguientes siete pun-
tos: a) la ciencia requiere siempre ciertos presupuestos teóricos que 
no pueden ser justificados de manera independiente; b) no existen 
observaciones neutrales con respecto de las teorías; c) tanto las teo-
rías como las observaciones se modifican radicalmente, de manera 




























que el conocimiento científico no es acumulativo; d) el lenguaje de 
las teorías científicas no es preciso; e) los significados de los con-
ceptos científicos no se determinan mediante sus correspondencias 
con los datos observacionales, sino por lo menos parcialmente con 
el lugar que ocupan en estructuras teóricas; f) las teorías científicas 
no se prueban directamente a partir de evidencia empírica, su eva-
luación es el resultado de una comparación con teorías rivales; g) 
no existe una distinción tajante entre el contexto de descubrimien-
to y el contexto de justificación, en el sentido de que un aspecto 
importante de la justificación de teorías reside en su capacidad de 
conducir a nuevos descubrimientos y de que un aspecto importan-
te del descubrimiento es la justificación de las alternativas que se 
toman en serio. 
En la medida que se rechaza el concepto tradicional de obje-
tividad científica que sostiene la filosofía positivista de la ciencia, 
se sugiere una imagen de la ciencia de acuerdo con la cual la jus-
tificación de teorías no es independiente de los supuestos teóricos 
de un paradigma, lo que hace difícil evitar una conclusión relati-
vista e irracionalista. Sin embargo, Rouse arguye que Kuhn puede 
ser interpretado de otra manera: en lugar de considerar que las in-
vestigaciones científicas giran alrededor de la representación y 
la observación del mundo, es mejor considerar que giran al-
rededor de la manipulación y la intervención. Esta nueva 
interpretación de Kuhn, que Rouse llama Kuhn1, requiere rein-
terpretar los siete puntos anteriores tomando las prácticas y no los 
aspectos teóricos como punto de partida: a) los presupuestos de las 
investigaciones científicas no pueden hacerse completamente ex-
plícitos en representaciones teóricas, porque en buena parte tienen 
que considerarse atrincherados en las habilidades y técnicas de los 
investigadores, así como en las condiciones materiales de su inves-
tigación; b) la observación científica tiene que ver con la capacidad 
cognitiva de los científicos de poner la atención en lo que debe ser 
observado, capacidad que es influida por consideraciones prácti-
cas y por las habilidades de un observador; c) los conocimientos 
anteriores que los científicos toman como punto confiable de parti-
da no son acumulativos y son modificados por el contexto material, 
el contexto educativo y otro tipo de contextos propios del ámbi-

































to en el cual se despliegan esas habilidades; d) el idioma de las 
teorías científicas puede ser preciso, pero eso contribuye sólo par-
cialmente al entendimiento que los científicos tienen del mundo; e) 
el significado de lo que dice un científico está determinado parcial-
mente por las prácticas en las que está involucrado; f) los científicos 
normalmente no ponen a prueba las teorías, sino que las usan. El 
uso de teorías ofrece oportunidades para encontrar nuevos fenóme-
nos y refinar estas teorías; g) el descubrimiento y la justificación no 
son actividades separadas, sino diferentes aspectos de la misma ac-
tividad: la investigación. 
Esta imagen de la ciencia, Kuhn1, toma los aspectos prácticos 
y teóricos como recursos explicativos para entender la naturaleza 
de las investigaciones científicas. Una vez que se abandona la 
estrategia puramente teórica que adopta Kuhn2, la interpretación 
Kuhn1 es capaz de evitar las consecuencias relativistas e irracio-
nalistas, porque los recursos no teóricos que desempeñan un 
papel en el tipo de entendimiento que genera la ciencia hacen 
posible entender cómo las normas y los estándares de diferente 
tipo que entran a formar parte de las investigaciones son local-
mente establecidos de manera no arbitraria y no subjetivista. 
La interpretación Kuhn1, que propone Rouse adopta la interven-
ción y la manipulación como recursos explicativos para entender 
la ciencia. Esta idea es central en las diferentes propuestas de filó-
sofos de la ciencia que se toman en serio las prácticas. Por ejemplo, 
Ian Hacking (1983/1996), y Nancy Cartwright (1983) proponen un 
realismo científico a partir de incluir entre los recursos del rea-
lismo la manipulación y la intervención de los científicos en las 
observaciones y los experimentos. La idea de fondo es que si bien 
los científicos no tienen razones para pensar que las teorías ge-
nerales corresponden a la realidad, sí podrían tener razones para 
afirmar que ciertas entidades son reales, mediante la manipula-
ción de objetos, fenómenos e instrumentos. La atención puesta en 
la manipulación y la intervención, en Hacking (1983), también re-
vela interesantes aspectos de la naturaleza de la observación. En la 
filosofía tradicional de la ciencia la observación sirve para verifi-
car o contrastar las teorías científicas con datos de la experiencia. 
El estudio de Hacking es el inicio de una manera de replantearse la 




























categoría epistémica de observación en la medida en que sugiere 
que la observación también desempeña otros papeles epistémi-
cos detectables sólo cuando se le toma como una actividad de 
intervención y manipulación, papeles como la creación de fenó-
menos, la medición, etcétera. David Gooding (1990) usa esta idea 
de Hacking para defender que las observaciones científicas no son 
puramente pasivas y descriptivas, sino activas y con capacidad ex-
plicativa.
Una reinterpretación de Kuhn a la manera que propone Rouse 
claramente pone los trabajos de Kuhn en un camino que pode-
mos rastrear desde Neurath, Fleck y Polanyi pasando por filósofos 
como Hacking (1983/1996), Cartwright (1983), Gooding et al. 
(1989), hasta trabajos más recientes como Echeverría y Álvarez 
(2011), Radder (2003; 2006), Baird (2004), Nersessian (2008b) y 
muchos más. Las diferentes propuestas tienen en común el reco-
nocimiento de que la ciencia en mayor o menor grado no puede 
explicarse de manera epistémicamente satisfactoria sólo toman-
do en cuenta sus teorías más elaboradas y los modelos de esas 
teorías.
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4. La racionalidad científica 
corporeizada en la estructura de las prácticas
Como hemos visto, aip-b afirma que la estructura normativa episté-
mica en la ciencia debe reducirse a normas que nos permitan juzgar 
de manera objetiva y racional la relación que hay entre ciertos datos 
considerados evidencia y una teoría. En el capítulo 3 argumenta-
mos que, contrario a lo que concluyeron ciertos sociólogos de la 
ciencia, un rechazo de la noción tradicional de la epistemología de 
la ciencia ejemplificada por aip-b no debe conducir al rechazo 
de la legitimidad de los estudios epistemológicos en la filosofía de 
la ciencia en aip-a. 
En la sección 3.4., sugerimos que una filosofía de la ciencia 
centrada en prácticas nos ofrecería una mejor manera de plan-
tear estos estudios epistemológicos. Esto requiere, sin embargo, 
elaborar varios aspectos de la propuesta. De manera importante, 
una filosofía de la ciencia centrada en prácticas exige una nueva 
noción de la racionalidad (y de la objetividad) de la ciencia que 
mantenga el propósito epistémico de aip-a, pero adopte un mo-
delo de la racionalidad cuya base vaya más allá de la relación 
epistémica entre evidencia y teoría, y tome en cuenta el papel 
de los diferentes tipos de normas y estándares implícitos en 
las prácticas. En la primera sección de este capítulo, veremos 
cómo el historicismo en la filosofía de la ciencia ha tendido 
a abandonar la idea de que la racionalidad científica consiste 
en la aplicación de principios lógicos de razonamiento, pero 
también la idea misma de que la racionalidad es un aspecto 
importante de cualquier explicación filosófica de cómo crece el 


































conocimiento. Este desprecio hacia las complejidades de la ra-
cionalidad científica ha llevado a muchos filósofos de la ciencia 
a pensar que el único concepto de racionalidad pertinente es el 
de racionalidad instrumental. En la segunda sección, argumen-
tamos que, desde la perspectiva de una filosofía de la ciencia 
centrada en prácticas, el historicismo no implica un rechazo a 
la importancia del tema de la racionalidad en la ciencia y en 
particular nos lleva a reconocer que la racionalidad instrumental 
es sólo una versión o dimensión de la racionalidad científica. En 
la misma segunda sección sugerimos entender la racionalidad 
científica partiendo de la existencia de prácticas científicas como 
estructuras normativas. En la tercera, presentamos ejemplos de 
cómo la racionalidad científica puede verse a través de prácticas 
científicas concretas que no se entienden desde una perspectiva 
que considera a la ciencia caracterizada por meros modelos de 
teorías. Y en la cuarta sección enfilamos los diferentes ejemplos y 
reflexiones desarrollados en las secciones anteriores para sugerir 
cómo podemos hablar de una racionalidad que se desarrolla a 
través de las estructuras normativas implícitas en las prácticas.
1. La crisis de racionalidad en la filosofía de la ciencia
En la introducción de su libro Representar e intervenir, Hacking 
(1983/1996) nos muestra cómo el enfoque historicista en la se-
gunda mitad del siglo xx llevó a un replanteamiento de la noción 
estática de racionalidad científica caracterizada en aip-b. Hacking 
ejemplifica esta noción estática de racionalidad con las ideas de 
Carnap y Popper, los dos principales filósofos de la ciencia du-
rante buena parte del siglo xx. A pesar de sus diferencias, ambos 
filósofos consideran que la física es el paradigma de la actividad 
racional y de un conjunto de conocimiento científico. Ellos 
tenían diferencias respecto de cómo elaborar esta idea. Popper 
pensaba que la mejor manera era hacer ver cómo la física y la 
ciencia en general eran el resultado de seguir un cierto método 
(el método de conjeturas y refutaciones). Carnap pensaba que la 
mejor manera de mostrar cómo se desplegaba la racionalidad 










































humana en la ciencia era tratando de entender la estructura lógica 
del lenguaje científico. Compartían, sin embargo, el supuesto de 
que había una diferencia epistemológica fundamental entre el 
contexto de descubrimiento y el de justificación. Para Carnap 
y Popper, como para la gran mayoría de filósofos de la ciencia 
de ese tiempo, la filosofía de la ciencia estudiaba el contexto 
de justificación de la ciencia, y ese contexto podía articularse 
independientemente de la forma como históricamente la teoría 
científica en cuestión había llegado a configurarse.
Como Hacking nos cuenta la historia, la irrupción del histori-
cismo en la filosofía de la ciencia dejó claro que la aceptación de 
teorías muchas veces requería tomar en cuenta el contexto de des-
cubrimiento, es decir, el contexto social y psicológico en el que se 
generan las teorías. En otras palabras, el historicismo asociado con 
la nueva filosofía de la ciencia deja claro que el contexto de des-
cubrimiento incide en la forma en que se justifican las teorías. La 
justificación que los científicos daban de sus teorías muchas veces 
parecía arrastrar temas y modos de ver las cosas que eran fácilmen-
te identificables como parte de su particular situación histórica o 
personal. Los historiadores hicieron ver también que las decisiones 
de los científicos respecto de qué teoría seguir no parecían estar 
guiadas por un método definido ni por una “lógica de la confirma-
ción”. Todo esto generó una crisis. 
Si se asumen los supuestos sobre los que se asienta esta “cri-
sis de la racionalidad”, el diagnóstico y tratamiento posterior 
de la crisis es predecible: un cuestionamiento de la pertinencia 
epistemológica de la distinción tajante entre descubrimiento y 
justificación lleva de manera natural a un cuestionamiento de la 
racionalidad misma de la ciencia. La racionalidad de la ciencia 
siempre se ha asociado al modo en que, a diferencia de otros tipos 
de conocimiento, la labor científica se sustenta sobre evidencia 
y razonamiento que no dependen de cuestiones subjetivas. En la 
medida en que se cuestiona el alcance de la diferencia entre am-
bos contextos y se reconoce una importante interacción entre 
ellos, esos contextos se cuestionan los conceptos de evidencia 
objetiva y de razonamiento basado en evidencia sobre los que se 
ha apoyado la supuesta racionalidad de la ciencia.


































Así, siguiendo este cuestionamiento, en los estudios empí-
ricos de la ciencia, sobre todo en los estudios sociales de la 
ciencia, como hemos visto en el capítulo anterior, se ha tendido 
a negar que haya algo distintivamente racional que diferencie la 
ciencia de otro tipo de creencias. Muchos filósofos de la ciencia 
han respondido aceptando que no hay un tipo de racionalidad 
distintivo de la ciencia; la racionalidad científica no es más que 
una racionalidad instrumental que busca acoplar medios con fi-
nes. Lo distintivo de la ciencia, se piensa, reside en el tipo de 
fines que persigue, los cuales, en este caso, se considera que son 
epistémicos. Los fines epistémicos son lo que da unidad y cohe-
rencia racional a la empresa científica. Los diferentes filósofos 
que promueven este tipo de propuesta difieren respecto de cuá-
les son esos fines epistémicos.
Hay quienes piensan que el fin es la resolución de proble-
mas; otros, que es la búsqueda de la verdad o el conocimiento 
de la estructura causal del mundo; pero hoy, entre los filósofos de 
la ciencia es muy común pensar que es en términos de fines 
como debe entenderse la unidad de la ciencia y su estructura 
epistemológica. Dudley Shapere, Ronald Giere, Larry Laudan y 
Philip Kitcher son algunos de los autores contemporáneos que 
siguen este tipo de planteamiento. Su propuesta va acompaña-
da de una concepción instrumentalista de la racionalidad de 
agentes individuales, que generalmente se implementa como 
modelo de racionalidad científica por medio del supuesto de 
que existen mecanismos del tipo de la “mano invisible” los cua-
les explican cómo esta búsqueda de acoplamiento entre medios 
y fines individuales lleva a la coordinación espontánea de la ac-
ción social y, por lo tanto, a un modelo de cómo la ciencia se 
estructura socialmente.
Por otro lado, están los filósofos historicistas, como Kuhn, Fe-
yerabend y Hacking, quienes (por lo menos en algunas de las 
maneras en las que se les lee) piensan que el tema de la racionali-
dad no es un tema sobre el que valga la pena seguir discutiendo y 
que, en la medida en que no podemos considerar a la ciencia rela-
cionada por fines últimos, tampoco podemos identificar una clase 
de buenas razones privilegiadas que serviría de base para distin-










































guir entre teorías. Para alguien como Feyerabend o Hacking, hay 
muchos estilos de articular lo que se consideran buenas razones, y 
eso es todo. No hay una noción normativa única de racionalidad 
que sirva de guía para articular una pretendida unidad de la cien-
cia y, por lo menos implícitamente, se rechaza la idea de que un 
mecanismo de “mano invisible” permita explicar mucho de cómo 
se llega a identificar y a evaluar lo que se consideran buenas y ma-
las razones. Como hemos visto en el capítulo anterior, el rechazo 
de una noción normativa de racionalidad universal tiende a con-
ducir a un rechazo de aip-a. 
Ahora bien, si se asume que la ciencia es esencialmente un 
conjunto de teorías que se aceptan o rechazan a partir de un aná-
lisis de la evidencia disponible, como lo hace aip-b, entonces el 
problema lleva a una de las dos posibles respuestas esbozadas 
antes: o la racionalidad se asocia con una estructura de medios 
y fines, y se privilegian ciertos fines; o bien se llega a soste-
ner algún tipo de relativismo que considera que la racionalidad 
de la ciencia, en última instancia, sólo puede caracterizarse 
como una descripción de maneras de proceder históricamen-
te identificables, pero no epistémicamente privilegiadas. Pero 
este dilema es un artefacto de aip-b que presupone que la ra-
cionalidad de la ciencia tiene que darse en la relación entre 
evidencia y teorías. Se suele pensar que hay estándares episté-
micos de aplicación universal –por ejemplo, criterios aceptables 
para toda persona, tiempo y lugar para decidir entre métodos 
o teorías– o bien, tenemos que aceptar que la estructura y la 
dinámica de los estándares científicos sólo es explicable cau-
salmente y que la pregunta acerca de la aceptabilidad de un 
sistema de creencias sobre otro carece de sentido, más allá de lo 
que la explicación causal puede ofrecernos. Éste es un supuesto 
cuestionable. Sin embargo, si como ya Neurath, Fleck y Polanyi 
lo recalcaban, la ciencia como una empresa racional no puede 
entenderse haciendo abstracción de todo ese complejo de acti-
vidades humanas que se estructuran en prácticas científicas y en 
instituciones de diverso tipo, entonces el problema de la racio-
nalidad de la ciencia puede replantearse de maneras que evadan 
la dicotomía mencionada.


































2. Hacia un replanteamiento del problema de la racionalidad
En esta sección ofrecemos primero una razón para rechazar esta 
dicotomía entre la racionalidad instrumentalista y la postura 
historicista que niega aip-a: la postura historicista no necesa-
riamente implica una negación de aip-a, por lo que no implica 
que la racionalidad sea irrelevante. Después, argüimos que la 
racionalidad instrumentalista es una caracterización demasiado 
idealizada como para modelar la racionalidad científica tal y 
como lo requiere la práctica científica, en particular porque los 
criterios de racionalidad no se limitan a la manera como pueden 
modelarse las relaciones evidencia-teoría. 
Primero analizaremos por qué la postura historicista no ne-
cesariamente lleva a la negación de aip-a. Como se vio en el 
capítulo anterior, el relativismo epistémico extremo, que recurre 
al rechazo de aip-a, niega que algún concepto de norma epis-
témica o de racionalidad se requiera para dar una explicación 
de cómo crece el conocimiento científico. Este enfoque puede 
caracterizarse positivamente, y de manera más específica, por 
su convicción implícita (hecha explícita a veces) de que todas 
las creencias están en pie de igualdad respecto de sus causas 
(sociológicamente articulables) y de que esas causas son todo 
lo que es pertinente estudiar para formular y resolver cualquier 
pregunta interesante acerca de la naturaleza, la estructura y la di-
námica de la ciencia. En este sentido, los “sociólogos” son la 
contrapartida de los “epistemólogos tradicionales”, tan criticados 
en los estudios sociales de la ciencia. Estos últimos piensan que 
el estudio de la ciencia tiene su punto de apoyo en su carácter 
distintivamente epistémico individualista, mientras que para los 
primeros lo tiene en su carácter distintivamente social, pero am-
bos comparten la idea de que esta oposición es la base de una 
disyuntiva en la que no hay alternativas.
Los sociólogos o filósofos que adoptan la actitud del relati-
vismo epistémico extremo, por un lado, rechazan que el origen 
de las normas pueda explicarse a priori; y ,por otro, asumen que 
un planteamiento filosófico tiene que darse partiendo de un 
enfoque sociológico. Así, se puede incluir en este enfoque so-

















































ciológico a los sociólogos del conocimiento, como Barry Barnes, 
David Bloor y Harry Collins; también a los autores como Trevor 
Pinch, Wiebe Bijker y T.P. Hughes, y, en general, a los autores 
que promueven los llamados “estudios sociales de la tecnología”. 
Creemos incluso que autores como Michel Callon, John Law, 
Bruno Latour (de hace veinte años) y Andrew Pickering podrían 
tener cabida en el enfoque sociológico al que nos vamos a oponer, 
pero esto requeriría un poco de elaboración y ciertos deslindamien-
tos que no haremos aquí.18
Nuestra observación de partida es que tanto quienes rechazan 
aip-a como quienes la sostienen comparten el supuesto de que re-
conocer los estándares epistémicos como producto de factores 
heterogéneos asociados con intereses y fines diversos localiza-
bles en comunidades específicas es incompatible con una teoría 
del conocimiento que reconozca que hay estándares cognitivos 
que son mejores o peores desde un punto de vista epistémico. 
Éste es un supuesto cuestionable y, como veremos, abandonarlo 
permite ver la pertinencia de un proyecto epistemológico nor-
mativo para el estudio histórico-sociológico de cómo surgen los 
estándares epistémicos en culturas locales estructuradas alrededor 
de prácticas.
El abandono de este supuesto se fue tejiendo en la segunda mi-
tad del siglo xx, sobre todo a través de la crítica a una “racionalidad 
algorítmica” que permitiría dirimir, por medio de la aplicación de 
reglas fijas y generales, las controversias de interés para una teoría 
del conocimiento científico.19 A partir de la década de 1980 se 
18 Pickering, por ejemplo, siguiendo a Latour, dice en The Mangle of Practice 
(1995: 216, en especial) que su propuesta de entender la ciencia como práctica 
y cultura va en contra de todos aquellos que privilegian una de las dos variables 
tradicionales (o versiones de ellas), intereses sociales o reglas epistémicas. Según 
Pickering, su propuesta es una crítica a cualquier intento por tomar esas variables 
como causas “duraderas” (enduring) capaces de explicar la práctica científica. De 
esta manera, si bien Pickering rechaza explícitamente una caracterización causal 
de su enfoque y aparentemente rechaza la dicotomía que estamos criticando, 
asume que “debemos alejarnos de la idea de la ciencia como conocimiento”; 
por tanto, sugiere que el estudio de la dimensión normativo-epistémica de las 
normas es dispensable.
19 La crítica de una racionalidad algorítmica se suele asociar con los trabajos 
de Kuhn y Feyerabend, pero aspectos importantes de esa crítica fueron desarro-
llados antes o en forma paralela por Neurath, Hanson, Polanyi y Toulmin, entre 


































pone el énfasis en el estudio de “culturas locales”. Dos ejemplos 
paradigmáticos de este tipo de enfoque son Biagioli (1993) y Sha-
pin y Schaffer (1985). Biagioli arguye que es en el ambiente de las 
cortes italianas del siglo xvii donde se conformaron las posiciones 
epistémicas y los criterios epistémicos evaluativos involucrados en 
la controversia entre Galileo y sus críticos aristotélicos. Shapin y 
Schaffer sostienen que los hechos a partir de los cuales se explica 
el “éxito” de Boyle (en su controversia con Hobbes) se construyen 
en el contexto de una cierta ética y que el código de conducta (y 
sobre todo de confianza) de esa cultura es un elemento crucial en la 
explicación de los criterios epistémicos utilizados. Shapin elabora 
aún más su propuesta en su obra de 1994; ahí muestra cómo el 
empirismo aparentemente individualista propugnado por la Royal 
Society de Londres está basado en normas de investigación que en 
última instancia dependen de normas morales asociadas con lo 
que Shapin llama una noción “liberal” de verdad, que identifica 
verdad con creencia consensuada. Él hace ver las muchas maneras 
en que aquello considerado verdadero, incluso los enunciados de 
observación aparentemente más directos, puede entenderse como 
creencias consensuadas apoyadas en nexos de dependencia epis-
témica. Uno de los temas centrales del libro es precisamente el 
análisis de una serie de casos dirigido a mostrar que los criterios de 
credibilidad que estaban en juego eran criterios morales basados 
en el honor, la integridad y la idea de conversación civilizada. Esto 
puede tomarse como una reducción de los criterios epistémicos 
a criterios morales. Pero el hecho de que, como el mismo Shapin 
lo reconoce, la credibilidad en cuestión incluya consideraciones 
otros. Toulmin (1961), por ejemplo, principia el sexto capítulo con la siguiente 
oración: “La ciencia no es una maquinaria intelectual de cómputo: es parte de 
la vida misma.” La idea de Hanson de que “el crecimiento de la ciencia tiene 
muy poco que ver con el rearreglo de hechos en patrones formales, pero sí con el 
descubrimiento de nuevos patrones de explicación” va en una dirección similar 
(Hanson, 1958: 2). Toulmin, como Hanson y Polanyi, rechaza la distinción entre 
contexto de descubrimiento y de justificación, considerada crucial en las filoso-
fías empiristas de Reichenbach, Carnap y Popper. Rechazar este supuesto lleva 
directamente a rechazar la idea de una “racionalidad algorítmica”. Por supuesto, 
el inverso de esta tesis es falso; es posible rechazar una racionalidad algorítmica y 
aceptar como algo epistemológicamente crucial la distinción entre los contextos 
de descubrimiento y de justificación.

















































respecto de las habilidades de los testigos, la calidad de las obser-
vaciones y la consistencia de los diferentes testimonios ya sugiere 
que no estamos hablando de una mera reducción. Una episte-
mología que reconoce una relación entre ética y epistemología 
(a través de un concepto de virtud, o de práctica, por ejemplo) no 
tiene por qué llegar (como a veces sugiere Shapin) a la conclusión 
de que la epistemología es irrelevante para entender la ciencia. 
Está claro, pues, que la tendencia contemporánea en historia 
de la ciencia (y en historiografía, que le subyace) a generar expli-
caciones causales puramente locales de conceptos y estándares 
a partir de una reconstrucción detallada de pasajes de la historia 
de la ciencia no es todo lo que puede decirse sobre la ciencia 
como actividad epistémica. Como lo hace notar Peter Dear, refi-
riéndose al problema que plantea la explicación de la aceptación 
casi universal y simultánea de estándares epistémicos distintivos 
de la ciencia moderna hacia finales del siglo xvii: 
Las explicaciones puramente locales de cada tipo de actividad expe-
rimental [que interviene en la producción de conocimiento] dejarían 
una constelación inexplicable de coincidencias que abarcarían desde 
Londres hasta Roma, desde París hasta Varsovia y más allá (Dear, 
1995: 4). 
Dar cuenta de una práctica o técnica experimental, por ejem-
plo, no puede entenderse localmente a partir de reconstrucciones 
locales de experimentos, sino que requiere el uso de categorías 
epistémicas tales como “experimento”, “explicación” y “eviden-
cia” de una manera que trasciende una explicación en términos 
de culturas locales. La pregunta acerca del origen de la normativi-
dad epistémica de esas categorías subyace, pues, en la dificultad 
planteada por Dear. Es una pregunta que los estudios de Shapin y 
Biagioli, entre otros, no responden y que sigue siendo pertinente 
para entender el desarrollo de la ciencia.
Aunque estos historiadores no rechazan aip-a, es claro que su 
búsqueda de normas locales los lleva a una noción de la raciona-
lidad local, historicista y social que es muy diferente a la noción 
de la racionalidad instrumentalista. Para estos historiadores, la 


































racionalidad instrumentalista es un modelo demasiado simplista 
que no es suficiente para modelar muchos procesos racionales 
basados en las normas epistémicas locales que realmente ocu-
rren en las investigaciones científicas concretas.
La racionalidad instrumental en la filosofía de la ciencia modela 
la racionalidad científica en términos de la relación entre fines 
epistémicos y medios. En la medida en que buscamos acoplar 
medios y fines somos racionales. Por ejemplo, para Laudan (1987) 
la racionalidad científica consiste en la búsqueda de un principio 
que sería una articulación de nuestras convicciones inductivistas 
normales acerca de la evaluación de estrategias para la consecu-
ción de fines y que, por lo tanto, sería un principio que todas las 
teorías metodológicas estarían dispuestas a aceptar como estándar. 
Esto, sin embargo, exige que sea posible decir de “nuestros fines” 
que están bien definidos y que son individualizables a través de 
muy diversas situaciones, que es una exigencia poco verosímil. 
Después de todo, las diversas comunidades, aunque usen las mis-
mas palabras para caracterizar sus fines, los recortan de maneras 
diferentes, dependiendo en buena medida de las técnicas y arte-
factos (modelos e instrumentos) propios de cada práctica. 
Por ello, si dos comunidades comparten el uso de cierto tipo 
de modelos matemáticos tenderán a compartir ciertos fines, que 
no serán compartidos con comunidades que utilizan otro tipo de 
modelos. Por ejemplo, si se comparten modelos evolutivos basa-
dos en la idea tradicional neodarwinista según la cual es posible 
abstraer procesos de desarrollo para explicar la evolución de 
organismos, entonces se tenderá a compartir el fin de explicar la 
relación entre ambiente y organismo en términos de adaptaciones.
Esto explica que, por ejemplo, una comunidad de siste-
matistas comparte más fines y valores con comunidades de 
sistematistas del pasado que con biólogos moleculares o con 
físicos de altas energías del presente. Es en la participación en 
prácticas científicas donde se heredan estándares y normas a 
través de los procesos de aprendizaje que transforman a los 
participantes en expertos. Estas normas no son explícitas sino 
que están implícitas en el uso de instrumentos y modelos, pero 
también lo están en las narrativas de la historia disciplinar que 

















































los estudiantes aprenden. Muchas veces esta historia se basa en 
anécdotas o reconstrucciones inexactas de hechos, pero a través 
de esa historia los científicos van dando forma a normas relativas 
a lo que es hacer investigación en sus respectivas disciplinas. El 
Galileo que aprenden los físicos en sus clases introductorias de 
física no será un Galileo realmente de su tiempo (como los his-
toriadores de la ciencia hacen ver en sus críticas de las historias 
disciplinares), sino que es un Galileo que promueve estándares 
de investigación que nos permiten decir que esos estándares son 
parte del éxito de la física desde el tiempo de Galileo.
Lo anterior muestra que la idea de Laudan de que no podemos 
darle sentido a la idea de que compartimos valores y fines con 
Newton, Darwin o Einstein, como para que sea relevante incor-
porar sus decisiones en nuestra epistemología, asume que en el 
presente podemos hablar de valores y fines compartidos sin pro-
blema. Esto es cuestionable, porque en la medida en que podemos 
hablar de valores y fines compartidos, tenemos que reconocer que 
esos valores y fines tienen una cierta estabilidad a través de tiempos 
y lugares diferentes. Una explicación de cómo los valores com-
partidos en comunidades contemporáneas surgen y se mantienen 
estables a través de prácticas o tradiciones científicas tiene que ser 
a la vez una explicación de cómo una comunidad de investigación 
mantiene prácticas compartidas con comunidades del pasado, va-
lores que se transmiten de generación en generación. No debemos 
olvidar que los valores y los fines compartidos se individualizan a 
través de la historia de la ciencia, no a pesar de ella.
Entender el papel de la historia de la ciencia en la episte-
mología requiere entender cómo diferentes tipos de prácticas 
evolucionan y se mantienen estables o desaparecen en el pro-
ceso de consecución o transformación de los fines propios de las 
diferentes tradiciones. Y esto, a su vez, requiere entender cómo 
la tecnología entra en la conformación de nuestros estándares 
epistémicos. En la sección siguiente damos un ejemplo de cómo 
la tecnología muchas veces promueve agendas de investigación 
y en particular de cómo contribuye a la formación de estándares 
epistémicos que cuestionan agendas establecidas y apuntan en la 
dirección de nuevas agendas y nuevas teorías en particular. 


































3. Las técnicas de secuenciación en la conformación  
    de agendas de investigación en la biología evolucionista
Las técnicas de secuenciación son todas aquellas técnicas utilizadas 
para la determinación del orden de los nucleótidos en una molé-
cula de adn. El desarrollo de estas técnicas ha generado una serie 
impresionante de avances en ciencia básica y medicina. Lo que 
usualmente se deja de lado es que esas técnicas han promovido 
agendas de investigación y el desarrollo de nuevas teorías en 
muchas áreas de la biología. En otras palabras, esas técnicas no 
forman parte de agendas de investigación sólo por su aplicación 
en la puesta a prueba de teorías, sino que conforman agendas de 
investigación que promueven cambios conceptuales científicos 
importantes. Como lo plantean Pace, Sapp y Goldenfeld (2012): 
El desarrollo de un marco filogenético para la identificación de micro-
bios basado en secuencias lleva a una revolución en ecología microbial 
y, de manera más general, permite sustentar conjuntamente la evolu-
ción y los estudios ecológicos en un solo marco empírico (Pace, Sapp 
y Goldenfeld, 2012: 1013). 
Nigel Goldenfeld y Carl Woese (2007), en un resumen de los 
aspectos centrales del enfoque que promueven, arguyen que 
esas técnicas llevan a un replanteamiento radical de la teoría de 
la evolución que en aspectos importantes ya no encaja dentro 
del paradigma darwinista de la evolución. Lo interesante para 
nosotros es que son las técnicas de secuenciación las que, como 
reconocen Woese y otros promotores de esta nueva manera de 
ver la biología, están generando una revolución profunda en la 
biología evolucionista y están llevando a toda una serie de replan-
teamientos de fronteras entre disciplinas que no puede menos que 
caracterizarse como revolucionaria. Pero este cambio puede y 
debe verse como un cambio racionalmente entendible a partir de 
los nuevos modelos evolucionistas que estas técnicas han con-
tribuido a desarrollar. No es un cambio que se pueda entender 
meramente como una competencia entre teorías o alternativas 
rivales.










































Darwin introdujo un cambio revolucionario en la manera 
de entender el mundo viviente con su concepto de especie no 
esencialista. Este concepto de especie no esencialista no tiene evi-
dencia experimental hasta los inicios de la genética darwiniana en 
el siglo xx. Darwin lo introduce a partir de una serie de observacio-
nes y experimentos que apuntan a la importancia de la selección 
natural como causa principal de la evolución. La genética clásica 
y posteriormente la genética molecular clásica le dan un susten-
to teórico al concepto darwiniano de especie. Pero los avances 
en genómica (y en particular las implicaciones de las técnicas 
de secuenciación, véase Goldenfeld y Woese, 2007) cuestionan 
ese concepto de especie. En lugar de pensar que las ontologías 
que importan en la ciencia provienen exclusivamente de teorías, el 
ejemplo anterior y muchos otros que pueden darse sugieren que 
muchas ontologías importantes en la ciencia provienen del uso de 
ciertas tecnologías y de los modelos que esas técnicas promue-
ven. La propuesta de Woese de que el concepto de especie debe 
abandonarse como concepto crucial de la biología evolucionista 
es producto de técnicas que promueven modelos y abstracciones 
dependientes de esas técnicas que sustentan nuestras mejores es-
peculaciones respecto de qué es lo que hay. 
4. Normas y estándares implícitos en las prácticas
Las reflexiones anteriores apuntan a que un planteamiento 
apropiado del problema de la racionalidad científica requiere 
entender las complejas relaciones de conformación mutua que 
tienen lugar entre técnicas de investigación (que promueven una 
cierta manera de descomponer en problemas la realidad que 
confronta la ciencia) y, por otro, teorías, modelos, instituciones 
y prácticas, que buscan dar una visión integrada y coherente, 
del pasado hacia el presente, de lo que es el mundo de nuestra 
experiencia. 
Esto requiere tomarse en serio el papel de las prácticas científi-
cas en preservar la meta epistémica mencionada en aip-a. De esta 
manera podemos evitar el tipo de supuestos que nos hace caer 


































en la dicotomía entre modelos historicistas e instrumentalistas. 
Porque no es ni sólo la historia ni sólo una racionalidad de me-
dios y fines lo que nos permite modelar la racionalidad científica. 
Tenemos que tomar en cuenta los recursos cognitivos que nos 
permiten distribuir el conocimiento en prácticas (modelos y técni-
cas propios de agendas particulares) y la estructura normativa de 
esas prácticas que constriñe los procesos de representación que 
culminan en los modelos y las teorías que consideramos exitosos. 
El problema de la racionalidad en la ciencia tiene que respon-
derse en el marco de una explicación general de cómo diferentes 
tipos de actividades y normas se articulan en prácticas cuyos 
productos pueden ser modelos, teorías u otros artefactos episté-
micos. Esto, por supuesto, va a requerir una cierta caracterización 
de qué entendemos por “práctica”. 
Una práctica es un complejo de actividades (y, por lo tanto, 
de normas, reglas, valores estándares y tecnología) que tienen 
una estructura estable con la capacidad de reproducirse (con 
variantes) a través de diferentes procesos de aprendizaje. Las 
actividades que constituyen una práctica son de diverso tipo: uno 
importante es lo que podemos caracterizar como razonamiento. 
El razonamiento en su sentido más amplio es la habilidad (o 
capacidad) de hacer inferencias. Éstas, sin embargo, tienen que 
estar reguladas por un contexto de significado. Razonar es la 
habilidad de generar inferencias que están acotadas por criterios 
que las relacionan con un todo en el que tienen significado. Las 
prácticas tienden a integrarse en agendas de investigación. 
Una agenda de investigación identifica las prioridades y jerar-
quiza los objetivos que guían la manera en la que un problema se 
plantea o se descompone en subproblemas que retoman prácti-
cas particulares. Una agenda de investigación tiende a modificar 
las prácticas que la conforman de manera tal que se acoplen mejor 
a los fines de la agenda, que no necesariamente son fines episté-
micos. Esta retroalimentación entre prácticas y fines es en cierta 
medida circular, pero hay que recordar que estamos hablando de 
procesos dinámicos en los que esta circularidad no es viciosa. Es 
el tipo de circularidad que desempeña un papel explicativo central 
en la teoría de la evolución centrada en procesos de construc-










































ción de nichos.20 Una tradición de investigación consiste en una 
serie de prácticas que han coevolucionado como resultado de su 
acoplamiento a agendas de investigación en el pasado y que se 
proyectan a futuro como marco de investigaciones posibles. Es 
común hablar del darwinismo, de la teoría electromagnética o del 
newtonianismo como tradiciones. Las tradiciones usualmente se 
consideran constituidas por diferentes teorías (véase, por ejemplo, 
Laudan, 1977a) que conviven en un tiempo determinado o se 
suceden en el tiempo. Para Laudan toda tradición de investigación 
compartía compromisos metafísicos y metodológicos que eran parte 
de los criterios de identificación e individuación de tradiciones. 
Para nosotros las tradiciones de investigación no están constituidas 
únicamente por teorías sino también por prácticas y, por lo tanto, 
por habilidades que se transmiten a través de generaciones y que 
pueden o no estar asociadas a compromisos metafísicos comparti-
dos. El darwinismo, por ejemplo, no se distingue por compromisos 
metafísicos. Hay darwinistas que consideran que el mecanismo 
de selección natural es un compromiso metafísico-metodológico 
central, mientras que otros no. Pero si bien no hay un núcleo de 
creencias metafísicas compartidas, sí hay creencias metafísicas, 
métodos, historias disciplinares y prácticas compartidas por sub-
grupos participantes de una tradición. Nuestra noción de tradición 
es, pues, bastante laxa y con bordes difusos. Lo distintivo e impor-
tante, cuando nos referimos a tradiciones, es la interacción robusta 
del conjunto de prácticas a través del tiempo, que conforma una 
matriz organizacional en disciplinas particulares. Una agenda de 
investigación, por lo general, es más difícil de caracterizar como 
un linaje que se extiende a la manera de una tradición en la histo-
ria de la ciencia; más bien se caracteriza por valores y estándares 
compartidos, y sobre todo por un compromiso fuerte con ciertos 
20 La construcción de nichos es el proceso a través del cual los organismos, por 
medio de su metabolismo, actividades y elecciones modifican su propio nicho y 
los de otros organismos. Por ejemplo, las plantas cambian la composición de los ga-
ses atmosféricos y la composición del suelo. El desarrollo del concepto de práctica 
y agenda de investigación, que aquí se presenta brevemente, puede desarrollarse 
como caso especial de un proceso evolutivo que se da a través de la evolución 
de agendas de investigación en el contexto de nichos de prácticas. Para una 
presentación de la teoría de nichos en cuestión, véase Laland y Boogert (2010).


































fines que guían la investigación en un plazo relativamente corto. 
Por ejemplo, el neodarwinismo es una agenda de investigación 
que enmarca el estudio de la evolución en un marco metodológico 
y relativamente bien definido. Así, lo que Laudan llama tradicio-
nes de investigación está más cerca de lo que estamos llamando 
agendas científicas que lo que hemos caracterizado antes como 
tradiciones de investigación. Para nosotros es importante recalcar 
que las tradiciones de investigación constriñen las prácticas y el 
ordenamiento de las prácticas que pueden encajar en una agenda. 
En otras palabras, las prácticas pueden verse como recursos para la 
elaboración de una agenda, pero son recursos en el contexto de tra-
diciones (muchas veces establecidas en el contexto de disciplinas 
específicas) que pueden tener un papel importante al momento de 
decidir qué prácticas van a tomarse en cuenta para la conforma-
ción de una agenda. Hay, por supuesto, muchos otros factores que 
desempeñan un papel en la conformación de agendas; los factores 
políticos y económicos o las restricciones de dinero pueden ser 
cruciales para la manera en que se conforma una agenda. A su 
vez, la conformación de agendas puede tener implicaciones para 
el tipo de prácticas que se promueven en una tradición. Así, tanto 
las prácticas como las tradiciones y las agendas son recursos inter-
dependientes que conforman el quehacer científico. 
Una práctica científica, además, involucra y promueve normas 
y estándares epistémicos, tecnológicos y éticos que son un aspecto 
importante de la manera en que la ciencia distribuye cognitivamente 
el conocimiento. Las normas en cuestión provienen muchas veces 
de criterios de corrección distribuidos en muchas prácticas que se 
articulan en agendas o tradiciones de investigación. Por ejemplo, 
las normas respecto del tipo de precisión que maneja un microsco-
pio son compartidas por prácticas en disciplinas muy diferentes que 
no tienen mucho más en común que el uso de cierto tipo de micros-
copio. Las normas respecto de la manera en la que debe presentarse 
una investigación en psicología experimental (el tipo de normas que 
se aprenden a través de una educación universitaria en la disciplina) 
son compartidas por muchas prácticas diferentes que forman parte 
de agendas muy diferentes, no sólo en psicología experimental sino 
en otras áreas de la psicología y las ciencias sociales.










































Esto nos permite decir que la normatividad pertinente para 
entender y utilizar criterios de corrección específicos está im-
plícita y distribuida en toda una geografía o una arquitectura de 
las prácticas que se norman mutuamente en diferentes aspectos 
establecidos a través de la historia de las prácticas humanas. En 
esta geografía normativa desempeñan un papel importante las 
propiedades materiales de objetos y aparatos que son parte cons-
titutiva de las normas mantenidas o promovidas o transmitidas 
de muchas prácticas. Las propiedades de conducción eléctrica 
o el peso específico muchas veces desempeñan un papel como 
parte constitutiva de la estructura normativa, sin estrictamente 
ser normas o regulaciones de los agentes, el tipo de normas o 
regulaciones que podríamos asociar con valores en el sentido 
tradicional. Si uno va a reparar una instalación eléctrica debe se-
guir ciertas normas de seguridad, por ejemplo. Estas normas son 
diferentes dependiendo del voltaje de la instalación y de muchos 
otros factores materiales, como el nivel de humedad usual en 
el ambiente. Por último, queremos concluir este capítulo distin-
guiendo por lo menos cinco clases de recursos importantes que 
componen una práctica:
1. Habilidades y, más en general, capacidades humanas que pue-
den dirigirse al aprendizaje de diferentes tipos de prácticas.
2. Estructuras cognitivas propias de los seres humanos que 
subyacen en las habilidades y capacidades que entran en el 
aprendizaje y mantenimiento de los estándares de una práctica.
3. Materiales que median la integración de capacidades y es-
tructuras cognitivas a través de un proceso de aprendizaje.
4. Diferentes valores y normas que cumplen un papel en la es-
tabilización y en la integración de la práctica en un contexto 
normativo más amplio.
5. Los fines de la práctica, que no son otra cosa que una manera 
coherente y sucinta de expresar la estructura normativa de la 
práctica como un todo, y que por lo tanto permiten identificar 
aquellos elementos de la práctica que, respecto de sus fines, 
requieran modificación o cambio sin que por ello la práctica 
pierda su identidad.


































Puede parecer extraño que los fines de la práctica se piensen 
como recurso, pero hay que recordar que las prácticas tienen una 
estructura recursiva, en el sentido de que los fines en relación 
con los cuales se plantean los recursos tienen a su vez un pa-
pel en la articulación de la estructura normativa de la práctica 
(como en la identificación o distinción de valores o normas), 
y permiten identificar los elementos que, respecto de una me-
jor satisfacción de los fines, pueden requerir modificación. Por 
lo general, en la ciencia estos fines son compartidos por varias 
prácticas. Por ejemplo, un fin puede ser el diseño de un avión 
más rápido. Una práctica se desarrolla con ese fin en los labora-
torios de pruebas con túneles de viento en un determinado lugar. 
Tal fin lleva a la formulación de objetivos concretos, como sería 
el diseño de un ala con ciertos atributos. Este objetivo subordi-
nado puede cambiar. Si se encuentra un material nuevo muy 
ligero y resistente, puede suceder que el objetivo anterior, que 
dependía de supuestos respecto del tipo de material del que es-
taría hecha el ala, tenga que ser modificado. 
Con lo anterior debe quedar claro que esta caracterización de los 
recursos ya mencionados no pretende ser exhaustiva ni excluyente. 
Una habilidad o capacidad involucra estructuras cognitivas y me-
dios materiales específicos. En la medida en que las capacidades y 
habilidades formen parte de una práctica van a estar involucrados 
también estándares relativos a lo que se considera el dominio de 
la práctica. Tocar el piano, manejar un vehículo, observar por el 
telescopio o interpretar una tomografía son habilidades aprendidas 
que requieren el desarrollo de estructuras cognitivas y la capacidad 
de apreciar sutiles diferencias en medios materiales específicos. 
Un médico especialista en interpretar tomografías puede ver cosas 
que una persona sin entrenamiento no ve. Tocar el piano requiere 
un piano, una silla, una posición precisa frente al teclado, etc., 
pero también vencer cierta resistencia de las teclas al tacto –por 
ejemplo, si las teclas tienen una respuesta diferente a la presión de 
los dedos a la que se está acostumbrado, la interpretación cambia 
y, por lo tanto, la capacidad de desplegar los estándares de lo que 
es tocar bien–. Manejar un vehículo requiere de un conocimiento 
tácito (que puede ser muy limitado) de las propiedades de fricción 










































o sostén de las llantas en el tipo de pavimento del que se trate. Si 
la superficie es muy distinta, nuestra habilidad para llevar un vehí-
culo en una determinada dirección puede disminuir notoriamente. 
También requiere una gran cantidad de expectativas.
Una autopista no es la clase de carretera donde se espera en-
contrar una vaca al dar vuelta en una curva, ni tampoco que la 
superficie de rodamiento esté cubierta de aceite ni mucho me-
nos que quienes le dan mantenimiento decidan echar aceite para 
lubricarla y evitar que sufra cuarteaduras. Estas expectativas son 
parte de nuestro conocimiento de estándares (implícitos y explí-
citos) asociados con prácticas (de manejo, de construcción de 
carreteras, de mantenimiento de autopistas) y son parte también 
de nuestro conocimiento de medios materiales (el pavimento, el 
sistema de frenos, etcétera).
Las expectativas que relacionamos con esos estándares y la 
manera en que éstos se estructuran dependen de capacidades cog-
nitivas específicas y del grado en el que éstas son confiables en un 
contexto de prácticas. Así, el dominio de la práctica de manejo 
involucra varios estándares que indican que en determinadas con-
diciones –de noche y lloviendo, por ejemplo–, se debe manejar 
más despacio. Este cambio en la velocidad de manejo se justifica 
porque en esas circunstancias la visibilidad es menor y la posibi-
lidad de derraparse mayor. Pero los estándares pertinentes no se 
articulan ni, usualmente, se enseñan explícitamente como tales. 
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5. La racionalidad como 
razonamiento organizado 
Este capítulo continúa el desarrollo de una propuesta sobre cómo 
podemos impulsar una filosofía de la ciencia centrada en prácticas 
estudiando el papel epistémico de las heurísticas en el razona-
miento humano como normas que conforman una geografía de la 
razón. Queremos mostrar en particular un sentido importante en 
el que las heurísticas despliegan nuestras capacidades de abstrac-
ción de manera que este despliegue es normativamente relevante 
para la organización y el mejoramiento del razonamiento. Ahora 
bien, para poder llegar a esta conclusión (en el capítulo 7) es 
necesario que antes entendamos bien de qué estamos hablando 
cuando nos referimos a heurísticas, para posteriormente mostrar 
que heurísticas en ese sentido no pueden reducirse a algoritmos 
(en el sentido epistémico pertinente).
1. Heurística versus algoritmo 
En la bibliografía sobre psicología una heurística es una inferen-
cia falible que nos lleva a resultados que pueden ser incorrectos 
desde la perspectiva de ciertas normas de razonamiento, pero que 
cuando falla, lo hace con un sesgo, es decir, falla de manera tal 
que la dirección del error es en buena medida previsible y muchas 
veces distintiva de la heurística en cuestión. Las heurísticas que nos 
ayudan a encontrar las raíces de un polinomio (véase la sección 
5.2) son un ejemplo. En la física, por ejemplo, se habla de reglas 










































heurísticas que nos permiten disminuir el número de alternativas 
que considerar en la solución de un problema. En la biología de 
la conservación y en la ecología se han propuesto muchas reglas 
heurísticas que ayudan a resolver problemas muy complejos. Por 
ejemplo, cómo decidir qué especies deben de ser objeto privi-
legiado para promover su conservación. En todos estos casos el 
concepto de heurística en cuestión está ligado a la búsqueda de 
maneras de representar un problema que nos lleven a una solución.
Lo crucial y distintivo de una heurística (en cuanto guía de infe-
rencia con una dimensión epistémica normativa) en contraposición 
al concepto de algoritmo es que en los casos en los que la infe-
rencia que promueve es incorrecta, podemos entender el error por 
la dirección del sesgo, o en otras palabras, podemos prever (hasta 
cierto punto) dónde la heurística no va a ser confiable. La manera 
exacta como se evalúa el error por la dirección del sesgo depende 
de cómo se entienda la normatividad propia de las heurísticas; pero 
por ahora el siguiente ejemplo puede ayudarnos a entender la idea 
general. Una de las primeras heurísticas estudiadas a fondo es 
la que Kahneman, Slovic y Tversky (1982) llaman heurística de la 
representatividad. Según estos autores esta heurística se utiliza para 
evaluar probabilidades según el grado de similitud de un objeto (o 
suceso) A con un objeto (o suceso) B que tomamos como repre-
sentativo. Si por ejemplo se nos muestra una serie de fotografías y 
se nos pregunta qué probabilidad hay de que esas personas sean 
maestros de filosofía o conductores de taxi, Kahneman, Slovic y 
Tversky encontraron que se tiende a asignar probabilidades a 
partir de estereotipos, incluso dejando de lado información que es 
pertinente para asignar la probabilidad. Es más, puede predecirse 
bastante bien la manera en que la mayoría de las personas utiliza 
los estereotipos para asignar probabilidades (por lo menos, en casos 
como el anterior). Esta capacidad de predicción del sesgo es lo que 
permite que la heurística cumpla un papel normativo en el razona-
miento; nos permite desarrollar razonamientos confiables a partir 
de heurísticas falibles.21 Ahora bien, llegar a este planteamiento 
21 Explicar a fondo cómo la predicción del sesgo lleva a cabo su papel normativo 
requiere cuestionar la visión tradicional de lo que es abstracción. Este replantea-
miento de la abstracción es algo que haremos en el capítulo 7. Aquí desarrollamos 



























requiere negar un supuesto bastante extendido en discusiones 
sobre la racionalidad y sobre lo que son las heurísticas, a saber, el 
supuesto de que los sesgos de las heurísticas son un mero reflejo de 
nuestras limitaciones cognitivas y, por lo tanto, que la epistemología 
no tiene por qué preocuparse por la estructura o las contribuciones 
que esos sesgos puedan hacer a nuestra situación epistémica. Si 
bien es posible que no todo atajo de razonamiento se distinga por 
un sesgo, para nosotros una heurística tiene un sesgo que podemos 
utilizar como recurso para aprender a razonar mejor y, en ese sen-
tido, el sesgo tiene una dimensión epistémica.
El supuesto de que los sesgos no tienen una dimensión norma-
tiva se sigue de la caracterización usual de que lo que debemos 
entender por normatividad epistémica puede hacerse sin tener 
que recurrir a la psicología o a otra disciplina científica. Desde 
esta perspectiva esos sesgos son totalmente prescindibles y re-
ducibles a estructuras formales que permiten dar cuenta de la 
normatividad a través de un análisis lógico-matemático. A esas 
estructuras formales usualmente se les conoce o identifica como 
algoritmos. 
La pregunta “¿qué es un algoritmo”, como la pregunta “¿qué 
es una heurística?”, no tiene una respuesta fácil. En cierto sentido 
hay una definición clara y precisa de algoritmo. Un algoritmo es 
un conjunto de instrucciones bien definidas para llevar a cabo una 
tarea en particular. El algoritmo debe dar la respuesta correcta para 
todos los casos en los que se aplica. Usualmente se piensa que los 
algoritmos son instrucciones que llevan a resultados de manera 
determinista, predecible con certeza, no sujetos al azar. 
Pero para empezar hay algoritmos no deterministas (Helmert, 
2008). Desde un punto de vista formal, que busca caracterizar los 
algoritmos como objetos matemáticos, esto no es problema, pero 
desde la perspectiva que queremos modelar el tipo de heurísticas 
que guían nuestro razonamiento sí es un problema. Esto se debe 
a que tendríamos que decir que la caracterización formal en 
matemáticas no es la caracterización formal que nos interesa, 
un argumento convergente basado en la distinción entre algoritmo y heurística 
y el papel epistémico que se les atribuye usualmente a estos tipos de reglas de 
inferencia.










































y el problema de cómo delimitar el objeto formal, que serviría 
como marco normativo para el concepto de interés psicológico y 
epistémico, quedaría pendiente. Y conforme reflexionamos sobre 
los usos del término algoritmo en diferentes ciencias empiezan 
a aparecer las dudas respecto de exactamente qué podría ser ese 
algoritmo que serviría de marco normativo para la diversidad de 
usos que nos interesa modelar. 
Hay mucha controversia sobre cómo entender exactamente 
el algoritmo, y esas controversias son importantes si nuestra 
tarea es dar una definición clara y tajante de heurística en tér-
minos de algoritmos. En las ciencias de la computación muchas 
veces el concepto de algoritmo se contrapone a programa. 
Sin embargo, hay diferentes maneras de hacer la distinción 
entre algoritmo y programa, y éstas diferentes distinciones nos 
llevarían a formas variadas de entender lo que podríamos de-
cir es una heurística en términos de algoritmos o programas.22 
En psicología se hace una oposición entre algoritmo y heurística. 
Una heurística es un atajo mental que permite juicios rápidos 
que llevan a la solución de problemas (muchas veces, pero no 
siempre). Implícitamente, por lo menos, el atajo se considera 
tal en relación con un algoritmo. Pero no hay tampoco una ca-
racterización fija y definida de algoritmo o, en todo caso, hay 
varias caracterizaciones bien definidas que hacen referencia a 
diferentes formulaciones en las matemáticas y en las ciencias 
de la computación, pero no parece haber una sola noción que 
pueda servir de punto de apoyo a la distinción que se hace entre 
algoritmo y heurística en las ciencias sociales o en psicología. 
Ahora bien, así como el hecho de que haya diferentes nociones 
de algoritmo que son importantes en la ciencia no tiene por qué 
inclinarnos a pensar que la noción de algoritmo no desempeña un 
papel epistémico importante en muchas áreas de investigación, los 
diferentes usos de heurística no tienen por qué inclinarnos a pensar 
que no hay algo epistémicamente sustantivo en el concepto.
 Si bien es muy útil en la ciencia, el concepto de algoritmo 
está relacionado con diferentes tipos de abstracción que no son 
22 Véase el artículo de R. Turner (2013).




























reducibles a una noción única; es una idealización de procesos 
físicos que dependiendo del contexto se entiende de diferentes 
maneras. De esto no se sigue que el concepto de algoritmo esté 
en necesidad de reparación, simplemente se sigue que el peso 
normativo-epistémico no proviene de la metafísica unitaria que 
los formalistas quieren endilgarle. Es más, como veremos, el con-
cepto de sesgo de una heurística, que en realidad es el concepto 
más básico desde un punto de vista epistémico, más básico que 
el de algoritmo, puede entenderse de manera natural como parte 
de una caracterización de la cognición que se toma en serio su 
carácter situado en prácticas. 
La preeminencia de estructuras heurísticas de razonamiento en 
la organización de nuestras actividades como actividades orienta-
das a fines y guiadas por valores tiene implicaciones en la filosofía 
de la ciencia no sólo para la discusión sobre cómo entender la 
racionalidad, sino para cuestiones que muchas veces se entienden 
muy alejadas de este tipo de discusión, por ejemplo, para desa-
rrollar un modelo filosóficamente satisfactorio de la explicación 
en la ciencia o para poder entender cómo podemos decir que el 
reduccionismo es un fin epistémico y hasta dónde los límites o 
constreñimientos al reduccionismo son también fines epistémicos 
(véase capítulo 6). Pero antes de continuar con el tema en las 
secciones siguientes damos ejemplos de maneras en las que el 
concepto de heurística ha desempeñado (prima facie, por lo me-
nos) un papel epistemológico en diferentes agendas científicas.23
2. Heurística en las matemáticas 
En las matemáticas y en las ciencias que utilizan ampliamente 
los métodos matemáticos, un algoritmo se caracteriza muchas 
veces como un conjunto de instrucciones (que pueden progra-
marse en un computador) que permite resolver mecánicamente 
un problema. Esto implica que la solución correcta que nos 
23 Véanse Álvarez y Echeverría (2008) y Martínez (2003) para una discusión 
complementaria acerca del papel de las heurísticas en relación con el concepto 
de racionalidad acotada.










































ofrece un algoritmo viene con la garantía de que si seguimos las 
instrucciones al pie de la letra, llegaremos posteriormente a la 
solución correcta, sin necesidad de tomar decisiones adicionales 
en el camino. Estamos familiarizados con varios algoritmos desde 
la escuela primaria; por ejemplo, los algoritmos para multiplicar 
y extraer una raíz cuadrada o una raíz cúbica.
Si queremos resolver una ecuación de tercer grado como 
x3 + 2x2 - 7x - 14 = 0, existe una fórmula que podemos utilizar. 
Por medio de ella encontraremos las soluciones (las raíces) de 
la ecuación simplemente identificando los coeficientes de los 
diferentes términos de la ecuación y sustituyendo esos valores 
en la fórmula. Una vez hecho esto, lo que resta es llevar a cabo 
operaciones aritméticas simplificadoras para tener una lista de 
soluciones. Para cualquier ecuación de tercer grado, esta fór-
mula siempre nos permite llegar a determinar sus soluciones. La 
única posibilidad de que surja un error proviene del hecho de 
que nuestras operaciones aritméticas, en algún momento por lo 
menos, no hayan sido efectuadas correctamente.
Para muchas ecuaciones de cuarto grado y mayor (tales como 
x5 + 2x4 - 7x = 0) no es posible utilizar una fórmula como la que 
se utiliza en ecuaciones de tercer grado (véase el párrafo anterior) 
para encontrar las raíces. De la misma manera en que aprende-
mos en la escuela, muchas veces es posible resolver una ecuación 
utilizando lo que se conoce como una regla heurística; es decir, si 
queremos descomponer un polinomio en sus raíces y, por lo tanto, 
resolver una ecuación de tercer grado, no es necesario utilizar el 
algoritmo (la fórmula) para resolver ecuaciones de tercer grado, 
procedimiento que es bastante engorroso de hacer a mano. Una 
regla heurística que podemos usar en este caso consiste en tratar 
de buscar las raíces en los factores del término independiente. En 
nuestro caso, deberíamos buscar los factores de 14. Pues bien, si la 
regla va a funcionar, no hay muchas opciones; las raíces podrían 
ser 1, 2, 7, 14. No es difícil ver que 1 y 14 no pueden ser, y es 
fácil ver que 7 y 2 pueden ser raíces. Al probar, comprobamos 
que efectivamente la factorización (x2 - 7)(x + 2) = 0 resuelve 
el problema. Este tipo de reglas no funciona siempre. Una regla 
como la anterior funciona en algunos casos, pero no en todos, y 




























no podemos saber por adelantado cuándo va a funcionar, aunque 
a veces sí tenemos indicios (que podrían formularse como reglas 
heurísticas) de si la regla va a funcionar o no. A veces podemos 
intentar con varias reglas heurísticas sin encontrar la solución. Sin 
embargo, dependiendo del tipo de problema de que se trate y de 
la habilidad de quien lo intenta, muchas veces es posible resolver 
un problema con gran rapidez, utilizando una regla heurística, algo 
que requeriría mucho más tiempo y esfuerzo si recurriéramos a la 
fórmula y siguiéramos paso a paso el algoritmo que nos indica.
 De existir un algoritmo para resolver un problema, la so-
lución simplemente sería el resultado de seguir instrucciones 
mecánicamente; pero a menudo el proceso es muy largo, re-
quiere tantos pasos que podríamos pasarnos toda la vida tratando 
de calcularlos todos y moriríamos antes de terminar. Es más, se 
conocen problemas muy simples (que no están sujetos a la no 
decibilidad absoluta), cuya solución está dada por un algoritmo 
que exige tantos pasos que aun las computadoras más veloces del 
presente podrían pasarse calculando sin interrupción hasta el fin 
del mundo y todavía sin llegar al resultado final.24 Así, está claro 
que muchas veces, incluso si teóricamente existe un algoritmo 
para resolver un problema, prácticamente tenemos que recurrir a 
métodos heurísticos para tratar de resolverlo.
El tipo de problemas que un algoritmo nos permite resolver 
está determinado por la estructura lógica del problema. Para resol-
ver ecuaciones de tercer grado un algoritmo nos resuelve el tipo 
de ecuaciones que matemáticamente, y sin ninguna ambigüedad, 
podemos caracterizar como ecuaciones de tercer grado. Para trans-
formar grados Fahrenheit de temperatura en grados centígrados, 
se hace ese tipo de operaciones y, en cuanto algoritmo, no sirve 
para nada más. Una regla heurística, por el contrario, nos dará una 
solución correcta, o aproximadamente correcta, en ciertas circuns-
24 Para ejemplos de algoritmos que están sujetos a este tipo de no decidibilidad 
práctica véase, por ejemplo, Cherniak (1986). Cherniak da el ejemplo del teo-
rema de Church aplicado en el cálculo proposicional. Si bien un procedimiento 
de decisión para tautologías es posible en principio, el procedimiento parece ser 
“computacionalmente intratable”, esto es, incluso en casos muy simples se requiere 
de computación que excede la capacidad de un computador ideal que tenga los 
recursos disponibles en todo el universo.










































tancias, y en otras no; la corrección de la respuesta dependerá de 
la naturaleza del problema, de la forma que toma un problema 
particular y del tipo de respuesta que esperamos, algo que no pue-
de decidirse por medio de reglas fijas. Una parte importante del 
problema de aplicación de una regla heurística es la decisión sob-
re qué regla utilizar en un caso específico. La regla mencionada 
antes para resolver una ecuación de tercer grado nos llevará a la 
solución correcta dependiendo del tipo de raíces que tal ecuación 
tenga. Si las raíces no son enteras, lo más seguro es que la regla 
no nos sirva. Hay varias reglas; algunas funcionan mejor en ciertas 
circunstancias, pero ninguna funciona siempre.
Algo que está implícito en lo dicho antes es que los algoritmos 
nos dan una solución correcta (en principio) a un problema, in-
dependientemente de cuál sea el sustrato material por el que el 
algoritmo se aplica. Sin importar cómo se extraiga la raíz cuadrada 
–escribiendo en un papel, sobre la arena de la playa o en una pa-
red; usando lápiz, pluma o las uñas–, el resultado siempre será el 
mismo. La utilidad de una regla heurística, sin embargo, muchas 
veces depende de cómo se implemente materialmente esa regla. 
Una de las opciones más conocidas para calcular raíces y ope-
raciones que involucran exponentes complicados era la llamada 
“regla de cálculo”, que fue muy utilizada por los ingenieros hasta la 
popularización de las calculadoras electrónicas hace cerca de tres 
décadas. La regla de cálculo consiste básicamente en dos regli-
llas de madera dura (o de otro material rígido) que se deslizan 
paralelamente una respecto de la otra. En ambas reglas están ins-
critas marcas y números que hacen de ellas reglas graduadas. Cada 
regla tiene varias escalas inscritas. En una escala, las distancias entre 
dos unidades corresponden a la diferencia entre sus logaritmos. En 
la otra, la distancia entre los números marcados corresponde a la 
diferencia entre los logaritmos de los números marcados. Haciendo 
uso de una propiedad básica de los logaritmos, el hecho de que el 
logaritmo de un producto sea la suma de los logaritmos de los fac-
tores, podemos calcular el resultado aproximado de multiplicar dos 
números cualesquiera en el intervalo representado en la regla por 
medio de un simple cálculo que consiste en obtener el logaritmo 
del producto a partir de la suma gráfica (que consiste en poner el 




























principio de una escala donde comienza la otra) de los logaritmos 
correspondientes. De manera similar, podemos usar las escalas en 
las que se representan los logaritmos de los logaritmos para calcular 
potencias (y raíces). Así, la regla de cálculo asimila el problema 
de calcular productos y potencias al problema de sumar gráfica-
mente logaritmos mediante una serie de reglas de reducción y de 
operación. Para resolver un problema específico hay que aplicar 
una serie de reglas (pasos) para descomponer el problema en varios 
subproblemas y decidir las reglas de operación que se consideren 
más apropiadas en cada caso. Es posible aplicar una serie diferente 
de reglas en un problema, pero cada serie tiene por lo general un 
orden que debe respetarse para que el cómputo sea adecuado.
Para ilustrar esto, supongamos que ahora el objetivo es com-
putar en la regla de cálculo a3/8. Es posible llegar al resultado 
utilizando diferentes secuencias de operaciones gráficas, pero la 
precisión del resultado puede variar en consecuencia. Mientras 
más manipulaciones hagamos más posibilidades de error introdu-
cimos. Además, el sesgo depende del material del que está hecha 
la regla y de la capacidad del usuario para manipularla. Una regla 
de cálculo nos dará una mejor aproximación en la medida en que 
el material del que está hecha no se expanda con el calor o con el 
uso, porque la distorsión en su longitud generaría errores en la 
suma gráfica de cantidades y, por lo tanto, en los cálculos que nos 
permite hacer. 
Podemos pensar en algunas reglas heurísticas independientes 
de su implementación material; por ejemplo, la regla que men-
cionamos antes para encontrar raíces de polinomios no parece 
depender de su implementación material; pero sí de la manera 
en que entendamos la idea de implementación material. En reali-
dad, el éxito de la regla heurística examinada antes para resolver 
ecuaciones de tercer grado se supedita al tipo de ecuación en la 
que se implemente. Lo que importa es que lo que consideramos 
una aplicación exitosa de la regla heurística, a diferencia del 
algoritmo, depende de su implementación. 
La diferencia entre algoritmos y heurísticas puede formularse 
de diferentes maneras, pero para nuestros propósitos vamos a 
entender por reglas o procedimientos heurísticos, a aquellos cuya 










































individuación o aplicación dependa de su implementación (ma-
terial) en artefactos. En el caso de la heurística, para resolver una 
ecuación de tercer grado, la ecuación es el artefacto en cuestión. 
Como hemos visto, hay una noción relativamente clara de algo-
ritmo en las matemáticas elementales, pero esa noción no es muy 
útil porque muchos algoritmos en las matemáticas no encajan con 
esa caracterización. Los algoritmos en las matemáticas avanzadas 
pueden ser azarosos, lo que implica que ya tenemos que formular 
con más cuidado el sentido en el que podemos decir que un al-
goritmo nos lleva a una solución siempre, o mecánicamente. La 
discusión no es trivial, aunque para nuestros fines la podemos dejar 
de lado. Todo lo que nos interesa es dejar claro que las matemáticas 
no nos ofrecen una noción de algoritmo que podamos tomar como 
punto de apoyo para la caracterización de lo que es una heurística 
como algo bien definido a partir de lo que es un algoritmo. 
Y, finalmente, para cerrar esta sección, la definición de algorit-
mo que mencionamos arriba presupone las ideas de programa y de 
mecanismo. El concepto de mecanismo es también problemático. 
Podemos por mor de nuestro argumento aceptar que el concepto de 
mecanismo es suficientemente claro en matemáticas y ciencias 
de la computación, pero hay toda una bibliografía contemporánea 
sobre filosofía de la ciencia que muestra que lo que se entiende por 
mecanismo en distintos tipos de explicaciones “mecanicistas” es 
diferente. En el capítulo 6 diremos algo más en esta dirección. 
3. El principio de la mínima acción en la física: un ejemplo de  
    la racionalidad basada en heurísticas reducibles a algoritmos
Mostraremos en esta sección cómo el concepto de algoritmo des-
empeña un papel crucial en la estructuración del razonamiento 
heurístico en la física de una forma que promueve la importancia 
del patrón de explicación por leyes. Éste es un caso bastante claro 
en el que podemos decir que las heurísticas se subordinan a los 
algoritmos. Sin embargo, como veremos, lo que debemos evitar 
es extrapolar este tipo de casos y pretender que en todos los casos 
podemos hacer este tipo de reducción. Como veremos, incluso 


































en la física hay diferentes maneras en las que este supuesto re-
duccionista puede y debe cuestionarse. 
En la física, diferentes versiones del principio de la mínima ac-
ción han funcionado como importantes principios explicativos 
desde los griegos. Herón de Alejandría mostró que si se acep-
taba que un rayo de luz siempre viaja de manera tal que minimiza 
la distancia de la trayectoria entre un objeto y el observador, po-
dían explicarse varias propiedades de la luz. Aristóteles utiliza el 
mismo patrón explicativo en su argumentación cuando pretendía 
demostrar el movimiento circular de los planetas. Señalaba que 
los planetas se mueven en órbitas circulares porque, de todas las 
curvas cerradas que delimitan un área determinada, el círculo es 
la más corta. Como alternativa, se puede demostrar que una ór-
bita circular requiere el menor tiempo, a una velocidad dada, para 
cubrir un área determinada. En el siglo xvii, Fermat fue el primero 
en mostrar que si se asume que la luz viaja de un punto a otro de 
manera tal que el tiempo de viaje es mínimo, entonces es posible 
explicar varias leyes de la óptica. Es claro que la adopción del prin-
cipio de mínima acción en la óptica lleva a integrar explicaciones 
y a formular predicciones importantes. Nótese que un principio 
de mínima acción es una regla heurística de razonamiento que se 
presta para darle un significado metafísico.
Pierre de Maupertuis, a mediados del siglo xviii, arguyó que 
este tipo de principios muestra la acción de causas finales en la 
naturaleza, y, por lo tanto, la existencia de Dios. Un poco des-
pués, Leonhard Euler y Joseph-Louis Lagrange mostraron que este 
tipo de explicaciones podían interpretarse sin recurrir al supuesto 
de causas finales: podían interpretarse como explicaciones de-
ducibles a partir de una ecuación.25 Ésta es una de las estrategias 
aún muy fructíferas y por medio de las cuales se eliminan expli-
caciones teleológicas de la física y, a partir del siglo xix, de otras 
ciencias naturales. El uso de ecuaciones permite reinterpretar un 
comportamiento aparentemente teleológico como el resultado 
25 En la formulación de Lagrange, el comportamiento de un sistema físico ge-
neral está determinado por el requisito de que la integral en el tiempo de una 
función del sistema es un valor extremo. Puede consultarse cualquier libro sobre 
mecánica clásica; por ejemplo, Goldstein, Poole y Safko, 2014.










































de seguir “mecánicamente” una secuencia de estados que al 
final nos lleva a la respuesta correcta de un problema. Así, es 
posible explicar una gran cantidad de problemas en los cuales 
el principio de la mínima acción puede utilizarse para modelar 
una situación como resultado de la existencia de un algoritmo de 
cierto tipo (la solución a una ecuación) que describe cómo se 
comportan los procesos naturales. Esto sugiere fuertemente una 
tesis semejante a la del determinismo laplaciano. A grandes ras-
gos, la tesis del determinismo laplaciano establece que cualquier 
estado futuro del mundo está determinado por un algoritmo que en 
principio determina la posición de todas y cada una de las partícu-
las materiales del universo en cualquier tiempo futuro, suponiendo 
que se conocen los estados de las partículas y las fuerzas que ac-
túan sobre ellas en un tiempo inicial. El determinismo laplaciano 
es una variante de la propuesta de Maupertius, sin embargo, éste 
no implica la existencia de Dios. Laplace transforma, en una 
tesis que tiene una dimensión metodológica y otra metafísica, la 
fructífera estrategia para la construcción de modelos explicativos 
generada a partir de la interpretación de principios heurísticos 
de acción mínima en términos de algoritmos que describen so-
luciones a ecuaciones diferenciales. El determinismo laplaciano 
supone que todo proceso en el mundo puede reducirse a proce-
sos mecánicos y que los algoritmos que nos permiten explicar 
el comportamiento de las partículas newtonianas también nos 
permiten explicar el mundo natural sin necesidad de recurrir a 
ningún supuesto teleológico. 
El principio de la mínima acción es un ejemplo característico 
del tipo de principios o métodos heurísticos (o simplemente heurís-
ticas como diremos usualmente) que describen comportamientos 
aparentemente teleológicos de sistemas (i.e., comportamientos que 
se explican como consecuencia de causas finales) que pueden ex-
plicarse en términos de algoritmos, que a su vez son derivables de 
las leyes de la naturaleza (o por lo menos se asume que lo son).26
26 Lo que es importante ver es cómo el concepto de algoritmo va de la mano 
con el concepto de ley de la naturaleza con aplicación universal. Si se cuestiona 
el concepto de ley universal ya no es claro qué queremos decir con algoritmo.


































Si bien el desarrollo de este tipo de heurísticas se diversifica 
mucho, sigue apegado a la idea de que una heurística no es más 
que una herramienta para encontrar soluciones aproximadas, o 
soluciones exactas en ciertas condiciones, a problemas que es-
tán descritos en última instancia por algoritmos. Desde un punto 
de vista epistemológico, las heurísticas desempeñan un papel 
claramente subordinado al de los algoritmos en una explicación 
científica de este tipo.
Como hemos visto antes, un algoritmo en las matemáticas, y 
sobre todo en las ciencias de la computación, es un problema 
abierto. Hay diferentes conceptos de algoritmo relacionados 
con diferentes agendas de investigación. De todas maneras, uno 
puede pensar que el concepto de algoritmo es suficientemente 
claro y preciso como para dar cuenta de todo razonamiento 
heurístico en la física. En otras palabras, se asume que podemos 
caracterizar a la física como un tipo de conocimiento funda-
mental precisamente porque consiste, en última instancia, en la 
búsqueda de algoritmos. Pero este supuesto es muy cuestionable. 
Geroch y Hartle (1986), por ejemplo, sostienen que si una teo-
ría de la física no es algorítmica, en el sentido de que no hay un 
algoritmo que la implemente (es decir, que relacione resultados 
de experimentos u observaciones con predicciones de la teoría), 
aunque dicha teoría pueda someterse a comprobación empírica, 
no es posible establecer una estrategia para el procesamiento 
de datos y la elaboración de experimentos que pueda llevarse a 
cabo mecánicamente. Por ejemplo, fijemos un dispositivo experi-
mental y tratemos de expresar la predicción para un experimento 
modelado por una teoría que no es algorítmica. Para predecir con 
un margen de error de 5%, se manipulan las matemáticas de la 
teoría, se construyen modelos de datos, se establecen criterios 
de significación, etc., hasta llegar al número asociado con la 
predicción. Para poner a prueba la predicción con un margen de 
1%, normalmente sólo se tendrían que modificar ligeramente los 
modelos ya construidos. Sin embargo, en el caso de una teoría no 
algorítmica, ese tipo de modificaciones no basta. Lo que muestran 
Geroch y Hartle es que quizá sea necesario repensar por com-
pleto el problema y que para poner a prueba una predicción con 










































diferentes márgenes de error tal vez se requiera toda una nueva 
construcción de modelos, estimaciones y métodos de aproxima-
ción. Las predicciones nunca podrían verse como algo rutinario. 
Geroch y Hartle sugieren que la teoría cuántica de la gravedad 
puede ser un ejemplo de una teoría física no algorítmica.
Nótese que si la física es no algorítmica (en el sentido en 
el que Geroch nos dice) los métodos heurísticos y los apara-
tos que se requerirían para extraer predicciones tendrían que 
considerarse parte del aparato tecnológico-conceptual que nos 
permite derivar las predicciones (Geroch y Hartle, 1986). No 
sería posible abstraer de los sistemas tecnológicos lo que su-
cede independientemente de ellos, por lo menos en cierto nivel 
de generalidad. En otras palabras, el razonamiento heurístico 
que llevamos a cabo a través de su implementación en sistemas 
tecnológicos sería una parte indispensable de la física. 
A continuación queremos dar otro ejemplo de cómo podemos 
capturar la mediación de la tecnología como heurística en un 
problema epistemológico que nos lleva a abandonar el supuesto 
de que nuestras explicaciones y predicciones, en última instan-
cia, se apoyan en algoritmos.
4. El problema de la medición en la mecánica cuántica  
    y el papel de estructuras heurísticas
Uno de los problemas centrales en la filosofía de la física, y en 
general en la epistemología de la ciencia, es el de la medición 
en la mecánica cuántica. El problema surge de un conflicto entre 
dos maneras de asignar un estado a sistemas físicos. Según la teoría 
cuántica, la ecuación de Schroedinger describe la evolución deter-
minista de la función de un estado cuántico. Sin embargo, cuando 
medimos ciertas cantidades físicas no parece posible sostener que 
el estado del sistema está descrito por la ecuación de Schroedinger. 
Según esta ecuación, en ciertos casos, el estado del sistema es una 
suma de vectores (que representan estados físicos de sistemas), pero 
la medición nos determina uno de los componentes de la suma. Se 
dice que la medición efectúa una “reducción” del estado inicial. 











































El problema es que no queda para nada claro cómo explicar físi-
camente esta transición. Una manera muy conocida de explicarla 
consiste en decir que lo que sucede es que la medición altera el 
estado inicial del sistema. Pero no queda claro cómo puede enten-
derse esta alteración. 
Para empezar, el resultado no parece estar determinado por la 
situación. En los estudios especializados se sugieren varias ideas 
para tratar este conflicto. Una de ellas es que el mundo se rami-
fica a cada instante, y a través de cada interacción cuántica, en 
diferentes mundos, y que cada componente de la suma vectorial 
representa una de las diferentes ramas del mundo donde nuestro 
mundo sigue su evolución. Otra es que las diferentes cantidades 
observables tienen un valor con cierta probabilidad. Otra más 
plantea que las probabilidades que se generan en el proceso 
de la medición son probabilidades de que encontremos ciertos 
valores (asociados a los diferentes estados de la suma vectorial 
que le asigna la ecuación de Schroedinger) para una cantidad 
observable. Todas ellas tienen problemas.27 La clase de problema 
que presenta el primer tipo de interpretación es diferente. 
Consideramos que el tipo de interpretación que han sugerido 
Lamb y otros y que ha elaborado Nancy Cartwright en varios 
artículos es una propuesta que encaja muy bien con la clase de 
epistemología que se propone aquí. Esta interpretación parte de 
la idea ampliamente aceptada de que la mecánica cuántica es 
una teoría acerca de cómo los estados cuánticos evolucionan e 
interaccionan. Sólo a veces la teoría nos permite predecir hechos 
acerca de los estados clásicos de un sistema, y esto siempre es 
en términos de probabilidades. Lo que se niega es que haya 
un principio universal que permita, aunque sea en términos de 
probabilidades, relacionar estados cuánticos con estados clásicos 
de sistemas físicos. A veces esta relación puede encontrarse, y a 
veces no. Algunos sistemas tienen estados clásicos; otros, estados 
cuánticos, y otros tienen ambos, pero no hay manera de carac-
terizar estos sistemas de manera sistemática. Se suele suponer 
27 No vamos a detenernos a mostrar estos problemas; el lector interesado puede 
encontrar los argumentos en casi cualquier libro sobre el tema. Una recopilación 
de artículos sobre el tema es Castellani (1998).










































que la llamada interpretación generalizada de Born nos permite 
precisamente relacionar estados cuánticos con estados clásicos 
de manera sistemática. Cartwright (1995) niega que este supuesto 
sea aceptable. El supuesto asume que la medición puede enten-
derse como una medición ideal que en la interpretación vuelve 
prescindible la mediación de instrumentos; pero en la mecánica 
cuántica hacemos predicciones sobre mediciones realizadas por 
medio de aparatos específicos. Asumir que podemos abstraernos 
de la mediación de los aparatos y, por lo tanto, del contexto en 
la generación de inferencias predictivas no es algo que tenga 
sustento en la experiencia. 
Desde esta perspectiva, el azar del mundo cuántico se mani-
fiesta en la imposibilidad de generalizar inferencias respecto de la 
relación entre estados cuánticos y estados clásicos. Los sistemas 
tecnológicos que permiten formular predicciones exitosas de la 
mecánica cuántica explotan esas relaciones causales establecidas 
“accidentalmente” entre el nivel cuántico y el nivel macroscó-
pico, esto es, relaciones que son producto de la “historia” de 
la estructura causal del mundo. Pero, entonces, las inferencias 
respecto de la relación de estados que podemos hacer en una 
situación específica, a partir de un sistema tecnológico, no tienen 
por qué ser válidas respecto de otro sistema tecnológico, ni si-
quiera “en principio”. Nuestra tecnología nos permite ir trazando 
un mapa de esas relaciones entre estados, pero no tenemos por 
qué pensar que en algún sentido nos estamos aproximando a una 
caracterización irrestrictamente general. Así, la relación entre 
estados cuánticos y clásicos es una relación contingente.
Esta forma de entender la relación entre la mecánica clásica y 
la cuántica sugiere una manera en que el concepto de heurística 
podría entrar en la física en un nivel fundamental. Nótese que esta 
propuesta cuestiona de raíz la idea todavía muy aceptada de que 
la física es una ciencia cerrada, en el sentido de que sus conceptos 
y sus leyes, a diferencia de otras ciencias, constituyen un sistema 
autónomo. Según esta idea tradicional, todo lo que se requiere 
para hacer una predicción o explicación física, y para mejorarla, 
es tomar en cuenta conceptos y leyes físicas. Por el contrario, los 
argumentos que puedan esgrimirse en contra de la idea de que 











































sólo en la física las leyes no son leyes ceteris paribus contribuirían 
a sustentar la tesis de que la mediación tecnológica es indispensa-
ble en la formulación de leyes de la física, tal como la existencia 
de organismos vivos es condición sine qua non para formular 
las leyes de la biología. Más aún, consideramos que la mejor 
manera de formular las implicaciones de una interpretación del 
problema de la medición en la mecánica cuántica, como el que 
se sugirió antes, sería diciendo que por lo menos algunas leyes 
en la física son implicaciones materiales, en el sentido de que 
sustentan inferencias que dependen del contenido tecnológico de 
una atribución de estado, por ejemplo. 
Bien puede ser que esta manera de entender la física no sea 
correcta. Puede ser que en la física el razonamiento heurístico se 
subordine epistémicamente a leyes fundamentales. Lo que suge-
rimos antes es que, incluso en la física, hay razones para pensar 
que el razonamiento heurístico tiene un papel no subordinable a 
algoritmos, pero reconocemos que propuestas en esta dirección 
son controversiales. Sin embargo, en otros ámbitos de la ciencia, 
la idea de que el razonamiento heurístico no se subordina o es ex-
plicable en términos de algoritmos es más claramente defendible. 
 Reconocer la mediación de la tecnología en la conforma-
ción de categorías epistémicas básicas de la ciencia (como la 
predicción y la confiabilidad) es reconocer que el avance del 
entendimiento científico requiere tomar en cuenta cómo se va 
estructurando ese conocimiento en una gran diversidad de prác-
ticas, que de muy diferentes maneras van trazando mapas de lo 
que puede hacerse y lo que no, y en este sentido van delimitando 
las fronteras contingentes de las leyes. Estas fronteras contingen-
tes están relacionadas de muy diferentes maneras unas con otras 
y su corporeización en sistemas tecnológicos u organizaciones 
de muy diverso tipo constituye lo que vamos a llamar una estruc-
tura heurística. Así, la mediación (contingente) de la tecnología 
o de las organizaciones, corporeizada en estructuras heurísticas, 
desempeñaría un papel indispensable en la explicación filosófica de 
la naturaleza del conocimiento científico.
En la filosofía de la ciencia es común hablar de que la racio-
nalidad científica es no algorítmica; por esto se entiende que las 










































decisiones racionales respecto de la elección de teorías no pueden 
modelarse como si respondieran a reglas universalmente válidas. A 
diferencia de lo que todavía se suele pensar –que es posible encon-
trar una medida objetiva del grado de apoyo que una determinada 
evidencia le otorga a una teoría– el historicismo en la filosofía de 
la ciencia ha hecho que se arraigue la idea de que la racionalidad 
es no algorítmica, en el sentido de que considera que la elección 
de teorías depende de compromisos o valores comunitariamente 
sostenidos o reforzados. El sentido en el cual caracterizamos la 
ciencia como no algorítmica en este capítulo es diferente. Una 
manera de entender la no algoritmicidad de una teoría consiste en 
sostener que las predicciones de la teoría no se relacionan por me-
dio de un algoritmo con los resultados experimentales que puedan 
apoyarla (Geroch y Hartle, 1986). Según los ejemplos presentados, 
la relación puede interpretarse como si estuviera mediada por 
estructuras heurísticas corporeizadas en sistemas tecnológicos. Si 
bien las predicciones de la teoría no están algorítmicamente rela-
cionadas con los resultados experimentales que pueden apoyarlas, 
es posible que estén sistemáticamente relacionadas con ellos por 
medio de los sesgos sistemáticos distintivos de las reglas heurísti-
cas y que, en última instancia, apoyen inferencias que apunten a 
una estructura causal, construida a partir de aspectos contingentes 
del mundo, que se articule de manera sistemática en sistemas 
tecnológicos.
Esto exige buscar la manera de entender la epistemología de 
un modo que no imponga fronteras artificiales entre una teoría de 
las prácticas y una teoría del conocimiento, y que en particular 
permita replantear, de manera diferente a la que hasta ahora ha 
sido habitual, el papel de las prácticas científicas en la confor-
mación del conocimiento científico. No sólo se trata de modelar 
en un espacio abstracto las restricciones que las prácticas impo-
nen, también es necesario tomar en cuenta la historia de esas 
prácticas y la manera en que ellas, las más de las veces implícita-
mente, articulan valores y normas (epistémicos y no epistémicos) 
como parte de los patrones de interacción y relación con otras 
prácticas que han sido estabilizados a través de la historia del co-
nocimiento.







































5. La estructura heurística de la racionalidad
El concepto de heurística en la psicología muchas veces no tiene 
que ver con un proceso de descomposición de un problema en 
problemas más simples, sino en el uso de una regla simple para 
la solución de un problema que puede requerir de información 
que no tenemos a la mano. Por ejemplo, si nos preguntan “¿qué 
ciudad tiene más habitantes, la ciudad A o la ciudad B?”, una 
regla heurística que parece ser muy utilizada en las respuestas 
a este tipo de preguntas es considerar cuál de esas ciudades 
hemos oído mencionar más. Sin embargo, no es claro que este 
sentido de heurística tenga mucho que ver con la forma en que 
entran heurísticas en la biología de la conservación. Una de las 
heurísticas más usadas en la biología de la conservación es la co-
nocida como heurística de la rareza (véase Ferguson y Burgman, 
2000). Ésta se usa para decidir a qué poblaciones dedicar mayor 
esfuerzo de conservación. Es decir, a grandes rasgos, la heurística 
dice que la rareza es un valor que le da peso a nuestra decisión. 
Es claro entonces, de lo dicho hasta ahora, que hay muchos 
tipos de heurísticas y que no se distinguen como tales. Ahora 
bien, todo lo que requerimos nosotros de lo que llamamos una 
heurística es que sean razonamientos, o componentes de razona-
mientos importantes en la ciencia, que no puedan justificarse por 
medio de reglas generales de razonamiento y que se distingan 
por un sesgo (que es una consecuencia directa de la pretensión 
de generalización falible que sustentan). Ahora bien, las heu-
rísticas no tienen que verse como meras generalizaciones que 
funcionen de manera independiente unas de otras. El sesgo debe 
verse como una expresión de su interdependencia. 
Uno puede pensar que la regla de cálculo (véase sección 5.2), 
como artefacto, es una manera de producir heurísticas; pero en 
realidad lo importante para los ingenieros no era el producto ais-
lado, sino la capacidad de la regla para generar representaciones 
gráficas de problemas que podían ser resueltos utilizando ese 
artefacto. Este ejemplo sugiere algo que, pensamos, es crucial 
para entender el papel del razonamiento heurístico en la ciencia. 
El razonamiento heurístico en la ciencia no debe verse como una 










































colección de heurísticas para las que no importa cómo se obtengan 
ni cómo se relacionen. Por lo general, las heurísticas que impor-
tan en la ciencia, como en la vida diaria, son parte de artefactos 
productores de heurísticas. Los artefactos no tienen que ser de 
madera o de metal, sino que pueden ser modelos matemáticos.28 
Aprender a usar una regla de cálculo requería una cierta des-
treza manual y visual que tenía que aprenderse; requería además 
aprender una serie de algoritmos y fórmulas de conversión que 
tenían que usarse de manera escalonada y en cierto orden para 
lograr llegar a un buen resultado; requería también conocer heu-
rísticas de estimación del resultado para poder detectar errores, 
bastante comunes en los cálculos que se hacían rápidamente. 
Así, las heurísticas basadas en una regla de cálculo tienen que 
entenderse como parte de un todo orgánico organizado en (o 
sustentado por) un artefacto. Aprender a usar la regla de cálculo 
no puede hacerse sin tener una regla en la mano. De la misma 
manera que aprender a andar en bicicleta requiere que aprenda-
mos con una bicicleta. Las aplicaciones pueden ser muy variadas 
y pueden o no tener conexión entre sí, pero las heurísticas tienen 
una cierta estructura; la resolución de un problema requiere la 
aplicación de determinadas heurísticas en un cierto orden; que 
no está fijo ni determinado de una vez y para siempre: a veces el 
orden puede cambiarse, a veces no; hay diferentes caminos para 
llegar al mismo objetivo. Esta estructura de las heurísticas (que 
incluye un abanico de posibles órdenes de aplicación seriada) 
es un ejemplo de lo que estamos llamando estructura heurística. 
Podría argüirse que en muchos casos las heurísticas son reglas 
aisladas. Por ejemplo, si queremos encontrar las raíces de un po-
linomio y utilizamos la heurística de “buscar factores del término 
independiente” parece que no tenemos por qué ver la heurística 
como parte de una estructura sustentada por algún tipo de arte-
facto. Puede ser. Nuestra tesis no requiere que todas las heurísticas 
se modelen como si estuvieran derivadas o interconectadas a 
través de artefactos. La tesis es que un aspecto epistémicamente 
importante es la manera en la que, muchas veces, las heurísticas 
28 Véase, por ejemplo, Knuuttila (2005).







































forman paquetes estructurados de heurísticas, que sirven como 
modelo de racionalidad. La estructura en cuestión es funcional y 
organizacional. Esa estructura es importante para aprender el uso 
apropiado de las heurísticas porque esa estructura se aprende al 
tiempo que se aprende a usar un artefacto.29 La estructura heurística 
de la racionalidad puede estudiarse desde diferentes perspectivas. 
Por ejemplo, uno puede tratar de dar cuenta de ese tipo de ra-
cionalidad estudiando el tipo de organizaciones que sustentan. 
Modelos de organizaciones como sistemas orientados a fines son 
una manera de estudiar esta estructura heurística. Históricamente, 
estos modelos han estado ligados a la búsqueda de principios 
administrativos que permiten la coordinación más eficiente para 
el desarrollo de tareas específicas. Herbert Simon y la llamada 
escuela de Carnegie introdujeron modelos de organización que 
agregaban a la importancia de estudiar las organizaciones, desde 
el punto de vista de sus fines, el estudio de restricciones que se ma-
nifiestan en lo que Simon (1955) llama racionalidad acotada, que 
involucra un análisis de cómo restricciones de muy diverso tipo, 
entre las que se incluyen estructuras formales y alianzas políticas, 
desempeñan un papel en la toma de decisiones. La idea central 
de Simon es que la caracterización de la racionalidad en térmi-
nos de reglas sobre qué hacer o qué no hacer no puede llevarnos 
a un buen modelo de la racionalidad. Un modelo realista de la 
racionalidad humana, nos dice Simon, es un modelo en el que la 
información fragmentaria acerca de fines y medios nos lleva a elec-
ciones que satisfacen ciertas condiciones mínimas de adecuación, 
pero que por lo general no agotan las alternativas posibles desde 
la perspectiva de un modelo de elección racional maximizador 
(que en principio requiere que se tenga conocimiento de todas las 
posibles alternativas en la elección). A diferencia del modelo tradi-
cional utilizado en la economía neoclásica (y en muchas filosofías 
del razonamiento práctico) en el que el agente está motivado por 
29 En realidad creemos que puede defenderse la tesis de que las heurísticas son 
siempre (partes de) artefactos cognitivos y que nunca son reglas aisladas. Esta in-
terconexión de heurísticas (a través de los artefactos cognitivos en los que cumple 
su papel normativo en diferentes prácticas) es importante para aprender el uso 
de heurísticas complejas que requieren del uso de varias heurísticas en sucesión 
o simultáneamente.










































sus propios intereses, el “hombre administrativo”, nos dice Simon, 
no sabe bien cuáles son sus intereses, pero toma las decisiones a 
partir de la información que tiene respecto de alternativas, y toma 
una decisión adecuada en ese contexto acotado por su ignoran-
cia del resto y guiado por ciertas reglas heurísticas. Un ejemplo de 
este tipo de reglas es la que dice: una vez encontrada una solución 
a un problema determinado, la cual satisfaga ciertas condiciones 
mínimas de adecuación y que equivalga a una simplificación del 
problema, tomamos esa solución al problema simplificado como 
la solución al problema original.
Una variante de este enfoque (Cyert y March, 1963) estima 
que las decisiones se toman a partir de un cierto conjunto de 
hechos y de alternativas que se consideran que están dados por la 
situación, y que es en ese contexto simplificado donde se toman 
las decisiones. Desde esta perspectiva la racionalidad está implí-
cita en la estructura de la organización en cuestión. Las diferentes 
funciones, habilidades y, por lo tanto, procesos de aprendizaje y 
procesos operacionales acotan las maneras en las que los agentes 
evalúan la situación y deciden cuáles son las alternativas y los 
criterios de éxito. 
Otro tipo de enfoque para el estudio de las organizaciones, 
desarrollado principalmente por sociólogos (muchos de ellos 
influidos por el estudio pionero de Robert Merton, de 1957) 
considera que las organizaciones (o si se prefiere, los agentes en 
ese contexto) llegan a tomar decisiones a través de un complejo 
sistema de restricciones que guían las acciones individuales. A 
ese sistema complejo de restricciones se llega por un equilibrio 
entre las diferentes expectativas y los “roles” de los agentes. 
Otras maneras de estudiar la racionalidad en el contexto de 
las organizaciones recalca la importancia que tienen las plantillas 
o los esquemas cognitivos distintivos de las diferentes organiza-
ciones en las actividades cognitivas (Walsh, 1995). En psicología 
educativa muchas veces se habla de los esquemas como meras 
maneras de organizar información. El sentido que nos interesa de 
esquema en el contexto de nuestra discusión tiene que ver sobre 
todo con la idea de esquema como plantilla que nos guía para 
la representación de elementos y relaciones (DiMaggio, 1997) 







































en situaciones de información incompleta. En este sentido, los 
esquemas pueden verse como guías para el tipo de abstracciones 
que estructuran nuestro entendimiento de una situación, en el 
contexto de una cierta organización. Estos esquemas se aplican 
a través de diferentes situaciones siempre y cuando se reconozca 
que estamos lidiando con el tema del esquema. Los esquemas 
pueden entenderse de una manera muy amplia y se puede 
considerar que los modelos basados en roles y aquellos basados 
en propuestas de racionalidad acotada (mencionados arriba) son 
casos especiales de esquemas.
Un problema con los modelos basados en esquemas es que 
se vuelven tan incluyentes que ya no se sabe bien qué incluyen y 
qué no. Otro problema con estos modelos proviene de supuestos 
ampliamente cuestionados hoy en día. Estos modelos de esque-
mas, son por lo general, utilizados para explicar el procesamiento 
de información como un proceso guiado por teorías (Carson et 
al., 2003) y de manera natural parten del supuesto de que los 
procesos cognitivos en cuestión pueden analizarse, en última 
instancia, como si tuvieran lugar dentro de la cabeza. La esta-
bilidad de los esquemas se sustenta en la estabilidad de rasgos 
cognitivos de los agentes que no entran en el análisis. Hoy existe 
una cantidad importante de estudios que cuestionan este supuesto. 
Hay mucho trabajo experimental que muestra que para entender 
la toma de decisiones en contextos caracterizados por información 
incompleta, debemos incorporar en nuestros modelos la forma 
en que los diferentes contextos de organización, o simplemente 
los contextos dados por la estructura de las tareas en cuestión, 
cumplen un papel crucial en la manera en que los esquemas ex-
plican el comportamiento. Boland (et al., 1994), por ejemplo, ha 
mostrado cómo la presentación de la información influye sobre la 
manera en que se toman las decisiones. Éste es también un tema 
importante en la propuesta de Gigerenzer respecto del papel de 
las heurísticas en el razonamiento (véase, por ejemplo, Gigeren-
zer et al., 1999).
Si bien la importancia del contexto en la manera en que los 
esquemas desempeñan su papel cognitivo es ampliamente re-
conocido, hay muy pocos trabajos que tratan de entender desde 










































un punto de vista cognitivo cómo tiene lugar esta influencia del 
contexto en los esquemas. Gigerenzer y sus colaboradores recono-
cen que el contexto es un factor que hay que tomar en cuenta en 
la explicación de cómo funcionan cognitivamente las heurísticas 
(Gigerenzer y Todd, 2000), pero no hay un intento por parte de Gi-
gerenzer o sus colaboradores por explicar este tipo de interacción 
entre contexto y heurística como parte de un modelo de cogni-
ción. Tanto en los modelos de racionalidad acotada, como en los 
modelos de toma de decisiones en el contexto de organizaciones, 
se sugiere que el contexto desencadena la selección de la heurís-
tica o del esquema que se utiliza, pero no hay una explicación de 
cómo podemos explicar cognitivamente este proceso. Gigerenzer 
reconoce que si estamos en un contexto X, entonces vamos a ten-
der a utilizar una cierta heurística. De manera análoga, Jackson 
y Dutton (1988), por ejemplo, arguyen que si interpretamos un 
acto como una amenaza, vamos a considerar como alternativas 
un cierto conjunto de posibles comportamientos diferentes a los 
que tendríamos si consideramos ese acto como una oportunidad. 
Otro tipo de problemas estudiados y discutidos sobre todo en 
la psicología educativa tienen que ver con los problemas de los 
estudiantes para aplicar el conocimiento aprendido en las aulas a 
situaciones de la vida diaria. Y, por otro lado, muchas veces se ha-
cen generalizaciones de manera sistemática que son inapropiadas. 
Esto ha llevado a sugerir que el conocimiento tiene que entenderse 
como algo aprendido en un contexto determinado y aplicado en 
un contexto determinado, y que entonces ese conocimiento es “si-
tuado, en la medida en que es, en parte, producto de la actividad, 
el contexto y la cultura en la que se desarrolla y usa” (Brown et 
al., 1989: 32). Así, la idea es que la cognición se considera situada 
en la medida en que son situaciones particulares las que traen a 
colación esquemas particulares, y son esos esquemas los que a su 
vez promueven (basados en procesos previos de aprendizaje) que 
ciertos atributos de la situación sean relevantes. Esto puede ser co-
rrecto, pero queda pendiente de explicación qué es lo que sucede 
en el nivel cognitivo en este tipo de interacciones entre situaciones 
y esquemas. ¿Cómo tiene lugar la interacción entre contextos orga-
nizacionales y esquemas? 







































La búsqueda de una explicación nos lleva a la necesidad de 
dar cuenta del carácter situado de la cognición desde la pers-
pectiva de los modelos de la cognición situada. Hay muchos 
modelos de cognición situada que han sido desarrollados en 
diferentes disciplinas. El carácter situado de la cognición puede 
analizarse a partir de estudios concretos de la interacción entre los 
contextos culturales y la cognición. Ésta es la manera en la que la 
ha interpretado Lave y Wenger (1991), por ejemplo. La idea es 
recopilar casos concretos de maneras en las que la interacción 
entre esquemas y contexto tiene lugar. Esto es indudablemente 
un paso importante, pero para poder entender a fondo el carácter 
situado de la cognición que tiene lugar a través de los modelos de 
racionalidad acotada (ya sea utilizando esquemas o heurísticas), 
se requiere desarrollar clasificaciones de los tipos de interacción 
que llevan a la cognición situada. Elsbach, Barr y Hargadon 
(2005) presentan una propuesta en esta dirección, con base en 
la idea de que los procesos cognitivos son situados en cuanto 
interacciones entre individuos o colectivos que forman parte 
de procesos cognitivos en contextos organizacionales espe-
cíficos en tiempos definidos. Como es común en este tipo de 
propuestas, estos autores identifican una cognición situada con 
un marco perceptual transitorio, que surge de las interacciones 
de la cognición y el contexto; consideran que ese marco guía la 
atención, las acciones y los procesos de interpretación. Hacen 
una revisión de quince años de investigaciones empíricas sobre 
la interacción entre esquemas cognitivos y contextos organiza-
cionales y concluyen que es posible distinguir cuatro patrones 
de interacción entre esquemas cognitivos y contextos organizacio-
nales (Elsbach et al., 2005: 424). Estos diferentes patrones surgen 
de las interacciones entre esquemas específicos y contextos cul-
turales o institucionales específicos. Para nuestros propósitos no 
es necesario entrar en detalles sobre los diferentes patrones de 
interacción, porque lo que nos interesa es hacer ver un tipo 
de estrategia de alcance en las ciencias de la educación que 
busca identificar los diferentes tipos de cognición situada que se 
dan en las organizaciones como parte de un modelo para entender 
la racionalidad. 










































No dudamos que, como lo muestran Elsbach y sus colabo-
radores, una clasificación de esta naturaleza puede ayudarnos 
a entender una gran variedad de estudios que están intentando 
demostrar cómo el carácter situado de la cognición desempeña 
un papel en la estructura organizacional del razonamiento. 
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6. Explicación, reduccionismo y mecanismo
En este capítulo hacemos ver cómo tomar en serio las prácticas, 
como sustrato epistémico, nos permite replantearnos de manera 
productiva el problema del reduccionismo y el problema de 
determinar qué es una explicación científica. Ambos son temas 
centrales en la filosofía de la ciencia. Empezamos con una breve 
reseña del tema de la explicación científica y del reduccionismo 
en la filosofía de la ciencia, y analizamos cómo y por qué están 
relacionados con diferentes acepciones de mecanismo y cau-
salidad. Finalmente mostramos las dificultades que tienen las 
maneras tradicionales en la filosofía de la ciencia de tratar esos 
temas y mostramos el tipo de enfoque que permitiría desarrollar 
una filosofía de la ciencia centrada en prácticas. 
Nuestra tesis no es que una filosofía de la ciencia centrada en 
prácticas cambie radicalmente la manera de plantear los proble-
mas filosóficos o que no existan maneras de plantear los problemas 
centrales en la filosofía de la ciencia que no recurran a las prác-
ticas, por ejemplo, en términos de modelos. Más bien, como 
veremos cuando hablemos del reduccionismo y la explicación 
científica, hay aspectos importantes en los problemas filosóficos 
que no pueden apreciarse cabalmente desde la perspectiva de teo-
rías o modelos particulares. Por ello se requiere tomar en cuenta 
las complejas relaciones epistémicas entre diferentes prácticas y 
estilos o tradiciones de modelización, y la manera en que esas di-
ferentes prácticas interactúan y cooperan para delinear una agenda 



































de investigación y en particular para delinear los criterios respecto 
hacia dónde se buscan avances (véase capítulo 8). 
1. La explicación hempeliana y sus problemas
¿Cómo distinguimos el tipo de creencias que consideramos 
epistémicamente valiosas de las que no lo son? Esta distinción 
es parte del origen mismo de la ciencia y la filosofía. Es una 
distinción que cumple un papel crucial en los escritos hipocrá-
ticos y en los primeros escritos filosóficos griegos. Una manera 
tradicional de responder es que el conocimiento, es decir, las 
creencias epistémicamente valiosas, son justificadas y verda-
deras. Sin embargo, no es nada fácil aclarar qué entendemos 
por justificación, menos aún cómo relacionamos este requisito 
epistémico con el requisito metafísico de que las creencias sean 
verdaderas. La filosofía de la ciencia ha tratado de dar respuesta 
a esta pregunta diciendo que el conocimiento consiste en 
explicaciones científicas que satisfacen ciertos requisitos que 
permiten distinguir buenas de malas explicaciones y que pode-
mos formular claramente. 
El problema muchas veces es cómo distinguir una explicación 
científica de una descripción cualquiera. Uno puede describir 
con todo detalle las propiedades de un electrón, pero eso no 
es suficiente para explicar la estructura de la materia. La idea es 
que explicar un fenómeno es algo más que describir las estruc-
turas involucradas. Es muy común pensar que lo que se tiene 
que agregar para que haya una explicación es una identificación 
de las causas que son relevantes. Muchos autores, influidos por 
este compromiso de la explicación con el dar cuenta de las cau-
sas, piensan que las explicaciones son siempre causales; en este 
sentido se trata de exponer las causas que contribuyen a que un 
cierto tipo de proceso o suceso tenga lugar. Desde esta perspec-
tiva, la descripción del movimiento de un objeto, por ejemplo, 
de un objeto que va de la posición x a la posición y es diferente 
a una explicación de por qué se mueve. Explicar requiere dar 
cuenta de las causas. Por supuesto, un problema es que no se 






































ha llegado a un acuerdo respecto de cómo entender esas causas 
exactamente. Esto ha llevado a muchos filósofos a proponer que 
la explicación no es primordialmente la identificación de las 
causas, o bien, a cuestionar que el tema de la explicación tenga 
interés epistemológico. 
El interés en el tema de la explicación en la filosofía de la 
ciencia surge a raíz del rechazo que el positivismo tradicional, 
predominante en la primera mitad del siglo xx, sostenía hacia 
las discusiones sobre la explicación, porque consideraba que la 
ciencia sólo podía describir hechos y nada más. El positivismo 
recalcitrante, sin embargo, comenzó a considerarse problemá-
tico a principios del siglo xx debido a varios cuestionamientos 
filosóficos y a raíz de una serie de avances en la ciencia. Avances 
en la física teórica, como la mecánica cuántica y la teoría de la 
relatividad de Einstein, no se prestaban para entender la historia 
de la física de acuerdo con el positivismo. Los físicos que reco-
nocían la importancia de esas teorías y las consideraban mejores 
y más cercanas a la verdad que la teoría de Newton no podían 
contentarse con decir que las teorías eran sólo resúmenes de 
descripciones. 
Carl Hempel, a mediados del siglo xx, hizo una propuesta 
concreta de cómo podemos entender la importancia epistémica 
de la explicación sin entrar en discusiones sobre causalidad. 
Para Hempel, las explicaciones son estructuras lingüísticas 
que satisfacen los criterios de lo que es un buen argumento. 
Las explicaciones son argumentos cuyas premisas describen el 
contexto específico de la explicación e incluyen por lo menos 
una ley de la naturaleza. La propuesta de Hempel se conoce 
como el modelo nd (nomológico-deductivo) y también como 
el modelo de cobertura por leyes, porque las explicaciones 
cubren el enunciado que ha de explicarse, el explanandum, 
en el sentido de que éste se sigue como consecuencia de las 
premisas que conforman el explanans, y ese explanans incluye 
por lo menos una ley. Si bien Hempel desarrolló su propuesta 
inicial generalizando a partir de casos en los que la explicación 
es un argumento deductivo, tiempo después hizo sugerencias 
de cómo podría extenderse su propuesta a argumentos no de-



































ductivos. Puede haber casos de explicaciones de enunciados 
generales por cobertura, y puede haber casos en los que el 
argumento es no deductivo.30
La propuesta de Hempel es atractiva porque cumple dos con-
diciones deseables en un modelo filosófico de la explicación. 
Por un lado, permite ver las explicaciones científicas como un 
uso especializado de un tipo de argumentación ampliamente 
utilizado en el lenguaje ordinario. Y por otro, nos da un ideal 
normativo acerca del tipo de explicaciones al que debemos 
aspirar para tener explicaciones científicas de la mejor calidad. 
Ambas condiciones parten del supuesto de que una explicación 
tiene un valor epistémico que va más allá de lo que los hechos 
descritos en lenguaje observacional pueden decirnos. Así, uno 
puede describir con todo detalle cómo un día que hizo mu-
cho frío, el radiador del automóvil de Hempel se rompió. Uno 
puede describir con todo detalle las rajaduras, la temperatura 
que había afuera, etcétera. Todos esos detalles descriptivos no 
agregan nada a los hechos que podemos constatar. Una explica-
ción es algo más que una descripción. Por ejemplo, si decimos 
que el radiador se rompió porque la temperatura bajó tanto que 
se congeló el agua del radiador, estamos dando (el esbozo de) 
una explicación. Esto no es una mera descripción; por lo menos 
estamos dando implícitamente un argumento. El esquema del 
argumento es el siguiente: podemos aceptar como verdadera 
una serie de leyes de la física, en particular leyes respecto del 
comportamiento del agua cuando se congela. Se sigue de estas 
leyes que cuando el agua se congela aumenta su volumen, y 
cuando el volumen del agua aumenta dentro del radiador, pre-
siona hasta que revienta algún ducto o parte. La explicación 
se puede plantear como un argumento deductivo nd en el que 
las premisas son enunciados que describen hechos, condiciones 
iniciales y leyes consideradas verdaderas. De estas premisas se 
sigue el hecho que queremos explicar, es decir, el que se rompa 
el radiador. Una explicación formulada como un argumento 
30 Para detalles de la propuesta de Hempel pueden consultarse muchos libros 
y artículos sobre el tema de la explicación. Véase, por ejemplo, Kitcher (1989).






































deductivo válido es el ideal de una explicación científica com-
pleta. Una explicación completa es un argumento válido en el 
que todas las premisas están explícitas. 
Hempel reconoce que no todas las explicaciones pueden as-
pirar al modelo nd e introduce dos modelos que, considera, son 
extensiones del mismo: el modelo de (modelo deductivo esta-
dístico) y el modelo ie (modelo inductivo estadístico). El modelo 
de es una variante del modelo nd en la que, por lo menos, una 
de las leyes que figuran de manera esencial en la explicación 
es una regularidad que se describe utilizando una probabilidad. 
El modelo ie subsume la explicación de (enunciados que des-
criben) sucesos individuales en leyes estadísticas. Por ejemplo, 
cuando uno explica que Juan se recuperó de gripe porque es 
muy probable que una persona sana no se muera de una gripe, 
se está dando una explicación ie (que por supuesto falta comple-
tar para que encaje con el modelo ideal, esto es, para que sea un 
argumento inductivo lógicamente válido). 
En el caso más simple, una explicación ie tiene la forma:
P(G/F) = r
           Fb
           Gb
La primera premisa es una ley estadística que nos dice que la 
frecuencia relativa de los G en los F es de r, donde r es cercana a 1. 
La línea doble divide las premisas de la conclusión. Se usa línea 
doble para dejar claro que estamos hablando de un argumento 
inductivo y no de uno deductivo. En general, la pretensión del 
modelo de Hempel (o mejor dicho, de la familia de modelos 
de explicación que propone como extensiones del modelo nd) 
es que proporciona una base para sostener que las explicaciones 
son buenos argumentos para los cuales el criterio de corrección 
puede formularse en términos de su forma lógica.31
31 Hempel entiende que un argumento está determinado por su forma lógica. Esta 
manera de caracterizar un argumento y sus criterios de corrección es hoy bastante 
controversial. Pero no lo era cuando Hempel propuso su modelo, que reducía ex-
plicaciones a argumentos cuya validez podía decidirse a partir de su forma lógica.



































Desde la perspectiva positivista, no podía haber avances “re-
volucionarios”, como en general se llegó a catalogar a las teorías 
cuántica y relativista. Era natural entender lo revolucionario de 
las teorías en términos de las (mejores) explicaciones que nos 
daban cuenta de los fenómenos, es decir, nos proveían un cono-
cimiento que de alguna manera era cualitativamente mejor que el 
que teníamos antes. Decir esto requiere que entendamos que las 
teorías no solamente describen.
El modelo de explicación de Hempel permitía recuperar la 
legitimidad del concepto de explicación en el contexto de una 
filosofía empirista de la ciencia, sin tener que recurrir a nociones 
oscuras de causalidad o al uso de contrafácticos, o al menos ésa 
era su pretensión. Hempel reconoce que son contundentes las 
famosas críticas de Hume al uso de contrafácticos y de nociones 
de causalidad en epistemología, pero considera que podemos 
identificar un concepto de ley científica que sustente las explica-
ciones sin usar ese tipo de conceptos oscuros: las leyes científicas 
que sustentan las explicaciones no tienen valor epistémico porque 
describan causas, sino porque tienen una cierta forma lógica, son 
generalizaciones universales que satisfacen ciertos requisitos. Estas 
leyes pueden interpretarse como reconstrucciones racionales de 
lo que usualmente y de manera confusa se identifica en la ciencia 
como causas, o uno puede pensar que esas leyes simplemente 
permiten mostrar que la filosofía de la ciencia no requiere hablar 
de causas. 
Ahora bien, el modelo de Hempel considera que uno de sus 
grandes logros es mostrar cómo es posible reconstruir racional-
mente las explicaciones científicas sin tener que recurrir a nociones 
controversiales como causalidad. Las leyes se distinguen no por lo 
que describen sino por su forma lógica. Sin embargo, después de 
unas dos décadas de discusión al respecto, se concluyó que el 
concepto de ley que requiere el modelo de explicación hempe-
liano en cuestión es problemático. Una ley es una generalización 
con poder explicativo. Pero es claro que hay generalizaciones que 
no explican. Un ejemplo famoso es el de una persona que tiene 
diez monedas en su bolsillo, todas ellas de un peso. Inferir que la 
próxima moneda que guarde en el bolsillo será de un peso no es 






































una buena inferencia. El argumento de ejemplos como éste es que 
la forma lógica de los enunciados no es suficiente para distinguir 
entre las generalizaciones que son “accidentalmente verdaderas”, 
y que no tienen fuerza explicativa, y las generalizaciones que sí 
la tienen. Una manera intuitiva de distinguir generalizaciones ac-
cidentales de generalizaciones explicativas, como la ley de Boyle 
para los gases ideales, es que en unas generalizaciones se apela a 
causas y en otras no. Pero esto le haría perder a Hempel su ventaja 
epistémica respecto de los modelos de explicación causal que se 
consideran problemáticos precisamente porque apelan a nociones 
causales (para mayores detalles al respecto, véase la discusión en 
Salmon, 1984). 
Confrontado con estos problemas, Hempel sugiere que la dis-
tinción entre explicación y mera descripción de procesos puede 
hacerse de manera no circular, formulando requisitos que restrinjan 
el tipo de enunciados que pueden considerarse aptos para explica-
ciones. Por ejemplo, podemos exigir que los enunciados candidatos 
a ser leyes no puedan referirse a lugares o tiempos o circunstan-
cias específicas, o no puedan referirse a los participantes en una 
reunión, pero esto excluye enunciados que parecen tener poder 
explicativo, por ejemplo, los enunciados generales de la biología, 
como las leyes de Mendel de la genética. Además, si se afirma que 
en realidad todo lo que el modelo requiere es que podamos hacer 
una distinción entre generalizaciones que tienen poder explicativo 
y generalizaciones que no lo tienen, entonces podríamos concluir 
que el modelo nd es dispensable. Las buenas explicaciones son 
aquellas que requieren de manera esencial la derivación a partir de 
una generalización con poder explicativo. Y el problema de decir 
cuáles son esas generalizaciones persiste (para detalles de esta 
discusión, véase la compilación de Kitcher y Salmon, 1989).
A lo largo de veinte años se publicaron muchos trabajos tratando 
de determinar las condiciones que distinguirían las generalizacio-
nes con poder explicativo de las que no lo tienen, sin recurrir a 
nociones modales problemáticas, como causalidad o apoyo con-
trafáctico. La conclusión fue que esto no era posible. Hay una serie 
de argumentos bien conocidos que convencieron a los filósofos de 
la ciencia de que un proyecto de este tipo no iba a tener éxito. Un 



































problema muy famoso es el de la asimetría: uno puede, por ejem-
plo, derivar el largo de la sombra de un poste a partir de enunciados 
que nos digan cuál es la altura del poste y cuál es el ángulo de 
inclinación del sol sobre el horizonte (además de leyes como que 
la luz se transmite en línea recta). Pero no nos parece explicativa la 
derivación de la altura del poste a partir del largo de la sombra y del 
ángulo de inclinación del sol. Esto sugiere que lo que consideramos 
explicativo involucra elementos psicológicos o contextuales que 
nos hacen ver como diferentes esas dos derivaciones. 
Otro problema es el de la irrelevancia explicativa. Salmon 
hizo famoso el siguiente ejemplo:
1. Todos los hombres que toman píldoras anticonceptivas no 
resultan embarazados.
2. Juan es un hombre que ha tomado píldoras anticonceptivas 
regularmente.
__________________________________________
3. Juan no se ha embarazado.
Es claro que no es aceptable explicar el hecho de que Juan no 
se haya embarazado a partir de la verdad de 1 y 2. De nuevo, si 
apeláramos a una idea intuitiva de causa parece que podríamos 
fácilmente dar cuenta de la diferencia. 
El reconocimiento de que en la ciencia el concepto de proba-
bilidad cumple un papel crucial en muchas explicaciones hace 
todavía más inverosímil el modelo de Hempel. Para incorporar en 
su análisis las explicaciones que involucran probabilidades, in-
troduce el modelo de (modelo deductivo estadístico) y el modelo 
ie (modelo inductivo estadístico). Aquí hablaremos brevemente 
del segundo modelo.
Uno puede fácilmente encontrar ejemplos de explicaciones 
inductivas que encajan en el modelo ie. Por ejemplo, ¿por qué 
el peso molecular de esta muestra de agua es 18? Porque es una 
molécula de agua que no incluye ningún isótopo de hidrógeno, 
algo que sucede en 0.98% de los casos. El argumento es inductivo 
porque está basado en la ley estadística según la cual las molécu-
las de agua son, con una alta probabilidad, moléculas con peso 





















molecular 18. Un ejemplo muy conocido de Hempel es el de John 
Jones. John se recupera rápidamente de una infección de estrepto-
coco. La explicación de la rápida recuperación es que John tomó 
penicilina, y es una ley estadística que la mayoría de la gente que 
toma penicilina se recupera rápidamente de esas infecciones. 
Ahora bien, como Salmon hizo notar, estos ejemplos pueden 
modificarse un poco para hacer ver un problema con este mo-
delo de explicación. Es sabido que hay variedades de bacilos que 
son resistentes a la penicilina, por lo que si John tiene ese tipo 
de infección no va a tener una recuperación rápida (con alta pro-
babilidad). En este caso parece que tenemos una explicación de 
una recuperación lenta (con alta probabilidad), que tiene premisas 
compatibles con una explicación de una recuperación rápida (con 
alta probabilidad). Posibles maneras de responder a estas objecio-
nes han sido objeto de innumerables ensayos (véase Salmon, 1989 
para una reseña detallada). 
2. Causas y mecanismos
Wesley Salmon desarrolló un modelo de explicación que parte 
de aceptar que no es posible dar cuenta de lo que son explica-
ciones en la ciencia dentro de un modelo filosófico general, a 
menos que se parta de asumir que existe algún concepto causal 
primitivo, que Salmon consideró que debía ser el concepto de 
relevancia estadística (Salmon, 1970). La idea básica es que no 
es el concepto de alta probabilidad lo que es crucial en las 
explicaciones, sino la comparación entre probabilidades. Esto 
requiere introducir el concepto de clase de referencia. La ex-
plicación de un suceso tiene lugar en referencia con una clase 
de sucesos. John, en el ejemplo de Salmon, es una persona que 
pertenece al conjunto de las personas que tienen una infección 
de estreptococo. La probabilidad de recuperación rápida no es 
muy alta. Pero si ahora consideramos a John como parte del 
conjunto que tiene una infección de estreptococo tratado con 
penicilina, entonces la probabilidad de rápida recuperación 
aumenta bastante. La explicación de la recuperación rápida de 



































John puede formularse en términos de ese cambio fuerte en la 
probabilidad del suceso que tiene lugar cuando distinguimos 
entre dos clases de sucesos.
Esta propuesta de Salmon se ajusta a bastantes explicaciones 
científicas. El problema es que introduce complicaciones en el 
modelo filosófico que terminan siendo insuperables. Hace que 
las explicaciones sean dependientes del origen de los sucesos, 
para comparar las probabilidades. Esta conclusión lleva a Salmon 
a abandonar el intento de entender la causalidad en términos 
estadísticos (como una relación de relevancia estadística), y lo 
hace proponer que es necesario (después de todo) introducir un 
concepto de causa objetivo, que nos permita sustentar la objeti-
vidad de las explicaciones. 
La manera en que Salmon formula la idea de causalidad en 
cuestión parte de la caracterización del proceso causal como un 
proceso físico que tiene la capacidad de transmitir una marca o 
señal de manera continua. Una piedra que se lanza contra una 
ventana puede ir envuelta en un papel o llevar una inscripción. Este 
concepto de proceso causal debe verse en oposición a procesos 
pseudocausales que no tienen la capacidad de transmitir una marca. 
Una sombra, por ejemplo, no nos permite transmitir una marca. 
Ahora bien, esta idea de Salmon tiene serios problemas. Para 
empezar, en la medida en que su caracterización de lo que es un 
proceso causal se da en términos de contrafácticos (los procesos 
causales tienen la capacidad de transmitir señales, pero no nece-
sariamente las transmiten) su propuesta es insatisfactoria –por 
lo menos de acuerdo con los criterios de lo que es un buen modelo 
según Salmon–. Por otro lado, un proceso causal paradigmático 
para Salmon, como para Hume, es el movimiento de las bolas de 
billar sobre una mesa. Es claro que muchos procesos de la vida 
diaria y la física básica encajan con este paradigma. Pero muchas 
explicaciones causales en la ciencia no encajan con esta manera 
de caracterizar un proceso causal. La explicación por selección 
natural, tan común e importante en biología, no puede caracte-
rizarse de esa manera (véase Woodward, 1989). Incluso para el 
ejemplo paradigmático de las bolas de billar, la caracterización 
del movimiento de las bolas como un proceso causal asume que 





















podemos considerar relevante para la explicación el momentum 
(y utilizar la ley de conservación del momentum para dar cuenta 
del comportamiento de las bolas). Pero no hay ninguna razón 
para escoger el momentum y no una marca de yeso en las bolas 
como si llevaran el peso de la explicación (Hitchcock, 1995). Si 
dijéramos que la marca de yeso no obedece una ley de la física, 
mientras que el momentum sí, estaríamos entrando en un círculo.
La historia arriba resumida puede llevarnos a diferentes con-
clusiones y propuestas. Una posible conclusión sería el punto 
de partida de lo que se conoce como el nuevo mecanicismo. 
Como otras alternativas a Hempel con un enfoque teoreticista, 
el mecanicismo parte de un diagnóstico según el cual el pro-
blema con la propuesta de Hempel es que pretendía encontrar 
el paradigma de lo que es una explicación en la forma lógica 
de las explicaciones. El mecanicismo considera que no es en la 
forma lógica, sino en el concepto de mecanismo donde pode-
mos encontrar el paradigma de lo que es una explicación. Por 
supuesto, esto requiere que podamos caracterizar tal noción de 
mecanismo y que podamos dar buenas razones para pensar que, 
si no en su totalidad, por lo menos la columna vertebral de la 
ciencia corre a lo largo de explicaciones mecanicistas. Como 
veremos, este tipo de propuesta, si bien avanza mucho en el 
tema de la explicación, es problemática en la medida en que 
pretende ser hegemónica. 
Para el mecanicismo, una buena explicación de un fenómeno 
es la descripción de un mecanismo (o mecanismos) que da cuenta 
del fenómeno a partir de las funciones que ejecutan sus diferentes 
componentes (Wimsatt, 2002; Craver, 2007). Por capacidad de un 
mecanismo se entiende la suma de las actividades de sus compo-
nentes. La explicación de la capacidad de un mecanismo consiste, 
por ello, en su descomposición en funciones asociadas con 
componentes específicos. La capacidad de un computador para 
traducir del inglés al castellano puede explicarse haciendo ver las 
diferentes maneras en las que partes de hardware y de software 
desempeñan un papel en el proceso de traducción. En general, 
una explicación mecanicista hace ver cómo ciertos rasgos de los 
componentes de un mecanismo son causalmente relevantes (en 



































el sentido de que su modificación hace una diferencia causal) en 
la explicación de un fenómeno. Si un reloj de péndulo se retrasa, 
modificar la amplitud del movimiento del péndulo nos permite que 
el reloj sea más exacto. La amplitud del movimiento pendular es 
relevante para explicar la manera en que funciona el reloj. Los cro-
mosomas, por ejemplo, son una parte relevante de la explicación 
de los patrones mendelianos de herencia; cuando existen diferen-
cias en los cromosomas, nos llevan a cambios en los patrones de 
herencia. 
Es indudable que hay muchas explicaciones mecanicistas en la 
ciencia y que la búsqueda de explicaciones mecanicistas en mu-
chas áreas de la ciencia es un hecho, pero esto no quiere decir que 
haya razones para pensar que la búsqueda de explicaciones me-
canicistas deba considerarse el objetivo epistémico preeminente. 
Para entender las razones de esta aseveración y las implicaciones 
para el tema central de nuestro libro, requerimos adentrarnos en el 
problema del reduccionismo. 
3. El problema del reduccionismo
Uno de los temas centrales en filosofía de la ciencia ha sido 
desde siempre el tema del reduccionismo. No hay una sola ma-
nera de entenderlo a fondo, pero una forma clara de hacerlo es 
partir del supuesto de que la ciencia tiene que entenderse como 
una unidad y que esa unidad está dada por la aceptación de un 
tipo de lenguaje, un lenguaje fisicalista, en el que toda teoría cien-
tífica debe, en última instancia, ser formulable en términos de los 
componentes conceptuales que nos suministra el lenguaje lógico. 
Carnap, por ejemplo, en un famoso artículo escrito en 1932, inició 
una serie de intentos por mostrar cómo incluso los enunciados 
psicológicos podían ser formulados en un lenguaje fisicalista. Este 
tipo de reduccionismo fue abandonado hace tiempo, pero la idea 
de que la ciencia se distingue por poseer una estructura lingüística 
única, sigue siendo una idea atractiva. Una manera de desarro-
llarla es a través de la tesis de que las explicaciones científicas 
son argumentos en los que por lo menos una de las premisas es 





























un enunciado que describe una ley de la ciencia. De acuerdo con 
esta propuesta, la unidad de la ciencia consistiría en la posibilidad 
de reducir las explicaciones utilizadas en las diferentes disciplinas 
a explicaciones de la forma nd de las que hablamos en la primera 
sección. Por ejemplo, las explicaciones funcionales (el tipo de ex-
plicación que apela al poder explicativo que tiene, por ejemplo, la 
función de un órgano o de un dispositivo) ampliamente utilizadas 
en las ciencias sociales y en la biología, deberían poder reformu-
larse como derivaciones a partir de leyes generales. Ernest Nagel 
escribió varios estudios clásicos tratando de desarrollar este tipo 
de propuesta (Nagel, 1979). Hempel también desarrolló diversos 
trabajos tratando de mostrar cómo las explicaciones utilizadas en 
la historia pueden reformularse como explicaciones nd. La rele-
vancia de este intento era clara. Si podía mostrarse que incluso 
la historia podía ser reconstruida con base en una formulación 
de explicaciones nd, entonces se estaría sugiriendo que toda la 
ciencia podía caracterizarse de esa manera. 
 Así, la tesis de que todas las explicaciones en la ciencia 
pueden (y deben) reconstruirse como explicaciones de cierto tipo 
(explicaciones nd en el caso de Nagel y Hempel) lleva a promover 
un proyecto reduccionista a través del cual se podían establecer 
criterios claros, y ese proyecto debería satisfacer cualquier rela-
ción de reducción entre teorías. Si todas las explicaciones son nd, 
una teoría se reduce a otra dependiendo de si los términos teóri-
cos de la primera son definibles y si sus leyes son derivables en el 
lenguaje de la segunda teoría. En la medida en que, como hemos 
visto, la idea de que hay un lenguaje de las teorías que permite la 
formulación de explicaciones como argumentos es problemática, 
este tipo de proyecto reduccionista no es viable. 
Si pensamos que la ciencia se distingue por explicaciones me-
canicistas, entonces podemos promover un proyecto reduccionista 
basado en la idea de que la ciencia busca identificar (modelos de) 
mecanismos que nos permitan explicar la variedad de fenómenos 
en el mundo. Hay dos variantes importantes del mecanicismo como 
proyecto reduccionista. Ambas variantes pueden ya detectarse 
en los escritos de Descartes, sobre todo en relación con su tesis 
del “hombre-máquina”. La primer variante que podemos llamar 



































nomológica-mecanicista consiste en la idea de que las leyes (que 
para Descartes eran las leyes fundamentales de la física) que rigen 
los componentes de los mecanismos y, por lo tanto, la relación 
parte-todo de los mecanismos, podían explicar las propiedades 
de todas las cosas materiales y las capacidades de todo lo que 
constituyen, incluidos los seres vivos. Así, en el fondo, la propuesta 
busca entender la ciencia como un conocimiento reducible a las 
leyes fundamentales de la física. La otra variante del mecanicismo, 
que podemos llamar mecanicismo fenoménico, promueve la tesis 
de que los diferentes fenómenos del mundo que la ciencia busca 
explicar son resultado de la interacción de mecanismos corporei-
zados en sistemas materiales. Estas dos variantes del mecanicismo, 
si bien pueden considerarse íntimamente relacionadas, son episté-
micamente distinguibles. La segunda variante es, por lo menos en 
principio, compatible con la idea de que no hay leyes universales, 
mientras que la primera no. Lo que es particularmente importante 
para nosotros es que las dos variantes del mecanicismo tienen 
diferentes compromisos ontológicos. La primera se compromete 
con la física como teoría del todo, como teoría fundamental; la 
segunda se compromete con la existencia de mecanismos y de 
interacciones entre ellos, que requieren de ulterior explicación. 
Esa explicación ulterior puede darse a través de analogías, por 
ejemplo: Harvey comparaba el sistema circulatorio con un sistema 
de tuberías y al corazón con una bomba que hacía que circulara 
la sangre. Desde una perspectiva como la suya, el funcionamiento 
de un organismo vivo se entiende como un mecanismo complejo 
hecho de partes que obedecen a leyes mecánicas. Esto es, por su-
puesto, el punto de inicio de la fisiología experimental. En general, 
este segundo tipo de mecanicismo ha sido muy importante en el 
desarrollo de la ciencia experimental. 
Esto no quiere decir que en las ciencias contemporáneas los 
científicos teóricos promuevan siempre el primer tipo de meca-
nismos y los experimentales el segundo. Bickle considera que 
en las neurociencias contemporáneas sólo las explicaciones a 
nivel molecular son realmente explicativas (véase Bickle, 2003). 
Como muchos otros científicos experimentales contemporáneos, 
Bickle no aceptaría que los mecanismos a los que se refieren sus 






















explicaciones estén basados en analogías (como sería el caso en 
el mecanicismo fenoménico). Él utiliza la famosa distinción entre 
sentido y referencia para decir que las diferentes teorías científicas 
comparten referentes. Por ejemplo, el dolor puede considerarse 
idéntico al proceso neuronal de activación de fibras c, si resulta 
que, de hecho, diferentes expresiones que se refieren al dolor se 
refieren al mismo tipo de proceso. ¿Pero exactamente qué quere-
mos decir con “el mismo tipo de proceso”? Una forma clara de 
responder esta pregunta es partir del supuesto de que hay leyes 
fundamentales de la física y que toda explicación hace referencia, 
en última instancia, a ese nivel explicativo. Pero esto requiere 
que se abrace el primer tipo de mecanicismo. Una serie de argu-
mentos ha sido esgrimida en las últimas décadas en contra de ese 
reduccionismo duro. Es necesario reconocer también que, por otro 
lado, el reduccionismo débil que iría de la mano del mecanicismo 
fenoménico no se puede caracterizar fácilmente. Todo depende de 
cómo entendamos lo que es un mecanismo.
4. ¿Qué es un mecanismo?
Desde Descartes se ha pensado que un mecanismo puede ca-
racterizarse por principios de organización espacial. La idea es 
que un mecanismo tiene partes que desempeñan funciones de-
terminadas, que se mueven de manera coordinada en un espacio 
confinado, y que esas partes tienen la capacidad de mantener 
esa organización espacial a través del tiempo. Un reloj mecánico 
tradicional es el paradigma de este concepto de mecanismo. Pero 
un problema es que no es obvio que un reloj tenga que tener 
partes en el sentido anterior. Un reloj podría estar compuesto 
de partes dispersas en diferentes lugares que no están en ningún 
sentido coordinados espacialmente, por ejemplo, si una parte del 
reloj está en la luna y otra gira en un satélite alrededor de la 
Tierra. Podríamos modificar nuestra manera de entender coor-
dinación espacial para incluir este ejemplo, pero el problema 
es que no parece posible hacerlo de una forma que cubra las 
maneras posibles de construir un reloj. Si pensamos en un reloj 



































cuyas partes sean la sombra de un poste y un dial construido 
en el piso, no es obvio que el sentido en el que este reloj es un 
mecanismo sea el mismo en el que lo es un reloj común en la 
actualidad (digital) o el mismo sentido en el que decimos que un 
reloj mecánico, que era el tipo más común de reloj hasta finales 
del siglo xx (por supuesto, independientemente del hecho de que 
ambos se usan para medir el tiempo). Intuitivamente ambos son 
relojes porque marcan la hora. Pero entonces sería la función lo 
que distinguiría que esos mecanismos son de un cierto tipo. Y en 
ese caso caeríamos en un círculo vicioso, porque el concepto de 
mecanismo se introduce para dar cuenta del poder explicativo de 
los dispositivos que llevan a cabo funciones. Y si esos dispositivos 
sólo pueden caracterizarse como pertenecientes a un mismo tipo 
a partir de la función que desempeñan, entonces caemos en una 
circularidad explicativa. ¿Cómo hacemos la distinción entre los 
relojes que son mecanismos y aquellos que no lo son? ¿Un reloj de 
arena es un mecanismo? No parece posible caracterizar un reloj 
de arena por la organización espacial de sus partes, ¿los granos de 
arena son, cada uno de ellos, una parte del reloj? 
Podemos tratar de caracterizar un mecanismo centrándonos 
en su función (o funciones). Un reloj se caracteriza por su fun-
ción, dar la hora. Pero esto no es del todo correcto. Los japoneses 
adaptaron los mecanismos de los relojes tradicionales europeos 
del siglo xvi de manera que dieran la hora de acuerdo con la 
costumbre japonesa. Para ellos había seis unidades de tiempo 
entre el amanecer y el atardecer, por lo que las horas eran más 
o menos cortas dependiendo de la época del año. El problema 
sería si eso puede considerarse un reloj. En un sentido que tome 
en cuenta el contexto cultural, la respuesta es indudablemente 
que sí. Pero entonces un dispositivo, un mecanismo, no tiene una 
función unívoca que lo distinga más allá del contexto cultural en 
el que la función está bien definida. 
Incluso en la ciencia contemporánea se habla de mecanismos 
en relación con cosas muy diferentes. En las neurociencias se 
habla de mecanismos para explicar la liberación de neurotrans-
misores por medio de un proceso que incluye la despolarización 
de canales de Ca2+ que permite que el Ca2 se difunda en la 
































célula y que los vesículos se peguen a la membrana y formen 
cierto tipo de complejos. ¿Es este sentido de mecanismo el 
mismo que se utiliza en geología para hablar de movimientos 
de placas tectónicas o el que se utiliza en la teoría de la evolu-
ción cuando se habla de la selección natural como mecanismo? 
Podemos encontrar elementos en común entre diferentes usos 
del término mecanismo, lo que es difícil de aceptar es que haya 
una definición que nos permita normar el uso del término me-
canismo independientemente de su uso en prácticas específicas. 
Como vimos, es cuestionable asumir que haya leyes que sirvan 
de apoyo a las explicaciones mecanicistas, de manera que esas 
explicaciones puedan caracterizarse independientemente de los 
usos de los mecanismos en prácticas específicas. Pero entonces, 
el valor que tengan esos mecanismos como apoyo epistémico 
para las explicaciones no puede venir de una caracterización 
general (o definición) de mecanismo. De alguna manera tiene 
que sustentarse en las prácticas en las cuales esas explicaciones 
tienen fuerza normativa. 
Si bien la idea de un programa reduccionista que conciba la 
ciencia como la encargada de describir un mundo constituido 
por una serie de mecanismos interconectados es indudablemente 
valiosa, no debemos olvidar que esa interconexión está enraizada, 
de alguna manera, en los contextos que le dan sentido a la organi-
zación de las partes que cumplen un papel en la explicación. Esos 
contextos podemos entenderlos de muchas maneras, pero nuestro 
argumento es que se delimitan, individuan y estabilizan como 
apoyo para las explicaciones,ya que hay actividades normadas, 
estables y reproducibles que sustentan el uso de los conceptos que 
desempeñan un papel en las explicaciones. 
5. Reduccionismo y unidad en la ciencia 
Hay diferentes maneras en las que propuestas reduccionistas 
tienen implicaciones para nuestra manera de entender la ciencia. 
William Wimsatt hizo una distinción entre dos proyectos reduc-
cionistas (Wimsatt, 1974). El primer tipo de reduccionismo, para 



































Wimsatt, tiene un papel importante en la caracterización de la 
sucesión de teorías. Una reducción en este sentido es una rela-
ción entre estructuras teóricas por medio de la cual, típicamente, 
una teoría se transforma en otra (al utilizar aproximaciones y otros 
tipos de restricciones no lógicas). Así, por ejemplo, se dice que la 
teoría de la relatividad especial se reduce a la mecánica clásica 
en el límite cuando las velocidades son pequeñas (comparadas 
con la velocidad de la luz). El reduccionismo en este sentido 
cumple un papel regulativo que nos proporciona una base para 
decidir en qué situaciones utilizamos una teoría más simple y en 
qué casos tendríamos que usar una teoría más complicada (que 
nos dé una mejor aproximación a los fenómenos). Si queremos 
calcular la órbita de un satélite podemos usar la mecánica clásica 
si la velocidad del satélite es pequeña (entre otras condiciones 
que tienen que satisfacerse). Una relación como ésta es asimé-
trica y no transitiva. Así, en este sentido de reducción, lo que se 
logra o se busca es establecer relaciones de aproximación entre 
teorías, si bien estas relaciones de aproximación no se extienden 
más allá de situaciones concretas bien definidas por los tipos de 
modelos o los tipos de aplicaciones que, a su vez, se asocian con 
prácticas definidas. Por ejemplo, se habla de la reducción entre 
la genética molecular y la mendeliana (en este primer sentido 
de reducción), porque hay una serie de prácticas de laboratorio 
que relacionan modelos de esas teorías y que han establecido los 
límites en los que la teoría mendeliana puede considerarse una 
buena aproximación. Pero no tiene mucho sentido plantearse si 
hay una relación de reducción entre la teoría de la pangénesis de 
Darwin y la teoría de Mendel, o entre la genética molecular y la 
teoría de la pangénesis. La diferencia en estos dos casos tiene que 
ver precisamente con el hecho de que hay una larga historia de 
prácticas que relacionan las teorías que tiene sentido comparar y 
las que no.32 Sobre esto diremos algo más en la siguiente sección. 
32 Por supuesto que uno podría pensar que las limitaciones útiles para las re-
laciones de aproximación (por reducción) tienen que ver con la verdad de las 
teorías. Pero esto no es nada simple de formular. Nótese que se considera muy 
útil y explicativamente productivo relacionar la teoría de Mendel con la genética 
molecular, si bien se reconoce que la teoría de Mendel no es, estrictamente 
































Por ahora, lo importante es que quede claro que este primer tipo 
de reduccionismo trata de situar las diferentes teorías respecto de 
las posibles aplicaciones y límites de sus explicaciones. 
El segundo tipo de reduccionismo que distingue Wimsatt 
involucra el uso de identidades y localizaciones de mecanismos 
causales que permiten describir fenómenos en diferentes niveles 
de organización. Este reduccionismo plantea una relación explica-
tiva entre dos descripciones de un fenómeno, pero la explicación 
no puede caracterizarse como un argumento con premisas que 
incluyan leyes universales, sino como una explicación causal 
que identifique una relación causal en términos de modelos o 
mecanismos. Kenneth Waters hace ver que lo que él llama el 
“principio generador de diferencias” (cuando las diferencias en 
un gen causan diferencias en el genotipo) funciona tanto en la 
genética clásica como en la genética molecular. Así, este princi-
pio permite establecer una relación entre mecanismos, que a su 
vez puede extrapolarse para hablar de una relación entre teorías. 
El punto es que los factores mendelianos de los que habla la teoría 
de Mendel pueden describirse por una serie de diferentes meca-
nismos, a través de la hipótesis de Boveri-Sutton (véase D’Arden, 
1991), o por medio de mapeos de ligadura (véase Wimsatt, 1992), 
o por mecanismos propios de la biología molecular. Lo que nos 
interesa recalcar es que, si bien es posible hablar de este tipo de 
reducción como una reducción entre niveles de organización, lo 
que es crucial desde nuestra perspectiva es que una relación de 
reducción en el segundo sentido, lo que hace es individualizar 
mecanismos o procesos como parte de sistemas complejos. Desde 
esta perspectiva, las explicaciones que recurren a tales mecanis-
mos no son derivaciones de leyes, sino explicaciones causales 
que pueden darse en términos de mecanismos, modelos, leyes no 
universales (fenoménicas), capacidades, etcétera. 
En la sección 3 de este capítulo hicimos ver que es posible 
hacer distinciones entre por lo menos dos tipos de mecanismo, 
y como vimos en esta sección, una distinción semejante surge 
de considerar diferentes maneras en las que se puede hablar de 
hablando, verdadera. En todo caso, la discusión sobre la verdad de las teorías no 
es pertinente para nuestra discusión.



































reduccionismo entre teorías. Pero ambos tipos de distinciones 
apuntan no a la idea de que mientras más reducción, más unidad 
de la ciencia; por el contrario, sugieren que en un sentido impor-
tante (metodológico) la diversidad de mecanismos y modelos con 
valor explicativo no se va reduciendo, sino que aumenta. 
Uno puede pensar que la identificación de esta gran variedad 
de mecanismos es simplemente una manera útil de hacer refe-
rencia a leyes de correspondencia (Kim, 2005). De esta forma, la 
diversidad de mecanismos podría subordinarse (en última instan-
cia) a unas cuantas leyes de la física. Esto, sin embargo, es muy 
difícil de sostener. Wimsatt (2006) muestra que las identificacio-
nes de mecanismos en cuestión, en la medida en que expresan 
relaciones parte-todo, tienen una capacidad de predicción y 
explicación que va más allá de lo que podría darnos una mera 
lista de correspondencias. Por ejemplo, a través de diferentes 
modelos de la teoría cromosómica de la herencia se proponen 
identidades. Éstas permiten predicciones y explicaciones que 
requieren tomar en cuenta restricciones que distinguen a los sis-
temas en los cuales se establecen las identidades que, a su vez, 
limitan y otorgan confiabilidad a las predicciones y explicaciones 
en cuestión. Así, la ciencia no debe entenderse idealmente como 
un todo unificado, ni debe partir de la posibilidad de reducir todo 
proceso a la descripción de un nivel fundamental. La unificación 
que parece desempeñar un papel epistémico tiene más que ver 
con el tipo de integración provisional y derrotable asociado con 
el mecanicismo fenoménico (hermanado con lo que Wimsatt 
llama reduccionismo por localización de mecanismos causales). 
Las diferentes reducciones que pueden establecerse entre diferen-
tes tipos de modelos, teorías o mecanismos deben, pues, verse más 
bien como recursos complementarios requeridos para entender 
mejor un proceso complejo.
Carl Craver, por ejemplo, arguye que la unidad de las neuro-
ciencias (y sugiere que la unidad de la ciencia) debe entenderse 
como un mosaico: una diversidad de explicaciones (mecanicis-
tas) diferentes que encajan unas con otras en la medida en que 
contribuyen a entender procesos complejos desde la perspectiva 
de diferentes niveles de organización (Craver, 2007, en particular 
































el capítulo 7). Es esta trama de reducciones parciales (y falibles) 
la que es significativa epistémicamente. Sin lugar a dudas, ésta es 
una buena manera de modelar la unidad de la ciencia en corres-
pondencia con las diferentes explicaciones que son, o pueden 
formularse como, explicaciones mecanicistas. Sin embargo, una 
propuesta como la de Craver sugiere que las diferentes explicacio-
nes mecanicistas encajan nítidamente en un patrón, semejante a 
piezas de un rompecabezas, y eso es cuestionable. Como vimos, 
hay diferentes maneras en las que se puede entender un meca-
nismo, y hay diferentes maneras de modelar las relaciones de 
reducción que relacionarían los diversos mecanismos. Además, 
hay razones para pensar que en muchos tipos de explicaciones 
se dan procesos que tienen lugar entre niveles de mayor a me-
nor organización, algo que no puede modelarse por procesos 
reduccionistas. Por ejemplo, Maynard-Smith y Szathmary (1995) 
hablan de que en muchos procesos evolutivos la información se 
hereda en ciclos que involucran procesos que tienen lugar entre 
niveles de mayor a menor organización. La idea es que en los 
procesos hereditarios, las partes, en un sentido importante, no 
existen independientemente del todo. 
Una alternativa es pensar que, en realidad, la unidad a la que 
aspira una metodología reduccionista debe entenderse como un 
ideal normativo. La idea es que el valor del reduccionismo está 
relacionado con la percepción del futuro de los programas de 
investigación. Así, por ejemplo, la convicción de que podemos 
reducir las unidades de evolución a procesos en un nivel molecu-
lar fundamental es una expectativa, pero esa expectativa cumple 
un papel en los programas de investigación (y, por lo tanto, en las 
prácticas que sustentan esos programas) que se promueven, lo 
mismo que en los que no se promueven (sobre todo en relación 
con fondos de investigación disponibles). 
Regenmortel (2002) muestra las consecuencias de seguir una 
metodología reduccionista a rajatabla en relación con el desa-
rrollo de nuevas drogas para la medicina. El número de drogas 
aprobadas por la fda, la agencia encargada de la aprobación de 
drogas en Estados Unidos, ha declinado sistemáticamente debido 
a muchas causas, entre las que se incluyen malos manejos de 



































los fondos y aumento en las regulaciones. Regenmortel considera 
que en realidad una de las causas primarias que explican ese 
declive es el uso de metodologías reduccionistas en la planeación 
y evaluación de proyectos. Muchas enfermedades son resultado 
de la interacción de productos génicos, algunos de los cuales son 
poco conocidos. No obstante, los investigadores tienden a hacer 
descansar sus investigaciones en experimentos que involucran la 
remoción de un único gen. 
Otro ejemplo que ha sido discutido por varios críticos del 
reduccionismo, y por Regenmortel en particular, es la vacuna-
ción; más en específico, proyectos de investigación que buscan 
un “diseño racional de vacunas”. Dichos proyectos parten de la 
idea de que los principios del diseño de drogas basados en el 
conocimiento de la estructura biológica pueden aplicarse al de-
sarrollo de vacunas. Esto presupone que un fenómeno biológico, 
como la protección contra una infección, puede ser reducido a 
un nivel químico. Este presupuesto, sin embargo, es cuestionable 
(según Regenmortel y otros críticos del reduccionismo fundacio-
nista epistémico). Los determinantes antigénicos de un agente 
infeccioso son propiedades que se definen en la interacción con 
anticuerpos específicos y que sólo existen en el contexto del 
sistema inmune.
En un trabajo reciente, Ahn et al. (2006) apuntan en la misma 
dirección. Nos dicen que si bien la implementación de la me-
dicina clínica se orienta por una visión sistémica, la ciencia de 
la medicina clínica es fundamentalmente reduccionista. Ellos 
consideran que ese reduccionismo va acompañado de cuatro 
tipos de prácticas que son distintivas de él: 
1) El énfasis en explicaciones basadas en la identificación de 
un factor singular dominante. La idea es que de manera aná-
loga a cómo un mecánico identifica la pieza defectuosa en 
un automóvil, los médicos tienden a buscar el factor que se 
identifica como la causa de la enfermedad. 
2) El énfasis en la homeostasis. 
3) Evaluaciones inexactas de riesgo. 
4) Tratamientos “aditivos”. 
































Estas ideas se consideran cuestionables, porque muchas veces 
no puede identificarse un factor singular dominante (como lo 
propone 1). El supuesto de que la estabilidad de un sistema 
biológico, y del cuerpo humano en particular, puede entenderse 
en términos de parámetros asociados con rangos normales y 
anormales de funcionamiento (homeostasis) es indudablemente 
muy exitoso, y correctamente se considera un gran avance en 
la medicina, pero es importante pensar en sus limitaciones. Por 
ejemplo, el énfasis en la corrección de un parámetro (nivel bajo de 
potasio, digamos), puede hacer perder de vista la importancia de 
regulaciones que tienen lugar en el nivel sistémico. Es posible que 
forzar ese parámetro a intervalos considerados “normales” tenga 
efectos sistémicos dañinos. Ahn et al. (2006) mencionan, entre 
otras cosas, efectos adversos del calcio para tratar la hipocalcemia, 
o del control de la presión arterial para tratar la hipertensión rela-
cionada con infartos. Éstos son casos en los cuales la homeostasis 
nos lleva a un tratamiento equivocado. Este tipo de limitaciones al 
reduccionismo nos lleva a pensar que la mera agregación de trata-
mientos para causas aisladas muchas veces no es la mejor manera 
de cura, y que, por lo tanto, frecuentemente, un tratamiento no 
puede ser “aditivo”.
El tercer factor que Ahn et al. (2006) asocian al reduccionismo 
es la distorsión en la evaluación de riesgos. El reduccionismo tiende 
a hacernos pensar en la medición de riesgos como si éstos estuvie-
ran asociados uno a uno con factores de riesgo. Un ejemplo que 
emplean es el de la hipertensión, un factor de riesgo en relación 
con ataques al corazón. La recomendación ha sido que a las per-
sonas con una presión sistólica mayor a 140 se les prescriba un 
tratamiento farmacológico asociado con una modificación de su 
estilo de vida. Esto está basado en estudios que muestran que los 
hombres con presión sistólica mayor de 140 tenían el doble de pro-
babilidad de desarrollar problemas del corazón que aquellos con 
presión menor que 140. Sin embargo, dado que cerca de 70% de 
la población en Estados Unidos (donde se hicieron los estudios) no 
tiene problemas de hipertensión, más de 30% de los problemas se 
presentan en gente con presión normal. Esto lleva a la llamada “pa-
radoja de la prevención”. Un número mayor de gente con menor 



































riesgo da origen a mayor número de casos de enfermedad que un 
menor número de gente con mayor riesgo. Una posible estrategia 
para resolver la paradoja es bajar el nivel de presión sanguínea que 
se considera que debe ser tratado. Pero esto tiene varias implicacio-
nes. Por un lado, será tratado un mayor número de personas que 
no habría desarrollado la enfermedad y, por otro, los cambios 
en el estilo de vida y el tratamiento pueden tener consecuencias 
negativas para la salud de esas personas. 
El problema es complejo, pero es claro que una salida a la 
paradoja involucra reflexionar acerca de la manera cómo pueden 
evaluarse los riesgos a nivel colectivo, no simplemente tomados uno 
a uno. Esto no es trivial. Sin embargo, no parece haber otra salida. 
Pero, si los riesgos no pueden considerarse asociados de manera 
definida con los individuos, entonces la conformación de los riesgos 
tiene que verse a través del desarrollo de prácticas e instituciones 
que los anclen a determinados tipos de entorno. En otras palabras, 
la evaluación de riesgos no puede hacerse sin tomar en cuenta 
que esos riesgos recurren a descripciones de patrones estables de 
comportamiento y expectativas articuladas por normas y valores 
(implícitos) en las prácticas. Esto nos lleva a recalcar que las meto-
dologías reduccionistas tienen que ser moduladas por una reflexión 
respecto de sus límites en las aplicaciones y expectativas que tienen 
que tomar en cuenta la pluralidad de explicaciones provenientes 
de diferentes perspectivas teóricas y, en última instancia, la impor-
tancia de localizar los límites de las explicaciones mecanicistas. La 
ciencia no puede entenderse sin reconocer la importancia de una 
metodología reduccionista, pero para llegar a un entendimiento 
justo y productivo de la ciencia se requiere entender los límites 
implícitos en cualquier metodología reduccionista. Ahora bien, el 
entendimiento de estos límites es algo que tiene que ocurrir como 
parte del desarrollo mismo de la ciencia, a través del desarrollo 
de prácticas y agendas de investigación que se tomen en serio la 
búsqueda de métodos de investigación y modelos que nos ayuden 
a superar las limitaciones del uso de metodologías reduccionistas. 
Ahn et al. (2006) sugieren cómo la biología sistémica puede 
ayudarnos a superar las limitaciones del reduccionismo, inclu-
yendo en nuestras explicaciones el papel activo del entorno y, 
































en general, la importancia de factores heterogéneos causales. La 
biología sistémica parte del conocimiento técnico asociado con el 
desarrollo de las teorías matemáticas del caos, dinámica no lineal 
y teorías de sistemas complejos, las cuales, aplicadas a los sistemas 
biológicos, permiten modelar la emergencia de propiedades a par-
tir de la interacción entre componentes heterogéneos. Estas teorías 
matemáticas han existido por muchas décadas, pero lo novedoso 
es la forma en que se combinan con líneas experimentales de in-
vestigación. Es claro que la llamada biología sistémica no es, en 
sentido tradicional, una disciplina, sino más bien una confluencia 
de métodos provenientes de muy diversas áreas (y no sólo de la 
biología), los cuales impactan en la manera de plantear las inves-
tigaciones y el trabajo experimental que requiere el estudio de los 
sistemas biológicos complejos. Uno de los objetivos explícitos de 
la biología sistémica es ver los sistemas en interacción constante y 
en equilibrio dinámico entre ellos y con el entorno. En la medida en 
que este tipo de modelos pueda ser utilizado en la práctica médica, 
el reduccionismo típico de la medicina clínica podría ser supe-
rado. Sin embargo, es importante recalcar que la superación del 
reduccionismo no es algo que pueda llevarse a cabo únicamente 
introduciendo mejores teorías y mejores modelos apropiados de 
explicación causal; requiere alterar las prácticas médicas en parti-
cular, y las prácticas científicas en general, de una manera que nos 
permita calibrar el alcance de nuestros modelos y las implicaciones 
para los valores que busquemos promover. 
Una filosofía de la ciencia centrada en prácticas puede de 
manera natural ayudar en el proceso de desarrollar el tipo de 
metodologías de investigación que se requieren para superar el 
reduccionismo, no sólo porque reconocer la importancia de las 
prácticas va de la mano con el reconocimiento de una pluralidad 
de propuestas que debe ser tomada en cuenta para articular el 
entendimiento científico, sino que esta manera de hacer filosofía 
de la ciencia nos obliga a pensar la filosofía de la ciencia como 
un estudio comparado de tradiciones y agendas de investigación, 
y a extraer de ese estudio comparado las voces que deben ser 
tomadas en cuenta en la reflexión filosófica respecto de los al-
cances y las promesas de la ciencia. 
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7. Los senderos de la abstracción 
y la geografía normativa de las prácticas
La noción tradicional de abstracción puede encontrarse asociada 
a diferentes discusiones. Por ejemplo, tiene un papel crucial en las 
explicaciones sobre cómo podemos aprender conceptos universa-
les o generales a partir de la observación directa o no conceptual 
de un número limitado de situaciones. Una comparación de estas 
situaciones permite dejar de lado particularidades irrelevantes y 
formar una representación mental que sólo toma en cuenta lo 
que se considera importante y común. De esta manera se abstrae 
un concepto general a partir de sus instancias particulares. Esta 
idea tradicional de abstracción generalmente supone que la re-
presentación conceptual obtenida es la esencia de una clase. Un 
punto de referencia para esta noción tradicional de abstracción 
son los escritos de John Locke, quien considera que los términos 
generales hacen referencia a ideas abstractas que son el producto 
de un proceso de abstracción en el sentido descrito antes (Locke, 
1706). Esta noción tradicional de abstracción, formulada sobre 
todo como una teoría de las ideas abstractas, fue muy criticada 
por la filosofía analítica temprana y el empirismo lógico, lo que 
llevó a que en la filosofía de la ciencia la abstracción se conside-
rase sólo como un medio para llegar a idealizaciones exitosas. 
Esta manera de ver la abstracción es muy limitada. En la primera 
sección de este capítulo presentamos dos estrategias para abordar 
el concepto clásico de abstracción, con la disputa entre Whewell 
y Mill. En la segunda y tercera secciones presentamos dos teorías 
contemporáneas de abstracción, la de Hans Radder y la de Nancy 






























Cartwright, y señalamos que el desacuerdo de fondo, como en la 
discusión entre Whewell y Mill, tiene que ver con opiniones dife-
rentes respecto de la base epistémica de la abstracción. Notar esta 
arraigada divergencia de opiniones sobre un tema tan importante 
para la filosofía de la ciencia va a permitirnos argumentar en la 
cuarta sección que estas discusiones no tienen visos de resolverse 
en el marco de una filosofía de la ciencia centrada en teorías, pero 
sí se resuelven de manera fructífera si centramos nuestra atención 
en la manera en que las prácticas científicas nos permiten modelar 
procesos de aprendizaje y construir nuevos conceptos a partir de 
patrones (reproducibles) de interacciones con el entorno, que se 
individualizan y estabilizan a través del aprendizaje de prácticas.33
1. La discusión clásica sobre la abstracción en Mill y Whewell
Empecemos con una reseña de la discusión que tuvo lugar en el 
siglo xix entre William Whewell y John Stuart Mill. La controversia 
abarca muchos temas de la metodología y la epistemología de las 
ciencias, pero su punto medular es el problema de cómo justificar 
nuestras inferencias de enunciados generales sobre la causalidad, 
a partir de los fenómenos observados o, más en general, cómo 
podemos inferir conceptos abstractos a partir de la experiencia.34
Whewell adopta una epistemología kantiana que niega que 
pueda haber observaciones directas o no conceptuales. Como 
observa Gerd Buchdahl, Whewell retoma la doctrina kantiana 
según la cual no es posible hacer una distinción tajante entre 
aspectos sensoriales e intelectuales del conocimiento y, en 
particular, no es posible hacer una división entre “datos” e “infe-
rencia” (véase Whewell, 1967).
Así, si todas las observaciones se realizan desde alguna pers-
pectiva teórica, los procesos de “dejar fuera” y “aislar” necesarios 
33 Para un desarrollo más a fondo de diferentes aspectos de esta manera de ver la 
abstracción, véase Nersessian (2008b) y Martínez y Huang (2011).
34 Para una presentación del trabajo de Mill en relación con los temas de raciona-
lidad en la filosofía de la ciencia contemporánea, y en particular con el tema de 
racionalidad acotada, véase la introducción de Francisco Álvarez a Mill (1873).


















































para formar representaciones conceptuales de generalidades no 
serían lo suficientemente objetivos para representar lo esencial 
de las cosas. En segundo lugar, Whewell adopta una metodología 
consecuencialista para la justificación de las abstracciones. Para 
Whewell, la ciencia moderna requiere dos etapas: la primera 
es una etapa de descubrimiento, esto es, de la invención de 
conceptos generales que agrupan los objetos observados. Éste es 
un proceso psicológico creativo por medio del cual se inventan 
hipótesis sin que se involucren consideraciones epistémicas res-
pecto de su justificación; el segundo paso es el de la justificación 
de estas hipótesis. 
La justificación tiene que satisfacer cuatro condiciones: 
1) La hipótesis en cuestión puede explicar los fenómenos obser-
vados que han servido para construir la hipótesis. 
2) La hipótesis es capaz de predecir nuevos fenómenos.
3) La hipótesis es capaz de explicar diferentes tipos de fenómenos. 
4) La hipótesis nos lleva a una teoría más simple, más unificada o 
más consistente (Whewell, 1840/1996, cap. 5). 
Estas dos etapas corresponden a la dicotomía, bien conocida en 
la filosofía de la ciencia, entre el contexto de descubrimiento y 
el contexto de justificación; todos los recursos epistémicos se lo-
calizan en la segunda etapa y no tienen relación con la primera, 
que es puramente psicológica. Pero, entonces los procesos de 
“dejar de lado” y “aislar”, al ser procesos (meramente) psicológi-
cos, no son suficientes para justificar los conceptos abstractos. La 
justificación de estos conceptos abstractos depende de las apli-
caciones posteriores en las que se pone a prueba su capacidad 
explicativa y predicativa. 
 Mill consideraba que la metodología de la ciencia de Whewell 
no era correcta, porque no tomaba en cuenta muchos aspectos im-
portantes de la inducción en la ciencia (Mill, 1974: 490). Para Mill, 
una metodología satisfactoria de la ciencia tiene que pasar por tres 
etapas de lo que él llama el “método deductivo”. La primera es la 
etapa inductiva, en la que los enunciados generales de las leyes cau-
sales se infieren de los fenómenos observados. Una inducción es:






























el proceso por medio del cual llegamos a concluir que lo que es 
cierto de algunos de los miembros de una clase es cierto de toda 
la clase, o que lo que es cierto en ciertos momentos es cierto en 
circunstancias similares todo el tiempo (Mill, 1974: 288).
La segunda etapa, llamada “razonamiento”, consiste en un 
proceso en el que los efectos se deducen a partir de las causas o 
leyes. La tercera es la verificación, en la que “las conclusiones se 
encuentran por medio de una comparación cuidadosa, de manera 
que estén de acuerdo en lo posible con el resultado de la observa-
ción directa” (Mill, 1974: 460). Según Mill, Whewell se olvida en 
su metodología de la relevancia epistémica de la primera etapa in-
ductiva y se contenta con incorporar las dos últimas, razonamiento 
y verificación, para dar cuenta de una ley a la que, por lo tanto, se 
llega a partir de un supuesto y no a partir de una prueba (Mill, 1974: 
490; 1959: 323). Mill reconoce que Whewell tiene razón en que 
hay abstracciones a partir de hipótesis de conceptos generales. Por 
ejemplo, el concepto que Kepler introdujo para describir la órbita 
de Marte era una abstracción hipotética en el sentido de Whewell. 
Pero eso no quiere decir que la abstracción siempre consista en 
utilizar los conceptos ya conocidos para organizar los hechos ob-
servados; la abstracción también puede ser un efecto de hechos 
externos, que inciden en nuestra mente (un proceso psicológico 
que tendría una dimensión epistémica). Si pudiéramos observar 
directamente la órbita de los satélites de Marte, se podría llegar a 
la abstracción de que esa órbita es elíptica. Otro ejemplo de Mill 
es el concepto de polaridad, crucial para el desarrollo de la física y 
la química en el siglo xix. Mill hizo ver que este concepto provenía 
de abstracciones de fenómenos que manifestaban propiedades di-
ferentes en direcciones opuestas y que, por tanto, era un efecto del 
mundo externo sobre nuestra mente (Mill, 1974: 652-653). 
Desde la perspectiva de Mill, “dejar de lado” y “aislar” puede 
llevarnos a conceptos generales “apropiados” y “claros”. Por lo 
que, al contrario de lo que pensaba Whewell, esos procesos cum-
plen un papel epistémico en la justificación de algunos conceptos 
generales. Un concepto es apropiado cuando hace referencia 
a las propiedades comunes obtenidas de las situaciones parti-


















































culares, esto es, cuando hace referencia a las propiedades que 
representan lo esencial de las cosas. De acuerdo con la noción 
tradicional de abstracción, las aplicaciones correctas de “dejar 
de lado” y “aislar” deberían ser conceptos generales apropiados. 
Por ejemplo, de la observación de seres humanos particulares, 
Aristóteles concluyó que el ser humano es un animal racional. 
Whewell creía que, puesto que las observaciones están cargadas 
de teoría, una abstracción a partir de observaciones sólo podía 
ser meramente hipotética, y la decisión de si esa abstracción era 
o no apropiada dependería de su capacidad explicativa y predic-
tiva, lo que requería un paso posterior a la abstracción: el análisis 
de sus consecuencias. La idea tiene sentido en un contexto en el 
que se reconoce la importancia que tiene para la epistemología 
el hecho de que la física aristotélica, que se consideraba un ci-
miento sólido del conocimiento, constituido por un entramado 
de conceptos generales derivados de observaciones directas, 
resultó incorrecto en las investigaciones físicas posteriores, por lo 
que no deberían considerarse conceptos apropiados. 
Mill no se opone a esta crítica de Whewell a la tradición aris-
totélica; sin embargo, argumenta que si bien las observaciones 
están cargadas de teoría, desde la perspectiva pragmatista que él 
defiende, el criterio que determina si un concepto general es o no 
apropiado puede depender de los propósitos de una abstracción 
particular, y no es necesario esperar a examinar las explicaciones 
o predicciones posteriores (véase Whewell, 1849). Un biólogo 
que se interesa en el color de los animales tendría una manera 
diferente de abstraer, a partir de observaciones de organismos 
particulares, que otro interesado en la estructura ósea de esos mis-
mos organismos; una abstracción apropiada para un propósito 
de investigación podría ser inapropiada para otro propósito.35 
Para Mill, no hay conceptos generales apropiados con indepen-
dencia del propósito de la investigación, porque, según él, el 
mundo se compone de causas plurales (Mill, 1974: 656-658). 
Esta noción de concepto general apropiado que aboga por una 
35 La idea de Mill está relacionada con la importancia que se le otorga en la 
tradición newtoniana al patrón de inferencia que se conoce como “deducción de 
fenómenos” (véase Martínez, 1997).






























metodología no consecuencialista, tampoco es compatible con 
la noción tradicional de abstracción, ya que lo que determina 
si una abstracción es apropiada o no, de acuerdo con la noción 
tradicional, depende únicamente de observaciones objetivas o de 
las aplicaciones de ciertas reglas lógicas que relacionan propie-
dades esenciales y propiedades no esenciales.
“Un concepto claro” se refiere a la capacidad del concepto 
para aplicarse en todas las situaciones particulares a las que este 
concepto hace referencia. Mill consideraba que los científicos 
podrían conseguir conceptos claros al mejorar la calidad de la 
atención en las observaciones, mejorando la fiabilidad de la me-
moria, al aumentar la profundidad y la extensión del conocimiento 
individual y, en general, al adoptar buenas costumbres epistémicas 
(Mill, 1974: 659). Aquí apela a los recursos naturalistas de los que 
hablamos en capítulos anteriores (véase en particular el capítulo 
5). Para Whewell, sin embargo, este tipo de recursos naturalistas no 
son fiables para tareas epistemológicas. Los procesos cognitivos no 
pueden cumplir un papel en la justificación de las abstracciones 
científicas, ya que sólo hacen referencia a un tipo de experiencia 
muy limitado: “a ese sentido muy rudimentario en el que podemos 
hablar de experiencia en los animales, a saber, el sentido en el que 
no podemos imaginarnos que se posea o se entienda la ley como 
proposición general” (Whewell, 1849: 267). Whewell formula 
aquí, de manera clara, uno de los presupuestos centrales del tipo 
de filosofía teoreticista de la ciencia que cuestionamos aquí. Él 
asume que la justificación epistémica es un proceso puramente 
especulativo de los seres racionales (humanos) y no tiene que ver 
con las actividades que podemos compartir con otros animales. 
Whewell agrega: 
El conocimiento que me interesa investigar es el conocimiento hu-
mano, por lo que no me detendré en aquel conocimiento, si podemos 
llamarlo así, que el hombre tiene sólo en la misma manera en la que 
los brutos (los animales) lo tienen; todo aquello que se muestra en la 
acción. Porque si bien la acción puede modificarse por el hábito, y el 
hábito por la experiencia, en los animales así como en los hombres, 
tal experiencia, en tanto que sólo retiene esa mera forma práctica, no 


















































es parte de los materiales de la ciencia. Sólo el conocimiento en su 
forma general es conocimiento para este propósito y por lo tanto, voy 
a restringir mi atención a este (tipo de) conocimiento. Por lo menos 
hasta que haya avanzado en dar cuenta de su naturaleza y sus leyes, 
y pueda, por lo tanto, comparar tal conocimiento –conocimiento 
humano propiamente dicho– con las meras tendencias animales 
para la acción; o, incluso, con las habilidades prácticas que no in-
cluyen, como usualmente no lo hacen, el conocimiento especulativo 
(Whewell, 1849: 268). 
Whewell deja claro en este pasaje el punto nodal de su diver-
gencia con Mill, a saber, el supuesto de que la epistemología está 
restringida al conocimiento especulativo. Si bien se ha escrito mu-
cho sobre las diferencias entre Whewell y Mill, hay poca discusión 
sobre este punto que, sin embargo, es crucial para entender tanto 
la controversia entre Mill y Whewell en particular, como la polé-
mica sobre la naturaleza de la abstracción científica en general. 
Como veremos adelante, la sugerencia de Mill en su reflexión so-
bre los conceptos claros nos ofrece una perspectiva fructífera para 
entender la abstracción científica y nos ofrece además una mo-
tivación importante para desarrollar una filosofía de la ciencia 
centrada en prácticas. En la siguiente sección, veremos dos teo-
rías contemporáneas de la abstracción: la de Hans Radder y la de 
Nancy Cartwright. Ambas teorías intentan ofrecer una alternativa 
a la noción tradicional de abstracción, pero lo hacen desde dife-
rentes perspectivas que en lo fundamental reproducen la discusión 
entre Whewell y Mill. Utilizaremos este paralelo para argumentar 
en favor de la importancia de tomar una epistemología no especu-
lativa como guía y punto de apoyo de una filosofía de la ciencia 
que sea relevante para entender la empresa científica como parte 
de la cultura humana y, por lo tanto, para ver la filosofía de la cien-
cia como parte de las ciencias sociales.36
36 Como ya lo dijimos en la introducción, ver la filosofía de las ciencias como 
parte de las ciencias sociales no implica reducir la a la sociología u otra disciplina 
específica, sino que simplemente apunta a la convicción de que la filosofía de la 
ciencia debe de ser parte de un esfuerzo común por entender el conocimiento 
como proyecto cooperativo.






























2. Las teorías de la abstracción de Radder y de Cartwright
En su libro El mundo observado/el mundo concebido, Radder 
propone que la abstracción en relación con conceptos debe 
desarrollarse a partir de la noción de extensibilidad. Para este 
autor, un concepto es extensible si ha sido aplicado con éxito a 
un cierto dominio y si puede ser usado en otros dominios. Esto es, 
se hace una distinción importante entre la extensión actual de un 
concepto y su extensibilidad, su extensión posible (Radder, 2006: 
103). La extensión posible requiere un conjunto de condiciones 
de posible realización que, de llevarse a cabo en espacio y tiempo 
actual, puede extender el concepto a un nuevo dominio especí-
fico. Los conceptos extensibles tienen un significado no local (i.e., 
trascienden el significado que tienen como interpretaciones de 
procesos de observación que han sido de hecho realizados). Los 
conceptos extensibles no tienen una extensión fija. Trascienden 
un significado local de diversas maneras y dependiendo del con-
texto de aplicación.
Para Radder, la idea kantiana de que los conceptos estructu-
ran el mundo es sólo una parte de la historia. En la medida en 
que los conceptos se abstraen de dominios particulares, en el 
proceso de extenderse a un nuevo contexto de realización hay 
un cambio en el significado que da la estructura del concepto. 
Por medio de la abstracción apartamos el resultado de un tipo 
particular de proceso, con el fin de usarlo como andamio para 
tener más estructura. Esta manera de formular lo que es abstraer 
rompe con la idea común de que hay una oposición entre lo abs-
tracto y lo concreto, en tanto que ambos procesos no se separan 
del todo. La tesis de Radder es que dos potencialidades humanas 
independientes, los conceptos extensibles con sus significados 
no locales y las realizaciones locales de procesos particulares de 
observación “constituyen categorías ontológicas sui generis que 
no pueden reducirse una a la otra” (Radder, 2006: 115). 
Según Radder, esta manera de entender la abstracción no se 
limita a los conceptos científicos, se aplica por igual a conceptos 
ordinarios y a los conceptos científicos más esotéricos (Radder, 
2006: 143). La abstracción como realización potencial que puede 
















































servir de andamio a otra realización en un nuevo contexto debe 
considerarse como un aspecto irreductible de nuestra vida cogni-
tiva. Para Radder, un análisis de la abstracción requiere tomar en 
cuenta el papel que desempeña la contingencia en la caracteri-
zación de la extensibilidad de los conceptos. Los conceptos –nos 
dice– no son extensibles en cualquier dirección. Antes de cualquier 
intento de extensión “es totalmente contingente si en la práctica 
un concepto puede ser extendido a un nuevo dominio específico 
(o no)” (Radder, 2006: 103). Radder entiende contingencia en “su 
sentido filosófico común de no ser (lógica o físicamente) nece-
sario y no en el sentido ordinario de ser accidental o arbitrario” 
(Radder, 2006: 103). Cómo entender la contingencia que entra en 
juego en la extensibilidad de los conceptos es una discusión de 
fondo en los diferentes intentos por entender la abstracción. Pero 
antes de entrar en ese punto haremos un breve resumen de la 
propuesta de Nancy Cartwright sobre la abstracción. 
Cartwright parte de reconocer que una teoría de la abstracción 
debe resolver la tensión entre el énfasis empirista en los enun-
ciados legaliformes de regularidades en la ciencia y la tesis de 
que estos enunciados no ofrecen base suficiente para una teoría 
satisfactoria de la explicación científica. Insiste en que las regu-
laridades entran en su modelo sólo como consecuencia de un 
presupuesto respecto de la adscripción de tendencias (respecto de 
lo que las cosas hacen) o capacidades (respecto de lo que las cosas 
causan). Son estos dos últimos conceptos los que nos permiten en-
tender el poder explicativo de las abstracciones. Cartwright utiliza 
el siguiente ejemplo provocativo: las aspirinas, porque son aspi-
rinas, pueden curar el dolor de cabeza. Con la frase “porque son 
aspirinas”, ella apunta a recalcar que el poder explicativo proviene 
de un hecho acerca de propiedades y no acerca de individuos: la 
propiedad de ser una aspirina lleva consigo la capacidad de curar 
dolores de cabeza (Cartwright, 1989: 141). Los conceptos de capa-
cidad y tendencia vienen respectivamente de Aristóteles y de Mill. 
Para entender la naturaleza de las relaciones causales sobre las 
que indagamos, tenemos que aislar una relación causal particular 
de otras relaciones causales, para determinar su tendencia y medir 
su capacidad. Esto va de la mano con una distinción que usual-






























mente hacen los científicos entre dos tipos de verdad causal. En 
un nivel alto de generalidad, la adscripción de capacidades asume 
que una relación causal entre las causas A y el efecto X ocurre 
en cada contexto homogéneo. En un nivel bajo de generalidad 
hay leyes causales que articulan la relación causal entre A y X en 
una población determinada por experimentos. A estos dos niveles 
de verdad causal corresponden a su vez dos tipos de enunciados 
causales legaliformes. La adscripción de capacidades corresponde 
a la noción de leyes abstractas “los A hacen X”, que expresa la 
asociación regular general entre A y X, sin tomar en consideración 
ningún contexto particular concreto de realización. Simplemente 
nos dicen qué es lo que una causa A tiende a hacer en circunstan-
cias ideales, si se ha aislado de otros factores causales; pero estos 
reportes no son ni verdaderos ni falsos en el sentido de que no 
describen literalmente el comportamiento de sistemas materiales. 
En un sistema material, una causa rara vez puede desligarse de 
otros factores relacionados. Ahora bien, cuando se especifica un 
contexto experimental concreto de realización, una ley causal ex-
presada como “en I, los A hacen X” ofrece explicaciones causales 
que describen lo que A tiende a hacer en una situación concreta 
experimental, si controlamos exitosamente todos los factores rela-
cionados.37 La inteligibilidad del significado de las leyes causales 
presupone la adscripción de capacidades porque esta presuposi-
ción permite relacionar un enunciado legaliforme (A hace X) a una 
referencia empírica. En este contexto, la abstracción se relaciona 
con el proceso por medio del cual obtenemos las leyes abstractas y 
las leyes causales. De acuerdo con Cartwright, las leyes abstractas 
son establecidas por medio de las observaciones de hechos causa-
les singulares que se interpretan a la luz de presuposiciones acerca 
de las capacidades de la naturaleza. La abstracción no es una mera 
construcción de enunciados generales, producto de los procesos 
de dejar de lado y aislar, que posteriormente se pone a prueba en 
37 Aquí, la ley causal es definida de manera local, en relación con una población 
(Cartwright, 1989: 144). En Cartwright (1983), el término para ley abstracta es 
“ley fundamental”, mientras que el término para ley causal es “ley fenomeno-
lógica”. En la terminología de Mill, la ley abstracta es “ley no empírica” y la ley 
causal es llamada “ley empírica” (Cartwright, 1989: 174-175).
















































otras situaciones experimentales. Más bien, la abstracción es un 
proceso constructivo que presupone capacidades.
Concretamente, para Cartwright, la abstracción se caracteriza 
por dos procesos: primero, el proceso de sustracción para obtener 
la ley abstracta de la forma “A hace X”, en la que la relación causal 
entre la causa A y el efecto X se aísla de otros factores causales 
relacionados; y segundo, el proceso de concretización por medio 
del cual se obtiene la ley causal de la forma “en I, A hace X”, en el 
que la relación causal entre A y X se manifiesta en las condiciones 
particulares I, determinada por experimentos concretos repetidos. 
Cuando las leyes abstractas y causales usan conceptos o modelos 
idealizados, Cartwright habla de la abstracción como un proceso 
de idealización.38 
Un ejemplo de la manera cómo se combinan estos dos proce-
sos de abstracción en la ciencia lo ofrece Leszek Nowak (1980) 
en su manera de interpretar la ley del valor, de Karl Marx. La ley 
del valor nos dice que los precios de las mercancías corresponden 
a su valor de producción. Ésta es una ley abstracta idealizada que 
primero sustrae de la realidad de cualquier situación particular 
de mercado muchos factores que afectan el mercado real, como 
la competencia por producir y vender mercancías, la diferencia 
entre exportaciones e importaciones en un sistema económico 
dado, etcétera. Una vez que la ley abstracta del valor ha sido 
sustraída, lo que tenemos es una relación idealizada entre el va-
lor de producción de la mercancía y su precio. Esta ley abstracta 
supuestamente indica una tendencia causal en una situación 
idealizada, no pretende describir lo que pasa en la práctica eco-
nómica. La descripción de la práctica económica requería, según 
Marx, de leyes locales causales que se obtenían por un proceso 
de concretización, agregando los factores omitidos por las presu-
posiciones anteriores. Este análisis de las leyes causales locales 
es lo que sustenta la crítica de Marx a la economía capitalista 
38 Éste es un modo simplista de caracterizar la noción de idealización de 
Cartwright. Usamos ese tipo de caracterización para evadir el problema (que 
no es pertinente para nuestra discusión) de las diferencias entre idealización y 
abstracción de acuerdo con diferentes autores, véase Coniglione (2004) y Jones 
(2005).






























(Nowak, 1980; Cartwright, 1989: 203-205). Con estos prelimi-
nares podemos ya entrar a evaluar la discusión entre Radder y 
Cartwright respecto de lo que es abstracción. 
3. La controversia entre Radder y Cartwright  
    como una controversia respecto de los contextos  
    epistémicamente relevantes de la abstracción 
En el fondo de las propuestas de Radder y Cartwright podemos 
apreciar la controversia entre Whewell y Mill respecto del papel 
epistemológico de la abstracción. A grandes rasgos, podemos 
decir que la noción de abstracción de Radder es cercana a la de 
Whewell, y la de Cartwright a la de Mill; por lo menos en tanto 
que la abstracción para Whewell y Radder parte de la observación 
directa, no conceptual, y que la justificación de la abstracción pro-
viene de la extensibilidad expresada en términos de consecuencias. 
Cartwright, por el contrario, sigue a Mill al sostener que el punto de 
partida para entender la abstracción es el concepto de capacidad, 
que, a través de procesos de sustracción y concretización, nos pro-
vee de recursos epistémicos suficientes para justificar la abstracción 
en situaciones experimentales concretas. Por lo que para Mill, como 
para Cartwright, la justificación epistémica de las abstracciones no 
tiene que esperar (necesariamente) a que se pongan a prueba en 
nuevos dominios de aplicación. 
Radder arguye que la teoría de la abstracción de Cartwright 
no es sostenible por las siguientes dos razones:
A1) La propuesta aristotélica de Cartwright, respecto de la abs-
tracción concebida como método para adquirir conceptos 
o formar teorías, no es sostenible porque los conceptos 
y las teorías estructuran (nuestra experiencia) del mundo 
(Radder 2006: 141).
A2) La concretización no es sostenible, porque, en primer lugar, 
es redundante ya que es el proceso inverso de dejar de lado; 
y, en segundo lugar, no toma en consideración que es la 
extensibilidad de los conceptos lo que los hace abstractos. 







































Creemos que estas objeciones a Cartwright no son objeciones 
justas. En relación con A1, el uso de la noción aristotélica de 
abstracción no la convierte en una defensora de la doctrina tra-
dicional de la abstracción, de acuerdo con la cual la abstracción 
se inicia con una observación no conceptual. Si bien Cartwright 
toma su inspiración de Aristóteles, no asume que el punto de 
partida para la abstracción sea una observación no conceptual. 
Cartwright no quiere defender la doctrina tradicional, sino recha-
zar la tesis humeana de que los enunciados de regularidad son 
suficientes para sustentar las explicaciones científicas. La abstrac-
ción de una ley causal basada en sustracción y concretización 
no tiene que presuponer que la observación es no conceptual. 
De hecho, puede hacerse fácilmente compatible con la posición 
kantiana de Radder respecto de la observación científica. Para 
Cartwright, incluso en aquellos que podemos suponer que son 
los casos más claros de aseveraciones empíricas, como “esta su-
perficie es roja”, la aseveración utiliza conceptos que no pueden 
darse ostensivamente, sino que sólo tienen sentido en relación 
con una estructura de conceptos (Cartwright, 1989: 180). La dife-
rencia entre Radder y Cartwright tiene que ver con compromisos 
epistémicos diferentes en relación con la manera de entender el 
contenido empírico de los conceptos. 
Como hemos visto, tanto Radder como Whewell se compro-
meten con una metodología consecuencialista de acuerdo con la 
cual si el proceso de generalización inevitablemente está interpre-
tado por conceptos, entonces el criterio epistémico y el contenido 
empírico deberían provenir de la extensibilidad del concepto en 
otros dominios. Mientras tanto, Cartwright, como Mill, presupone 
capacidades de la naturaleza o tendencias en la sustracción y en 
la concretización que, una vez detectadas y manipuladas en los 
experimentos, pueden aceptarse como fuentes epistémicamente 
confiables que justifican el resultado de la abstracción. El modelo 
ideal de un criterio epistémico para la abstracción, en el sentido 
de Cartwright, es el “método mixto de la inducción y el razona-
miento”. Este método consiste en el proceso de ir hacia arriba, de 
la experiencia a un principio general, y luego razonar del principio 
general hacia abajo, hacia una serie de conclusiones específicas 






























(Cartwright, 1989: 183). Esto es, la sustracción busca aislar un 
enunciado general acerca de la capacidad o tendencia de un factor 
causal particular y luego dejar de lado cualquier otro factor causal 
potencialmente perturbador, tal y como se especifica en las condi-
ciones ceteris paribus. El paso hacia arriba en Mill y Cartwright no 
es suficiente por sí solo para conseguir leyes abstractas con poder 
explicativo y predictivo. Se requiere concretizar para generar 
las explicaciones y predicciones relevantes. Esto requiere que 
factores que fueron aislados en el proceso inductivo se agreguen 
de nuevo en la situación concreta en la que la capacidad del factor 
causal en cuestión se manifieste. 
Radder no es el único comentador de la propuesta de Cart-
wright que ha expresado dudas en esta dirección. 
Humphreys, por ejemplo, ha hecho una crítica similar (Hum-
phreys, 1995). Se pregunta: ¿si no asumimos que la observación 
es no conceptual como parte de nuestro criterio, cómo podemos 
justificar epistémicamente la sustracción? Para Humphreys, como 
para Radder, una explicación consecuencialista es más limpia y 
clara, epistémicamente hablando. De esa forma no tenemos que 
asignar un peso epistémico al proceso de sustracción. 
Pero la divergencia entre estas dos maneras de ver la abstrac-
ción es de fondo. Para Mill, como para Cartwright, no son las 
“propiedades esenciales” metafísicas el objetivo de un proceso 
de sustracción, sino un mecanismo estable causal. Por supuesto, 
podemos discutir mucho respecto de qué es más oscuro, si las 
propiedades esenciales o los mecanismos causales, pero en 
todo caso es importante entender el fondo de la divergencia 
entre Radder y Cartwright. La idea de Cartwright es que las 
capacidades naturales, junto con las condiciones materiales y 
sociales que les permiten manifestarse de manera estable, deben 
ser consideradas recursos epistémicos que apoyan satisfactoria-
mente la tesis de que una relación causal existe, incluso si esos 
enunciados no son infalibles. 
Pasemos ahora a la tesis A2 de Radder. Esta tesis tiene dos partes:
A2.1) La concretización no hace referencia a la extensibilidad de 
los resultados de una abstracción.







































A2.2) La concretización puede ser redundante si es el reverso de 
un proceso de sustracción.
A2.1 asume que hay una única manera de caracterizar la 
extensibilidad. De hecho la noción de capacidad de Cartwright 
se caracteriza por un tipo de extensibilidad, en tanto que las 
estructuras que representan una capacidad deben persistir en 
diferentes entornos. Nos dice Cartwright, por ejemplo, que la 
inferencia de que algo tiene una capacidad requiere suponer 
que las posibilidades que se establecen en esa situación perma-
necen en diferentes tipos de situaciones (1989: 147). En el caso 
de la concretización, según Cartwright, se requiere explicar la 
relación entre dos leyes causales que interactúan en diferentes 
dominios: 
La primera ley nos dice que hay una capacidad, y que la capacidad 
va a ser exhibida en una nueva ley causal en cualquier situación 
nueva en la que se ponga a prueba. Esto asume que la capacidad 
permanece intacta. Es por supuesto parte del punto de tomarse en 
serio las capacidades como cosas en el mundo […] que deberían 
permanecer intactas de un tipo de situación a otra. Pero esto no 
quiere decir que no haya excepciones; lo que quiere decir es que 
cualquier excepción requiere una razón. Probablemente la razón 
más común por la que una capacidad no manifiesta en una nueva 
situación es una interacción causal (Cartwright, 1989: 163).
Así, en contra de lo que dice Radder, Cartwright no ignora 
la importancia de la extensibilidad, sólo que no la entiende de la 
misma manera. En la cita anterior, apunta a una noción de exten-
sibilidad que puede o tiene que aceptar excepciones. Mientras 
que para Radder la extensibilidad se reduce a la aplicabilidad 
de un concepto abstracto en un nuevo dominio de realización, 
para Cartwright la extensibilidad es un signo (o uno de tantos 
signos) de una relación causal estable que permite predicción 
y manipulación. Cartwright también parece hablar a veces de 
extensibilidad en el sentido de Radder, como básicamente la 
capacidad de exportar información, pero por lo menos para en-






























tender el proceso de concretización como ella lo plantea, es 
importante tomar en cuenta que está hablando de un tipo de 
extensibilidad que tiene que formularse en términos de probabi-
lidades. La discusión sobre la redundancia de la concretización 
(el punto A2.2) refuerza nuestro diagnóstico. 
En la concretización varios de los factores que se quitan en la 
sustracción se agregan de vuelta, como hemos visto en el ejemplo 
de la interpretación de Nowak de la ley del valor. Es importante, 
sin embargo, reconocer que las condiciones de sustracción no 
son las mismas que las condiciones de concretización. Como lo 
plantea Cartwright:
El regreso a las leyes concretas que constituyen su contenido fe-
noménico deben agregarse de regreso factores omitidos. ¿Pero de 
donde vienen esos factores? Ya he dicho la respuesta que considero 
correcta: dada una teoría, los factores en cuestión provienen de 
una lista. Pero la lista generada por cualquier teoría, o incluso por 
todas nuestras teorías juntas, nunca va a llegar suficientemente lejos. 
Siempre van a haber factores adicionales que son peculiares al caso 
individual. Esto es lo que llamo el problema de la abstracción mate-
rial (Cartwright, 1989: 206-207).
Para Cartwright, las condiciones materiales que sitúan un experi-
mento no son meras circunstancias contingentes que un tratamiento 
adecuado de la abstracción puede dejar de lado. Por el contrario, 
cuando esas condiciones materiales y aquellos elementos teó-
ricos que forman parte de una agenda científica relevante se 
combinan, especifican el contexto en el que una concretización 
es posible. Así, la ley abstracta de la operación de la cámara 
de burbujas es la siguiente: “el paso de una partícula cargada 
tiene la capacidad de causar burbujas en un líquido en estado 
supercaliente” (Cartwright, 1989: 209). Sin embargo, antes de 
hacer los experimentos, Donald Glaser, el científico a quien se le 
ocurrió la idea, no tenía ninguna razón para pensar que el medio 
supercaliente que se usaría en la cámara no podía ser xenón, 
pero podía ser éter dietílico. Esta diferencia la deciden las condi-
ciones materiales de experimentos reales como producto de un 







































proceso de concretización, pero no es algo que aparezca en la 
lista que representa el proceso de sustracción. 
Las formas de concretización son muy diversas, y el punto 
de Cartwright es que muchas veces la concretización no es sólo 
un proceso inverso de la sustracción, sino que es una estrategia 
creativa de construcción de teorías. Esto puede apreciarse en el 
ejemplo de cómo Maxwell llega a construir el campo electromag-
nético (Nersessian, 2002; 2008a). Para Nersessian la abstracción 
busca obtener modelos genéricos que permitan una explicación 
unificada de los fenómenos. La abstracción en el sentido que busca 
caracterizar Nersessian, la abstracción como modelo genérico, es 
“el proceso de construcción de modelos que representan rasgos 
comunes a una clase de fenómenos” (Nersessian, 2002: 129). Ella 
recurre al ejemplo de cómo Maxwell llegó a formular un modelo 
satisfactorio que diera cuenta de los fenómenos electromagnéticos; 
formuló las ecuaciones del modelo abstracto y logró introducir las 
variables electromagnéticas (Nersessian, 2008a: 28). 
Siguiendo a Nersessian, podemos distinguir tres pasos en el 
modelo teórico de Maxwell. El primer paso puede caracterizarse 
de la siguiente manera:
S1) en ciertas circunstancias específicas, se llevan a cabo ex-
perimentos cuyo resultado está al alcance de un modelo 
local expresado por una regularidad legaliforme que, muy 
crudamente, puede plantearse en la forma “En I, los A hacen 
X (donde “I” se especifica por las condiciones ceteris paribus 
de los experimentos). 
En nuestro caso, Nersessian pone de relieve la versión visual 
del modelo de vórtices en un fluido, construido por Maxwell para 
dar cuenta de los resultados de los experimentos de Maxwell 
concernientes a la fuerza electromagnética. El modelo visual de 
vórtices es una “analogía física” en la que se asume que las fuerzas 
atractivas y repulsivas operan como fuerzas transversales (stresses) 
en un éter mecánico. Con estas hipótesis uno puede asumir que 
“las relaciones que se dan en el dominio de la mecánica de medio 
continuo van a mantenerse en el dominio del electromagnetismo” 






























(Nersessian, 2002: 136). Podemos interpretar su modelización 
analógica genérica como un proceso en el que se parte de pasos 
de sustracción para obtener un enunciado general legaliforme a 
partir de particulares: “Los A hacen X”. El proceso para obtener las 
leyes generales a partir de estos modelos es el segundo paso:
S2) El enunciado sin la restricción a las circunstancias “Los A 
hacen X” se sustrae.
En este paso, Maxwell no ha especificado un proceso causal 
en el éter que conecte la electricidad con el magnetismo, por lo 
que no pretende haber explicado mecánicamente la interacción 
(Nersessian, 2002: 136). 
El objetivo de Maxwell es lograr un sistema de cálculo 
genérico e idealizado que no necesariamente tiene que ser la re-
presentación de un sistema físico real. De manera análoga a como 
Cartwright usa la sustracción, en este paso se obtienen leyes abs-
tractas matemáticamente articuladas. A diferencia de Cartwright, 
sin embargo, la sustracción no es el mismo proceso que lleva al 
aislamiento de una relación causal determinada de todas las otras 
causas relacionadas que se manifiestan en situaciones causales 
singulares. 
En el tercer paso, Nersessian considera que Maxwell sigue 
un proceso análogo a la concretización en el sentido de Cart-
wright:
S3) La aplicación del enunciado “Los A hacen X” en la explica-
ción y la predicción es el método de concretización.
La concretización le permite a Maxwell explicar el movimiento 
de los vórtices en un sistema físico con elementos (causalmente) 
extensibles. 
 La explicación, sin embargo, requiere que se resuelva un 
problema. Si las fuerzas de atracción y repulsión en el campo 
electromagnético son tensiones mecánicas (stresses), entonces 
la fricción en los puntos de contacto entre los vórtices llevaría 
a que se trabaran los engranajes. Maxwell resuelve el problema 







































suponiendo que hay una capa de partículas que actúan como 
engranajes interpuestos entre un vórtice y el siguiente. Esta inven-
ción de los engranajes parece ser un recurso ad hoc para eliminar 
la fricción entre los vórtices adyacentes; sin embargo, esta inven-
ción es consistente con lo que sabemos sobre las líneas de fuerza 
alrededor de una fuente magnética en particular: que esas líneas 
de fuerza pueden existir de manera indefinida. Con ayuda de la 
invención de los engranajes, las leyes matemáticas construidas 
en S2 pueden dar una explicación de lo que sucede en el sistema 
físico, al recurrir a la extensibilidad de algunos elementos en el 
modelo. La extensibilidad en este caso puede identificarse con 
la extensibilidad causal basada en capacidades, que desarrolla 
Cartwright. 
Para nosotros la principal lección que nos deja el estudio 
de caso de Nersessian es la siguiente: en el caso de Maxwell, la 
concretización no es el proceso inverso de la sustracción. La cons-
trucción de la analogía de los engranajes proviene del proceso 
de concretización. Los engranajes no habían sido considerados 
antes en los pasos S1 y S2, porque la fricción entre los vórtices 
es una cuestión que sólo aparece después de que el modelo 
abstracto de los vórtices se inventa a través de S1 y S2. La cues-
tión depende de la invención y manipulación de un modelo 
abstracto en una situación particular de solución de problemas. 
Éste es, pues, otro contraejemplo a la idea de que la concretiza-
ción es redundante. 
En resumen, las razones que da Radder para cuestionar la 
teoría de la abstracción de Cartwright no son sostenibles. En el 
fondo, como esperamos haya quedado claro, a diferencia de lo 
que Radder plantea, la extensibilidad es una relación diferente 
en diferentes circunstancias. Siendo esto así, nos parece más 
apropiado no hablar de una relación de extensibilidad, sino de 
diferentes tipos de extensibilidad asociados con diferentes presu-
posiciones acerca de cómo la interacción con el mundo tiene un 
papel en la construcción de lo que es ontológicamente el caso. 
En el caso de Radder, nuestras interacciones con el mundo nos 
revelan lo que está en el mundo contingentemente (lo que para 
Radder significa que nuestras interacciones revelen algo que no es 






























lógicamente necesario). Pero lo que nuestras interacciones con 
el mundo revelan puede ser contingente en un sentido diferente; 
en el caso de Cartwright, nuestras interacciones con el mundo 
determinan (de manera falible) los contextos materiales-causales 
en los que las relaciones causales objetivas pueden identificarse 
y servir de andamios epistémicos para las explicaciones y, por 
consiguiente, para la identificación de relaciones causales obje-
tivas más abstractas. Para Nersessian, nuestras interacciones con 
el mundo, para continuar siendo relevantes en nuestras agendas 
de investigación, tienen que estar mediadas por modelos episté-
micamente relevantes, y esa relevancia requiere la identificación 
del tipo correcto de analogía. 
Así, estos diferentes tipos de extensibilidad pueden darnos sólo 
una caracterización parcial de la abstracción y su papel epistémico 
en la ciencia. En todo caso, lo que queda claro es que a diferencia 
de la mayoría de las propuestas acerca de qué es abstracción, y en 
consonancia con las tres caracterizaciones antes mencionadas, el 
papel epistémico de la abstracción no puede entenderse a partir 
del supuesto de que vamos a poder identificar una estructura lógica 
compartida. Entender el papel epistémico de la abstracción requiere 
poner atención en las maneras en que nuestras interacciones con el 
mundo dan pie a extensiones estables y contingentes (en diferentes 
sentidos de contingente). Estamos de acuerdo con Radder en que 
es precisamente la extensibilidad lo que hace abstracta una gene-
ralización. Nuestra diferencia con Radder es que consideramos 
que la extensibilidad tiene que entenderse más ampliamente, en la 
medida en que hay diferentes sentidos de contingencia relevantes 
que este filósofo no toma en cuenta, pero que deben serlo para 
tener una mejor idea del papel epistémico de las abstracciones. 
4. Hacia una actitud pluralista sustentada  
en las ciencias cognitivas
La tesis que estamos defendiendo, esto es, que los conceptos 
generales pueden estar apoyados por diferentes tipos de extensi-
bilidad en diferentes tipos de abstracción, nos permite llegar al 



























fondo de la discusión entre Mill y Whewell y entre Cartwright 
y Radder. Empezamos este capítulo resumiendo la noción tradi-
cional de abstracción, que es una noción que intenta modelar 
la abstracción en términos de relaciones lógicas entre las pro-
piedades esenciales y las no esenciales de las cosas con las que 
interactuamos en nuestra experiencia. Whewell y Mill ofrecen 
alternativas a la noción tradicional. El punto es que tanto Mill 
como Whewell, así como Cartwright y Radder, y muchos otros 
filósofos que han tratado el tema, parten del supuesto de que 
hay una relación de extensibilidad y de que el problema es ca-
racterizar esa relación. Nuestro análisis sugiere que esto es una 
vana ilusión. Como lo sugiere Nersessian, y lo hemos defendido 
en detalle en Martínez y Huang (2011), no es verosímil pensar 
que hay un único criterio epistémico que dé cuenta de todos los 
usos de la abstracción; en otras palabras, no tenemos por qué 
asumir que tiene que haber una única relación de extensibilidad. 
El método consecuencialista que defienden Whewell y Radder, así 
como el método basado en las inferencias a partir de capacida-
des por el que abogan Mill y Cartwright puede ser efectivo para 
modelar algunos, pero no todos los tipos de abstracción. En la 
medida en que reconocemos que hay diferentes tipos de prácti-
cas de abstracción y que esas prácticas llevan a diferentes tipos 
de relaciones de extensibilidad, el problema no es decidir cuál 
es la relación correcta, sino caracterizar las diferentes relaciones 
y modelar sus diferencias, y eso requiere entender la manera en 
que esas diferentes prácticas de abstracción se sustentan en las 
diferentes maneras de hacer ciencia. En esta sección hacemos ver 
que esta actitud pluralista recibe apoyo de estudios recientes en 
las ciencias cognitivas. En el próximo capítulo planteamos cómo 
esta tesis pluralista es sustentada por una larga tradición en la 
filosofía de la ciencia que reconoce el papel de la historia en 
la construcción de los contextos epistémicamente relevantes para 
el desarrollo de un modelo apropiado del avance y la innovación 
en la ciencia. 
Los psicólogos han tratado muchas veces de entender los 
rasgos generales de la abstracción, como la generalización, la 
creatividad, la capacidad de resolver problemas, etcétera, por 






























medio de la caracterización de diferentes tipos de abstracción, 
dependiendo de los fines cognitivos. Se asume (implícitamente 
las más de las veces) que los diferentes fines están asociados con 
diferentes normas metodológicas para la abstracción. Jean Piaget 
es famoso por este modelo de estrategia. En sus estudios sobre el 
desarrollo del pensamiento abstracto en los niños, distingue entre 
la abstracción empírica que se usa para organizar objetos obser-
vados y la abstracción reflexiva, que es la abstracción acerca de 
conceptos y acciones (Piaget, 1968). Las estructuras cognitivas 
de los dos procesos son diferentes: en el primero, la operación 
básica es la de establecer correspondencias entre las palabras y 
lo que significan, mientras que en el segundo, la coordinación 
de acciones sirve como base para actos cognitivos de orden su-
perior (por ejemplo, si tomamos abstracciones empíricas como 
objeto para otra abstracción). Esta idea básica de Piaget ha sido 
retomada en diferentes direcciones. Colunga y Smith (2003) 
ofrecen una explicación más refinada de las diferencias entre 
estos procesos, a partir de una serie de experimentos controlados. 
Según estos autores, después de un breve periodo en el cual los 
niños aprenden caso por caso el uso de palabras como meras 
etiquetas, empiezan a generalizar el patrón regular o la estructura 
de los objetos observados, a través de un aprendizaje asociativo 
de similitudes. La regularidad generalizada es abstracta en el 
sentido de que es una guía que ayuda a los pequeños a aplicarla 
en casos no vistos con anterioridad. El proceso es sensible al 
contexto, porque los patrones de regularidades se caracterizan 
no en términos de propiedades compartidas por los objetos, sino 
por una cierta manera de clasificar o de hacer particiones de los 
objetos. La categoría abstracta de cosas sólidas, por ejemplo, se 
relaciona con la forma de las cosas, mientras que la noción de 
cosas no sólidas se relaciona con el tipo de material de lo que las 
cosas están compuestas. De esta manera,
los niños empiezan a aprender al hacer particiones del espacio de 
aprendizaje que apuntan a diferentes tipos de problemas: aprendizaje 
sobre palabras, aprendizaje sobre sonidos de animales, aprendizaje so-
bre objetos, sobre sustancias (Colunga y Smith, 2003).



























El efecto de estas particiones –nos dicen Colunga y Smith– es 
calibrar manipulaciones de conceptos mentales en relación con 
diferentes contextos asociados con diferentes tipos de propósi-
tos cognitivos. Esta relación entre contextos y propósitos, no sólo 
nos da una base para la abstracción, sino que nos lleva a reconocer 
una concepción pluralista de la abstracción: diferentes procesos 
de aprendizaje están relacionados con diferentes particiones, que 
implican, a su vez, diferentes tipos de abstracción. 
Hay diversos estudios recientes que apoyan la tesis de que la 
abstracción no es un único tipo de proceso en distintos niveles cog-
nitivos, y entender esas diferencias entre abstracciones requiere, 
entonces, entender esos niveles y la manera como interactúan 
cognitivamente. En lingüística cognitiva hay varias propuestas que 
exploran la idea de que los conceptos abstractos se entienden a 
través de metáforas, pero parece ser que esa dependencia de la 
abstracción a las metáforas depende, a su vez, del tipo de metáfora 
en cuestión. Por ejemplo, Lakoff y Johnson (1999, cap. 5) sostie-
nen que metáforas como “el tiempo vuela” deben verse como la 
aplicación de una experiencia física de movimiento espacial que 
nos da un entendimiento figurativo del tiempo. Lera Boroditsky 
nos dice que el pensamiento acerca de “el dominio abstracto del 
tiempo” se construye sobre representaciones de dominios basados 
en la experiencia, pero no en la mera experiencia física (Boroditsky, 
2000). Si el pensar abstracto acerca del tiempo debe ser entendido 
en relación con el pensamiento espacial (y no necesariamente 
en relación con la experiencia del movimiento mismo), entonces 
puede ser que nuestra idea de causalidad dependa de la manera 
en que pensemos la relación entre espacio y tiempo. Y esto de 
nuevo apunta a que diferentes tipos de abstracción dependen de 
los diferentes fines cognitivos que podamos tener en una situación 
determinada. 
Lawrence Barsalou llega a conclusiones similares sobre la 
importancia de pensar la abstracción como una pluralidad de 
procesos. Según Barsalou, la abstracción es un mecanismo cogni-
tivo en el que “diferentes áreas asociativas en el cerebro capturan 
estados de modalidades específicas durante la percepción y la 
acción, para luego utilizarlos con el fin de representar el cono-






























cimiento”. En el procesamiento visual de un auto, por ejemplo, 
mientras que unos grupos de neuronas se activan en respuesta 
a percepciones de bordes, vértices y superficies planas, otras se 
activan por orientación, color y movimiento. El patrón total de 
activación en este sistema, distribuido y jerárquicamente organi-
zado, representa el ente en cuestión en la visión (Barsalou, 2003: 
1179). Este mecanismo tiene dos etapas: una en la que los pa-
trones específicos de modalidad se activan en la percepción y en 
la acción, y se guardan en la memoria; y una posterior de reac-
tuación, en la que las neuronas asociadas reproducen el patrón 
sin que esté presente la estimulación de abajo a arriba (Bar-
salou, 2003: 1180). La aplicación de la etapa de reactuación 
puede considerarse una simulación de lo que produce la etapa 
de la modalidad específica. Los simuladores “integran informa-
ción acerca de los casos de una categoría” y las simulaciones 
son “conceptualizaciones específicas de la categoría” (Barsalou, 
2009: 1282). La abstracción concreta realizada por un simulador 
particular, sin embargo, sólo determina parcialmente el contenido 
de un concepto abstracto, puesto que el concepto puede reactuar-
se por simuladores diferentes en respuesta a diferentes contextos. 
El simulador de un automóvil puede producir la simulación de 
un auto en movimiento, mientras que en otras ocasiones puede 
producir simulaciones de reparaciones de autos o de un auto es-
tacionado, etcétera (Barsalou, 2003: 1180). En correspondencia 
con acciones-situaciones distintas, como manejar, lavar o repa-
rar, diferentes simuladores asocian el concepto de automóvil con 
diferentes propiedades estructuradas por diferentes tipos de rela-
ciones. Una simulación producida por un determinado simulador 
es, en este sentido, holista y contextual. 
El hecho de que sean varias las simulaciones que determinan 
un concepto abstraído hace de la abstracción un proceso diná-
mico en el que, si bien puede haber un conjunto relativamente 
fijo de simuladores de propiedades y relaciones para una persona 
en un determinado momento, los simuladores utilizados en dife-
rentes ocasiones pueden variar bastante (Barsalou, 2003: 1183). 
El punto que nos interesa recalcar es que podemos considerar 
que la teoría de Barsalou expresa que la extensibilidad de una 



























simulación depende del simulador. En otras palabras, Barsalou 
está sugiriendo una manera en la que los diferentes tipos de ex-
tensibilidad pueden verse cognitivamente enraizados. El carácter 
dinámico de la abstracción nos obliga a reconocer que la búsque-
da de una única teoría de abstracción no tiene sentido, porque los 
procesos de abstracción van a funcionar de manera diferente de-
pendiendo de los distintos propósitos cognitivos. 
Esta manera dinámica de entender la abstracción tiene im-
plicaciones para el tipo de relación que tiene lugar entre las 
normas epistémicas y los tipos de abstracción. Muchas veces 
lo que se requiere para determinar qué simulación debe ser 
empleada son normas epistémicas; pero el papel de las normas 
va a depender, a su vez, del tipo de abstracción que requieran 
el contexto o la situación. Dado que no podemos identificar 
una abstracción con el sumario de una categoría, porque un 
número infinito es posible (Barsalou, 2003: 1183), se requieren 
normas que muchas veces son epistémicas para determinar la 
simulación pertinente. 
Barsalou propone una lista de seis tipos de abstracción que 
han sido investigados por científicos cognitivos:
1. Conocimiento categorial: el proceso de relacionar apropiadamente 
un concepto con un término, por ejemplo, el concepto de silla con 
el término “silla”, y con “mesa” o “gato”. 
2. La habilidad conductual: para generalizar mediante los miembros de 
una categoría; hacer una abstracción del conocimiento acerca de las 
propiedades conductuales de una categoría; por ejemplo, “los perros 
ladran”. 
3. Representación sumaria: la generalización de cosas tales como una 
regla declarativa, un prototipo estadístico o una relación conectiva. 
4. Representación esquemática: la abstracción de propiedades críticas 
relevantes de los ejemplares de una categoría, en la que se dejan 
de lado rasgos irrelevantes. Los esquemas pueden distorsionarse para 
idealizar o caricaturizar una categoría.
5. Representación flexible: la aplicación de una representación su-
maria a muchas tareas diferentes, incluidas la categorización, la 
inferencia, la comprensión lingüística, el razonamiento, entre otras.






























6. Conceptos abstractos: la abstracción acerca de conceptos abstrac-
tos tales como “placer”, “coraje”, etcétera (Barsalou, 2003: 1185; 
2005: 310).
Ahora veamos cómo puede ayudarnos la clasificación de 
Barsalou a entender el funcionamiento de la abstracción en la 
ciencia. 
Radder y Cartwright apuntan a diferentes procesos de 
abstracción que desempeñan un papel en la construcción y 
estabilización de prácticas y conceptos. Por ejemplo, la teoría 
de la abstracción de Radder puede explicarse en el marco de la 
clasificación de Barsalou como sigue: las prácticas por medio de las 
cuales encontramos un patrón en un conjunto observado de obje-
tos, para luego extenderlo a nuevas observaciones, tienen lugar 
a través de mecanismos modales específicos asociados con el 
conocimiento categórico, la representación sumaria o esquemá-
tica. Estos procesos cognitivos simuladores específicos permiten 
que el sujeto observe los objetos de una forma determinada. El 
proceso de reactuación especifica la extensibilidad de un con-
cepto abstraído. Este proceso puede ser entendido como un tipo 
de representación flexible. En todo caso, es un paso que depende 
más de un conocimiento de trasfondo (background knowledge) 
y de una habilidad, más que de la capacidad de capturar la des-
cripción correcta de un concepto. Tampoco es difícil ver que lo 
que llama Barsalou un proceso de reactuación (reenactment) es 
muy cercano a lo que llama Radder procesos de reproducción 
(Radder 2003 y 2006).
La tesis de Cartwright de que las relaciones causales están 
basadas en capacidades naturales puede entenderse como una 
teoría apoyada en la extensibilidad de los comportamientos, esto 
es, en la tendencia de tales comportamientos a ser generalizables 
a los miembros de la categoría. Explicaciones causales como “la 
aspirina alivia el dolor de cabeza” o “la fuerza electromagnética 
causa movimientos perpendiculares a la línea de acción” hacen 
referencia a capacidades naturales que se expresan en las tenden-
cias de las aspirinas o las fuerzas electromagnéticas a modificar 
el comportamiento en cierta dirección. En la terminología de 



























Barsalou, tales relaciones causales son productos abstractos de los 
simuladores para la aspirina y la fuerza electromagnética, desarro-
llados por medio de mecanismos modales específicos que permiten 
interpretar un dolor particular o un movimiento perpendicular a la 
línea de acción particular como resultado de tales causas. Como 
hemos visto, Cartwright distingue entre una ley abstracta del tipo 
“A hace X” y otra del tipo “en I, A hace X”. La primera es una 
ley general acerca de una regularidad que proviene de datos 
experimentales, mientras que la segunda es una ley causal local 
acerca de una capacidad de la naturaleza, que se obtiene por 
concretización. En el marco de la clasificación de Barsalou, la 
ley abstracta puede interpretarse como un resumen y una repre-
sentación esquemática en la que se generaliza un patrón regular 
a partir de datos experimentales, mientras que las leyes causales 
pueden verse como el resultado de representaciones flexibles 
en las que un dominio específico de aplicación se detecta por 
científicos habilidosos en experimentos cuidadosamente diseña-
dos. Además de las representaciones sumaria y esquemática que 
cumplen un papel en la construcción de modelos, la represen-
tación flexible desempeña un papel en el proceso de transferir 
algunas regularidades de un tipo de fenómeno a otro por medio 
de una analogía. Nersessian hace hincapié en la importancia de 
las generalizaciones que provienen de abstracciones genéricas, 
que no pueden ser caracterizadas como una mera extensión de 
una regla a nuevos dominios, sino que más bien son procesos 
creativos que involucran la manipulación y la modificación de 
patrones regulares de los que emerge una nueva “clase natural” 
de fenómenos objetivos. Consideramos que Barsalou se refiere 
a este tipo de generalizaciones cuando nos dice que “cuando 
la misma configuración de una propiedad y de simuladores de 
relación puede aplicarse a diferentes categorías, la analogía se 
torna posible” (Barsalou, 2005: 422). La generalización por ana-
logía es, pues, el núcleo de lo que Barsalou llama representación 
flexible. Las representaciones flexibles no son sólo una reactua-
ción simulada de patrones de modalidad específicos generados 
por los simuladores contextuales originales, como es el caso de 
la predicción. En una representación analógica, la simulación 






























reactuada no es la inferencia de una conceptualización en una 
situación similar a aquella en la que la conceptualización se activó 
inicialmente. Es más bien una inferencia creativa que lleva a una 
identificación de diferente tipo, más abstracto, de fenómeno. 
En el caso de Maxwell, los patrones y las regularidades encon-
trados inicialmente en los fenómenos que involucraban fluidos y 
electrostática se transfirieron a un nuevo tipo de fenómenos (elec-
tromagnéticos). En el marco de la teoría de Barsalou, el éxito de 
este paso creativo depende de si el nuevo patrón conceptuali-
zado nos permite reactuar la simulación para que sea aplicable 
a los fenómenos electromagnéticos. La invención de Maxwell 
de los engranajes intermedios puede ser considerada un intento 
por construir simuladores adecuados a entornos mediados por el 
éter, de tal manera que sea posible la reactuación del modelo de 
vórtices en fluidos en explicaciones y predicciones futuras. 
En resumen, nuestra propuesta es que entender la abstracción 
como una pluralidad de procesos cognitivos nos permite poner en 
perspectiva la diversidad de explicaciones que se dan en la filoso-
fía de la ciencia como respuesta al problema de qué es abstracción. 
Y más de fondo, el tipo de pluralismo explicativo que hemos visto 
que surge de manera natural desde la perspectiva de una filoso-
fía de la ciencia centrada en prácticas (capítulo 6) recibe, de esta 
forma, apoyo adicional de las ciencias cognitivas y de las pro-
puestas que reconocen la importancia del carácter situado de la 
cognición que se articula en propuestas como la de Barsalou.39 
 
39 Para una argumentación de cómo el carácter situado de la cognición desem-
peña un papel en las propuestas pluralistas de la abstracción, véase Barsalou 
(2009).
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8. Prácticas, estilos y paradigmas
En el primer capítulo hicimos ver cómo las diferentes maneras 
de entender la historia de la ciencia presuponen diferentes mane-
ras de entender las prácticas como recursos epistémicos. Luego 
hicimos ver, a lo largo de varios capítulos, que hay razones para 
tomar en serio una perspectiva en la filosofía de la ciencia que 
tenga como punto de apoyo para la reflexión filosófica la orga-
nización de la ciencia en prácticas. Abordamos el tema de la 
racionalidad como un problema acerca de cómo se organiza el 
razonamiento en normas (implícitas) en prácticas. En este último 
capítulo queremos retomar el tema y mostrar que tomar en serio 
la organización de la ciencia en prácticas nos ayuda a entender 
discusiones relacionadas con los modelos de cambio científico 
desde una perspectiva productiva. 
1. De paradigmas y estilos de pensamiento
Kuhn, Feyerabend, Toulmin y muchos otros filósofos y científicos 
en la posguerra cuestionaron la tesis del positivismo lógico, según 
la cual, la ciencia es un conjunto de teorías sobre diferentes temas 
cuya columna vertebral es un reduccionismo metodológico.40  Para 
todos estos autores, la manera en que las diferentes comunidades 
han llegado a establecer sus métodos particulares de investigación 
40 Kuhn (1962), Feyerabend (1970) y Toulmin (1972).






























no puede entenderse del todo como si siguiera un método de 
investigación paso a paso. Kuhn lo plantea de manera extrema, 
diciéndonos que el conocimiento científico, producto de la ciencia 
normal, se hace a través de paradigmas en los que se sigue un mé-
todo (o métodos) distintivo del paradigma. En la ciencia normal se 
dejan de lado las discusiones acerca de cuestiones fundamentales 
para centrarse en desarrollar y resolver problemas sobre los que 
hay acuerdos que permiten avances claros a través de la aplicación 
de métodos que se aceptan como árbitros en las disputas. Pero 
muchas veces los problemas sin resolver se acumulan y el para-
digma termina siendo un mero sistema de creencias y métodos 
al que se aferra una comunidad de investigación. En la medida 
en que la ciencia se concibe como si estuviera constituida por 
paradigmas a la manera de Kuhn, se genera una brecha insalvable 
entre la ciencia normal que se hace a través de los paradigmas y 
los cambios bruscos que tienen que darse para que podamos darle 
sentido a la historia de la ciencia; claro que entre esos cambios hay 
algunos que no encajan con la descripción de lo que es ciencia 
normal. Tenemos entonces que dar una caracterización de esa 
otra manera de hacer ciencia, el tipo de ciencia que se hace entre 
paradigmas. Esto introduce lo que Kuhn llama una tensión esencial, 
una discontinuidad entre la evolución gradual y un tipo de cam-
bio, que dada la concepción tradicional de racionalidad tiene que 
catalogarse de no racional. Esto muchas veces se formula como 
un dilema. El dilema consiste en que el ejemplo por excelencia 
de lo que es una actividad racional, la ciencia, se caracteriza por 
cambios no racionales en momentos que marcan sus avances más 
significativos. Podemos llamarlo “el dilema de Kuhn”.
La filosofía de la ciencia está llena de discusiones sobre este 
punto. Una manera de tratar de resolver el dilema es hacer ver que 
Kuhn estaba equivocado, que históricamente no hay tal diferencia 
entre periodos de ciencia normal y de ciencia extraordinaria. La 
sugerencia es que Kuhn malinterpretó la historia de la ciencia. 
Se puede cuestionar que incluso los ejemplos más sonados de 
paradigma no se abandonaron por la acumulación de anomalías, 
o bien pueden darse razones filosóficas en favor de que la racio-
nalidad de la ciencia no puede modelarse de la manera en que 




































presume Kuhn. Popper, por ejemplo, propone una respuesta bien 
conocida en esta dirección, según la cual la falsación de teorías 
es el único criterio de racionalidad (Popper, 1972). Otra manera 
de resolver o disolver el dilema ha sido tratar de mostrar que en 
realidad hay diferentes tipos de racionalidad en la ciencia y que 
el tipo de racionalidad de la ciencia normal es diferente del tipo 
de racionalidad que sale a relucir en la ciencia extraordinaria.41 
Otra alternativa es empezar por aceptar que la ciencia no es una 
empresa racional en el sentido tradicional, sino que es racional en 
un sentido que está implícito en su historia.42 Una de las respuestas 
más productivas parte de hacer ver la importancia que tienen los 
estilos (de pensamiento o de razonamiento) en la estructuración y 
dinámica de las normas de lo que se considera racional. Situar 
esta propuesta en el marco de una filosofía de la ciencia centrada 
en prácticas es el objetivo central de este capítulo. 
Hablamos en el capítulo 2 del concepto de estilo de pensa-
miento, formulado por Fleck como un conjunto de instrumentos 
cognitivos y normativos que guían nuestros juicios respecto de 
las líneas de investigación que valen la pena. Una observación 
para Fleck no es una simple percepción sino un proceso cognitivo 
orientado y constreñido por un estilo de investigación. En este ca-
pítulo, partimos del concepto de estilo de pensamiento propuesto 
por Crombie, el cual parece haber sido desarrollado de manera 
independiente a la de Fleck a mediados del siglo xx. El concepto 
de estilo de pensamiento de Crombie hace referencia a preocupa-
ciones muy diferentes de las de Fleck. Crombie era un historiador 
preocupado por proponer un orden que organizara la historia de 
la ciencia a través de ciertos temas fundamentales. Como veremos, 
los estilos a la manera de Crombie cumplen también un papel 
41 Godfrey Smith (2003) tiene una propuesta en esta dirección.
42 Hay muchas maneras de desarrollar esta idea. Este tipo de propuestas se co-
noce generalmente como propuestas historicistas. Lakatos en su famoso trabajo 
de 1970 sugiere una propuesta historicista; otra muy diferente es la de Laudan 
(1977b). Toulmin (1972) propone que la racionalidad de la ciencia no se captura 
en los modelos lógicos de argumentación, sino que requiere entender la estruc-
tura pragmática de los argumentos y la manera como evoluciona esa estructura a 
través de la historia de la ciencia (como parte de la evolución de los patrones de 
argumentación pragmáticos).






























importante en una filosofía de la ciencia centrada en prácticas, 
sobre todo por el papel que desempeña esta manera de entender 
los estilos en la filosofía de Ian Hacking. 
Crombie introdujo el concepto de estilo de pensamiento en 
algunos escritos contemporáneos a los famosos trabajos de Kuhn y 
Feyerabend, aunque el libro completo fue publicado mucho más 
tarde (Crombie, 1994). La tesis central de la obra de Crombie es que 
hay seis estilos diferentes (postulacional, experimental, hipotético, 
taxonómico, probabilista e histórico) que han ido apareciendo a 
lo largo de la historia de la ciencia, y cada uno de ellos desarrolla 
un tipo de racionalidad diferente. Dado que modelar la historia de 
la ciencia requiere comparar y entender cómo han interactuado 
esos diferentes estilos de pensamiento, Crombie habla de que la 
historia de la ciencia debe entenderse como un tipo de “antropo-
logía intelectual comparada”. La idea central es que esos diferentes 
estilos son una manifestación colectiva de los diferentes métodos 
científicos que caracterizan una tradición en tanto que inhiben o 
limitan la consideración de unas alternativas y promueven otras. 
Hacking retoma la tesis de los diferentes estilos de pensamiento, 
pero a diferencia de Crombie, los asocia más con la producción 
de diferentes tipos de ontología distintivos de cada uno, y agrega 
un estilo, el estilo de laboratorio. Los estilos para Hacking son el 
resultado de interacciones sociales que, una vez maduros, son 
independientes de su historia y generan tipos de conocimiento 
acumulativo con base en técnicas de autoestabilización propias 
del estilo.43 Así, los conflictos sobre ontología, o más específi-
camente, los conflictos sobre el origen de la objetividad en la 
investigación científica, pueden provenir de la coexistencia de 
diferentes estilos que se considera que tienen una larga duración 
y que promueven objetos y estándares alternativos que llegan 
para quedarse. Hacking supone que los estilos se mantienen a 
través de una estructura normativa que es autovalidante, lo que 
43 Un estudio a fondo de la relación entre estilos y prácticas es Castro Moreno 
(2012). Winter (2011 y 2012) también muestra las interrelaciones entre estilos, 
prácticas y teorías.









































hace que los estilos sean autónomos e identificables como tales y 
permite explicar la persistencia de los estilos a través del tiempo.44
2. De estilos de pensamiento a estilos cognitivos
La tesis de la inconmensurabilidad de Kuhn sugiere que la verdad 
y la objetividad son el producto contingente de los diferentes 
paradigmas y, por lo tanto, queda sin explicar la obvia y distintiva 
estabilidad de la ciencia como empresa acumulativa. Hacking 
puede responder a este problema porque para él los estilos (y 
los objetos y cánones de racionalidad asociados) llegaron para 
quedarse. No son una moda. A lo más, podemos pensar en la 
necesidad de agregar algún otro estilo en el futuro, pero un estilo 
no sustituye a otro. 
El concepto de estilo de Crombie y Hacking es indudable-
mente valioso porque apunta a una manera en la que puede 
responderse el dilema de Kuhn sin caer en la disyuntiva de que o 
bien aceptamos el concepto tradicional de racionalidad y su idea 
de investigación científica guiada por normas acontextuales, o 
bien tenemos que defender una posición relativista, que compro-
mete la objetividad de la ciencia. 
No obstante, consideramos que hablar de estilos en la ciencia 
a la manera de Hacking no es suficiente por varias razones. En 
primer lugar, no parece ser una buena descripción de la historia 
de la ciencia. Si bien uno puede aceptar que hay estilos en la 
ciencia y que esos estilos son un factor explicativo importante en 
los modelos de cambio científico, es difícil aceptar que existan 
exactamente esos seis estilos que Crombie identificó a partir de 
los presupuestos positivistas respecto de lo que es la ciencia y que 
esos estilos llegaran, como ya dijimos, para quedarse. Hacking 
ha sugerido varias veces que puede haber otros estilos, e incluso 
44 Hacking ha cambiado bastante sus ideas respecto de cómo se entienden los 
estilos. El recuento que hacemos aquí de sus ideas (basado en Hacking, 2002) 
no pretende ser una caracterización exacta de su manera de entender los estilos 
actualmente, pero es un bosquejo de sus ideas que, nos parece, es fiel a las 
que Hacking ha sostenido, y que independientemente de si Hacking las sigue 
sosteniendo o no, han sido muy influyentes en la discusión sobre estilos.






























habló durante muchos años de la necesidad de incluir uno nuevo, 
el estilo de laboratorio experimental, mencionado antes. Una serie 
de críticas a la propuesta de Hacking parece haberlo inclinado 
a retornar la propuesta inicial de Crombie de que no tenemos 
realmente que pensar que existen más de esos seis estilos, que 
las novedades deben verse más bien como “cristalizaciones” de 
esos mismos postulados por Crombie. Nos parece, sin embargo, 
que en la medida en que se mantiene la idea de que la lista de 
estilos es fija, nos metemos en una camisa de fuerza que no deja 
ver las importantes ventajas explicativas de los estilos. La única 
justificación que parece haber para mantener ese número fijo es 
que deja muy clara una respuesta al dilema de Kuhn. Pero si el 
dilema de Kuhn puede resolverse sin el supuesto de un número fijo 
de estilos, esa justificación deja de ser operativa.
Por otro lado, la manera como Hacking caracteriza los estilos 
parece ser muy limitante para entender la estructura y dinámica de 
las variadas agendas de investigación en la ciencia. Las ciencias 
cognitivas difícilmente encajan hoy en esos moldes. El estudio de 
la cognición se extiende desde la construcción de robots hasta la 
etología comparada, la arqueología cognitiva y muchas otras agen-
das de investigación. Hay agendas importantes de investigación 
en las que se combinan tipos muy diferentes de investigaciones. 
Es difícil ver cómo los estilos de Hacking podrían ayudarnos a en-
tender la manera en la que esas agendas se estructuran y cambian. 
Incluso las propuestas que pretenden dar ejemplos de cómo se apli-
can los estilos de razonamiento en áreas fuera de la física plantean 
serios problemas. Bensaude-Vincent (2009) caracteriza el “estilo de 
pensamiento de los químicos” como una manera de formular lo 
que Hacking llama estilos de laboratorio, pero no es claro cómo 
encaja la caracterización de Bensaude-Vincent con la de Hacking. 
Si bien Hacking reconoce que el hacer es tan importante como el 
interpretar para entender la dinámica de los estilos, piensa que 
ese hacer es filosóficamente importante en la medida en que entra 
en la formulación de condiciones de posibilidad de enunciados 
que pueden ser verdaderos o falsos. Bensaude-Vincent, por el 
contrario, sugiere que un aspecto crucial del estilo en el que se 
hace química involucra el enfocarse en sustancias particulares, 
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pero también deja claro que las sustancias individuales son de 
interés del químico en tanto que entran en relación con otras. Los 
químicos, según Bensaude-Vincent, no encajan en un estilo en 
el que su labor tenga implicaciones sólo en lo que concierne a 
la especificación de condiciones de posibilidad de enunciados; 
el hacer de los químicos no pretende terminar en representaciones 
de la realidad, sino en una caracterización de las capacidades que 
tienen los diferentes elementos de relacionarse. 
Mientras que Hacking enfatiza la importancia de una ontolo-
gía distintiva del estilo de laboratorio, que está relacionada con 
lo que él ha llamado la “creación de fenómenos”, Bensaude-
Vincent ve el laboratorio como generador de conocimiento sobre 
las propiedades de materiales específicos en el contexto de las 
potencialidades de esos materiales para generar compuestos de 
interés para los químicos.
 Uno podría pensar que todo se resuelve con reconocer que 
hay variantes de estilos, pero, entonces, a menos que se parta de 
un supuesto esencialista que redirija de alguna forma las variantes 
a los estilos autovalidantes de los que hablan Hacking y Crombie, 
el hablar de variantes o cristalizaciones de estilos nos lleva al 
problema de tener que discutir cuáles podrían ser los criterios de 
individuación de estilos, y a la vez nos obligaría a tener que abrir 
una discusión sobre lo que se pretende significar al decir que los 
estilos se autovalidan.45
Una manera de entender los estilos es como marcos de lo que se 
considera verosímil o posible en el contexto de investigaciones es-
pecíficas. Ésta es una idea que ha sido defendida por Elwick.46 Nos 
parece que va en la dirección correcta, pero que, a diferencia de lo 
que afirma Elwick, los estilos no caracterizan meras condiciones de 
posibilidad, sino agendas de investigación posibles; y esto muchas 
veces requiere tomar en cuenta las (capacidades de) las tecnologías 
a nuestra disposición (véase Echeverría y Álvarez, 2011). Esas agen-
das organizan competencias y colaboraciones específicas como 
parte de las complejas redes de recursos disponibles y las orientan 
45 Véase Kush (2010) para un examen minucioso de estos problemas.







































































al logro de fines. Así, los estilos pueden verse como un horizonte 
normativo que da pautas para el avance de la ciencia. Una agenda 
prometedora toma en cuenta lo que podemos hacer con los ma-
teriales a la mano, el conocimiento que tenemos de las tecnologías 
accesibles o que se consideran desarrollables y las colaboraciones 
o recursos de los que podemos echar mano (aquellos que pueden 
entrar en relaciones de colaboración). Algo importante es que el 
conocimiento en cuestión no es simplemente conocimiento pro-
posicional, sino conocimiento implícito en las prácticas. En este 
sentido, podemos decir que los estilos extienden un conocimiento 
implícito (aunque a veces puede ser explícito) en las prácticas hacia 
nuevas aplicaciones.47 Por ello, preferimos caracterizar los estilos 
como estilos cognitivos. El papel de los estilos está íntimamente re-
lacionado con el desarrollo de nuestras capacidades de abstracción 
en el contexto de prácticas y agendas de investigación específicas. 
Esta noción de estilo (cognitivo) como constreñimiento sobre 
posibles agendas de investigación puede ejemplificarse con 
el desarrollo de uno de los paradigmas más importantes en la 
ciencia del último siglo, el paradigma darwinista. La idea de que 
los seres vivos evolucionan en el sentido que cambian a través 
de procesos de reproducción, es una idea antigua. Han existido 
muchas teorías y muchas discusiones entre sus proponentes. El 
sentido en el que Darwin inicia una nueva forma de plantear el 
proceso de evolución tiene que ver con una manera diferente 
de entender los procesos de cambio. La idea tradicional en el 
siglo xix de un autor como Spencer, por ejemplo, era que había 
una ley general que hacía que la complejidad de los procesos 
tendiera a aumentar (Spencer, 1857). Darwin cuestiona esta 
visión metafísica de la evolución, y para distinguirse de ese tipo 
de caracterización de la evolución, habla de descendencia con 
modificación (Darwin, 1859). 
47 Éste es el sentido de extensión del que hablamos en el capítulo anterior. No 
vamos a elaborar aquí el argumento, pero esperemos que quede claro que lo que 
estamos diciendo es que los diferentes estilos, en buena medida por lo menos, 
pueden entenderse como estilos cognitivos asociados con maneras de construir 
abstracciones.
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Darwin reúne resultados y métodos de investigación desde muy 
diferentes prácticas de la biología de su tiempo, pero también de 
la lingüística y la psicología, para construir un argumento en favor 
de la evolución. Pero más allá de eso, da pauta para el reordena-
miento de muchas prácticas científicas diferentes (en biología y 
ciencias sociales en particular) que debemos ver como un cambio 
de paradigmas en muchas disciplinas (en nuestro sentido), que 
promueven un estilo diferente de hacer investigación en la biolo-
gía y en las ciencias sociales. Las ideas de Darwin no deben verse 
como un cúmulo de creencias que se siguen a pie juntillas, sino 
más bien como abstracciones que permiten extender su propuesta 
hacia otras agendas en la biología y las ciencias sociales a través de 
alianzas y colaboraciones entre agendas científicas. 
3. De paradigmas a estilos cognitivos
La idea de que hay diferentes racionalidades en la ciencia asocia-
das con diferentes estilos de pensamiento es lo que lleva a Hacking 
a desarrollar una filosofía de la ciencia que parte de rechazar la 
idea de que hay una “crisis de la racionalidad”. Para Hacking, este 
rechazo va de la mano de la propuesta, presentada en su libro de 
1983, de que hay tradiciones experimentales en la ciencia cuya 
estructura y dinámica no pueden explicarse en modelos de cambio 
científico que modelan cambio de teorías. Este libro inicia con el 
siguiente párrafo:
Los filósofos desde hace mucho tiempo hicieron de la ciencia una 
momia. Cuando finalmente la desenvolvieron vieron los restos de un 
proceso histórico de devenir y descubrimiento, se crearon para ellos la 
crisis de la racionalidad. Esto sucedió cerca de 1960 (Hacking 1983: 1).
Hacking sugiere que los filósofos se inventaron la crisis, y que, por 
lo tanto, es aconsejable dejar el tema de la racionalidad de lado. 
Esto es correcto si pensamos que tal crisis se da en la filosofía de 
la ciencia y que está relacionada con la pérdida de criterios gene-





























































pero como hemos sugerido a lo largo del libro y varios filósofos 
han hecho ver por décadas, esa pérdida de criterios generales no 
tiene que considerarse problemática. 
Ahora bien, la crisis de la racionalidad no es nada más una 
cuestión de los filósofos de la época. En muchas comunidades de 
científicos de la segunda mitad del siglo xx se habla de crisis y 
de la necesidad de cambios importantes en la manera de abordar 
los problemas para avanzar. El cuestionamiento de la manera 
tradicional de ver la ciencia como una empresa unificada por 
ciertas normas respecto de lo que constituye el avance científico 
no proviene de la filosofía, o por lo menos no sólo de la filoso-
fía, sino también de comunidades de científicos que cuestionan 
la manera tradicional de entender su propia labor como parte 
de una empresa colectiva identificable por fines e intereses de 
diverso tipo, así como por herramientas cognitivas y fines episté-
micos compartidos. En todo caso, lo que los filósofos inventaron 
no fue la crisis, sino el origen de la crisis. 
En los escritos de Piaget y sus seguidores hay una clara pre-
ocupación por el problema de la racionalidad entendido como 
el problema de reconciliar racionalidad con diversidad cultu-
ral (véase, por ejemplo, Smith et al., 1997), como un problema 
central en la psicología. Es bien conocido que Kuhn encuen-
tra en los estudios psicológicos de su tiempo (y en particular en la 
psicología Gestalt) inspiración para su planteamiento. Pero no 
es meramente inspiración. Kuhn generaliza algunas ideas pro-
movidas (muchas veces implícitamente) en la psicología, que 
cuestionan la distinción tajante entre psicología y epistemolo-
gía que sustenta la visión de la filosofía de la ciencia positivista 
sobre la ciencia. 
Es un hecho que Kuhn fue muy mentado en los estudios psi-
cológicos de la tercera parte del siglo xx. Sin embargo, como lo 
propone un historiador de la psicología en 1993, no es fácil en-
tender por qué los psicólogos se toman tan en serio a Kuhn dadas 
las “importantes inconsistencias presentes en sus ideas y su uso 
más bien informal y no sistemático de la psicología” (O’Donohue, 
1993). Parte de la respuesta es, sin lugar a dudas, que Kuhn es 
citado la mayor parte de las veces para apoyar un argumento 
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del autor.48 El discurso de Kuhn es una manera particularmente 
atractiva para muchos psicólogos, en la segunda mitad del siglo 
xx, de formular sus propuestas para cambios importantes en las 
preguntas centrales que guían la disciplina, pero no es una guía 
metodológica o un marco filosófico que guíe la investigación. 
Por ejemplo, Kuhn desempeña un papel importante de apoyo 
al desarrollo de teorías de cambio conceptual novedosas (como 
las teorías de Strike y Posner en los años ochenta).49 Pero esas 
teorías no se explican a partir de las ideas de Kuhn. Strike y 
Posner reconocen la importancia de Kuhn, Lakatos y Toulmin en 
señalar la importancia de entender la ciencia como el resultado 
de procesos de aprendizaje (que son el producto de mecanismos 
psicológicos que es tarea de la psicología desentrañar). Pero no 
utilizan las ideas de Kuhn para desarrollar sus propuestas; lo 
usan retóricamente para hacer ver que el tipo de propuesta que 
plantean es prometedor. En otras palabras, no hay que pensar 
que vamos a encontrar en Kuhn herramientas para entender las 
discusiones que tuvieron lugar en el marco del desarrollo de 
teorías novedosas de cambio conceptual, más bien, la manera 
cómo los psicólogos entendían el concepto de paradigma nos 
puede ayudar a comprender la manera cómo se gestan cambios 
“revolucionarios” en comunidades específicas. 
Algo similar sucede en sociología. Las ideas de Kuhn resuenan 
con propuestas bastante conocidas entre sociólogos respecto de la 
importancia de estructuras similares a los paradigmas de Kuhn. 
Las teorías de rango medio de Merton no son sólo una fuente de 
inspiración del concepto de paradigma de Kuhn, sino una de sus 
acepciones más importantes (en prácticas científicas específicas 
en las ciencias sociales en particular). Otro sociólogo, Pierre 
Bordieu, en una tradición muy diferente, habla de “racionalidades 
específicas” asociadas con diversos mundos económicos o socia-
les ajustadas a “las regularidades inscritas en cada uno de ellos” 
48 Coleman y Salamon (1988) muestran que 95% de las citas a Kuhn en psicolo-
gía son positivas; usualmente lo toman para apoyar la tesis del autor.
49 Véase Strike y Posner (1992) para un resumen de la propuesta. La idea básica 
es que el cambio conceptual tiene lugar regularmente en corto tiempo y que 





























































(Bordieu 1997:160). Y podríamos dar una lista larga de ejemplos 
como éstos. La idea de paradigma como ejemplar de Kuhn apunta 
en la misma dirección 
Así, un concepto productivo de paradigma en la filosofía de la 
ciencia tiene que sustentarse (como el mismo Kuhn lo sugiere en 
sus últimos escritos) en un entendimiento del modo en que llega-
mos a conceptualizar el mundo; pero esto requiere entender cómo 
ciertas prácticas científicas específicas (maneras de hacer cosas 
reproducibles y sujetas a procesos socialmente establecidos de 
aprendizaje) desempeñan un papel en la organización y selección 
de los conceptos y las habilidades que promueven una agenda.
En la filosofía de la ciencia se asume por lo general que los 
paradigmas están, o pueden estar, bien definidos como meros sis-
temas de creencias. Sin embargo, este supuesto es cuestionable. 
Los paradigmas de los que hablan los científicos, muchas veces 
por lo menos, no pueden caracterizarse como meros sistemas 
de creencias, puesto que implícitamente involucran sistemas tec-
nológicos, agendas de investigación, herramientas cognitivas, etc., 
que se transmiten de generación en generación a través de prácticas 
establecidas. Kuhn muchas veces se refiere a los paradigmas como 
maneras de hacer las cosas, pero la diferencia entre los diferentes 
sentidos de paradigma utilizados por diferentes comunidades se 
pasa por alto. Maneras de hacer las cosas son paradigmáticas en 
comunidades específicas como partes de agendas específicas. En 
particular, se pasa por alto que las diferentes creencias asociadas 
con un paradigma tienen raíces en procesos de aprendizaje y 
enculturación sistemática que moldean no sólo nuestra forma 
de plantearnos los problemas sino las expectativas sobre par-
ticipación en agendas de investigación y expectativas sobre el 
tipo de nexos de colaboración que pueden desarrollarse. El mapa 
de estas expectativas no es una cuestión de creencias sino de 
las habilidades y los recursos que pueden desplegar los agen-
tes como participantes de determinadas agendas. Lo que muchas 
veces se identifica como inconmensurabilidad de creencias es 
irrelevante para una explicación del cambio científico, puesto 
que la cooperación entre prácticas puede darse en el marco de 
una agenda, incluso si se tienen creencias “inconmensurables”. 
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Es bien sabido que, por ejemplo, muchos físicos continuaron 
desarrollando agendas de investigación muy exitosas durante la 
primera mitad del siglo xx en áreas muy diversas de la física, 
a pesar de no saber nada de mecánica cuántica o relatividad 
y a pesar de seguir pensando que la física de Newton era el 
paradigma definitivo de la física. De manera similar muchos 
taxónomos siguieron haciendo taxonomía exitosamente por 
décadas sin aceptar la teoría de la evolución de Darwin. Y el 
hecho de que hoy los físicos reconozcan el lugar preeminente de 
la física cuántica tiene que ver más con la homogeneización de los 
procesos de educación de los físicos contemporáneos que con el 
desarrollo de un marco teórico unificado que guíe el desarrollo y 
la competencia o colaboración entre agendas.
Todo esto apunta a que el concepto de paradigma que queremos 
rescatar puede caracterizarse como maneras específicas de hacer 
cosas que involucran procesos de enseñanza-aprendizaje y de 
capacidades de coordinación (en el contexto de agendas de inves-
tigación específicas a las que contribuyen). Para Howard Margolis 
los paradigmas están constituidos por hábitos mentales (Margolis, 
1993: 23). Para él, si bien las creencias compartidas pueden ser 
importantes, lo esencial de un paradigma no son esas creencias 
compartidas sino los hábitos mentales que lo componen. Nuestra 
propuesta es similar, pero hacemos énfasis en que los paradigmas 
no son meros hábitos mentales sino más bien hábitos-habilidades 
que incorporan expectativas de colaboración en el marco de prác-
ticas y otras organizaciones. Las expectativas deben entenderse 
como si estuvieran situadas en nuestras habilidades, en la medida 
en que ciertas habilidades específicas traen a colación expectativas 
que hacen que algunos atributos de una situación sobresalgan y 
otros se pierdan de vista (véase sección 5.5). Estos hábitos-habili-
dades sitúan nuestros procesos cognitivos (nuestras capacidades de 
abstracción en particular) y nuestras maneras de hacer avanzar el 
conocimiento a través de nuestra participación en agendas. 
En consecuencia, podemos establecer una estrecha relación 
entre nuestra manera de entender lo que son paradigmas en la 
ciencia y el papel explicativo de los estilos cognitivos. Los estilos 





























































miento, pero más básicamente, son estilos cognitivos que cumplen 
un papel en el desarrollo de nuestras capacidades de extender 
los conceptos y las habilidades a situaciones nuevas a través de 
la construcción de abstracciones apropiadas. 
4. Conclusión
En una breve introducción a la filosofía de la ciencia contem-
poránea, Machamer y Silverstein (2002) hablan de dos visiones 
encontradas sobre la situación actual y el futuro de la filosofía 
de la ciencia. La primera es la visión analítica que asume que 
la filosofía de la ciencia puede y debe hacerse como una inves-
tigación sui generis sin relación con las ciencias concretas. De 
acuerdo con esta visión, el interés por las discusiones históricas, 
sociológicas y psicológicas recientes sólo puede verse como una 
pérdida de dirección de la filosofía de la ciencia. Una segunda vi-
sión considera indispensable involucrarse en discusiones en las 
ciencias empíricas, y en particular en las ciencias sociales, y que 
esa visión está hoy más activa que nunca. La filosofía de la ciencia 
desde esta segunda visión no es claramente distinguible de discu-
siones en las ciencias empíricas, ni podemos encontrar criterios 
metodológicos o epistemológicos que distingan a esa filosofía de 
la ciencia; el único consenso importante es que la filosofía de la 
ciencia tiene que hacerse desde y para la ciencia, y por lo tanto, 
que los filosófos de la ciencia ya no pueden hacer filosofía de la 
ciencia sin saber de ciencia y de su historia. De ahora en adelan-
te, nos dicen Machamer y Silberstein, “los filósofos de la ciencia 
van a tener que hablar de la manera en que la ciencia se practica 
de hecho, y de cómo los científicos plantean los problemas que 
son de interés filosófico (Machamer y Silberstein, 2002: 9). En esta 
filosofía naturalizada de la ciencia se toman las prácticas concre-
tas como punto de partida para explicar las normas epistémicas 
locales y poco a poco se va haciendo ver cómo esas normas pue-
den extenderse a otras investigaciones de una manera que nos 
permite ir tejiendo un bordado de ideas generales que nos dan 
una visión del todo a partir de una reflexión respecto de la ma-















nera cómo se hace la ciencia. Y esto requiere tomarse en serio lo 
que las diferentes disciplinas o tradiciones pueden decirnos sobre 
otras tradiciones de investigación, lo que nos lleva a reconocer la 
importancia del método comparativo en la filosofía de la ciencia. 
El punto de partida de este libro ha sido una distinción entre una 
filosofía de la ciencia centrada en teorías y una centrada en prácti-
cas. Esto no quiere decir que la filosofía tenga que hacerse de una 
manera que excluya la otra. Una filosofía naturalizada de la ciencia 
puede hacerse centrada en prácticas o en teorías y hay mucho que 
hacer desde ambas perspectivas y combinando ambas. A lo largo 
del libro hemos dado ejemplos, uno de ellos en relación con el pro-
blema del reduccionismo, de lo provechoso que puede ser tomarse 
en serio las prácticas y las teorías. Pero, como esperamos haber 
mostrado a lo largo del libro, una filosofía de la ciencia centrada 
en prácticas nos ayuda a ver cuestiones que tienden a dejarse de 
lado en un enfoque centrado exclusivamente en teorías. Quizá 
la consecuencia metodológica más importante es que centrarnos 
en las prácticas nos ayuda a no perder de vista que las diferentes 
agendas científicas no se desarrollan aisladas unas de otras, sino 
que son parte de un complejo cultural que decisivamente influye 
en el planteamiento de sus problemas y en la estructuración de sus 
expectativas. 
Una filosofía de la ciencia centrada en teorías hereda de la 
tradición analítica la idea de que el origen de la normatividad 
epistémica proviene de cómo una disciplina en particular esta-
blece cánones interpretativos de observaciones o experimentos 
que son propios de la disciplina. De esta manera, si bien se 
abandona la idea de que la normatividad epistémica proviene 
de reglas lógicas o matemáticas establecidas a priori, se man-
tiene la idea de que la normatividad epistémica pertinente en 
una disciplina puede estudiarse sin necesidad de incorporar el 
papel de organizaciones de recursos cognitivos, tecnológicos y 
sociales. Por ejemplo, los nuevos mecanicistas (como Craver, del 
que hablamos en la introducción) piensan que es posible llegar a 
entender la ciencia tomando únicamente en cuenta los modelos 
mecanicistas de la ciencia. En una filosofía de la ciencia centrada 
en prácticas se parte de que este supuesto no es viable.






























Pero en todo caso, no hay que olvidar que la filosofía de la 
ciencia centrada en prácticas es una de las maneras en las que 
hoy se promueve una filosofía de la ciencia naturalizada a partir 
de, por lo menos, los siguientes puntos de acuerdo:
Localismo. La filosofía de la ciencia naturalizada abandona la 
idea de que la meta de la filosofía de la ciencia es buscar la uni-
dad de la ciencia a través de algún modelo reduccionista. Pero 
si dar cuenta de la unidad ya no es un objetivo, entonces la 
explicación de la diversidad se torna importante. En particular, 
va a ser importante identificar las normas locales propias de 
prácticas o técnicas (de observación o de construcción de mo-
delos) específicas, para luego ver cómo se extienden a otras 
prácticas. Esta extensibilidad de las normas es compatible con 
el localismo ya que no implica la aplicabilidad universal en 
cualquier campo. 
Historicismo. Dado que las normas epistémicas deben entenderse 
dentro de las prácticas concretas, entonces ese entendimiento 
es posible sólo cuando se sitúan en los contextos históricos en 
que estas normas se establecen. 
Pluralismo. Los dos puntos anteriores apuntan a la necesidad 
de adoptar una posición pluralista respecto de los fines y las 
normas de intéres en la filosofía de la ciencia naturalizada. 
Pero exactamente cómo se entiende o cuál es el alcance del 
pluralismo en cuestión es un punto de discusión importante 
entre los filósofos que promueven un enfoque naturalista. 
Como vimos en el capítulo 6, desde la perspectiva de una 
filosofía de las prácticas, la discusión sobre si las explicacio-
nes deben buscar adecuarse a un marco unificado, o si deben 
entenderse como mecanismos o como tipos de argumentos 
no tienen por qué pensarse como alternativas excluyentes. En 
diferentes prácticas hay distintos tipos de criterios respecto 
de qué es una buena explicación. Pero para mecanicistas 
como Carl Craver (véase la referencia a su propuesta en la 
introducción) una filosofía naturalizada de la ciencia requiere 
que identifiquemos un tipo de modelo mecanicista como un 
modelo explicativo preeminente. 
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Una filosofía de las prácticas científicas como la que propo-
nemos en este trabajo agrega además un punto importante que 
debe ser tomado en cuenta en una filosofía naturalizada de la 
ciencia, a saber, una dimensión cognitiva. Los recursos cogniti-
vos, en cuanto modeladores de las capacidades cognitivas que 
entran en juego en la construcción de conceptos, explicaciones y 
predicciones científicas no tienen que verse como meros recursos 
internos de los agentes individuales. Los recursos cognitivos son 
parte del entorno normativo articulado por prácticas y modelos 
que conforma los contextos locales en los que las normas se 
articulan en estructuras heurísticas y en agendas de investigación 
que extienden y diversifican esas normas locales. 
Este libro argumenta en favor de una filosofía naturalizada de 
la ciencia en la que desempeña un papel importante la dimensión 
cognitiva que muchas veces se deja de lado en otras propuestas 
de filosofía naturalizada de la ciencia. El pluralismo explicativo 
que, como hemos visto, es parte importante de una filosofía de la 
ciencia centrada en prácticas recibe sustento no sólo en modelos 
historiográficos de la ciencia asociados con lo que Machamer y 
Silverstein (2002) llaman la segunda visión de la filosofía de la 
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