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Abstract
In this work, the authors introduce several new subclasses of analytic functions in the unit disk and investigate various inclusion
properties of these subclasses. Also, we determine inclusion relationships between these new subclasses and other known classes.
c© 2005 Elsevier Ltd. All rights reserved.
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1. Introduction and definitions
Let A denote the class of functions f normalized by
f (z) = z +
∞∑
k=2
akz
k (1.1)
which are analytic in the open unit disk U = {z : z ∈ C and |z| < 1}.
Also let S, S∗ (α), K (α) denote the subclasses of A consisting of functions that are univalent, starlike of order α,
convex of order α in U, respectively. In particularly, the classes
S∗ (0) = S∗ and K (0) = K
are the familiar classes of starlike and convex functions in U, respectively.
Given two functions f and g, which are analytic in U, the function f is said to be subordinate to g, written as
f ≺ g and f (z) ≺ g(z) (z ∈ U),
if there exists a Schwarz function ω analytic in U, with
ω (0) = 0 and |ω(z)| < 1 (z ∈ U),
and such that
f (z) = g (ω(z)) (z ∈ U).
∗ Corresponding author.
E-mail address: oznur@baskent.edu.tr ( ¨O. ¨Ozkan).
0893-9659/$ - see front matter c© 2005 Elsevier Ltd. All rights reserved.
doi:10.1016/j.aml.2005.09.002
¨O. ¨Ozkan, O. Altıntas¸ / Applied Mathematics Letters 19 (2006) 728–734 729
If g is univalent in U, then
f ≺ g if and only if f (0) = g (0) and f (U) ⊂ g(U). [7, p. 36].
Next, for the functions f j ( j = 1, 2) given by
f j (z) = z +
∞∑
k=2
ak, j zk ( j = 1, 2),
let f1 ∗ f2 denote the Hadamard product (or convolution) of f1 and f2, defined by
( f1 ∗ f2) (z) := z +
∞∑
k=2
ak,1ak,2z
k =: ( f2 ∗ f1) (z). (1.2)
(a)v denotes the Pochhammer symbol (or the shifted factorial), since
(1)n = n! for n ∈ N0 := N ∪ {0},
defined (for a, v ∈ C and in terms of the Gamma function) by
(a)v := Γ (a + v)Γ (a) =
{
1 ; (v = 0, a ∈ C \ {0}),
a (a + 1) · · · (a + n − 1); (v = n ∈ N; a ∈ C).
Let
ka(z) = z
(1 − z)a
where a is any real number, that is,
ka(z) = z +
∞∑
k=1
(a)k
(1)k
zk+1.
Thus, ka ∗ f denotes the Hadamard product of ka with f , that is,
(ka ∗ f ) (z) = z +
∞∑
k=1
(a)k
(1)k
ak+1zk+1.
Therefore, we write the following equality which is easily verified result from this definition:
(1 − λ) (ka ∗ f ) (z) + λz (ka ∗ f )′ (z) = λa (ka+1 ∗ f ) (z) − (λa − 1) (ka ∗ f ) (z). (1.3)
We assume that h is analytic, convex, univalent in U, with h (0) = 1 and Re {h(z)} > 0, (z ∈ U).
Let Pa (h, λ) denote the subclass of A consisting of functions f which have the following condition:
z (ka ∗ f )′ (z) + λz2 (ka ∗ f )′′ (z)
(1 − λ) (ka ∗ f ) (z) + λz (ka ∗ f )′ (z) ≺ h(z) (1.4)
for some λ (0 ≤ λ ≤ 1) and for all z ∈ U.
Also let Ta (h, α) denote the subclass of A consisting of functions f which have the following condition:
(1 − α) (ka ∗ f ) (z)
z
+ α (ka ∗ f )′ (z) ≺ h(z) (1.5)
for some α (α ≥ 0) and for all z ∈ U.
Finally, letRa (h, α) denote the subclass of A consisting of functions f which have the following condition:
(ka ∗ f )′ (z) + αz (ka ∗ f )′′ (z) ≺ h(z) (1.6)
for some α (α ≥ 0) and for all z ∈ U.
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We note that the class Pa (h, 0) = Sa (h) was studied by Padmanabhan and Parvatham in [6], Pa (h, 1) = Ka(h),
Ta (h, 0) = Ra (h) and Ta (h, 1) = Pa (h) were studied by Padmanabhan and Manjini in [5] and the class
P1 ((1 + (1 − 2α) z) /(1 − z), λ) was studied by Altıntas¸ et al. [1].
Obviously, for the special choices function h and variables a, λ, α, we have the following relationships:
P1
(
1 + z
1 − z , 0
)
= S∗, P1
(
1 + z
1 − z , 1
)
= K
and
P1
(
1 + (1 − 2α) z
1 − z , 0
)
= S∗(α), P1
(
1 + (1 − 2α) z
1 − z , 1
)
= K (α) (0 ≤ α < 1).
2. The main inclusion relationships
In proving our main results, we need the following lemmas.
Lemma 1 ([4, p. 81]). Let h be analytic, univalent, convex in U, with h (0) = 1 and
Re {βh(z) + γ } > 0 (β, γ ∈ C; z ∈ U).
If p is analytic in U, with p (0) = h (0), then
p(z) + zp
′(z)
βp(z) + γ ≺ h(z) ⇒ p(z) ≺ h(z).
Lemma 2 ([4, p. 71]). Let h be analytic, univalent, convex in U, with h (0) = 1. Also let p be analytic in U, with
p (0) = h (0). If
p(z) + zp
′(z)
γ
≺ h (z) (z ∈ U; γ = 0)
then
p(z) ≺ q(z) ≺ h(z),
where
q(z) = γ
zγ
∫ z
0
tγ−1h (t) dt (z ∈ U;Re(γ ) ≥ 0; γ = 0).
Lemma 3 ([3, p. 248]). If ϕ ∈ K and g ∈ S∗, and  is an analytic function with Re F(z) > 0 for z ∈ U, then we
have
Re
(ϕ ∗ Fg) (z)
(ϕ ∗ g) (z) > 0 (z ∈ U).
Theorem 1. For a ≥ 1,
Pa+1 (h, λ) ⊂ Pa(h, λ).
Proof. We suppose that f ∈ Pa+1 (h, λ) and let
p(z) = z (ka ∗ f )
′ (z) + λz2 (ka ∗ f )′′ (z)
(1 − λ) (ka ∗ f ) (z) + λz (ka ∗ f )′ (z) .
Differentiating (1.3) we have
p(z) + (a − 1) = λaz (ka+1 ∗ f )
′ (z) + (1 − λ) a (ka+1 ∗ f ) (z)
(1 − λ) (ka ∗ f ) (z) + λz (ka ∗ f )′ (z) .
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Taking the logarithmic derivative and multiplying by z, we find that
p(z) + zp
′(z)
p(z) + (a − 1) =
az (ka+1 ∗ f )′ (z) + λaz2 (ka+1 ∗ f )′′ (z)
(1 − λ) a (ka+1 ∗ f ) (z) + λaz (ka+1 ∗ f )′ (z) .
Since f ∈ Pa+1 (h, λ), we obtain
p(z) + zp
′(z)
p(z) + (a − 1) ≺ h(z).
It follows from Lemma 1 that p(z) ≺ h(z) for a ≥ 1. Thus f ∈ Pa (h, λ) for a ≥ 1. 
Theorem 2. If f ∈ Pa (h, λ) for a ≥ 1, then Fµ ( f ) ∈ Pa (h, λ), where Fµ is the integral operator defined by
Fµ ( f ) = Fµ ( f ) (z) := µ + 1
zµ
∫ z
0
tµ−1 f (t) dt (µ ≥ 0) . (2.1)
Proof. Let f ∈ Pa (h, λ) and
p(z) = z
(
ka ∗ Fµ ( f )
)′
(z) + λz2 (ka ∗ Fµ ( f ))′′ (z)
(1 − λ) (ka ∗ Fµ ( f )) (z) + λz (ka ∗ Fµ ( f ))′ (z) .
From (2.1), we have
z
(
Fµ ( f )
)′
(z) + µFµ ( f ) (z) = (µ + 1) f (z)
and so(
ka ∗ z
(
Fµ ( f )
)′)
(z) + µ (ka ∗ Fµ ( f )) (z) = (µ + 1) (ka ∗ f ) (z).
Using the fact that
z
(
ka ∗ Fµ ( f )
)′
(z) = (ka ∗ z F ′µ ( f )) (z)
we obtain
z
(
ka ∗ Fµ ( f )
)′
(z) + µ (ka ∗ Fµ ( f )) (z) = (µ + 1) (ka ∗ f ) (z). (2.2)
Differentiating (2.2), we have
p(z) + µ = (µ + 1)
[
(1 − λ) (ka ∗ f ) (z) + λz (ka ∗ f )′ (z)
(1 − λ) (ka ∗ Fµ ( f )) (z) + λz (ka ∗ Fµ ( f ))′ (z)
]
. (2.3)
Making use of the logarithmic differentiation on both sides of (2.3) and multiplying the resulting equation by z, we
have
p(z) + zp
′(z)
p (z) + µ =
z (ka ∗ f )′ (z) + λz2 (ka ∗ f )′′ (z)
(1 − λ) (ka ∗ f ) (z) + λz (ka ∗ f )′ (z) . (2.4)
By applying Lemma 1 to (2.4), it follows that p ≺ h in U, that is f ∈ Pa (h, λ). 
Remark 1. Special cases of Theorems 1 and 2 with λ = 0 and λ = 1 were given earlier in [6], [5], respectively.
Remark 2. By putting
λ = 0, a = 1, h(z) = 1 + z
1 − z (z ∈ U)
in Theorem 1, we obtain K ⊂ S∗.
Remark 3. By putting
a = 1, h(z) = 1 + z
1 − z (z ∈ U)
in Theorem 2, we deduce Theorems 1 and 2 of Bernardi [2] with λ = 0 and λ = 1, respectively.
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Theorem 3. f ∈ Pa (h, λ) if and only if φ = λz f ′ + (1 − λ) f ∈ Sa (h).
Proof. ⇒: Let f ∈ Pa (h, λ) and φ(z) = λz f ′(z) + (1 − λ) f (z). Using the definition of ka ∗ f and a property of
the Hadamard product, we find that φ ∈ Sa (h).
⇐: Obvious. 
Remark 4. If λ = 1 in Theorem 3, then we deduce Theorem 3(i) of Padmanabhan and Manjini [5].
Theorem 4. If f ∈ Pa (h, λ), then
Ψ = λ f + (1 − λ)
∫ z
0
f (t)
t
dt ∈ Ka (h) .
Proof. Let f ∈ Pa (h, λ). From Theorem 3, φ = λz f ′ + (1 − λ) f ∈ Sa (h). Applying this φ to the result
g ∈ Ka (h) ⇔ zg′ ∈ Sa (h) [5, Theorem 3], we find that Ψ ∈ Ka (h). 
Theorem 5. Ta+1 (h, α) ⊂ Ta (h, α).
Proof. Let f ∈ Ta+1 (h, α) and
p(z) = (1 − α) (ka ∗ f ) (z)
z
+ α (ka ∗ f )′ (z) .
Taking λ = 1 in (1.3), we obtain the following equality:
z (ka ∗ f )′ (z) = a (ka+1 ∗ f ) (z) − (a − 1) (ka ∗ f ) (z). (2.5)
Using (2.5) and the differentiation of (2.5), we have
p(z) + zp
′(z)
a
= (1 − α) (ka+1 ∗ f ) (z)
z
+ α (ka+1 ∗ f )′ (z). (2.6)
By applying Lemma 2 to (2.6), we can write p ≺ h in U. Thus f ∈ Ta (h, α). 
Theorem 6. If f ∈ Ta (h, α) then Fµ ( f ) ∈ Ta (h, α).
Proof. We assume that f ∈ Ta (h, α) and
p(z) = (1 − α) (ka ∗ Fµ ( f )) (z)
z
+ α (ka ∗ Fµ ( f ))′ (z).
Differentiating (2.2), we have
p(z) + zp
′(z)
µ + 1 = (1 − α)
(ka ∗ f ) (z)
z
+ α (ka ∗ f )′ (z) . (2.7)
From Lemma 2, we write p ≺ h in U and hence Fµ ( f ) ∈ Ta (h, α). 
Remark 5. Special cases of Theorems 5 and 6 with α = 0 and α = 1 were given earlier as Theorems 11 and 13
in [5].
Theorem 7. Ra+1 (h, α) ⊂ Ra (h, α).
Proof. Let f ∈ Ra+1 (h, α) and p(z) = (ka ∗ f )′ (z) + αz (ka ∗ f )′′ (z). Differentiating (2.5), we have
p(z) + zp
′(z)
a
= (ka+1 ∗ f )′ (z) + αz (ka+1 ∗ f )′′ (z). (2.8)
From Lemma 2, we have p ≺ h in U. Thus f ∈ Ra (h, α). 
Theorem 8. If f ∈ Ra (h, α) then Fµ ( f ) ∈ Ra (h, α).
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Proof. We assume that f ∈ Ra (h, α) and
p(z) = (ka ∗ Fµ ( f ))′ (z) + αz (ka ∗ Fµ ( f ))′′ (z).
Differentiating (2.2), we have
p(z) + zp
′(z)
µ + 1 = (ka ∗ f )
′ (z) + αz (ka ∗ f )′′ (z). (2.9)
From Lemma 2, we write p ≺ h in U and hence Fµ ( f ) ∈ Ra (h, α). 
Theorem 9.
(i) f ∈ Ra (h, α) if and only if z f ′ ∈ Ta (h, α),
(ii) Ra (h, α) ⊂ Ta (h, α).
Proof. (i) Using the equality z (ka ∗ f )′ (z) =
(
ka ∗ z f ′
)
(z), we see that
(1 − α)
(
ka ∗ z f ′
)
(z)
z
+ α (ka ∗ z f ′)′ (z) = (ka ∗ f )′ (z) + αz (ka ∗ f )′′ (z)
which implies (i).
(ii) Let f ∈ Ra (h, α) and
p(z) = (1 − α) (ka ∗ f ) (z)
z
+ α (ka ∗ f )′ (z) .
Thus, we obtain
p(z) + zp′(z) = (ka ∗ f )′ (z) + αz (ka ∗ f )′′ (z).
Hence, from Lemma 2, we have f ∈ Ta (h, α). 
Theorem 10.
(i) If f ∈ Ta (h, α), then f ∈ Ta (h, 0) =Ma (h),
(ii) For α > β ≥ 0,
Ta (h, α) ⊂ Ta(h, β).
Proof. (i) Let f ∈ Ta (h, α) and
p(z) = (ka ∗ f ) (z)
z
.
Then, we find that
p(z) + αzp′(z) = (1 − α) (ka ∗ f ) (z)
z
+ α (ka ∗ f )′ (z).
From Lemma 2, we have p ≺ h. Thus f ∈Ma (h).
(ii) If β = 0, then this statement reduces to (i). Hence we suppose that β = 0 and let f ∈ Ta (h, α). Let z1 be
arbitrary point in U. Then
(1 − α) (ka ∗ f ) (z1)
z1
+ α (ka ∗ f )′ (z1) ∈ h (U) .
From (i), since (ka ∗ f ) (z)/z ∈ h (U), we write the following equality:
(1 − β) (ka ∗ f ) (z)
z
+ β (ka ∗ f )′ (z) =
(
1 − β
α
)
(ka ∗ f ) (z)
z
+ β
α
[
(1 − α) (ka ∗ f ) (z)
z
+ α (ka ∗ f )′ (z)
]
.
Since β/α < 1 and h (U) is convex,
(1 − β) (ka ∗ f ) (z)
z
+ β (ka ∗ f )′ (z) ∈ h (U) .
Thus f ∈ Ta (h, β). 
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Theorem 11.
(i) If f ∈ Ra (h, α), then f ∈ Ra (h, 0) = Na (h),
(ii) For α > β ≥ 0,
Ra (h, α) ⊂ Ra(h, β).
Proof. (i) If we take f ∈ Ra (h, α) and p(z) = (ka ∗ f )′ (z), then we have
p(z) + αzp′(z) = (ka ∗ f )′ (z) + αz (ka ∗ f )′′ (z).
Hence from Lemma 2, we have p ≺ h. Thus f ∈ Na (h).
(ii) If β = 0, this statement reduces to (i). Hence we assume that β = 0 and let f ∈ Ra (h, α). Let z1 be arbitrary
point in U. Then
(ka ∗ f )′ (z1) + αz1 (ka ∗ f )′′ (z1) ∈ h (U) .
From (i), we write the following equality:
(ka ∗ f )′ (z) + βz (ka ∗ f )′′ (z) =
(
1 − β
α
)
(ka ∗ f )′ (z) + β
α
[
(ka ∗ f )′ (z) + αz (ka ∗ f )′′ (z)
]
.
Since β/α < 1 and h (U) is convex,
(ka ∗ f )′ (z) + βz (ka ∗ f )′′ (z) ∈ h (U) .
Thus f ∈ Ra (h, β). 
Theorem 12. If ϕ ∈ K and f ∈ Pa (h, λ), then ϕ ∗ f ∈ Pa (h, λ) for a ≥ 1.
Proof. From Theorem 3, if ϕ ∈ K and f ∈ Pa (h, λ), then g = λz f ′ + (1 − λ) f ∈ Sa (h). Let
(z) = z (ka ∗ f )
′ (z) + λz2 (ka ∗ f )′′ (z)
(1 − λ) (ka ∗ f ) (z) + λz (ka ∗ f )′ (z)
so that  ≺ h. Using the following equalities:
z (ka ∗ f )′ (z) =
(
ka ∗ z f ′
)
(z) and z2 (ka ∗ f )′′ (z) =
(
ka ∗ z2 f ′′
)
(z),
we write
z (ka ∗ ϕ ∗ f )′ (z) + λz2 (ka ∗ ϕ ∗ f )′′ (z)
(1 − λ) (ka ∗ ϕ ∗ f ) (z) + λz (ka ∗ ϕ ∗ f )′ (z) =
z (ϕ ∗ (ka ∗ f ))′ (z) + λz2 (ϕ ∗ (ka ∗ f ))′′ (z)
(1 − λ) (ϕ ∗ (ka ∗ f )) (z) + λz (ϕ ∗ (ka ∗ f ))′ (z)(
ϕ ∗ [z (ka ∗ f )′ + λz2 (ka ∗ f )′′]) (z)(
ϕ ∗ [(1 − λ) (ka ∗ f ) + λz (ka ∗ f )′]) (z) =
(ϕ ∗  (ka ∗ g)) (z)
(ϕ ∗ (ka ∗ g)) (z) .
Since g ∈ Sa (h), ka ∗ g ∈ S∗. Thus, from Lemma 3 we have ϕ ∗ f ∈ Pa (h, λ) for a ≥ 1. 
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