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Abstract
This paper employs the theory of Kramer analytic kernels established by Everitt et al. (Results in Math.
34 (1998) 310) to derive sampling expansions. The kernels of the recovered transforms are Mittag-Le9er
functions of two parameters. These kernels are solutions of certain classes of fractional integro-di*erential
equations. The technique used here is di*erent from the analytic approach by Djrbashian (Harmonic Analysis
and Boundary Value Problems in the Complex Domain, BirkH>auser, Basel, 1993).
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1. Introduction
Consider the sine and cosine transforms
fs(z) :=
∫ 
0
g(x)
sin(x
√
z)√
z
dx; fc(z) :=
∫ 
0
g(x) cos(x
√
z) dx (1.1)
of g(·), an L2(0; )-function, with z ∈C, the square root being taken as the principal branch. The
problem of reconstructing such transforms from their values at discrete sequences of points and the
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relationship between the reconstruction formulae and interpolation series is considered extensively
by several authors. With respect to the reconstruction of such transforms, we mention the early work
of Weiss [40], Kramer [32] and Campbell [13]. The fact that played a major role in the derivation
of sampling expansions for transforms (1.1) is that each of the sequences{√
2

sin kx
}∞
k=1
and
{
1√

;
√
2

cos kx
}∞
k=1
(1.2)
is an orthonormal basis of L2(0; ), and that each sequence is generated by one single function.
Moreover, systems (1.2) are eigenfunctions of Sturm–Liouville problems. The relationship between
the sampling series and Lagrange interpolations is considered in the work of Zayed et al. [44] and
Zayed [43], see also [13]; hereby the kernel of the sampled transforms arose in general from regular
or singular Sturm–Liouville eigenvalue problems. Therefore, transforms (1.1) may have, for example,
the following sampling expansions:
fs(z) =
∞∑
k=1
fs(k2)
2k2 sin (
√
z − k)
(z − k2) ; (1.3)
fc(z) = fc(0)
sin 
√
z

√
z
+
∞∑
k=1
fc(k2)
2
√
z sin (
√
z − k)
(z − k2) : (1.4)
The convergence of the sampling series is absolute on C and is uniform on compact subsets of the
complex plane. We notice also that the functions fs(z) and fc(z) are entire of order 12 and type .
In the work mentioned above, when the recovered transforms arose from singular Sturm–Liouville
problems, such as Hankel and Legendre transforms, no boundary conditions were imposed at the
limit-circle singular points, a deLciency of the operator theoretic approach to eigenvalue problems.
This defect has been treated in two di*erent approaches. First by Everitt et al. [23] using the
so-called Glazman–Krein–Naimark (GKN) boundary conditions and then by Annaby and Butzer [4]
using the approach of Fulton, [24], see also [3]. The relationship between the two ways has not
been investigated so far. According to one of the referees of the present article, Fulton’s boundary
conditions approach is a special case of the GKN one since the GKN conditions are both necessary
and suOcient.
In [17,21], see also [23], an analytic version of Kramer’s sampling lemma, [32,9,10], is derived
and became a key in sampling theory associated with eigenvalue problems. The analytic lemma is
applied by Everitt and his coworkers in order to derive several sampling expansions associated with
di*erent types of di*erential operators, in [19,20] for di*erential operators with coupled boundary
conditions (see also [7]) and in [22] for Lrst order problems, see also the survey [18]. For sampling
associated with nth order and other general problems, see, e.g. [2,5,6,8,11,45].
The aim of this article is to establish a new area in sampling theory associated with eigenvalue
problems, namely sampling expansions associated with integro-di*erential operators of fractional
orders. For this purpose, we use a technique which di*ers from the analytic approach of [15] in
deriving interpolation series in the Paley–Wiener (Hilbert) spaces W 2;w1=2;  (see [15] for deLnitions).
We basically use a biorthogonal version of Kramer’s analytic lemma of Everitt et al. [21] to derive
the sampling (interpolation) series as well as the fractional operator approach. This sheds light on
the new area in sampling theory and may allow several extensions apart from the restrictions of [15].
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These extensions would depend upon progress in the theory of fractional operators about which not
too much is known, as far as we are aware.
We mention briePy some interpolation results of [15, Chapter 4] in the Banach spaces Wp;w1=2;  in
the next section. Section 3 indicates the beneLts of using eigenvalue problems in sampling theory,
those that lead to sampling expansions which cannot be derived using [15, Chapter 4] in W 2;w1=2; .
Since the eigenfunctions of the fractional problems in this paper are not necessarily orthogonal,
but biorthogonal, in Section 4 we give a biorthogonal version of Kramer’s analytic lemma. The
techniques of the proof are similar to the ones in [21,27, Chapter 8], so they are omitted. The last
two sections contain the main results of the paper, namely sampling series in the Paley–Wiener
space W 2;w1=2;  using fractional operator techniques, thus the basic Theorems 5.1 and 5.2, as well as
three applications.
2. Interpolation in Wp;w1=2;
The two parameter Mittag-Le9er function
E(z; ) :=
∞∑
k=0
zk
( + k=)
; (2.1)
¿ 0; z ∈C and ∈C, was Lrst introduced by Mittag-Le9er [33–35] with only one parameter,
namely the case  = 1. Then, Agarwal [1], see also [30], introduced the two parameter function
(2.1). It is an entire function of z of order  and type 1. See [14,15,25,26,38] for properties and
historical notes. The zeros of the Mittag-Le9er functions, Lrst considered by Wiman [41], play
a major role in the present paper, since they are on one hand the eigenvalues of the fractional
problems, and the sampling points on the other hand. Here and in the following  is a Lxed positive
number. The function
E(z; ) := E1=2(−2z; 1 + ); 06 ¡ 2 (2.2)
is entire of order 12 and type . It has simple, positive zeros, which will be denoted throughout the
present paper by {k;}∞k=1; k; ¡k+1; . It is shown, [15, p. 9], that if 0 =  = 1, then√
k; = (2k + (− 1)) 2 +O(k
−2); k →∞ (2.3)
and for = 0 or = 1, there hold, respectively,√
k;0 = (2k − 1)) 2 ;
√
k;1 = k

2
; k ∈Z+: (2.4)
The latter is due to
E(z; 0) = cos(
√
z); E(z; 1) =
sin(
√
z)

√
z
: (2.5)
Next, we state some of the interpolation results of [15, Chapter 4]. Let p¿ 1; −16w6p−1 and
Wp;w1=2;  denote the Paley–Wiener space of entire functions (z) of order
1
2 and type  for which
‖(·)‖p;w :=
{∫ ∞
0
|(x)|pxw dx
}1=p
¡∞: (2.6)
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This is a Banach space and for p=2 it is a Hilbert space that coincides with the set of band limited
functions, [15, p. 23],∫ 
0
E1=2(−zx2; )x−1’(x) dx; ’(·)∈L2(0; ); (2.7)
where  = w + 32 . A basic interpolation result of [15, pp. 78–81], states
Theorem A. If
∈R(; p) :=
(
1 + 
p
− 1; 1 + 
p
)
∩ [0; 2); −1¡¡ 2p− 1; (2.8)
then any element (z) of Wp;w1=2; ; w = ( − 1)=2, can be expanded in the interpolation series
(z) =
∞∑
k=1
(k;)
E(z; )
(z − k;)E′(k;; )
: (2.9)
On the other hand if
∈R∗(; p) :=
(
1 + 
p
; 1 +
1 + 
p
)
∩ [0; 2); −1¡¡ 2p− 1; (2.10)
then any element (z) of Wp;w1=2; , w = ( − 1)=2 can be recovered via the sampling form
(z) = (0)(1 + )E(z; ) +
∞∑
k=1
(k;)
zE(z; )
k;(z − k;)E′(k;; )
: (2.11)
Both series converge uniformly on compact sets of the complex plane.
For interpolation in Paley–Wiener spaces, see [29]. For particular cases that lead to sampling sine
and cosine transforms, see Section 3. Finally, the following two equalities, see [15, pp. 2–3], are
important for the proofs of the sampling theorems in this paper.
Theorem B. If 06 arg z6  or 06− arg z6 , then, respectively,
E1=2(z; ) = 12 z
(1−)=2{exp(√z) + exp(∓i(1− )−√z)}
+exp(±i(1 + )=4) sin =2
∫ ∞
0
exp{−(1∓ i) t1=2=√2}
±it + z t
(1−)=2 dt; (2.12)
provided that 06 ¡ 3. If ¿ 0, then for any z ∈C,
1
()
∫ x
0
(x − t)−1 cosh(t√z) dt = xE1=2(zx2; 1 + ): (2.13)
3. Advantages of using dierential operators
In this section we indicate that the use of di*erential operators leads to general expansions that
cannot be derived using the results of the previous section. This is why we derive the sampling
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theorems using fractional integro-di*erential operator theory instead of the analytic approach of [15].
However, we must say that the results of the foregoing approach of Djrbashian are derived in Banach
spaces while the operator theoretic access is applicable only in certain Hilbert spaces. Thus the results
of the previous section also contain sampling expansions that cannot be obtained by the operator
theoretic approach.
We consider the following Sturm–Liouville eigenvalue problems
SL1: − y′′(x) = y(x); y(0) = y() = 0; (3.1)
SL2: − y′′(x) = y(x); y(0) = y′() = 0; (3.2)
SL2: − y′′(x) = y(x); y(0) = y() + y′() = 0: (3.3)
Here 06 x6 ; ∈C and  is a real number. All problems are self-adjoint. The associated kernel
 (x; ) = sin(x
√
)=
√
 solves the di*erential equation and satisLes the Lrst boundary condition in
every problem. Hence the eigenvalues of the above problems are respectively the nonzero zeros of
the functions
sin(
√
); cos(
√
); h() :=
sin(
√
)√

+  cos(
√
): (3.4)
Therefore the eigenvalues of the above problems are, respectively,(
k

)2
;
(
(2k − 1) 
2
)2
; zk;; k ∈Z+; (3.5)
zk; being the zeros of h(); they cannot be determined explicitly for all real . Corresponding
eigenfunctions are
sin(x(k=)); sin(x((2k − 1)=(2))); sin(x√zk;); (3.6)
respectively. Applying the Kramer analytic lemma [21] (see Section 4 for its biorthogonal version)
to the three cases for the sine transform
fs() :=
∫ 
0
g(x)
sin(x
√
)√

dx; g(·)∈L2(0; ); (3.7)
we would obtain the following sampling representations for this transform:
fs() = 2
2
2
∞∑
k=1
(−1)kfs(2k2=2) k
2 sin(
√
)

√
(− 2k2=2) ; (3.8)
fs() =
2
2
∞∑
k=1
(−1)kfs((2k − 1)22=42) (k − 1=2) cos(
√
)
(− (2k − 1)22=42) ; (3.9)
fs() =
∞∑
k=1
(−1)kfs(zk;) h()(− zk;)h′(zk;) : (3.10)
The convergence here is absolute on C and uniform on compact subsets of C. Notice that (3.8) is
nothing but (1.3) above when  = .
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Now let us check the possibility of deriving the foregoing three sampling series in the view of
the results of [15] stated above. First of all, the set of all sine transforms (3.7) is the Paley–Wiener
space W 2;1=21=2;  . Thus p = 2 and w =
1
2 . Therefore  = 2 and ∈R(;p) = R(2; 2) = (12 ; 32). Hence
taking  = 1, we obtain E(; 1) = sin(
√
)=
√
, and expansion (2.9) becomes (3.8) above. As
we see no other choices will lead to any of the rest. Notice that expansion (3.10) is a family of
expansions, depending on the choice of . Let us check the other expansion, i.e., (2.11). Again with
p=2, w= 12 ; =2, ∈R∗(2; 2)= (32 ; 2), none of the three expansions can be derived from (2.11).
The previous discussion indicated the beneLts of using the di*erential operator approach. It sheds
light on an open question, namely the following: Under what condition(s) on a sequence of real
numbers k does the irregular sampling representation
(z) :=
∞∑
k=1
(k)
G(z)
(z − k)G′(k) ; G(z) =
∞∏
k=1
(
1− z
k
)
; (3.11)
hold for elements of Wp;w1=2; ? It is to be expected that such a condition would be
max
16k6∞
∣∣∣∣√k − k
∣∣∣∣6 "; (3.12)
for a Lxed constant ". We notice that from the theory of di*erential operators this constant in the
previous three examples turns out to be =2, see e.g. [16, p. 95], [36, pp. 64–65]. An answer to
this question would lead to an analog of Kadec’s 14 -theorem, see [31,42, p. 42].
4. Biorthogonal Kramer’s analytic lemma
This section contains results similar to those of Everitt et al. [21], where a Kramer analytic lemma
is derived for analytic kernels that generate orthogonal bases. This lemma is not applicable in the
present situation since the eigenfunctions of the fractional integro-di*erential operators discussed
below are in general biorthogonal. In this section we state a biorthogonal version of the Kramer
analytic lemma. Proofs are omitted because they are basically similar to the classical ones, see,
e.g. [17,27, pp. 78–84, 32].
Lemma 4.1. Let I ⊂ R be an arbitrary interval and !(·) be a weight function on I . Let K(·; );
K∗(·; ) be complex-valued functions de?ned on I × C such that K(·; ), K∗(·; )∈L2(I ;!) for all
∈C. Suppose that there exist sequences of numbers {k}∞k=0 and {∗k}∞k=0 for which∫
I
K(x; k)K∗(x; ∗m)!(x) dx = 0 if and only if k = m (4.1)
and that {K(·; k)}∞k=0 is a basis of L2(I; !) (and therefore also {K∗(·; ∗k )}∞k=0). Then the transforms
f() =
∫
I
g(x)K(x; )!(x) dx; f∗() =
∫
I
g(x)K∗(x; )!(x) dx (4.2)
for g∈L2(I; !), ∈C, can be reconstructed via the absolutely convergent sampling series
f() =
∞∑
k=0
f(k)Sk(); f∗() =
∞∑
k=0
f∗(k)S∗k (); (4.3)
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where
Sk() :=
∫
I K(x; )K
∗(x; ∗k )!(x) dx∫
I K(x; k)K
∗(x; ∗k )!(x) dx
; S∗k () :=
∫
I K
∗(x; ) UK(x; k)!(x) dx∫
I K
∗(x; ∗k ) UK(x; k)!(x) dx
: (4.4)
If K(·; ) and K∗(·; ) are holomorphic in a domain , of C, and ‖K(·; )‖L2(I;!) and ‖K∗(·; )‖L2(I;!)
are locally bounded on ,, then both f() and f∗() are analytic in , and the sampling series
(4.3) converge uniformly locally in ,.
A prototype situation where the above theorem may be applied is that of nonself-adjoint eigenvalue
problems, see [2,6] and the example of [27, p. 175]. Let us denote by K and K∗ to the sets of all
transforms of type (4.2), respectively. Then these sets enjoy the following interpolation properties,
just as in [21].
Corollary 4.2. Let ck and c∗k be sequences of complex numbers such that the sequences
dk :=
ck∫
I K(x; k)K
∗(x; ∗k )!(x) dx
; d∗k :=
c∗k∫
I K
∗(x; ∗k ) UK(x; k)!(x) dx
(4.5)
satisfy
∞∑
k=0
|dk |2 ¡∞;
∞∑
k=0
|d∗k |2 ¡∞: (4.6)
Then there are unique elements f∈K and f∗ ∈K∗ such that
f(k) = ck ; f∗(∗k ) = c
∗
k : (4.7)
In [21] an open question is raised concerning the possibility of expressing Kramer’s expansion as
a Lagrange-type interpolation one. A similar question might be raised in the biorthogonal setting.
5. Sampling and fractional operators
In this section we introduce sampling theorems associated with integro-di*erential operators of
fractional type. All fractional integrals and derivatives are of Riemann–Liouville type. Let  be a
positive number and f(·) be a function of the class L1(0; ). The fractional integrals of f of order
, left- and right-handed, respectively, are deLned to be
0D−x f(x) :=
1
()
∫ x
0
(x − t)−1f(t) dt; xD− f(x) :=
1
()
∫ 
x
(t − x)−1f(t) dt; (5.1)
0¡x¡. Both functions exist almost everywhere and are of class L1(0; ). Let p∈Z+ such that
p − 1¡6p. The fractional derivatives of f(·) of order , right- and left-handed, respectively,
are deLned formally to be
0Dxf(x) :=
dp
dxp
{0D−(p−)x f(x)}; xDf(x) :=
dp
d( − x)p {xD
−(p−)
 )f(x)}; (5.2)
respectively, 0¡x¡. Let ACp(0; ) denote the set of all functions f(·) which are continuously
di*erentiable in [0; ] up to order p − 1 with f(p)(·)∈AC(0; ), the set of absolutely continuous
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functions on [0; ]. If f(·)∈ACp(0; ), then both fractional derivatives of (5.2) exist a.e. and
deLne L1(0; )-functions. For proofs and properties of Riemann–Liouville fractional calculus, see,
e.g. [12,15, pp. 178–188], [28, 38, pp. 62*., 39, pp. 33*.].
Classes of Cauchy problems based on fractional integrals and derivatives are given in [15, Chapter
10] as follows. Let /j, j = 0; 1; 2; 3, be a set of parameters such that
1=2¡/0; /36 1; 06 /1; /26 1 and
3∑
j=0
/j = 3: (5.3)
We notice that the choices /1 = 0 and /2 = 0 lead to two special cases, which will be treated in
the applications. For this reason we may assume, in addition to (5.3), that /1 = 0 = /2. Associated
with these parameters a set of fractional integro-di*erential expressions, Lj; j=0; 1; 2; 3, are formally
deLned to be
L0y(x) := 0D−(1−/0)x y(x); Ljy(x) := 0D
−(1−/j)
x
(
d
dx
Lj−1y(x)
)
; j = 1; 2; 3: (5.4)
Then we formally deLne the fractional integro-di*erential expression L1=2 to be
L1=2 := L3y(x) = 0D−(1−/3)x 0D
/2
x 0D
/1
x 0D
/0
x y(x): (5.5)
The domain of deLnition where L1=2 is well deLned is the set
AC/ := {y(·): y∈L1(0; ); Ljy∈AC(0; ); j = 0; 1; 2}:
Let k , mk , and yk(·; ); k = 0; 1; 2 be the following:
k :=
k∑
j=0
/j; mk(y) := Lk(y(x))|x=0; yk(x; ) := E1=2(−x2; k)xk−1: (5.6)
Associated to the operator L1=2, [15, p. 195], there is an operator L∗1=2, which is deLned recursively
via the operators L∗j ; j = 0; 1; 2; 3, where
L∗0y(x) := xD
−(1−/3)
 y(x); L
∗
j y(x) := xD
−(1−/3−j)

(
d
d( − x) L
∗
j−1y(x)
)
; j=; 1; 2; 3: (5.7)
Then the fractional integro-di*erential expression L∗1=2 associated with L1=2 is
L∗1=2 := L
∗
3y(x) = xD
−(1−/0)
 xD
/1
 xD
/2
 xD
/3
 y(x): (5.8)
It is well deLned on the set AC∗/ , where
AC∗/ := {y(·): y∈L1(0; ); L∗j y∈AC(0; ); j = 0; 1; 2}:
Similar to (5.6) above, ∗k , m
∗
k , and zk(·; ); k = 0; 1; 2, are deLned to be
∗k :=
k∑
j=0
/3−j; m∗k (y) := L
∗
k (y(x))|x=; zk(x; ) := E1=2(−( − x)2; ∗k )( − x)
∗
k−1:
Next is an existence and uniqueness theorem of Cauchy-type problems, [15, pp. 194,196].
Theorem C. The function Y (x; ) :=
∑2
j=0 ajyj(x; ) is the unique solution of the Cauchy problem
−L1=2y(x) = y(x); mk(y) = ak ; (5.10)
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where k = 0; 1; 2; 0¡x¡; ∈C. The associated Cauchy problem
−L∗1=2y(x) = y(x); m∗k (y) = bk ; (5.11)
where k = 0; 1; 2; 0¡x¡; ∈C, has the unique solution Z(x; ) := ∑2j=0 bj zj(x; ). Here
aj; bj; j = 0; 1; 2 are arbitrary constants.
In the following we shall consider three boundary value problems of fractional integro-di*erential
type, introduced by [15, Section 10.5], and their associates. We shall denote these and their associates,
respectively, by (r) and (∗r ), r = 0; 1; 2. First let r; r = 0; 1; 2 be the constants
0 = 0 + ∗0 − 1; r = r + ∗r − 3; r = 1; 2: (5.12)
Thus, 0¡06 1, 1 = 0, 16 2 ¡ 2. Since the eigenvalue problems (0) and (∗0), as we will see,
are di*erent from the others, we Lrst introduce the boundary value problems (0) and (∗0) together
with the sampling theorem associated with them. Then we treat the other cases. Problem (0) for
y∈AC/ with k = 0; 1; 2 is
−L1=2y(x) = y(x); mk(y) = 5k;0; 0D1−0x 0D0x y(x)|x= = 0 (5.13)
and its associate, (∗0), for z ∈AC∗/ is
−L∗1=2z(x) = z(x); m∗k (z) = 5k;0; xD1−0 xD
∗
0
 z(x)|x=0 = 0: (5.14)
The results concerning the eigenvalues and the eigenfunctions (0) and (∗0) of [15, Chapter 10]
may be summarized as follows.
Theorem D. The eigenvalues of problems (0) and (∗0) coincide with each other. They are pre-
cisely {0} ∪ {k;0}∞k=1. They are all simple and the corresponding eigenfunctions of (0) and (∗0)
are, respectively,
{y0(x; k;0)}∞k=0 =
{
x0−1
(0)
; E1=2(−k;0x2; 0)x0−1
}∞
k=1
; (5.15)
{z0(x; k;0)}∞k=0 =
{
( − x)∗0−1
(∗0)
; E1=2(−k;0( − x)2; ∗0)( − x)
∗
0−1
}∞
k=1
: (5.16)
Both are complete biorthogonal sets of L2(0; ).
Now we state and prove our basic sampling theorem associated with problems (0) and (∗0).
Before that, we would like to mention that the concept of associate problems does not necessarily
coincide with the ordinary adjoint one. This will be indicated in the applications.
Theorem 5.1. Let g(·)∈L2(0; ). The Mittag-LeAer transforms
f0() :=
∫ 
0
g(x)E1=2(−x2; 0)x0−1 dx (5.17)
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and
f∗0 () :=
∫ 
0
g(x)E1=2(−( − x)2; ∗0)( − x)
∗
0−1 dx (5.18)
are entire functions of order 12 and type  that admit the sampling expansions
f0() = f0(0)(1 + 0)E(; 0) +
∞∑
k=1
f0(k;0)
E(; 0)
k;0(− k;0)E′(k;0 ; 0)
; (5.19)
and
f∗0 () = f
∗
0 (0)(1 + 0)E(; 0) +
∞∑
k=1
f∗0 (k;0)
E(; 0)
k;0(− k;0)E′(k;0 ; 0)
: (5.20)
Both sampling series converge absolutely on C and uniformly on compact subsets of C.
Proof. We apply Lemma 4.1 above with respect to the kernels
K0(x; ) := y0(x; ) = E1=2(−x2; 0)x0−1; (5.21)
K∗0 (x; ) := z0(x; ) = E1=2(−( − x)2; ∗0)( − x)
∗
0−1: (5.22)
The sets {K0(·; k;0)}∞k=0 and {K∗0 (·; k;0)}∞k=0 are biorthogonal bases of L2(0; ). Hence, transforms
(5.17) and (5.19) have expansions of the forms (4.3) with absolute convergence on C. To continue
the proof of the theorem we have to compute Sk() and S∗k () for all non negative integers k.
Moreover, to prove analyticity and uniform convergence, we must establish the boundedness of
‖K0(·; )‖ and ‖K∗0 (·; )‖ on compact subsets of C. We prove these two assertions only for Sk()
and ‖K0(·; )‖ since the others are basically similar. From [15, pp. 199–202], we have the following
Lagrange-type identity,∫ 
0
K0(x; )K∗0 (x; k;0) dx = 
0 E(; 0)− k;0E(k;0 ; 0)
− k;0
: (5.23)
But E(k;0 ; 0) = 0, since k;0 is an eigenvalue. Then∫ 
0
K0(x; )K∗0 (x; k;0) dx = 
0 E(; 0)
− k;0
: (5.24)
Taking the limit as  → k;0 , and noting that the zeros of E(; 0) are simple, we obtain
Sk() =
E(; 0)
k;0(− k;0)E′(k;0 ; 0)
; k ∈Z+: (5.25)
As to S0(), we have∫ 
0
K0(x; )K∗0 (x; 0) dx = 
0E(; 0);
∫ 
0
K0(x; 0)K∗0 (x; 0) dx =
0
(1 + 0)
: (5.26)
This completes the proof of (5.19) with absolute convergence on C.
Next we prove that the function ‖K0(·; )‖ is locally bounded on C. Let , ⊂ C be compact.
We distinguish between two cases. First if /0 = 1, then the proof is trivial because, 0 = 1;
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K0(·; ) = E1=2(−x2; 1) = cos(x
√
). Now let 1=2¡/0 ¡ 1. We have
‖K0(·; )‖2 =
∫ 
0
|K0(x; )|2 dx =
∫ 
0
x2/0−2|E1=2(−x2; /0)|2 dx: (5.27)
We assume without any loss of generality that 06 arg 6 . Therefore 0¿ arg(−x2)¿−. Using
identity (2.12) above we can Lnd a positive constant C1, independent of  and x, such that
|E1=2(−x2; /0)|6C1x(1−/0)=2 + C1
∫ 1
0
∣∣∣∣∣exp{(−1− i)t
1=2=
√
2}
it + x2
∣∣∣∣∣ t(1−/0)=2 dt
+C1
∫ ∞
1
∣∣∣∣∣exp{(−1− i) t
1=2=
√
2}
it + x2
∣∣∣∣∣ t(1−/0)=2 dt; (5.28)
for all ∈,; x∈ [0; ]. Since 0¿ arg(−x2)¿−, then the second integral of the above inequality
has only ∞ as the improper bound. It is not hard to see that it is uniformly bounded on [0; ]×,.
Hence we can Lnd another positive constant C2 which depends only on , such that
|E1=2(−x2; /0)|6C2x(1−/0)=2 + C2 + C2
∫ 1
0
t(1−/0)=2
|it + x2| dt: (5.29)
Since 12 ¡/0 ¡ 1, the remaining integral has a singularity at zero only if x = 0. To see that it is
also dominated by a constant which depends only on ,, let = u+ iv; v¿ 0. Then,∫ 1
0
t(1−/0)=2
|it + x2| dt=
∫ 1
0
t(1−/0)=2√
(t + vx2)2 + u2
dt6
∫ 1
0
t−(1+/0)=2 dt =
2
1− /0 : (5.30)
Then there is a positive constant C, which depends on , only such that
|E1=2(−x2; /0)|6C(x(1−/0)=2 + 1); ∈,; 06 x6 : (5.31)
Substituting in (5.27), we obtain
‖K0(·; )‖26C2
∫ 
0
x2/0−2(x(1−/0)=2 + 1)2 dx
= C2(/0=/0 + 4(3/0−1)=2=(3/0 − 1) + 2/0−1=(2/0 − 1)); ∈,: (5.32)
This proves that series (5.19) converges uniformly on compact subsets on the complex plane and
that, [17], f0() is entire. To prove that f0() has order 12 and type  we re-use identity (2.12) and
the fact that K0(x; ) has these properties.
We notice that in the proof that f0() is of order 12 and type , we could not just apply Cauchy
–Schwarz’ inequality to the integral transform f0() to obtain
|f0()|6
√
‖g(·)‖ max
06x6
|K0(x; )|; (5.33)
and use the fact that K0(x; ) has this growth. In fact, the function K0(x; ) has a singularity at x=0.
In the following we are going to derive another sampling theorem associated with the boundary
value problems (r); r = 1; 2 and their associates (∗r ). The proofs of the sampling formulae are
similar to those of the previous theorem. For this reason we will mention only the di*erences. But,
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unfortunately, the proof of the uniform convergence part is not similar to what we did in Theorem
5.1. The reason, which is also indicated in the proof, is that the parameters, r , ∗r ; r = 1; 2,
are not necessarily less than or equal to one, like 0; ∗0 . We start with deLning the fractional
integro-di*erential problems (r) for r = 1; 2 and their associates (∗r ). Problems (r); r = 1; 2 for
y∈AC/ with k = 0; 1; 2 are
−L1=2y(x) = y(x); mk(y) = 5k;r ; 0Dr−r−1x y(x)|x= = 0: (5.34)
Their associates (∗r ) for z ∈AC∗/ will be
−L∗1=2z(x) = z(x); m∗k (z) = 5k;r ; xD
∗
r −r−1
 z(x)|x=0 = 0: (5.35)
The eigenvalues and the eigenfunctions of (r) and (∗r ) satisfy the following, cf. [15, Chapter 10].
Theorem E. The eigenvalues of problems (r) and (∗r ) are {k;r}∞k=1. They are all simple and the
corresponding eigenfunctions are, respectively,
{yr(x; k;r)}∞k=1 = {E1=2(−k;r x2; r)xr−1}∞k=1 (5.36)
and
{zr(x; k;r)}∞k=1 = {E1=2(−k;r ( − x)2; ∗r )( − x)
∗
r −1}∞k=1 (5.37)
They are biorthogonal bases of L2(0; ), provided that /0 + /1 ¡ 32 when r = 1.
Our second sampling theorem associated with problems (r) and (∗r ) will be
Theorem 5.2. Let g(·)∈L2(0; ) and /0 + /1 ¡ 32 when r = 1. The Mittag-LeAer transforms
fr() :=
∫ 
0
g(x)E1=2(−x2; r)xr−1 dx (5.38)
and
f∗r () :=
∫ 
0
g(x)E1=2(−( − x)2; ∗r )( − x)
∗
r −1 dx; r = 1; 2; (5.39)
are entire functions of order 12 and type  that admit the sampling series
fr() =
∞∑
k=1
fr(k;r)
E(; r)
(− k;r)E′(k;r ; )
(5.40)
and
f∗r () =
∞∑
k=1
f∗r (k;r)
E(; r)
(− k;r)E′(k;r ; )
: (5.41)
The convergence of both series is absolute and uniform on compact subsets of C.
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Proof. We apply Lemma 4.1 above with respect to the kernels
Kr(x; ) := yr(x; ) = E1=2(−x2; r)xr−1; (5.42)
K∗r (x; ) := zr(x; ) = E1=2(−( − x)2; ∗r )( − x)
∗
r −1: (5.43)
To compute Sk() we use instead of (5.23) the following equality, [14, p. 202],∫ 
0
Kr(x; )K∗r (x; k;r) dx = 
r E(; r)− E(k;r ; r)
− k;r
: (5.44)
As to the proof of the uniform convergence and the analytic properties of the recovered transforms,
we cannot, in general, use the same method derived in Theorem 5.1 above because
1 ∈ (/0; 2]; ∗1 ∈ (/3; 2]; 2; ∗2 ∈ [2; 5=2): (5.45)
We use a technique similar to that applied in Theorem 5.1, but using equality (2.13). As above we
prove the theorem for ‖Kr(·; )‖, the other being similar. Let , ⊂ C be compact. We have
‖Kr(·; )‖2 =
∫ 
0
x2r−2|E1=2(−x2; r)|2 dx: (5.46)
According to (5.45), r ∈ (1=2; 5=2). If r ∈ ( 12 ; 1], we use the same method of Theorem 5.1 above.
Suppose now that r ¿ 1. From identity (2.13) we obtain
1
(r)
∫ x
0
(x − t)r−1 cos(t
√
) dt = xrE1=2(−x2; r); r = r − 1: (5.47)
Then we can Lnd a positive constant A1 that depends only on , such that
xr |E1=2(−x2; r)|6A1
∫ x
0
(x − t)r−1 dx = A1
r
xr (5.48)
for 06 x6 ; ∈,. Hence for all ∈, we have
‖Kr(·; )‖26 A
2
1
2r
∫ 
0
x2r dx =
A21
2r
2r+1
2r + 1
: (5.49)
Thus, expansion (5.49) converges uniformly locally on C and fr() is entire. To prove that it has
order 12 and type  we use the inequality
|fr()|6
√
‖g(x)‖ max
06x6
|Kr(x; )|; ∈C (5.50)
when r ¿ 0, otherwise we use identity (2.12).
6. Applications
In this section we give some applications exhibiting the advantages of the foregoing theoretical
investigations. These include the special cases /0 = /3 = /1 = 1, /2 = 0 and /0 = /3 = /2 = 1, /1 = 0.
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The following relations, taken from [15, pp. 178–188], see also [39, pp. 33*.], are important for the
calculations. Unless otherwise stated,  and " are positive numbers; x∈ (0; ); and D± means both
0D±x and xD± . The function f is chosen for which fractional derivatives and integrals are well
deLned according to the above mentioned conditions. The relations are
0D−nx f(x) =
∫ x
0
dt1
∫ t1
0
dt2 : : :
∫ tn−1
0
f(tn) dtn =
1
(n)
∫ x
0
(x − t)n−1f(t) dt; n∈Z+; (6.1)
lim
→0+
D−f(x) = f(x); DD−f(x) = f(x); 0Dx 0D
−"
x f(x) = 0D
−("−)
x f(x); (6.2)
D−D−"f(x) = D−"D−f(x) = D−(+")f(x); (6.3)
0Dnxf(x) =
dn
dxn
f(x); xDnf(x) = (−1)n
dn
dxn
f(x); n∈Z+; (6.4)
0Dx
{
x/
(1 + /)
}
=
x/−
(1 + /− ) ; xD


{
( − x)/
(1 + /)
}
=
( − x)/−
(1 + /− ) ; (6.5)
/¿− 1; ∈R.
0D−x 0D

x = f(x)− {0D1−x f(:)}|:=0
x−1
()
; 0¡6 1; (6.6)
0D−x 0D
"
xf(x) = 0D
("−)
x f(x)−
p∑
k=1
{0D"−kx f(:)}|:=0
x−k
(1 + − k) ; (6.7)
p− 1¡"6p∈Z+.
L1=2y(x) = y′′(x)−
2∑
k=0
mk(y)
xk−3
(k − 2) ; L
∗
1=2z(x) = z
′′(x)−
2∑
k=0
m∗k (z)
x
∗
k−3
(∗k − 2)
: (6.8)
We notice that Eqs. (6.8) represent L1=2 and L∗1=2 in terms of ordinary di*erential expressions with
functional terms involving fractional order integrals and derivatives (taken at x = 0 or x = ). We
notice, as indicated in the examples, the terms in the sum in both cases disappear when the Gamma
function has singularities, i.e., when k = 1; 2 and ∗k = 1; 2.
Application 6.1. Consider the particular case /0 = /3 = /1 = 1, /2 = 0. Then
0 = ∗0 = 1; 1 = 2; 
∗
1 = 1; 2 = 3; 
∗
2 = 2; 0 = 1; 1 = 0; 2 = 2: (6.9)
Using (6.1), (6.2) and (6.4), easy calculations yield for y∈AC/,
L1=2y(x) = y′′(x); m0(y) = y(0); m1(y) = y′(0); m2(y) = 0: (6.10)
Thus, the fractional integro-di*erential operator in this case is nothing but a second-order di*erential
equation. We notice that the sum in (6.8) does not appear. This is because 0 = 1; 1 = 2 and that
m2(y) = 0. Therefore, we can deLne only the boundary value problems (0) and (1). They are
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for y∈AC/,
(0): − y′′(x) = y(x); y(0) = 1; y′(0) = 0; y′() = 0; (6.11)
(1): − y′′(x) = y(x); y(0) = 0; y′(0) = 1; y′() = 0: (6.12)
In a similar way, for z ∈AC∗/ ,
L∗1=2z(x) = z
′′(x); m∗0(z) = y(); m
∗
1(z) = 0; m
∗
2(z) = z
′(): (6.13)
That is we can only deLne problems (∗0) and (∗2). They are
(∗0): − z′′(x) = z(x); z() = 1; z′() = 0; z′(0) = 0; (6.14)
(∗2): − z′′(x) = z(x); z() = 0; z′() = 1; z′(0) = 0: (6.15)
Thus problems (1) and (∗2) have no associates. Here we notice the di*erences between the concepts
of associate and adjoint problems. In the present setting, only sampling theorems associated with
(0) and (∗0) can be derived. Indeed, E(; 0) = sin(
√
)=
√
, and
E1=2(−x2; 0)x0−1 = cos(x
√
); E1=2(−( − x)2; ∗0)( − x)0−1 = cos(( − x)
√
): (6.16)
Hence the eigenvalues of problems (0) and (∗0) are {(k=)2}∞k=0, and the corresponding eigen-
functions are, respectively,{
1; cos
(
k

x
)}∞
k=1
;
{
1; cos
(
k

( − x)
)}∞
k=1
: (6.17)
Applying Theorem 5.1 above, for example, to the transform
f∗0 () =
∫ 
0
g(x) cos(( − x)
√
) dx; (6.18)
we obtain the following classical result for the cosine transform
f∗0 () = f
∗
0 (0)
sin(
√
)

√

+
∞∑
k=1
f∗(k22=2)
2
√
 sin(
√
− (k)=)
(− k22=2) : (6.19)
Application 6.2. The further particular case /0=/3=/2=1; /1=0 will lead to other classical results
connected with the sine transform.
Application 6.3. In this example we consider a genuine fractional integro-di*erential problem that
cannot be transformed into an ordinary one. We take /0 = 34 , /1 =
1
4 , /2 = /3 = 1. Then
0 = 34 ; 
∗
0 = 1; 1 = 1; 
∗
1 = 2; 2 = 2; 
∗
2 =
9
4 ; 0 =
3
4 ; 1 = 0; 2 =
5
4 : (6.20)
With the aid of relations (6.1)–(6.8), excluding (6.3), the eigenvalue problems (r); r = 0; 1; 2, for
y∈AC/ with k = 0; 1; 2, turn out to be
(0):


−y′′(x) + {0D−1=4x y(x)}|x=0
x−9=4
(−5=4) = y(x);
mk(y) = 50; k ; 0D1=4x 0D
3=4
x y(x)|x= = 0;
(6.21)
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(1):


−y′′(x) + {0D−1=4x y(x)}|x=0
x−9=4
(−5=4) = y(x);
mk(y) = 51; k ; y() = 0;
(6.22)
(2):


−y′′(x) + {0D−1=4x y(x)}|x=0
x−9=4
(−5=4) = y(x)
mk(y) = 52; k ; 0D−1=4x y(x)|x= = 0;
(6.23)
with m0(y) = limx→0+{0D−1=4x y(x)}, m1(y) = limx→0+
{
y(x)− 0D−1=4x y(x) x
−1=4
(3=4)
}
and
m2(y) = lim
x→0+
{
y′(x) + 0D−1=4x y(x)
x−5=4
4(3=4)
}
:
Also for z ∈AC∗/ , the associate problems (∗r ); r; k = 0; 1; 2, are given by
(∗0):


−z′′(x)+
{
xD5=4 z(x)+z
′()
( − x)−1=4
(3=4)
−z() ( − x)
−5=4
(−1=4)
}∣∣∣∣
x=
( − x)−3=4
(1=4)
= z(x);
m∗k (z) = 50; k ; {xD1=4 z′(x)}|x=0 = 0;
(6.24)
(∗1):


−z′′(x)+
{
xD5=4 z(x)+z
′()
( − x)−1=4
(3=4)
−z()( − x)
−5=4
(−1=4)
}∣∣∣∣
x=
( − x)−3=4
(1=4)
= z(x);
m∗k (z) = 51; k ; z
′(0) = 0;
(6.25)
(∗2):


−z′′(x)+
{
xD5=4 z(x)+z
′()
( − x)−1=4
(3=4)
− z() ( − x)
−5=4
(−1=4)
}∣∣∣∣
x=
( − x)−3=4
(1=4)
= z(x);
m∗k (z) = 52; k ; z(0) = 0
(6.26)
with m∗0(z) = z(), m∗1(z) =−z′() and
m∗2(z) = lim
x→−
{
xD5=4 z(x) + z
′()
( − x)−1=4
(3=4)
− z() ( − x)
−5=4
(−1=4)
}
:
Both Theorems 5.1 and 5.2 are applicable and we have the following results:
1. The integral transforms
f0() =
∫ 
0
g(x)E1=2(−x2; 3=4)x−1=4 dx; f∗0 () =
∫ 
0
g(x) cos(( − x)
√
) dx; (6.27)
have the sampling representations
f0;∗() = f0;∗(0)(7=4)E(; 3=4) +
∞∑
k=1
f0;∗(k;3=4)
E(; 3=4)
k;3=4(− k;3=4)E′(k;3=4; 3=4)
: (6.28)
M. Annaby, P. Butzer / Journal of Computational and Applied Mathematics 171 (2004) 39–57 55
where f0;∗ means that the expansion holds for both f and f∗. Here E1=2(−x2; 3=4)x−1=4 is the
solution of L1=2y(x)=−y(x) that satisLes the Lrst three conditions of (6.21), while cos((−x)
√
)
is the solution of L∗1=2y(x) =−y(x) satisfying the Lrst three conditions of (6.24).
2. Consider the integral transforms
f1() =
∫ 
0
g(x) cos(x
√
) dx; f∗1 () =
∫ 
0
g(x)
sin(( − x)√)√

dx: (6.29)
The cosine kernel solves (6.22) excluding the condition at , and the sine kernel solves (6.25)
except for the condition at 0. Noting that /0 + /1 ¡ 32 , the integral transforms (6.29) have sampling
representations of the form (6.19) above.
3. Finally the transforms
f2() =
∫ 
0
g(x)
sin(x
√
)√

dx; f∗2 () =
∫ 
0
g(x)E1=2(−( − x)2; 9=4)( − x)5=4 dx; (6.30)
whose kernels are again solutions of the Cauchy problems associated with (6.23) and (6.26), are
recovered via the expansions
f2;∗() =
∞∑
k=1
f2;∗(k;5=4)
E(; 5=4)
(− k;5=4)E′(k;5=4; 5=4)
: (6.31)
Concerning applications of fractional order integro-di*erential equations in control theory see [37],
and in physics the bestseller Hilfer [12].
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