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Fibre-laden fluids are ubiquitous in biological and physical systems; the fibres alter the
rheology of the fluid and hence the emergent behaviour of the system. This thesis inves-
tigates two physical situations associated with fibrous media.
Firstly we optimise the shear-induced alignment of suspensions of elongated particles,
motivated by collaboration with Linear Diagnostics Ltd who are developing handheld
devices to detect disruptions in fibre alignment due to pathogen presence in biological
samples. Incorporating the effects of fibre dispersion and the mechanical anisotropy in-
duced by the particles, we model suspensions of elongated particles undergoing steady or
oscillating flow using a Fokker-Planck framework, producing recommendations for designs
which optimise the signal to noise ratio.
Next, we investigate microscopic propulsion in perfectly aligned media; for example the
evolving fibrous structure of cervical mucus and more generally the problem of propulsion
and pumping of an active fluid with alignment. We model the swimming of spermato-
zoa by adapting Taylor’s classical swimming sheet model using Ericksen’s transversely
isotropic constitutive law (a limit of the Fokker-Planck model), to account for an aligned
fibrous network. We find that propulsion in fibre-laden fluids is drastically different from
Newtonian fluids, supporting the requirement to investigate fibrous rheology.
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GLOSSARY OF TERMS
Antibody A protein which can combat harmful pathogens and viruses. They are typ-
ically y-shaped and have a unique shape which recognises and binds to a specific
pathogen.
Bacteriophage A virus that infects a bacterium and replicates within it.
Chromatography The process of separating components of a mixture based on their
structural characteristics and binding affinity. The mixture is dissolved in a ‘mobile
phase’ and passed across a structure, such as a column, containing a different ma-
terial (the ‘stationary phase’). The interaction of the mixture with the stationary
phase causes its components to pass through the structure at varying speeds.
Flagellum Hair-like filamentous protein structures, attached to a cell surface, whose
primary function is locomotion.
Linear Dichroism Spectroscopy A spectroscopic method measuring the differential
absorbance by a sample of two light sources with orthogonal polarisation. One light
source is polarised parallel to the preferred direction of the sample and the other is
polarised perpendicular to this direction.
Pathogen A biological compound that is an infectious agent; they cause disease or illness
in their host. Pathogens can be certain types of bacteria, viruses, fungi or parasites.
Spectroscopy Study of the interaction of light with all forms of matter.
CHAPTER 1
INTRODUCTION
Many biological fluids are complex and fibrous, and so their properties differ from New-
tonian fluids. Moreover, their alignment may confer important functional properties in
the flow direction; it is therefore important to understand how the presence and align-
ment of these fibres can affect the rheology. In this thesis we investigate two biological
applications: an industrial problem aimed at optimising the detection of pathogens via
flow-aligned bacteriophage, and an adaptation of Taylor’s swimming sheet, biologically
relevant to the efficiency of spermatozoa swimming through fibre-reinforced cervical mu-
cus. Investigating fibre-reinforced viscous materials has a wide range of other industrial
[37, 38] and physical applications; these include the mechanical behaviour of collagen gel,
the growth of plant cell walls and bacterial suspensions [22, 31, 40].
1.1 Active fibre suspensions
Suspensions of micro-organisms exhibiting self-propulsion can be termed active; these sus-
pensions display collective behaviour [41, 48, 82, 88] and, as seen more recently, superflu-
idity [59]. Modelling these suspensions is an area of significant interest, with connections
to viscoelastic fluids [65], liquid crystals [58] and transversely-isotropic fluids [21, 22, 40].
Pedley & Kessler’s [76] model for active suspensions of motile algae has been utilised and





Figure 1.1: A thin rectangular channel containing a fibre-laden fluid, typical of that
used by Linear Diagnostics Ltd. The light source compares light polarised parallel and
perpendicular to the flow (x∗) direction and shines down through the channel, indicated
by the arrows above the channel.
[35] introduced the bulk stresses associated with elongated particles in flow. Examples
include, but are not limited to, a stability analysis of isotropic and aligned particle sus-
pensions [82], the stability of suspensions under an imposed flow [25, 41], variations in the
effective viscosity of a fluid [81] and suspensions of artificial particles used to transport
non-motile cells [19]. Further, by linking active and transversely-isotropic fluids [39], these
suspension models can be used to construct a multiphase model of extracellular matrix
[21]. For detailed review see [34, 54, 83] and for a review of work relating to artificial
suspensions see [75].
Externally forced flows of particle suspensions have been examined in detail; the en-
hancement of fluid stresses due to a suspension of particles can be calculated for an
imposed simple shear [45, 55], time-dependent shear flows [36], turbulent channel flow
[63, 66, 69] and constricted channels [47]. Pressure-driven channel flow, where a Newto-
nian flow profile is assumed and wall accumulation is investigated, has also been under-
taken [25]. Taylor dispersion of bottom-heavy swimming micro-organisms is considered
by [33], uniform density and bottom-heavy spherical squirmers [42] and particle collisions









Figure 1.2: Disturbance to the alignment of a bacteriophage suspension with the pres-
ence of a pathogen. (a) The undisturbed flow-induced alignment in the flow direction.
Each bacteriophage has pathogen-specific antibodies attached to their surface. (b) The
disturbed alignment due to the presence of a pathogen. Multiple antibodies on multi-
ple bacteriophage attach to binding sites on the pathogen, causing a reduction in the
alignment.
1.2 Flow-induced alignment of elongated fibres
The work in chapters 2 and 3 is motivated by the aim to improve a novel technology to
detect pathogens in small quantities of water or biological fluids, for example urine. The
prototype device, developed by Linear Diagnostics Ltd, aims to achieve this by measuring
disturbance to the flow-induced alignment of rod-shaped bacteriophage in thin rectangular
channels via linear dichroism spectroscopy (figure 1.1).
We attach pathogen-specific antibodies to the surface of M13 bacteriophage and sus-
pend the bacteriophage in the fluid sample to be tested. The suspended bacteriophage
align according to the stress applied to the material (figure 1.2a); the direction and de-
gree of alignment is inferred through a difference in absorption of light polarised parallel
and orthogonal to the flow direction. Different antibodies attach to binding sites which
are pathogen specific; if this pathogen of interest is present, a number of these antibodies
attach to the binding sites causing clumping around the pathogen. The bacteriophage are
much smaller than the pathogen (for example, E.coli are approximately 2 µm in length in
comparison to M13 with length 800 nm, or 0.8 µm) and so as demonstrated in figure 1.2b,
and the alignment is disrupted. This has been witnessed experimentally, via fluorescence
3
imaging (discussed in chapter 5), and by the observed drop in signal from the prototype
handheld device.
Linear Diagnostics Ltd aim to exploit this disruption, resulting in a reduced linear
dichroism signal, to detect pathogens in biological samples. There are multiple methods
to induce alignment in flow cells; current suggestions for a pumping mechanism include a
peristaltic pump, where the top face of a section of the channel is flexible and undergoes a
peristaltic motion, and an oscillating pump, which forces the fluid through thin tubes and
into the channel. The flow induced by the oscillating pump is assumed steady through
the channel.
Linear dichroism spectroscopy is defined as the difference between absorption of light
polarised parallel and perpendicular to the flow direction, or molecular orientation axis,
and relies on the sample being either intrinsically oriented or oriented during experi-
ment [7, 71]. Experimental orientation has previously been achieved via Couette flow
[7], electric or magnetic fields, compressed gels or thin polymer films [72]. Linear dichro-
ism spectroscopy can provide information on the molecular structure and composition of
complex compounds such as DNA strands [7], haemoglobin [23] or the structure of the
membranes in photosynthesising cells [29]; these compounds may be too large or irregular
for other methods. Chapters 2 and 3 examine the shear-induced alignment from pressure
driven flow through thin rectangular channels; since pathogen induced disruption to this
alignment underpins this technology, the key challenge is to improve the signal to noise
ratio to maximise sensitivity.
1.3 Perfectly-aligned media
Many biological fluids in which cells and organisms swim are fibre reinforced, and so it
is instructive to model propulsion in such fluids. The study in chapter 4 is motivated by
the fibrous nature of many biological media, for example cervical mucus encountered by
spermatozoa in many internally-fertilising species, or active suspensions of elongated cells.
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Figure 1.3: Parallel filament mesh in cervical mucus during the time of ovulation. Bar
= 10 µm. Republished with permission of Oxford University Press, from ‘Ultrastructure
of the Human Periovulatory Cervical Mucus’, F. Ceric et al, 54 (5), 2005; permission
conveyed through Copyright Clearance Center, Inc.
Cervical mucus consists of a glycofilament-mucin structure, which during ovulation forms
parallel networks (figure 1.3), due to hormonally-induced variations in hydration; sperm
migration occurs through the spaces between this glycofilament structure and along the
direction of the glycofilaments [8, 14]. To understand how these effects modify viscous
propulsion, we extend Taylor’s classical model of small-amplitude zero-Reynolds-number
propulsion of a ‘swimming sheet’ via the transversely-isotropic fluid model of Ericksen,
which is linear in strain rate and possesses a distinguished direction. We model the fluid
as a Newtonian fluid with a suspension of elongated particles that have a uniform initial
alignment; we expect the motion of the tail to disrupt the alignment of the fibres adjacent
to the tail, depicted in figure 1.4; Ericksen’s evolution equation [24] is used to determine
the impact of a swimming sheet on the fibre orientation. This model is a simplified version
of cervical mucus, neglecting other particles and potential viscoelastic behaviour of the
mucus; this simplification enables a determination of the key impacts the glycofiliments
have on microscopic propulsion.
In the current chapter we introduce the governing equations associated with active
suspensions. The Navier-Stokes and continuity equations are first introduced, followed by
the Fokker-Planck equation governing the distribution of particle orientation in section
1.4.1. Next, the extra-stress terms related to the moments of this distribution are intro-
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Figure 1.4: Spermatozoa swimming through an aligned fibre-reinforced fluid. Swimming
occurs via a wave traversing down the tail of the cell and this waving movement may
disturb the fibres adjacent to the tail.
duced in section 1.4.2 and the orientation parameter, and its relation to linear dichroism
signal, is defined in section 1.4.3. Finally, the link between the particle suspension equa-
tions discussed by Pedley & Kessler [76] and the transversely-isotropic model of Ericksen
[24] is established in section 1.5.
1.4 Governing equations of fibre-laden flow
In this section we define the equations governing the flow and orientation of a suspension
of fibres. The fluid equations, along with extra stress terms, are introduced and coupled
with a Fokker-Planck equation describing the orientation distribution in a fluid.





+ (u∗ · ∇∗)u∗
)
= ∇∗ · σ∗, (1.1)
∇∗ · u∗ = 0, (1.2)
where ρ∗ is density, u∗(x∗, t∗) is the velocity vector, t∗ is time, x∗ represents coordinates
in Cartesian space, σ∗ is the stress tensor and ∇∗ is differentiation in Cartesian space.
The asterisk notation represents dimensional variables. For Newtonian fluids, the stress
tensor σ∗ is given by







Figure 1.5: Depiction of particle orientation in term of angles, θ ∈ [0, π] and φ ∈ [0, 2π),
away from the coordinate axes. The macroscopic orientation direction is defined as the
x∗-direction.
where P ∗ is the pressure, I is the identity matrix, µ∗ is the viscosity and e∗ = (∇∗u∗ +
∇∗u∗T )/2 is the rate of strain tensor.
When particles are suspended in a fluid, they impact the stresses on both the fluid and
themselves. These extra stresses are accounted for by altering the stress tensor associated
with the fluid. To describe the evolution of particles, we introduce the probability density
function ψ(p,x∗, t∗), describing the likelihood a particle at point x∗ and t∗ has orientation
p. This probability density function is governed by the Fokker-Planck equation [39, 76, 81].
1.4.1 Particle distribution
To predict the linear dichroism signal in the channel, we must determine the efficacy of
fibre orientation in flow. The Fokker-Planck equation is used to understand the evolu-
tion of fibre orientation distribution [68, 76, 80] and can also be modified to investigate
collective behaviour [25, 34]. Consider a suspension of particles, dilute enough to ensure
particle-particle interactions are negligible [68]. Further, assume the suspension is spa-
tially homogeneous, then the suspension configuration can be described by the probability
density function ψ(x∗,p, t∗), satisfying the Fokker-Planck equation,
∂ψ
∂t∗
+∇p · (Ω∗ψ) = D∗r∇2pψ. (1.4)
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where ∇p represents differentiation in p-space and D∗r is the rotational diffusion constant.
In 3D, the orientation vector p can be described in Cartesian space by
p = (sin θ cosφ, sin θ sinφ, cos θ), (1.5)
where θ ∈ [0, π] and φ ∈ [0, 2π) are angles away from the coordinate axes, depicted in
figure 1.5. The evolution of director p is given by
Ω∗ = (I − pp) · (α0e∗ + ω∗) · p, (1.6)
where ω∗ = (∇∗u∗−∇∗u∗T )/2 is the vorticity tensor and α0 = (r2−1)/(r2 +1) describes
how slender the body is [39]. The distribution function has two conditions, periodicity
and the normalisation condition, ∫
s
ψdp = 1, (1.7)
where s is the surface of the unit sphere.
1.4.2 Extra-stress terms
Particle rotations and stresslets arise from the interaction between a fluid and a suspension
of particles; the fluid transports and rotates the particles and the resulting stresses impact
the fluid flow. This coupled process can be described using the Fokker-Planck equation
(1.4) and via the extra stress terms associated with the particle distribution. Following
Pedley & Kessler [76], the enhanced stress tensor for a suspension of particles is







where σ∗I is the Newtonian contribution (equation (1.3)), σ
∗
D is the extra stress due to
particle rotation, σ∗P represents the interaction of the particles with the fluid and σ
∗
A is
the contribution from active swimming [39].
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where Φ is the volume fraction of particles, which is expected to be small in the dilute
regime and αr is a parameter determined from the aspect ratio of the suspended fibres.
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where α1 describes the stresslet strength; this term can be either positive or negative,
describing ‘puller’ or ‘pusher’ behaviour respectively [81]. Each parameter (αi, i =
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1.4.3 Orientation parameter
Linear dichroism spectroscopy relies on a sample being oriented; to calculate the predicted
signal, an orientation parameter is introduced to describe the degree of order in the
system. This spectroscopic method measures the difference in absorbance of light parallel
and perpendicular to a flow direction or a fixed orientation axis [71],
LD = A‖ − A⊥, (1.17)
where A‖ and A⊥ are the absorbance parallel and perpendicular to the flow direction
respectively. The absorbance of a sample depends upon the degree to which it is oriented
in each direction and so, assuming x∗ is the molecular orientation axis and the light
source is perpendicular to the x∗ − y∗ plane, the orientation distribution of fibres whose
orientation is given by (1.5) is
S = 〈p2x∗〉 − 〈p2y∗〉, (1.18)






For a 3D suspension this is equivalent to
S = 〈sin2 θ cos2 φ〉 − 〈sin2 θ sin2 φ〉. (1.20)













θS = arccos(| sin θ cosφ|).
This description of the degree of orientation relates to uniaxial samples such as planar
membranes in which ψ = ψ(θs, t
∗) [29, 71], rather than fibrous fluids which have a biaxial
orientation distribution ψ = ψ(θ, φ, t∗). While this formulation is correct, the use of
equation (1.21) in [68], and for predicting alignment in thin channel flow, is therefore
inappropriate.
A specific case of the model described here is when the suspended fibres have a pre-
ferred direction; in this case we can link the model of Pedley & Kessler with Ericksen’s
transversely-isotropic model [39].
1.5 Connections with perfectly-aligned media
Certain biological fluids have a preferred orientation, this fluid can be modelled via the
transversely-isotropic model; a specific case of the active suspension model where the
fluid has a single preferred direction [39]. One example is fibrous cervical mucus; the
glycofilament-mucin structure forms parallel networks due to hormonally induced changes
in the hydration of the mucus. Other applications of perfectly aligned media include
the mechanical behaviour of collagen gel, the growth of plant cell walls, suspensions of
biomolecules and a multiphase model of extracellular matrix [21, 22, 31, 40].
With this simplification we may derive Ericksen’s transversely isotropic fluid model
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+ ∇x · (XΨ) + ∇p · (ΩΨ) = Dr∇2pΨ +D∇2xΨ, (1.22)
where Ω is equation (1.6), X = Vsp+ u for swimming velocity Vs, D is spatial diffusion
and ∇x is differentiation in Cartesian space.
Consider a uniformly distributed, perfectly aligned fluid where particle diffusion is
neglected (Dr = D = 0) and the swimming velocity of the particles is zero (Vs = 0) [39].
The probability density function can be written as
Ψ = δ(p− a), (1.23)
where a = 〈p〉 is the local particle director; all particles have the same uniform alignment
described by a [39, 82]. It is no longer necessary to consider a distribution of orientation,
but we instead derive equations governing the evolution of the average particle direction.









p∇x · (uΨ) dp+
∫
s
p∇p · (ΩΨ) dp = 0. (1.24)
Using integration by parts, the third term can be written as
∫
s













= −α0(e · 〈p〉 − e : 〈ppp〉)− ω · 〈p〉.
(1.25)









p∇x · (uΨ) dp− ω · a = α0(e · a− e : aaa). (1.26)
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Ψ(u ·∇x)p dp−ω · a = α0(e · a− e : aaa). (1.29)
Since p is a coordinate, it has no time or spatial dependence, hence the remaining integrals
are zero and we obtain the kinematic condition of Ericksen [24],
∂a
∂t
+ (u ·∇x)a− ω · a = α0(e · a− e : aaa). (1.30)
The governing equations are identical to (1.1) and (1.2); however, upon setting the
rotational diffusion constant to zero (D∗r = 0), the stress tensor is given by
σ∗ = −p∗I + 2µ̄∗e∗ + µ∗1aa+ µ∗2aaaa : e∗ + 2µ∗3(aa · e∗ + e∗ · aa) (1.31)
where











and where the pressure has been modified as
p∗ = P ∗ +
n∗dα1
3
− 4µ∗Φα5aa : e∗. (1.33)





the stress tensor for an incompressible Newtonian fluid remains, with ‘matrix viscosity’
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µ∗ [40]. The term with µ∗1 has no dependence on velocity, suggesting that µ
∗
1 relates to
a tension in the fibre direction [22]. This term can also be related to the stresslet-type
active behaviour of fibres in a perfectly aligned active fluid [39] and so this quantity is
referred to as the active parameter. For a simple fluid with 2D deformations in the plane
of fibres, the viscosity associated with extensional flow parallel to the fibre direction is
µ∗|| = µ
∗ + (µ∗2 + 4µ
∗
3)/2, the viscosity associated with the flow orthogonal to the fibre
direction is µ∗⊥ = µ
∗ and the viscosity of shear flow in the fibre direction is µ∗s = µ
∗ + µ∗3
[22]. Since µ∗2 only has an impact on extensional viscosity parallel to the fibre direction,





s and so is labelled the anisotropic shear viscosity ; this parameter represents
the difference between shear viscosities parallel and perpendicular to the fibre direction
[22, 31, 40].
Thus, we can link models of suspensions of elongated particles to the transversely-
isotropic model for a perfectly aligned fluid. Ericksen’s model will form the basis for the
study of chapter 4.
1.6 Summary
In this chapter, the coupled flow and distribution equations describing flows of particle
suspensions are introduced, along with the degree of orientation of a fibre-laden fluid. This
consists of the Navier-Stokes equations (1.1), along with the Newtonian stress tensor (1.3)
and extra stress terms (1.9)-(1.11), the continuity equation (1.2) and the Fokker-Planck
equation (1.4). The degree of orientation S (equation (1.20)) is found by calculating
the difference between the proportion of particles oriented parallel and perpendicular to
the molecular orientation axis, as an average over orientation space. Finally, section 1.5
discussed the link between active and transversely-isotropic fluids, highlighting a specific
case of Pedley & Kessler’s [76] active suspension model where the particles are perfectly
aligned.
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This model, along with appropriate boundary conditions, is used to examine a simple
2D channel and a rectangular channel bounded by two walls in chapter 2. Both 2D and 3D
distribution equations are coupled to a flow problem; the 3D distribution produces a lower
degree of orientation due to the particles rotating out of the plane, highlighting the need
to consider the full 3D model. The particle suspension consists of passive bacteriophage
and so we neglect active terms defined in (1.11) (i.e. α1 = 0). In chapter 3 this is extended
to a 3D rectangular channel, in line with the flow set-up used by Linear Diagnostics Ltd.
In both chapters, the bacteriophage used have a large aspect ratio, and so α0 will be
close or equal to one for our analysis. The fluid velocity, degree of orientation and linear
dichroism signal are calculated while varying parameters such as inlet pressure gradient,
number density of particles, oscillating frequency and the dimensions of the channel. We
find that increasing the pressure gradient increases the orientation and hence the signal,
while increasing the oscillating frequency has the opposite effect. Increasing the channel
depth is seen to increase the orientation of the system, however this result is reversed
for rapid oscillations; the results for oscillating flow are in general smaller than those for
steady flow, leading to a discussion into the feasibility and effectiveness of this system.
Finally, chapter 4 investigates a conceptual model of propulsion at low Reynolds num-
bers in complex fluids. This is a departure from previous work, however remains within
the theme of fibre-laden fluids for medical applications. Here we consider a fluid with
a preferred alignment and hence utilise the transversely-isotropic model, described in
section 1.5 and [39]. The energetic costs of swimming are significantly altered by all rheo-
logical parameters and the initial fibre angle. A passive fluid produces an enhanced mean
rate of working and has no impact on the mean swimming velocity, whereas an active
fluid dramatically changes the mean rate of working, swimming velocity, streamlines and
flow field; fibres aligned with the swimming direction increase the energetic demands of
the sheet. The constant fibre stress may also result in a reversal of the mean swimming




PREDICTING ORIENTATION AND LINEAR
DICHROISM SIGNAL OF BACTERIOPHAGE
SUSPENSIONS: A SIMPLIFIED CHANNEL
APPROXIMATION
This chapter investigates a simplified version of the industrial problem of interest; the
flow-induced alignment of bacteriophage in thin rectangular channels. This work is in
collaboration with Linear Diagnostics Ltd, who aim to increase the signal to noise ratio
produced by samples, aligned by flow through thin channels, in a handheld device. We
consider a fluid bound by two walls and investigate the alignment and signal in steady
and oscillatory flows.
2.1 Introduction
We consider the shear-induced alignment of suspensions of elongated fibres in thin chan-
nels; the alignment induced by the flow is integral to detecting a linear dichroism signal,
useful for determining the components and structure of complex fluids. Previous work in
this area includes suspensions of dumbbells in a two-dimensional start-up plane Poiseuille
flow using a mixed finite-difference/spectral method [60]. A spectral method has also been
utilised to investigate short particle suspensions in recirculating flows [13]. The coupled
flow dynamics and orientation distribution are solved for a suspension of elongated fibres
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in a parallel plate channel using an iterative approach, a method also used in the work
by Chiba et al. [12]. This work considers extra stress terms consisting of a fourth order
orientation tensor only; we include all extra stress terms for fibres without self-motility
described by Pedley & Kessler [76], and detailed in section 1.4 of chapter 1. Further,
pressure-driven channel flow, assuming a Newtonian flow profile and incorporating wall
accumulation [25, 33] and a 2D flow calculation in constricted channels [47] have been
considered.
To develop our understanding of alignment and linear dichroism signal, a suspension of
elongated particles in thin rectangular channels is considered. An important mathematical
approach we will use in our calculations is lubrication theory, reducing the flow equations
to consider the important hydrodynamic effects. We calculate the flow profile, orientation
parameter and expected linear dichroism signal. The Fokker-Planck equation is solved
numerically using either a Fourier transform or spherical harmonics. Spherical harmonics
are the angular solution to the Laplace equation in spherical coordinates; they can be
used to simplify complex partial differential equations and have previously been used to
model flows of suspensions of dumbbells in 3D FENE fluids [10], with a prescribed shear
rate influencing convective terms. Spherical harmonics have also been used to solve the
Fokker-Planck equation for a simple shear flow [68, 87]; this method is adapted in our
work to account for channel flow.
We begin by summarising the governing equations used for this model in section
2.2. Next we consider a 2D channel and solve the corresponding flow equations coupled
with a 2D Fokker-Planck equation. Semi-analytic expressions are calculated for steady
flow in section 2.3.1 and coupled via an iterative method. For the oscillatory problem
in section 2.3.2, a perturbation expansion in the volume fraction of fibres decouples the
equations and allows for an analytical calculation of the velocity profile. Next, the Fokker-
Planck equation is extended to consider 3D rotations; steady and oscillatory problems are
again considered in sections 2.4.1 and 2.4.2 respectively. Here the Fokker-Planck equation
is solved using spherical harmonics and the fluid equations are solved numerically for
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oscillating flow. In all cases, the velocity profile, degree of orientation and predicted
linear dichroism signal are calculated and the results are compared in section 2.5.
2.2 Summary of equations governing fibrous fluids
A summary of the equations discussed in chapter 1 are given here. The dimensional





+ (u∗ · ∇∗)u∗
)
= ∇∗ · σ∗, (2.1)
∇∗ · u∗ = 0, (2.2)
where ρ∗ is density, u∗(x∗, t∗) is the velocity vector for spatial coordinate x∗ and time t∗,
σ∗ is the stress tensor and ∇∗ is differentiation in Cartesian space. The asterisk notation
represents dimensional variables.
To determine the bulk stresses in the fluid due to the particles, we define a probability
density function ψ(θ, φ,x∗, t∗) satisfying the Fokker-Planck equation [68],
∂ψ
∂t∗
+∇p · (Ω∗ψ) = D∗r∇2pψ, (2.3)
where p is the unit orientation vector, ∇p represents differentiation in p-space and D∗r is
the rotational diffusion constant. The evolution of director p is given by
Ω∗ = (I − pp) · (α0e∗ + ω∗) · p, (2.4)
where e∗ = (∇∗u∗+∇∗u∗T )/2 is the rate of strain tensor, ω∗ = (∇∗u∗−∇∗u∗T )/2 is the
vorticity tensor and α0 = (r
2 − 1)/(r2 + 1) describes how slender the body is [39]. The
distribution function has two conditions, periodicity and the normalisation condition,
∫
s
ψdp = 1, (2.5)
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where s is the unit surface of a sphere.
Following Pedley & Kessler [76], the enhanced stress tensor for a suspension of active
particles is





where the Newtonian contribution is
σ∗I = −P ∗I + 2µ∗e∗, (2.7)
for pressure P ∗, identity matrix I and viscosity µ∗. Here, σ∗D is the extra stress due to








































where Φ is the volume fraction and αi (i = 2 . . . 5, r) are constants related to the aspect
ratio of the particle. A term accounting for the self-motile behaviour of a suspension can
also be defined (equation (1.11) in chapter 1), however in the present study the elongated
fibres are taken to be passive M13 bacteriophage and so this term is neglected. Each
parameter (αi, i = 2, . . . , 5, αr) can be represented in terms of ellipsoidal integrals [2, 44],
which are detailed in equations (1.12)-(1.16) in chapter 1.
Finally, the degree of orientation of a system can be described by an orientation
parameter, S, defined as the difference in orientation parallel and perpendicular to a
molecular orientation axis (here the x∗–axis),







Figure 2.1: The flow channel, where a parabolic flow profile is expected, containing a
fibre-laden fluid. The light polarisations are parallel and perpendicular to the flow direc-
tion, highlighted by the arrows below the channel. The fibres rotate in plane and their
orientation is described by polar coordinates with angle φ ∈ [0, 2π).
which will be defined for 2D and 3D orientation distribution functions in the relevant
sections.
2.3 Solving the Fokker-Planck equation in 2D
Due to the mathematical complexity, we initially consider both steady and oscillating flow
through a 2D thin rectangular channel, bounded by walls at y∗ = −h∗ and y∗ = h∗ and
with length scale L∗, using a lubrication approximation (figure 2.1). It is assumed the
particles remain in plane, i.e. we consider 2D rotations in the Fokker-Planck equation. In
each case we solve the Navier-Stokes and incompressibility equations (2.1), (2.2) and the
Fokker-Planck equation (2.3), to determine the degree of orientation of the suspension,
and approximate the linear dichroism signal. The orientation parameters (2.10) and (1.21)
are compared for steady flow.
2.3.1 Steady channel flow
We assume the flow through the channel is forced by a constant pressure gradient and
hence consider a fully developed flow profile. The light source used for linear dichroism
spectroscopy compares light polarised parallel and perpendicular to the flow direction,
as shown by the arrows in figure 2.1, along with the expected parabola. The boundary
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conditions are given by no-slip conditions at the walls,
u∗(x∗,−h∗) = u∗(x∗, h∗) = 0, (2.11)
v∗(x∗,−h∗) = v∗(x∗, h∗) = 0. (2.12)
Since the width of the channel is much smaller than its length scale, δ = h∗/L∗  1, a
lubrication theory approximation for thin channels can be used to simplify the equations
of motion. The Fokker-Planck equation is first solved for a Newtonian flow profile which
is then used to recalculate the velocity, and the iteration is repeated until convergence is
obtained.
Non-dimensionalisation














Substituting (2.13) into both components of the Navier-Stokes equations (2.1), retaining













1 + 4Φ[α2 ∫ 2π
0














where PG = G
∗h∗/D∗rµ
∗ is the Peclet number associated with pressure driven flow. The
orientation vector reduces to
p = (cosφ, sinφ) , (2.16)
21
where φ is the angle of the fibres with the x∗–axis and is shown in figure 2.1. Finally, the
incompressibility condition, (2.2), is unchanged. From (2.15), P = P (x) (i.e. ∂P ∗/∂x∗ =










1 + 4Φ[α2 ∫ 2π
0











with corresponding dimensionless boundary conditions
u(−1) = u(1) = 0. (2.18)
To derive an appropriate form of the Fokker-Planck equation we scale Ω∗ = G∗h∗Ω/µ∗,
where
Ω = (− sinφ, cosφ)p, p = 1
2














1 + 4Φ[α2 ∫ 2π
0











PG∇p · (Ωψ) = ∇2pψ, (2.21)
where Ω is given by (2.19) and the boundary conditions are
u(−1) = u(1) = 0, (2.22)∫ 2π
0
ψ dφ = 1, ψ(0, y) = ψ(2π, y). (2.23)
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cos2 φψ dφ− 1, (2.24)
Solving the Fokker-Planck equation
For a known velocity u, the probability distribution function ψ(φ, y) can be calculated



























(1− α0 cos 2φ)ψ
]
= 0. (2.26)








(1− α0 cos 2φ)ψ = c0, (2.27)
for constant c0. Then by defining an integrating factor































for constants c1 and c2 calculated from the periodicity and normalisation conditions as
c2 =














I(φ, y) dφ+ 1
I(φ, y)
. (2.32)
Once the probability density function is known, the extra stress terms (2.8) and (2.9)
can be calculated.
Solving the fluid flow equations with extra stress terms
For a known probability density function ψ(φ, y), the extra stress components (equations
(2.8) and (2.9)) can be calculated and are hence known functions of y. Integration of
(2.20) gives







1 + 4Φ[α2 ∫ 2π
0














d1 − y − α̂r(y)
A(y)
dy + d2, (2.34)
for constant d2 and where
A(y) =
1 + 4Φ[α2 ∫ 2π
0









cosφ sinφψ dφ. (2.36)

















After the velocity for particle suspensions has been calculated, it can be substituted
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back into the expression for ψ, (2.29), and the above process is repeated.
Summary
The solution to the coupled problem given by equations (2.20) and (2.21) along with
boundary and normalisation conditions (2.22) and (2.23) can be found iteratively, begin-
ning with the Newtonian flow and calculating the extra stress terms, detailed here:
• Take the Newtonian velocity profile, u(0)(y) and evaluate the probability density
function ψ(0)(φ, y).
• The extra stress terms, and hence the updated velocity u(1)(y), can be calculated
from ψ(0)(φ, y).
• This velocity can then be used to calculate the updated probability density function
ψ(1)(φ, y).
• Repeat the above steps where for a given iteration step we have,
ψ(n)(φ, y) = f(φ, y, u(n)), u(n+1)(y) = g(y, ψ(n)),
where f and g are functions given by equations (2.29) and (2.34) respectively.
• The iteration terminates when
||u(n+1) − u(n)|| < τ,
for some tolerance τ .
We require an absolute tolerance of τ = 10−8 in our numerical calculation.
Due to the no-slip conditions, the flow profile will be up-down symmetric; the bottom
half of the profile (−1 < y < 0) will mirror the top half (0 < y < 1). Hence the problem
is solved only for the bottom half of the channel. In this section, numerical error due
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to the integrating factor, (2.28), being very small is avoided, since the Peclet number is
positive in this region. The solution can then be mapped onto the top half of the channel.
The φ-integrals are computed numerically using the trapezium rule and the y-integrals
are computed using the mid-point method.
Results
Dimensionless scalings are calculated from data provided by Linear Diagnostics Ltd. to
aid in plotting results. The depth of the channel is 2h∗ = 6×10−4 m. The volume fraction





∗b∗2/3 is the volume of one particle and
n∗d is the particle number density. The bacteriophage in suspension have principal axis
a∗ = 800 nm and minor axes b∗ = c∗ = 6 nm, and hence volume V ∗c ≈ 1.21 × 10−21 m3.
To calculate the number density of phage, we use the formula n∗d = C
∗NA/M∗, with
phage concentration C∗ = 0.02 g/litre and molecular mass M∗ ≈ 1.64× 107 g/mol. The
resulting number density is n∗d ≈ 7.33× 1017 phage/m3, which provides a volume fraction
Φ ≈ 1.11× 10−5.
To determine how dilute the suspension is, the definition of a semi-dilute suspension is
verified; a semi-dilute suspension satisfies n∗da
∗3  1 and n∗da∗2b∗  1. When n∗da∗3  1,
a particle may interact with any other fibre in suspension at any point in time [86]. Using
the values n∗d ≈ 7.33 × 1017 phage/m3 and a∗ = 800 nm, n∗da∗3 = 0.3753 < 1 and so we
are not in the semi-dilute regime.
Next, the Peclet number PG = G
∗h∗/D∗rµ
∗ is calculated. Following [68], the dimen-







Table 2.1: List of parameters used, their units and their values. Parameters a∗, b∗,
T ∗, µ∗, K∗B and D
∗
r are kept the same, all others are subject to change
Parameter Description Units Value
a∗ Particle length m 8× 10−7
b∗ Particle width m 6× 10−9
T ∗ Temperature (water) K 295
µ∗ Viscosity (water) Pa s 9.5× 10−4
K∗B Boltzmann constant Kg m
2/K s2 1.38× 10−23
D∗r Diffusion coefficient s
−1 40.65
h∗ Channel half-depth m 3× 10−4
n∗d Number density phage/m
3 7.33× 1017
G∗ Pressure gradient Pa/m 4.4× 103
Φ Volume fraction - 1.11× 10−5
PG Peclet number - 34.17
where k∗B is the Boltzmann constant, T
















See also [11, 76, 81]. Assuming the bacteriophage are suspended in water, we use the
known viscosity at 22◦C (≈ 295K), µ∗ = 9.5× 10−4 Pa s. Hence the diffusion coefficient
is D∗r ≈ 40.65 s−1. Using the fixed pressure gradient G∗ ≈ 4.4 × 103 Pa/m, provided by
Linear Diagnostics Ltd, the dimensionless Peclet number is PG ≈ 34.17; advection slightly
dominates diffusion.
To calculate the linear dichroism signal, the orientation is integrated over the channel










where N∗A is the Avagadro constant (≈ 6× 1023 phage/mol), m∗w is the molecular weight
and ε∗ is the extinction coefficient (m2/mol), which is a measure of the absorption of light
through the sample. We use an extinction coefficient of 0.38 m2/g at 269 nm [1, 30, 70]
and the molecular weight of bacteriophage (provided by Linear Diagnostics) m∗w ≈ 2 ×
107 g/mol.






Figure 2.2 shows the results for the flow profile, orientation parameter and probability
density function for the specific pressure gradient G∗ ≈ 4.4× 103 Pa/m. The dashed line
in figure 2.2a represents the Newtonian solution and the red line depicts the flow profile
with extra stress terms included. For this volume fraction of phage (Φ = 1.11×10−5), the
reduction in the velocity profile from the Newtonian case is small. We see, as expected,
that the bacteriophage prefer to orient with an angle slightly off φ = 0, in line with the
flow direction (figure 2.2c). Comparison can be made between the orientation parameter
described in McLachlan et al. [68] (equation (1.21)) and equation (1.20); these results can
be seen in figure 2.2b, where the dashed line represents equation (1.20). The expression
proposed by [68] initially ranges from 0.25 to 0.65 and our orientation parameter ranges
from 0 at the centre of the channel to 0.6 at the walls. Due to zero shear at the centre of
the channel, no alignment is predicted, hence it can be seen that the orientation parameter
for uniaxial systems does not adequately capture the behaviour of these pressure-driven
flows. Finally, the linear dichroism signal is 8.9× 10−5.
Figure 2.3 compares the flow profile and orientation parameter for a range of inlet
pressure gradients. As the pressure gradient increases, the velocity through the channel
increases (figure 2.3a), as expected. Mirroring the results seen in figure 2.2a, the decrease
in velocity due to the fibres is small and predominantly in the centre of the channel. The
orientation parameter also increases with the flow rate (figure 2.3b), however this only
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Figure 2.2: Steady flow results for a fixed pressure gradient. (a) Velocity profile comparing
the Newtonian solution (dashed black line) to the solution incorporating the suspended
fibres (red line). (b) Orientation parameter S varying across the channel; a comparison
between the uniaxial equation suggested by McLachlan [68] (solid line) and the biaxial
equation (2.24) (dashed line). (c) Probability density function ψ for a range of Peclet
numbers and for φ between 0 and π. Note we do not consider φ from π to 2π as the
results are π-periodic.
occurs away from the centre of the channel. The linear dichroism signal increases with
the pressure gradient, from 6.3× 10−5 to 1.1× 10−4.
Finally, the impact of varying channel width and particle number density is considered.
Figure 2.4 depicts how the spatially averaged orientation parameter and linear dichroism
signal vary with channel dimension and number density. Increasing the channel width
increases the orientation parameter (figure 2.4a) and the number density has little impact.
Similarly, increasing the channel width increases the signal, however the number density
now has a much larger impact; increasing the linear dichroism signal with increasing value
(figure 2.4b).
2.3.2 Oscillating flow
To reduce the volume of sample needed, an oscillating system has been proposed; theo-
retically the fluid is contained within a channel of much smaller volume, where it can be
oscillated back and forth in front of light sensors. To explore the potential to generate
a signal in this system, consider a pressure gradient which oscillates in time. Since the
suspension is assumed to be dilute, the volume fraction is small and so we consider a
perturbation in terms of this parameter.
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Figure 2.3: Steady flow results for a range of imposed pressure gradients. (a) Velocity for
a bacteriophage suspension (solid line) compared with the Newtonian solution (dashed
line) and (b) orientation parameter. For all figures, pressure gradient values G∗ = 2 ×
103 Pa/m (green line), G∗ = 4× 103 Pa/m (red line), G∗ = 6× 103 Pa/m (blue line) and
G∗ = 8 × 103 Pa/m (purple line) were used for comparison. Here h∗ = 3 × 10−4 m and





















































Figure 2.4: Steady flow results for a range of channel width and number density. (a) S
and (b) LD. The pressure gradient is G∗ ≈ 4.4× 103 Pa/m.
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Recall the dimensional Navier-Stokes, continuity and Fokker-Planck equations given
by equations (2.1), with stress terms (2.7), (2.8) and (2.9), (2.2) and (2.3), with (2.4),
respectively. The equations are non-dimensionalised the same way as in equation (2.13),





for oscillating frequency ω∗.
Perturbation Expansion
We introduce a perturbation from the Newtonian case, uN by expanding about the small
volume fraction Φ (see section 2.3.1),
u ≈ uN(y, t) + Φu1(x, y, t), (2.44)
v ≈ +Φ v1(x, y, t), (2.45)
P ≈ PN(x, t) + ΦP1(x, y, t), (2.46)
ψ ≈ ψN(x, t) + Φψ1(x, y, t). (2.47)
Substituting (2.44)-(2.47) into the dimensionless Navier-Stokes, continuity and Fokker-




























where α2 = ω∗h∗2ρ∗/µ∗ is the Womersley parameter and Pe = ω∗/D∗r is the Peclet number
related to oscillating flow. The boundary conditions are
uN(−1, t) =uN(1, t) = 0, (2.50)∫ 2π
0
ψN dθ = 1, ψN(0, y, t) = ψN(2π, y, t). (2.51)
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The two equations are decoupled and equation (2.48) is the Newtonian equation for uni-
directional unsteady flow, which is first solved analytically.
Calculating the velocity profile
Following [74], assume an oscillating pressure gradient and velocity profile, i.e.
∂PN
∂x
= eit, uN = ū(y)e
it. (2.52)
Substituting expressions (2.52) into equation (2.48) reduces the problem to an ordinary
differential equation in ū,






(0) =0, ū(1) = 0. (2.54)










û(−1) =û(1) = − i
α2
. (2.57)
Equation (2.56) has the general solution
û = A cosh(
√
iα2 y) +B sinh(
√
iα2 y). (2.58)












Remembering that ū = û+ i/α2 and uN = ūe















Now the velocity has been obtained, the Fokker-Planck equation (2.49) can be solved.

























where <[·] represents the real part. To solve this non-linear, second order partial differen-
tial equation we use a Fourier transform to obtain an initial value problem which is then
solved via the built in Matlab functions ‘ode15s ’ and ‘fft ’.













Next, substitute (2.62) into (2.61), utilising the exponential notation of sine and cosine,
then consider modes of eikx to obtain a system of ordinary differential equations
























From the periodicity condition and the properties of Fourier transforms, the system of
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Figure 2.5: Velocity profile for oscillating flow. (a) Velocity profile changing with time
over one time period where ω∗ = 200 rad/s. Four different y∗ values are plotted: y∗ = 0 m
(green line), y∗ = 1× 10−4 m (red line), y∗ = 2× 10−4 m (blue line) and y∗ = 3× 10−4 m
(purple line). (b) Time and spatially averaged velocity profile for a range of inlet flow
rates and oscillating frequencies.
equations are re-derived for 1 ≤ j ≤ 2L+1, by shifting the first L entries along by 2L+1.
Assuming the fibres are initially uniformly distributed, i.e. ψN(φ, y, 0) = 1/2π, and
taking the fast Fourier transform (‘fft’) of this condition in Matlab, the ordinary differen-
tial equation solver ‘ode15s ’ is used to solve the system Ψ̇j (equation (2.64)). Once this
solution has been found, the inverse fast Fourier transform (‘ifft’) can be applied to obtain
the required solution ψ(φ, y, t). For reference, an in-depth description of how we exploited
the ‘fft ’/‘ifft ’ functions in Matlab, including reassigning indices, has been detailed for the
less complex advection-diffusion equation, with constant coefficients, in Appendix A.
Results
Comparisons can be made between steady and oscillating flow by spatially averaged re-
sults; this definition is given in (2.42). Currently, the prototype handheld device provides a
mean reading and so we calculate the time-average orientation parameter (Sav) in line with
this method; if absorption measurements can be taken quickly enough, the peak orienta-
tion in the channel will be recorded and so we compare time average with the peak over one
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time period (Speak). For oscillating flow, the Womersley number α
2 = ρ∗h∗2ω∗/µ∗ ≈ 18.95,
taking the density of water as ρ∗ = 1× 103 Kg/m3 and ω∗ = 200 rad/s.
Figure 2.5a depicts how the velocity changes with time over one time period. At
the wall, the velocity is zero, due to the no-slip condition, and the absolute value of the
velocity increases moving away from the walls to the centre of the channel. Note that only
positive values of y∗ are shown, since the flow is symmetric, and that the velocity changes
sign close to midway through the time period. Figure 2.5b depicts how the time and
spatially averaged velocity profile changes with oscillating frequency ω∗ and inlet pressure
gradient G∗. The absolute value of the velocity increases for larger pressure gradients and
smaller oscillating frequencies.
Time and spatial averages of the orientation parameter (figure 2.6a) and linear dichro-
ism signal (figure 2.6b) have been considered for varying imposed pressure gradient and
oscillating frequency. As the pressure gradient increases, both the orientation parameter
and linear dichroism signal increase. Decreasing the oscillating frequency has a similar
impact on both results. The results for a time averaged signal, in figure 2.6, can be com-
pared with the peak orientation parameter or linear dichroism signal over an oscillation
(figure 2.7). In both sub-plots, the trends of the results are identical, however Speak is
larger than Sav in general; the same is seen for the linear dichroism signal.
Finally, figure 2.8 compares the averaged orientation parameter and linear dichroism
signal for a range of channel width and number density, for two different values of ω∗.
For small values of ω∗, the orientation parameter (figure 2.8a) and linear dichroism signal
(figure 2.8b) are similar to the steady problem (figure 2.4), though their values are reduced.
As before, increasing the width of the channel increases the orientation parameter, and the
number density impacts the linear dichroism signal only. In contrast, when ω∗ = 200 rad/s
(figures 2.8c and d), the relationship between h∗ and Sav switches; increasing the channel
width decreases the degree of orientation in the system. The linear dichroism signal is
affected significantly more by the number density than the orientation parameter, showing

















































Figure 2.6: Depiction of Sav and LDav, for oscillating flow, as the imposed pres-
sure gradient and oscillating frequency vary. (a) Orientation parameter and (b) linear
dichroism signal. The channel width is h∗ = 3 × 10−4 m and the number density is
















































Figure 2.7: Depiction of Speak and LDpeak, for oscillating flow, as the imposed pres-
sure gradient and oscillating frequency vary. (a) Orientation parameter and (b) linear
dichroism signal. The channel width is h∗ = 3 × 10−4 m and the number density is





































































































Figure 2.8: Oscillating flow results for a range of channel width and particle number
density. (a) And (c) Sav and (b) and (d) LDav. The pressure gradient is G
∗ = 4.4 ×
103 Pa/m throughout and the oscillating frequency is ω∗ = 10 rad/s in (a) and (b) and






































































































Figure 2.9: Oscillating flow results for a range of channel width and particle number
density. (a) And (c) Speak and (b) and (d) LDpeak. The pressure gradient is G
∗ =
4.4× 103 Pa/m throughout and the oscillating frequency is ω∗ = 10 rad/s in (a) and (b)
and ω∗ = 200 rad/s in (c) and (d).
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Figure 2.10: (a) Speak and (b) LDpeak changing with ω
∗ for a range of channel widths.
For both figures the following channel widths are plotted: h∗ = 2.5× 10−4 m (green line),
h∗ = 3× 10−4 m (red line), h∗ = 3.5× 10−4 m (blue line), h∗ = 4× 10−4 m (purple line)
in oscillating frequency and pressure gradient, we compare the peak values ( · peak) over
an oscillation with the average; the corresponding results in general are larger in figure
2.9 than figure 2.8.
To investigate at which oscillating frequencies this change occurs, Speak and LDpeak are
calculated, for multiple channel depth values, as the oscillating frequency increases (figure
2.10). Figure 2.10a shows Speak for multiple channel depths and increasing oscillating
frequency; by ω∗ ≈ 32 rad/s, increasing h∗ decreases the orientation parameter. The
same can be seen for the linear dichroism signal in figure 2.10b. The values obtained for
the orientation parameter and linear dichroism signal in the oscillating flow case are much
smaller than those in the steady case, with the decrease in the orientation parameter being
much more rapid in the oscillatory case.
Summary
The 2D coupled flow and distribution problem has been solved for flow in thin rectangular
channels. Results for the flow profile and degree of orientation S have been calculated
and can be summarised as follows:
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• Increasing the pressure gradient G∗ increases the orientation parameter Sav in both
steady and oscillatory flows.
• The number density n∗d has only a small impact to decrease Sav in steady flow via
the velocity; the overall effect of increasing number density is to increase signal.
• Increasing the channel height h∗ increases Sav and LDav for steady flow and slow
oscillations. For oscillating frequencies greater than ω∗ ≈ 30 rad/s, this relationship
reverses.
• The velocity and alignment for steady flow are in general larger than for oscillating
flow for a given G∗, n∗d and h
∗.
• For the peak values Speak and LDpeak, the trends were in general the same as Sav
and LDav, however the peak values are larger.
This simplified 2D channel provides an introduction to suspensions of elongated particles
in channel flow. There are restrictions in the range of parameter space that can be
explored, due to the integrating factor (2.28), and the predicted linear dichroism signal
does not capture particles rotating out of the plane. Hence, to explore 3D rotations and
more accurately predict the maximum attainable orientation, we consider a simple 3D
channel, and incorporate the 3D Fokker-Planck equation.
2.4 Solving the Fokker-Planck equation in 3D
Next, consider the flow of a bacteriophage suspension in a 3D channel, bounded by walls
at z∗ = −h∗ and z∗ = h∗, with length scale L∗ (figure 2.11). The light source used for
linear dichroism spectroscopy propagates between the channel walls and compares light
polarised parallel and perpendicular to the flow direction, as shown by the arrows in figure
2.11. In contrast to section 2.3, to more accurately describe the orientation distribution















Figure 2.11: A fibrous fluid bound between two walls. The fibres are aligned according
to an imposed pressure gradient. (a) Flow channel where G∗ is the pressure gradient and
x∗ is the flow direction. The light polarisation directions are parallel and perpendicular
to the flow direction and it is assumed the light source shines down onto the x∗–y∗ plane.
(b) The orientation of bacteriophage can be given as angles θ ∈ [0, π] and φ ∈ [0, 2π)
away from the coordinate axes.
to the flow equations for the system, similar to those described in section 2.3; we again
solve steady and oscillatory flow problems.
2.4.1 Steady channel flow
The boundary conditions are given by the no-slip conditions
u∗(x∗, y∗,−h∗) = u∗(x∗, y∗, h∗) = 0,
v∗(x∗, y∗,−h∗) = v∗(x∗, y∗, h∗) = 0,
w∗(x∗, y∗,−h∗) = w∗(x∗, y∗, h∗) = 0.
(2.66)
We now assume the walls are infinite in the x∗– and y∗– directions and scale our variables




















y, z∗ = h∗z.
(2.67)
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Due to the walls being infinite in y, we expect the orientation distribution about φ to be
symmetric, i.e. φ ∈ [0, π] is equivalent to φ ∈ [−π, 0]; this would also mean ψ(θ, φ) =
ψ(θ,−φ) is an even function. Considering the integrals in equation (2.69),
∫
s
















sin3 θ cos2 θ sin 2φψ dθ dφ, (2.72)∫
s







sin3 θ sin 2φψ dθ dφ. (2.73)
Each integral contains an odd function of φ and so will integrate to zero, hence equation






































where the pressure gradient has been scaled to minus one. This equation is solved and
re-dimensionalised before being used in the Fokker-Planck equation.
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Solving the Fokker-Planck equation
To investigate 3D orientation of bacteriophage, first express the unit orientation vector p
as
p = (sin θ cosφ, sin θ sinφ, cos θ), (2.75)
for θ ∈ [0, π] and φ ∈ [0, 2π). The particles in the flow are small enough that each particle
at a point in space will experience an approximately linear flow, and hence a constant
shear rate γ̇∗. Following [5, 87], assuming α0 = 1 and analysing the steady state, the
Fokker-Planck equation reduces to
1
6
Λ(ψ) = PλΩ(ψ), (2.76)
where Pλ = γ̇































The Fokker-Planck equation (2.76) is solved using Spherical Harmonics [5, 68, 87]. We
discretise the spatial part of the orientation distribution using spherical harmonics, the













n (cos θ) sin(mφ)
)
, (2.79)
where Pmn are the associated Legendre polynomials. This is substituted into equation
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(2.76), where Γ and Ω are given by
Λ(Pmn (cos θ) cos(mφ)) = −n(n+ 1)Pmn (cos θ) cos(mφ), (2.80)
Λ(Pmn (cos θ) sin(mφ)) = −n(n+ 1)Pmn (cos θ) sin(mφ), (2.81)







n (cos θ) sin(mφ), m ≥ 0, (2.82)







n (cos θ) cos(mφ), m > 0. (2.83)
The first two results stem from the definition of a spherical harmonic. The other two
are a linear combination of spherical harmonics, where there are seven non-zero constants
am,pn,q , reproduced from [5, 87] as follows
am,m−2n,n−2 =
(n− 2)(n+m)!(1− δm0)
4(2n+ 1)(2n− 1)(n+m− 4)! , (2.84)
am,m−2n,n =
3(n−m+ 2)!(n+m)!(1− δm0)
4(2n+ 3)(2n− 1)(n+m− 2)!(n−m)! , (2.85)
am,m−2n,n+2 = −
(n+ 3)(n−m+ 4)!(1− δm0)






(n− 2)(1 + δm0)
4(2n+ 1)(2n− 1) , (2.88)
am,m+2n,n = −
3(1 + δm0)
4(2n+ 3)(2n− 1) , (2.89)
am,m+2n,n+2 =
(n+ 3)(1 + δm0)
4(2n+ 1)(2n+ 3)
. (2.90)
Substituting (2.80)-(2.83) into (2.76), equating coefficients of sine and cosine terms,
























for integer N , q = 0, 2, . . . , N and p = 0, 2, . . . , n. Here, A00 0 = 1/4π to satisfy the
normalisation condition, and we have A01n = 0 for all n. Due to particle symmetry, if n
or m are odd then Am0n = A
m
1n = 0.
Equations (2.91) and (2.92) are solved numerically by setting up a matrix of equations
Ax = b for operator matrix A and right hand side vector b. The vector b is a vector of
zeros with one entry, b1 = 1/4π, to satisfy the normalisation condition. The vector x has
length N/2(N/2 + 3) + 2, where the first N/4(N/2 + 3) + 1 entries are the Ap0 q terms and
the second N/4(N/2 + 3) + 1 are Ap1 q terms,














The operator matrix has dimensions (N/2(N/2 + 3) + 2)× (N/2(N/2 + 3) + 2). To select
appropriate matrix entries, define q = 2j and p = 2i such that for j = 1, 2, . . . , N/2
and i = 1, 2, . . . , j, the Ap0 q and A
p
1 q entries are given by x(j(j + 1)/2 + i + 1) and
x(N/4(N/2 + 3) + 1 + j(j + 1)/2 + i+ 1) respectively.





The top left and bottom right sections of the matrix, given by matrices B and B̃, are
formed from the first terms in equations (2.91) and (2.92) respectively. Here, B and B̃
are diagonal matrices with entries −j(2j + 1)/3, with the m = 0 entries set to zero in
B̃. The top right and bottom left sections, matrices C and D = −C contain entries for
the summation term in equations (2.91) and (2.92) respectively. Both matrices are given
by the non-zero am,pn,q entries which can be set up in a matrix M . To do this, introduce
two new indices n = 2l and m = 2k, where l = 1, 2, . . . , N/2 and k = 1, 2, . . . , l. The
non-zero entries for the coefficients can be calculated and stored in a (N/4(N/2 + 3) +
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which when multiplied by the Peclet number gives the two required matrices C = −PλM
and D = PλM . Again the corresponding A
0
1n entries are set to zero.
The system of equations is solved using backslash in Matlab, resulting in a vector of
Ami,n values which can be used to construct ψ from equation (2.79).
Incorporating extra stress terms
The Newtonian problem is taken to initialise the iteration. Then, once the probability
density function is known, the velocity can be solved semi-analytically. This calculation






















































The θ– and φ– integrals are computed numerically using the left-hand rule and the z-
integrals are computed using the mid-point method. The solution is calculated iteratively,
as described in section 2.3.1.
Numerical Convergence
(a)
















Figure 2.12: Numerical convergence of the moments of ψ for an increasing number of
modes N . (a) 〈p21p3〉 and (b) 〈p21 + p23〉. Convergence is obtained for N = 10.
To optimise the efficiency of the above processes, the convergence of the spherical
harmonic solution and the finite difference approximation are investigated. To examine
the accuracy of the spherical harmonics solution, consider how the moments of ψ change
for increasing modes N . Figure 2.12 depicts the moments associated with the extra stress
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Figure 2.13: Convergence of the time and spatially averaged Newtonian velocity u∗ for
increasing steps in z∗. The number of gridpoints for convergence to 0.01% of the value of
u∗ is Z = 150.
terms,



























sin3 θ cos2 θ cos2 φψ dθ dφ. (2.101)
Both 〈p21 +p23〉 and 〈p21p23〉 are averaged over the channel, and their change with increasing
N is shown in figures 2.12a and 2.12b respectively. Once N = 10 the value of these
moments do not change, hence this is our choice for all numerical calculations.
Similarly, we investigate the convergence of the finite difference approximation. We
solve the Newtonian flow equations and average the velocity; figure 2.13 depicts how the
average changes when increasing the number of steps Z. The difference between the
average calculated at Z = 150 and Z = 200 is 0.01% of the value itself, hence we take
Z = 150 in our calculations.
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Figure 2.14: Results for the flow profile of a suspension of bacteriophage in a channel
with two walls in 3D orientation space. (a) Velocity profile (red) in comparison with
the Newtonian velocity profile (dashed line), (b) orientation parameter S changing across
the channel, where equation (1.20) (dashed line) is compared with equation (1.21). The
parameters used are given in table 2.1: G∗ = 4.4 × 103 Pa/m, h∗ = 3 × 10−4 m, and
n∗d = 7.33× 1017 phage/m3.
Results
The parameter values used initially are the same as those in table 2.1. First we see how the
velocity and orientation parameter change in z∗ (figure 2.14). The reduction in velocity
due to the phage, depicted by the red line in figure 2.14a, is almost unseen. Figure 2.14b
shows the orientation parameter S larger close to the walls and dropping to zero in the
centre of the channel for both the dashed and solid lines. However, we can see that the
version of the orientation parameter used in [68] does not predict as large a degree of
orientation; both the 2D and 3D versions of this equation differ from (1.20).
Next we consider how the number density and inlet pressure gradient influence the
velocity and orientation parameter (figure 2.15). The larger number density at each
pressure gradient is shown by the black dashed line; increasing the number density of
phage has no noticeable impact on the fluid velocity or orientation parameter. Increasing
the pressure gradient increases the velocity profile and hence the orientation parameter
away from the centre of the channel.
The orientation parameter and linear dichroism signal are calculated for a range of
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Figure 2.15: Velocity and orientation parameter for varying pressure gradient and particle
number density. (a) Velocity profile, and (b) orientation parameter. For all results, the
following pressure gradients are used: G∗ = 2×103 Pa/m (green line), G∗ = 4×103 Pa/m
(red line), G∗ = 6× 103 Pa/m (blue line), G∗ = 8× 103 Pa/m (purple line). The coloured
lines represent n∗d = 1 × 1017 phage/m3 and the black dashed line next to each result
signifies the same pressure gradient for n∗d = 1 × 1018 phage/m3. The channel depth
remains as h∗ = 3× 10−4 m.
number density and channel width in figure 2.16 where the orientation parameter is av-
eraged over the channel width. The orientation parameter increases with the channel
width, while the number density, as expected, has little impact (figure 2.16a). The linear
dichroism signal however behaves differently (figure 2.16b); here the number density is
having a more drastic effect, while increasing with the channel width as before.
Finally, we investigate the ability for the model to predict a maximum orientation
parameter by varying the channel depth and pressure gradient (figure 2.17), the two
parameters which have the largest impact. As seen in other results, the orientation
parameter increases as both the channel depth and pressure gradient increase; however
in figure 2.17 we see that S tends towards S ≈ 0.74 for a channel depth greater than




















































Figure 2.16: Orientation parameter and linear dichroism signal for a range of number
density and channel depth. (a) S and (b) LD. The pressure gradient is G∗ = 4.4 ×
103 Pa/m throughout.
2.4.2 Oscillating pressure gradient
Next we reconsider the theoretical oscillatory system, coupled this time with the 3D
Fokker-Planck equation. The equations governing the problem remain as (2.1), (2.2) and




The other variables are non-dimensionalised as in equations (2.67); the continuity








































As in the steady case, we iterate between the equation for ψ and u∗ to obtain a
solution.
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Figure 2.17: The limit of the degree of orientation as the channel depth h∗ and pressure
gradientG∗ increase. Each line represents a different pressure gradient: G∗ = 4×103 Pa/m
(green line), G∗ = 1 × 104 Pa/m (red line), G∗ = 5 × 104 Pa/m (blue line) and G∗ =
1× 105 Pa/m (purple line).
Solving the Fokker-Planck equation








where t∗ = τ/(6D∗r), Pλ(t) = γ̇
∗/6D∗r is the Peclet number and Λ(ψ) and Ω(ψ) are given
by (2.77) and (2.78) respectively. The numerical solution in [68] is adapted to account
for a time dependent Peclet number Pλ, then solved for each point in z
∗. The method is
detailed below.
The Fokker-Planck equation (2.104) is discretised using Spherical Harmonics [5, 68,
87]; assume the solution takes the form












n (cos θ) sin(mφ)
)
. (2.105)
This is substituted into equation (2.104), where Γ and Ω are given by (2.80)-(2.83).
Substituting (2.80)-(2.83) into (2.104), equating coefficients of sine and cosine terms,
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= −q(q + 1)
6










= −q(q + 1)
6








for integer N , q = 0, 2, . . . , N and p = 0, 2, . . . , n. Here, A00 0(t) = 1/4π to satisfy the
normalisation condition.
The ordinary differential equations (2.106) and (2.107) are solved numerically using
‘ode45’ in Matlab, by constructing an operator matrix identical to (2.94). The solution
can then be reconstructed using the spherical harmonic substitution (2.105). Once the
velocity is known, the new Peclet number can be calculated by calculating the shear rate
γ̇ = ∂u∗/∂z∗, which can be used to calculate ψ(θ, φ, t∗; z∗) and its moments.
Incorporating extra stress terms
The Newtonian flow is first calculated and the Fokker-Planck equation is solved. From
here, the moments of ψ(θ, φ, t∗, z∗) are calculated and the updated flow equations can be
solved numerically using a finite difference scheme.








u(−1, t) = u(1, t) = 0, u(z, 0) = 0. (2.109)







un+1i+1 − 2un+1i + un+1i−1
∆z2
, (2.110)
where i = 1, 2, . . . , Z, n = 1, 2, . . . , T represent the steps in z and t respectively and t has
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2 ) + uni , (2.111)
the left hand side matrix of coefficients and right hand side vector, Au = b, can be
constructed and solved at each time step to update the velocity. The left hand side
matrix is the tri-diagonal Z × Z matrix
A =

1 0 0 . . . . . . . . . 0
Cw C0 Ce 0 . . . . . . 0
0 Cw C0 Ce 0 . . . 0
...
. . . . . . . . . . . . . . .
...
...
. . . . . . . . . . . . 0
0 . . . . . . 0 Cw C0 Ce
0 . . . . . . . . . 0 0 1

, (2.112)
where Cw = Ce = −rz/∆z and C0 = 1 + 2rz/∆z, for rz = ∆t/(α2∆z) and the first




i(tn+π2 )∆t/α2, where bn1 = b
n
Z = 0 are set to satisfy the boundary conditions.
The matrix equation is solved at each time step using backslash in Matlab where the fluid
is assumed to be initially at rest.
For the suspension model, a similar approach is taken. Due to the extra complexity,








2 ) + α̂n+1i + A
n+1
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sin2 θ cos θ cosφψ dθ dφ, (2.115)
and dA = ∂A/∂z are known functions of z and t. The left hand side matrix is the tri-
diagonal matrix (2.112), but the entries now vary depending on the sign of dA. When
dAni ≥ 0,


















and when dAni < 0



























Figure 2.18: Convergence of the finite difference method with increasing time steps T .
The number of steps for z has been set as Z = 150. Convergence to 0.01% of the value of
u∗ was achieved for T = 3200.
These values are stored in a Z×T matrix and, at each point in time, the associated vectors
are chosen from Cw, C0 and Ce to form the entries of the tri-diagonal matrix. The right
hand side vector is now given by bni = u
n
i + e
i(tn+π2 )∆t/α2 + α̂ni ∆t/α
2, with equivalent
boundary conditions. The solution method for the Newtonian problem is repeated here.
Numerical convergence
We consider the convergence of the numerical methods to optimise the computational
efficiency and accuracy. The convergence of the spherical harmonic scheme is unchanged
from the steady case, i.e. N = 10, and the step size for z∗ is kept as Z = 150. Figure 2.18
shows how the time and spatially averaged velocity changes with increasing time step and
shows convergence to within 0.01% at T = 3200.
Results
We use the parameter values defined in table 2.1 and α2 ≈ 18.95 for ω∗ = 200 rad/s.
Results for velocity, orientation parameter and linear dichroism signal are explored for a
range of particle number density, inlet pressure gradient, oscillating frequency and channel
depth. Again, spatial and temporal averages, averaging over one half of a time period,
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Figure 2.19: Velocity and orientation parameter over five oscillations. (a) Velocity profile
and (b) orientation parameter. Four different z∗ values are presented: z∗ = 0 m (green
line), z∗ = 1× 10−4 m (red line), z∗ = 2× 10−3 m (blue line) and z∗ = 3× 10−3 m (purple
line).
and the peak values over a time period are considered. The results for Speak and LDpeak
have been presented in appendix A.1.
First, figure 2.19 depicts the results for velocity and orientation parameter, calculated
using the values provided by Linear Diagnostics Ltd. Since the system starts from rest,
five oscillations are plotted to understand how these profiles develop. The velocity profile
is shown in figure 2.19a, for a range of z∗ values. Close to the walls the velocity is zero,
and increases sharply towards the centre of the channel. We see that as the oscillations
develop the velocity moves to oscillate about u∗ = 0. Figure 2.19b depicts the orientation
parameter, varying with time over five oscillations, for a range of z∗ values in the top
half of the channel. It appears to take the form of two Fourier modes, and as we move
closer to the channel walls the shear rate, and hence the orientation parameter, increases.
To check when the results become pseudo-steady, i.e. the results no longer vary between
oscillations, the orientation parameter and velocity, averaged over space, were compared in
successive time periods. We find the difference between the seventh and eighth oscillations












































Figure 2.20: Velocity, averaged over space and time, and linear dichroism signal, averaged
over time, for a range of inlet pressure gradient and oscillating frequency. (a) u∗av and
(b) LDav. The channel depth and number density remain the same, h
∗ = 3× 10−4 m and
n∗d = 7.33× 1017 phage/m3 respectively.
averages are taken in the eighth oscillation to describe the long-time behaviour of the
results.
Next, the velocity profile and expected linear dichroism signal are compared for a range
of pressure gradient and oscillating frequency (figure 2.20). As the oscillating frequency
increases, the absolute value of the velocity decreases (figure 2.20a), in turn decreasing
the linear dichroism signal (figure 2.20b). In contrast, increasing the pressure gradient
increases both the velocity and signal at approximately the same rate. The peak linear
dichroism signal over an oscillation has been plotted for a range of oscillating frequency
and pressure gradient (figure A.1) and, as seen in section 2.3.2, the peak values are larger
in general than the corresponding averages.
Based on the results in section 2.3, we investigate how the relationship between Sav
and channel depth changes as oscillating effects begin to dominate the flow (figure 2.21).
Firstly, Sav is plotted as the channel depth increases for a number of oscillating frequencies
(figure 2.21a). We find that as the oscillating frequency increases, the dependence reverses;
for small ω∗, the orientation increases as the channel depth increases, whereas when
ω∗ > 30 rad/s the relationship swaps and h∗ also has a diminished impact. This is
highlighted by figure 2.21b, where Sav is plotted against ω
∗ for a range of h∗ values.
58
(a)





















Figure 2.21: Sav changing with channel depth and oscillating frequency. (a) Sav changing
with channel width for multiple oscillating frequencies: ω∗ = 1 rad/s (green line), ω∗ =
10 rad/s (red line), ω∗ = 20 rad/s (blue line) and ω∗ = 40 rad/s (purple line). (b) Sav
changing with oscillating frequency for multiple h∗ values: h∗ = 2.5 × 10−4 m (green
line), h∗ = 3 × 10−4 m (red line), h∗ = 3.5 × 10−4 m (blue line), h∗ = 4 × 10−4 m
(purple line). The pressure gradient is G∗ = 4.4 × 103 Pa/m and the number density is
n∗d = 7.33× 1017 phage/m3 throughout.
Finally we investigate how the orientation parameter and expected linear dichroism
signal change with number density and channel depth (figure 2.22), for small and large
oscillating frequencies. When ω∗ is small (figure 2.22a and b) increasing the channel depth
increases the orientation parameter, with the number density forcing a small decrease;
increasing number density has a much larger impact to increase the signal. However,
when ω∗ = 200 rad/s (figure 2.22c and d), the relationship switches so that increasing
the channel width decreases both the orientation parameter and linear dichroism signal,
agreeing with the results in the previous section (figure 2.16). For comparison, the same
results plotted with the peak orientation parameter and linear dichroism signal (Speak and
LDpeak respectively) in figure A.3; these results are larger in comparison to the equivalent




































































































Figure 2.22: Orientation parameter and linear dichroism signal for a range of particle
number density and channel depth. (a) and (c) Sav and (b) and (d) LDav. The pressure
gradient is G∗ = 4.4 × 103 Pa/m and the oscillating frequency is ω∗ = 10 rad/s for (a)
and (b) and ω∗ = 200 rad/s for (c) and (d).
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2.5 Discussion
A suspension of bacteriophage in a thin rectangular channel has been modelled by coupling
the flow equations to an equation describing the distribution of bacteriophage orientation.
The bacteriophage were initially able to rotate in 2D, where lubrication theory, a pertur-
bation expansion and numerical methods have been used to approximate the flow. Steady
and oscillatory flows have been considered, introducing a perturbation expansion in the
particle volume fraction for oscillatory flow. This was then extended so the bacterio-
phage had a full range of rotation described by the 3D Fokker-Planck equation; spherical
harmonics were utilised to obtain a solution for the distribution of fibre orientation. The
steady flow profile was solved semi-analytically and the oscillating flow used a fully numer-
ical finite difference approach. The velocity, orientation parameter and linear dichroism
signal are compared for a range of pressure gradient, oscillating frequency, channel depth
and number density. Results have been plotted in dimensional quantities where possible.
The steady flow profile shows only a small deviation from the Newtonian case. When
the velocity reaches its maximum at the centre of the channel, the shear rate is zero, and
so we have zero alignment. This also increases, along with the shear rate, close to the
channel walls, as seen throughout the results. The bacteriophage prefer to align in the
flow direction due to the induced shear rate, represented by the peak in the probability
density function value close to φ = 0. Increasing the particle number density slightly
decreases the velocity, due to an enhanced apparent viscosity, and finally, increasing the
pressure gradient increases the velocity as expected, since the force on the fluid is greater.
The orientation parameter mainly displays comparable results; however no changes
result from varying the number density. Particle-particle interactions are neglected in
this study and so changing the number of particles should not change their alignment
more than a slight reduction in the shear rate. An increase in the pressure gradient
increases the Peclet number Pλ = γ̇
∗/D∗r , and so flow effects dominate diffusive effects to
increase the degree of orientation. Increasing the depth of the channel increases the shear
rate produced (the shear rate γ̇∗ = ∂u∗/∂z∗ scales as G∗h∗/µ∗) which in turn increases
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the orientation parameter. To maintain the pressure gradient in a larger channel, the flow
rate must increase, leading to a larger shear rate and alignment.
The impact of number density on linear dichroism signal is more striking than the
other parameters; increasing the number density decisively increases the signal. Having a
greater number of particles in a sample means that a larger number will be aligned, even
though the proportion which aligns is unchanged; this increases the absorption of light
and the signal produced. The signal exhibits the same characteristics as the orientation
parameter when the channel depth and pressure gradient are varied.
For the oscillatory case, increasing the oscillating frequency decreases the magnitude
of all results. The oscillating frequency describes how quickly the flow direction changes,
increasing this means the fibres are forced to change direction quicker and hence do not
achieve as large a velocity or alignment. Since the variation from the Newtonian flow is
small for varying number density, this reinforced the approach of a perturbation expansion
in the volume fraction. However, when incorporating 3D rotation, this expansion was not
used. Here, the flow takes a while to settle into a pseudo-steady state; the initial oscillation
causes unrest in the system which takes time to dampen. When the oscillations are slow,
all results in the steady case are mirrored by the oscillating flow results. However, when
the oscillations become more rapid, the relationship between orientation parameter and
channel depth reverses, a result mirrored by the linear dichroism signal. The inertial effects
are dominating the orientation when ω∗ is large. For slow oscillations (ω∗ ≈ 10 rad/s),
the spatially averaged orientation parameter does not differ much from that produced
in steady flow (Sav ≈ 0.1 − 0.2 for oscillating and S ≈ 0.3 for steady). The oscillating
system may be practical if the oscillations are slow; the orientation rapidly decreases as
the oscillations increase, reducing the signal comparative to steady flow.
To further predict the feasibility of the oscillating system, the time-averaged orienta-
tion parameter and linear dichroism signal were compared with the peak over an oscilla-
tion. In general the peak values were larger than the time-averaged values, an unsurprising
result given the oscillating nature of the flow. If the light absorption can be measured at
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quick enough speeds, it would be possible to detect the maximum signal, resulting in a
larger signal than would be acquired by averaging over multiple time steps.
In general, the results presented from the 2D Fokker-Planck equation agreed with those
for the 3D equation, though the magnitude of the results was reduced for 3D rotations.
This agreement is mirrored by the comparison between 2D and 3D FENE models for
suspensions of dumbbells [10]. For 3D tumbling, a lower degree of alignment is seen
in general as the fibres may be rotating out of the plane in which the signal is taken;
since this is not taken into account in the 2D model, it is beneficial to consider the full
Fokker-Planck equation, even with the simplification of α0 = 1 (α0 ≈ 0.9999 for M13
bacteriophage). The 3D model predicts a maximum degree of orientation of S ≈ 0.74,
corresponding to a channel depth around h∗ ≈ 4× 10−3 m and pressure gradient around
G∗ ≈ 5×104 Pa/m; increasing the values above this would have no benefit to the system.
Further, as h∗ becomes larger, the possibility of light scattering and hence signal noise
increases. We have shown that the orientation parameter used in [68] does not capture
all features of the orientation of the system, as it would for flat membranes where the
distribution is dependent on fibre movements in one plane only.
We predict that an increase in the pressure gradient will increase the signal produced
in general. Further, we believe a deeper channel may result in a stronger signal for
steady flow; an increased number of phage are between the light source and the detector,
allowing for more absorption. We also predict that increasing the number density of
the phage would increase the apparent viscosity of the fluid-phage composite, in turn
reducing the velocity, with the impact on the signal to be determined. Finally, increasing
the oscillating frequency is creating more disturbances in the channel and hence would
reduce the overall signal produced. This work provides a platform to consider flow through
a thin 3D channel, enabling a more accurate prediction of the flow profile and degree of
orientation. The flow channel of interest is a thin rectangular channel, the width and
depth of the channel are comparable and so all their contributions should be included.
The solutions obtained could also be used to predict orientation speeds of bacteriophage
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at different inlet pressure gradients or an investigation into the collective behaviour of
these fibres in flow. Experimentally verifying the maximum degree of alignment would be
of interest, along with comparing alignment in different flow set-ups with our predictions.
A peristaltic pumping mechanism may be of interest to recirculate the sample, as an
alternative to an oscillating pump. Finally, a consideration for light scattering must be
made; a higher proportion of phage may increase the noise and hence decrease the signal.
2.6 Summary
The key findings in this chapter are summarised here:
• Oscillating flow achieves weaker but still useful alignment for slow oscillations, in-
creasing the oscillating frequency further reduces the alignment.
• For steady flow, the model predicts a maximum achievable degree of orientation
S ≈ 0.74.
• Increasing the channel width and pressure gradient increases the orientation in
steady flow and for slow oscillations.
• Oscillating flow will optimise differently, the orientation has a non-monotonic re-
sponse to h∗, depending on the size of ω∗.
• The peak orientation parameter and linear dichrosim signal over one oscillation is
larger in general than the time averaged version; rapid signal detection may provide
a larger signal as opposed to averaging multiple measurements.
• Incorporating 3D rotations slightly decreased the degree of orientation due to par-
ticles rotating out of plane, however the results in general displayed the same be-
haviour.
In the following chapter, a full 3D channel is coupled with the 3D Fokker-Planck equation.
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CHAPTER 3
PREDICTING ORIENTATION AND LINEAR
DICHROISM SIGNAL OF SUSPENSIONS: FLOW
IN 3D RECTANGULAR CHANNELS
This chapter extends the work in chapter 2 to solve the coupled problem for a full 3D
channel. The 3D flow equations are coupled with a 3D Fokker-Planck equation to predict
alignment and signal in thin rectangular channels. As before, this is relevant to the
industrial problem associated with Linear Diagnostics Ltd.
3.1 Introduction
The shear-induced orientation of a suspension of passive bacteriophage is considered for
thin 3D rectangular channels in this chapter. Linear Diagnostics Ltd aim to optimise
the signal to noise ratio produced by the alignment of bacteriophage suspensions in these
thin rectangular channels. Currently, the fluid is recirculated either by a pump or via the
peristaltic motion of a section of the channel. In comparison with chapter 2, where flow
through a thin channel bound by two walls is modelled, we investigate flows of suspensions
in thin rectangular channels where only the flow direction is assumed infinite. Previous
work into 3D suspensions has included modelling pulp fibres in 3D turbulent flow [17]
and 3D FENE models of dumbbell suspensions [10]; these works consider an imposed
flow and calculate the impact on the particles. Here we iteratively couple the fluid and
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particle equations which has been done for 2D suspensions in [12] and where all stress
terms associated with particle suspensions are included in chapter 2.
The 3D flow channel in this chapter introduces a degree of mathematical complexity;
the problem is now dealt with numerically, using either a finite difference approxima-
tion or an alternating direction implicit (ADI) method for time-dependent flows. The
enhancement to the stress tensor, described by Pedley & Kessler [76], is again used here
and the Fokker-Planck equation is used to determine the degree of orientation in the
system. We use spherical harmonics to solve the Fokker-Planck equation, following the
method of [68, 87], and couple the flow and orientation distribution equations iteratively
for both steady and oscillatory flows. This study is the first to solve the coupled flow and
distribution equations for a suspension of elongated particles in 3D channel flow.
The chapter is organised as follows: the Navier-Stokes and Fokker-Planck equations,
along with all related equations, are summarised in section 3.2. The steady problem is
discussed in section 3.3; the numerical solution for 3D Newtonian flow and for a fibre
suspension are presented and results are displayed for a range of parameter values. The
theoretical oscillatory problem is then presented in section 3.4, where an ADI method
is utilised to solve the flow problem. Finally, results are discussed and compared with
chapter 2 in section 3.5.
3.2 Summary of equations governing fibrous fluids
A summary of the equations discussed in chapter 1 are given here. The dimensional





+ (u∗ · ∇∗)u∗
)
= ∇∗ · σ∗, (3.1)
∇∗ · u∗ = 0, (3.2)
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where ρ∗ is density, u∗(x∗, t∗) is the velocity vector for spatial coordinate x∗ and time t∗,
σ∗ is the stress tensor and ∇∗ is differentiation in Cartesian space. The asterisk notation
represents dimensional variables.
To determine the bulk stresses in the fluid due to the particles, we define a probability
density function ψ(θ, φ,x∗, t∗) satisfying the Fokker-Planck equation [68],
∂ψ
∂t∗
+∇p · (Ω∗ψ) = D∗r∇2pψ, (3.3)
where p is the unit orientation vector, ∇p represents differentiation in p-space and D∗r is
the rotational diffusion constant. The evolution of director p is given by
Ω∗ = (I − pp) · (α0e∗ + ω∗) · p, (3.4)
where e∗ = (∇∗u∗+∇∗u∗T )/2 is the rate of strain tensor, ω∗ = (∇∗u∗−∇∗u∗T )/2 is the
vorticity tensor and α0 = (r
2 − 1)/(r2 + 1) describes how slender the body is [39]. The
distribution function has two conditions, periodicity and the normalisation condition,
∫
s
ψdp = 1, (3.5)
where s is the unit surface of a sphere.
Following Pedley & Kessler [76], the enhanced stress tensor for a suspension of particles
is





where the Newtonian contribution is
σ∗I = −P ∗I + 2µ∗e∗, (3.7)
for pressure P ∗, identity matrix I and viscosity µ∗. Here, σ∗D is the extra stress due to









































where Φ is the volume fraction and αi (i = 2 . . . 5, r) are constants related to the aspect
ratio of the particle. A term accounting for the self-motile behaviour of a suspension can
also be defined (equation (1.11) in chapter 1), however in the present study the elongated
fibres are taken to be passive M13 bacteriophage and so this term is neglected. Each
parameter (αi, i = 2, . . . , 5, αr) can be represented in terms of ellipsoidal integrals [2, 44],
which are detailed in equations (1.12)-(1.16) in chapter 1.
Finally, the degree of orientation of a system can be described by an orientation
parameter, S, calculated as
S = 〈p2x∗〉 − 〈p2y∗〉,
= 〈sin2 θ cos2 φ〉 − 〈sin2 θ sin2 φ〉.
(3.10)
It is assumed that x∗ is the macroscopic orientation axis, or flow direction, and the linear
dichroism light source is directed down through the channel; thus the polarisation is
parallel and perpendicular to the x∗–direction and lies in the x∗–y∗ plane (figure 3.1a). A
distribution of the fibre orientation is expected and their orientation can be described by
orientation angles away from the coordinate axis, shown in figure 3.1b.
3.3 Steady flow
Consider a 3D rectangular channel of width 2W ∗, depth 2h∗ and length scale L∗, where















Figure 3.1: Schematic of the flow of a fibre-laden fluid, with a distribution of orientation,
in a thin rectangular channel. (a) Rectangular channel of width 2W ∗ and depth 2h∗
and the x∗–axis is the molecular orientation axis. The linear dichroism signal compares
absorption of light parallel and perpendicular to the flow direction, highlighted by the
arrows to the left of the channel. (b) The orientation angles θ ∈ [0, π] and φ ∈ [0, 2π)
away from the coordinate axis describe the orientation of the fibres.
flow direction induced by a constant pressure gradient, or molecular orientation axis, is
the x∗-direction (figure 3.1a). The boundary conditions are given by no slip at the walls,
u∗(x∗,−W ∗, z∗) = u∗(x∗,W ∗, z∗) = 0, u∗(x∗, y∗,−h∗) = u∗(x∗, y∗, h∗) = 0,
v∗(x∗,−W ∗, z∗) = v∗(x∗,W ∗, z∗) = 0, v∗(x∗, y∗,−h∗) = v∗(x∗, y∗, h∗) = 0,
w∗(x∗,−W ∗, z∗) = w∗(x∗,W ∗, z∗) = 0, w∗(x∗, y∗,−h∗) = w∗(x∗, y∗, h∗) = 0.
(3.11)
Since the width and depth of the channel are comparable and much smaller than
the length scale, we use a lubrication approximation, by introducing the dimensionless
parameter δ = h∗/L∗  1 to allow in depth analysis of the significant hydrodynamic
interactions.
The problem is solved using an iterative approach, initially taking the Newtonian flow
profile and using this to calculate the orientation distribution. After this, the moments of
ψ can be calculated and used to solve the Navier-Stokes equations with extra stress terms;
the above process is repeated until convergence is achieved. We begin by discussing the
solution to the Fokker-Planck equation.
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3.3.1 Calculating the orientation distribution function
With a known velocity, initially the Newtonian solution, the orientation distribution of
the bacteriophage can be calculated by considering each point in the cross-section of the
channel; the particles in the flow are small enough that each particle at a point in space
will experience an approximately linear flow, and hence a constant shear rate γ̇∗. This
method follows exactly from Chapter 2 and is summarised here.
To investigate 3D orientation of bacteriophage, first express the unit orientation vector
p as
p = (sin θ cosφ, sin θ sinφ, cos θ), (3.12)
for θ ∈ [0, π] and φ ∈ [0, 2π), angles away from the coordinate axis (figure 3.1b). Following




Λ(ψ) = PλΩ(ψ), (3.13)
where Pλ = γ̇































The Fokker-Planck equation (3.13) is spatially discretised via Spherical Harmonics













n (cos θ) sin(mφ)
)
, (3.16)
where Pmn are the associated Legendre polynomials. By substituting (3.16) into equation
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(3.13), Γ and Ω are given by
Λ(Pmn (cos θ) cos(mφ)) = −n(n+ 1)Pmn (cos θ) cos(mφ), (3.17)
Λ(Pmn (cos θ) sin(mφ)) = −n(n+ 1)Pmn (cos θ) sin(mφ), (3.18)







n (cos θ) sin(mφ), m ≥ 0, (3.19)







n (cos θ) cos(mφ), m > 0. (3.20)
The first two results stem from the definition of a spherical harmonic, i.e. the solution to
the spherical part of Laplace’s equation on a sphere; the other two are a linear combination
of spherical harmonics where there are seven non-zero constants am,pn,q , reproduced from
[5, 87] and given in section 2.4 of chapter 2. The resulting system of equations for Am0n
and Am1n, found by equating coefficients of sine and cosine, are
q(q + 1)
6


















for integer N , q = 0, 2, . . . , N and p = 0, 2, . . . , n. Here, A00 0 = 1/4π to satisfy the
normalisation condition, and we have A01n = 0 for all n. Due to particle symmetry, if n
or m are odd then Am0n = A
m
1n = 0.
Equations (3.21) and (3.22) are solved numerically by setting up a matrix of equations
and using the direct solver backslash in Matlab. This method is detailed in section 2.4 of
chapter 2 and so is not repeated here.
3.3.2 Calculating the flow profile
With a known orientation distribution ψ(θ, φ, y∗, z∗), the extra stress terms in the Navier-
Stokes equations, and hence the velocity, can be calculated. To begin with, the equations
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are non-dimensionalised and a lubrication approximation is used to simplify the fluid
equations. The matrix equation and numerical methods are discussed for Newtonian and
fibre-laden flows.
Non-dimensionalisation



















Upon scaling the system, neglecting terms O(δ) and smaller, the continuity equation is
unchanged and the Navier-Stokes equations reduce to
−1 = ∂
∂y




















































































where the y– and z–components of the dimensionless Navier-Stokes equations suggest
P = P (x) and so the pressure gradient reduces to −1. In comparison with chapter 2, the
distribution is not necessarily symmetric in y and so all moments of ψ are retained. The
boundary conditions are now given by
u(x,−W, z) = u(x,W, z) = 0, u(x, y,−1) = u(x, y, 1) = 0, (3.25)
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where W = W ∗/h∗. This is solved numerically using a finite difference scheme.
Numerical method
To solve the fluid problem we construct a matrix equation by employing a finite difference
scheme to discretise spatial derivatives. We begin by solving the problem for steady
Newtonian flow,







The equation is discretised as





















for step sizes ∆y and ∆z and where i = 1, 2, . . . , Y represent spatial gridpoints in y and
j = 1, 2, . . . Z represent gridpoints in z.
We express equation (3.27) in a matrix system Au = b, where u is the vector
u = (u1,1, u1,2, . . . u1,Z , u2,1, . . . ui,j, . . . uY,1, . . . uY,Z)
T , (3.28)
and by constructing a sparse Y Z × Y Z matrix,
A =

I 0 0 · · · · · · · · · 0
B C B 0 · · · · · · 0
0 B C B 0
...
...
. . . . . . . . . . . . . . .
...
...
. . . . . . . . . . . . 0
0 · · · · · · 0 B C B
0 · · · · · · · · · 0 0 I

. (3.29)
Here, B, C, I and 0 are Z × Z matrices arranged in the Y × Y matrix (3.29); I is the
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identity matrix, 0 is a matrix of zeros,
B =

1 0 0 . . . . . . 0
0 ry 0 . . . . . . 0
...
. . . . . . . . .
...
...
. . . . . . . . .
...
0 0 ry 0
0 . . . . . . 0 0 1

, (3.30)




1 0 0 . . . . . . 0
rz −2r rz 0 . . . 0
0 rz −2r rz . . .
...
...
. . . . . . . . . . . . 0
0 . . . 0 rz −2r rz
0 . . . . . . 0 0 1

, (3.31)
for rz = 1/∆z




. The right hand side vector consists of minus
one entries, where the corresponding no-slip boundary conditions are set to zero, i.e.
entries i = 1, Y and j = 1, Z. This system is solved using the direct solver backslash in
Matlab and the resulting vector is reshaped to obtain a Y × Z matrix for the velocity u.
From here, the velocity is re-dimensionalised and the shear rate can be calculated at each












Once the Newtonian profile has been established, the Fokker-Planck equation can be
solved via the methods discussed in chapter 2 and briefly described in section 3.3. The
resulting orientation distribution ψ(θ, φ, y∗, z∗) and its moments are then used to solve
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ui+1,j − 2ui,j + ui−1,j
∆y2
+Ki,j
ui,j+1 − 2ui,j + ui,j−1
∆z2
+ Li,j




where the second order derivatives are discretised via second order central differences, an









































































































































The operator matrix A takes on a similar form to (3.29),
A =

I 0 0 · · · · · · · · · 0
B2 C2 D2 0 · · · · · · 0
0 B3 C3 D3 0
...
...
. . . . . . . . . . . . . . .
...
...
. . . . . . . . . . . . 0
0 · · · · · · 0 BY−1 CY−1 DY−1
0 · · · · · · · · · 0 0 I

. (3.40)




0 0 0 . . . . . . . . . 0
Ei,2 C
(w,0)






. . . . . . . . . . . . . . .
...
...
. . . . . . . . . . . . 0
0 · · · · · · 0 Ei,Z−1 C(w,0)i,Z−1 −Ei,Z−1






















. . . . . . . . . . . . . . .
...
...
. . . . . . . . . . . . 0














0 0 0 . . . . . . . . . 0
−Ei,2 C(e,0)i,2 Ei,2 0 . . . . . . 0
0 −Ei,3 C(e,0)i,3 Ei,3 0
...
...
. . . . . . . . . . . . . . .
...
...
. . . . . . . . . . . . 0
0 · · · · · · 0 −Ei,Z−1 C(e,0)i,Z−1 Ei,Z−1
0 · · · · · · · · · 0 0 0

. (3.43)
The various matrix entries are given by expressions relating to (3.34)-(3.39) and depend
upon the sign ofG andH at each point in space; for brevity they are detailed in appendix
B.1. The right hand side vector is now given by b = −1− F , where F is restructured in
the same way as the velocity, and the matrix system is solved using backslash in Matlab.
The above process is repeated until the solution converges, the iterative process is as
follows:
• Calculate the Newtonian velocity profile, u(0)(y, z), re-dimensionalise and evaluate
the probability density function ψ(0)(θ, φ, y∗, z∗).
• The moments of ψ(0)(θ, φ, y∗, z∗), and hence the updated velocity u(1)(y, z), can be
calculated from ψ(0)(θ, φ, y∗, z∗).
• The dimensional velocity u∗(1)(y∗, z∗) can then be used to calculate the probability
density function ψ(1)(θ, φ, y∗, z∗).
• Repeat the above steps where, for a given iteration step, we have
ψ(n)(θ, φ, y∗, z∗) = f(θ, φ, y∗, z∗, u∗(n)), u(n+1)(y, z) = g(y, z, ψ(n)),
where f and g are the numerical solutions to the Fokker-Planck equation and the



















Figure 3.2: Convergence of the spatially averaged velocity u∗ for an increasing number
of steps in y∗ and z∗. The grid points where convergence is achieved are Y = 150 and
Z = 120.
• The iteration terminates when
||u(n+1) − u(n)|| < τ
, for some tolerance τ .
We require an absolute tolerance of τ = 10−8 in our numerical calculation.
Numerical convergence
As in chapter 2, we know that N = 10 ensures convergence of the solution to the Fokker-
Planck equation, so it remains to check the finite difference approximation for the number
of steps Y and Z. Figure 3.2 shows the spatially averaged velocity u∗ for increasing
gridpoints Y and Z; the results agree to within 0.01% at Y = 150 and Z = 120.
3.3.3 Results
The velocity, orientation and linear dichroism signal are compared for a range of particle
number density, channel dimensions and pressure gradient. Initially, the parameters pro-
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Table 3.1: Summary of parameter values discussed in chapter 2. Parameters a∗, b∗,
T ∗, µ∗, K∗B and D
∗
r are unchanged throughout the results, all others are subject to vari-
ation.
Parameter Description Units Value
a∗ Particle length m 8× 10−7
b∗ Particle width m 6× 10−9
T ∗ Temperature (water) K 295
µ∗ Viscosity (water) Pa s 9.5× 10−4
K∗B Boltzmann constant Kg m
2/K s2 1.38× 10−23
D∗r Diffusion coefficient s
−1 40.65
h∗ Channel half-depth m 3× 10−4
W ∗ Channel half-width m 1× 10−3
n∗d Number density phage/m
3 7.33× 1017
G∗ Pressure gradient Pa/m 4.4× 103
Φ Volume fraction - 1.11× 10−5
PG Peclet number - 34.17
vided by Linear Diagnostics Ltd. are used; these parameters are detailed in the results
section of section 2.3 and summarised in table 3.1. The notation · represents the spatial







· dy∗ dz∗, (3.44)
and the linear dichroism signal is assumed proportional to the particle number density









for extinction coefficient ε∗, molecular weight m∗w and Avagadro constant N
∗
A.
Figure 3.3 depicts the velocity profile, orientation parameter and linear dichroism
signal through the cross section of the channel whereG∗ ≈ 4.4×103 Pa/m, h∗ = 3×10−4 m,
W ∗ = 1 × 10−3 m and n∗d ≈ 7.33 × 1017 phage/m3. The velocity increases from zero at
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the channel walls to a maximum in the centre (figure 3.3a), corresponding to a minimum
in the orientation parameter (figure 3.3b). The linear dichroism signal is highest near the
channel walls and drops off towards the centre (figure 3.3c); there is an increase in the
centre of the channel however, where a larger contribution from the orientation parameter
comes from near the walls at z∗ = −h∗ and z∗ = h∗.
The orientation parameter is plotted against z∗ for multiple points across the channel
width in figure 3.4a and compared to the results for the 3D channel bound by two walls
(chapter 2), and those produced from (1.21), in figure 3.4b. Towards the centre of the
channel, the pink line in figure 3.4a matches the blue line in figure 3.4b, i.e. the simplified
channel matches the behaviour in the centre of the full 3D channel. As we move away from
the centre, the orientation parameter is increasing; at the wall the relationship between
S and the channel depth inverts so that the alignment is at its highest at z∗ = 0. When
comparing the simplified channel to the full 3D approximation, we take the average of S
across the channel width and compare it to the calculation in section 2.4.1 of chapter 2.
The red line in figure 3.4b, showing the width-averaged orientation parameter calculated
in the current chapter, does not reach zero at the centre of the channel; in comparison,
the simplified approximation, shown by the blue line, predicts no alignment at the centre
of the channel. The range of results is also smaller in the current work, with the average
over the depth being S ≈ 0.33 as opposed to S ≈ 0.27 for the simplified channel. We
compare the 2D and 3D orientation parameter with equation (1.21) (black dashed line);
the profile calculated from (1.21) is similar to S (black dashed and red lines respectively),
however equation (1.21) still predicts a lower degree of orientation across the channel.
Next we consider how the pressure gradient G∗ and particle number density n∗d impact
the spatially averaged orientation parameter S and linear dichroism signal LD. In figure
3.5a we see that increasing the pressure gradient increases S, though the increase is not
linear. The number density is only having a very small impact to decrease the orientation
parameter, seen in the magnified section; when n∗d = 1 × 1018 phage/m3 the difference
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Figure 3.3: Initial results for (a) velocity profile, (b) orientation parameter and (c) linear
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Figure 3.4: (a) The orientation parameter calculated at different points across the channel
width: y∗ = 1× 10−3 m (blue line), y∗ = 0.9× 10−3 m (orange line), y∗ = 0.45× 10−3 m
(green line) and y∗ = 0 m (pink line). (b) A comparison between the width averaged
orientation parameter calculated in the current chapter (red line), the definition used by
McLachlan et. al [68] (black dashed line) and the orientation parameter calculated in
section 2.4.1 of chapter 2 for a channel bound only by two walls (blue line).
between number density and linear dichroism signal, increasing the number density has a
much more drastic impact (figure 3.5b).
Finally, the channel dimensions were varied and the orientation parameter was calcu-
lated. Figure 3.6a depicts S varying with channel width and depth; increasing the channel
depth increases S as expected, however increasing the width appears to only impact the
results when W ∗ is small. This has been shown in figure 3.6b, where S is compared for
increasing channel width and multiple values of small W ∗. When the width is small,
increasing it increases the degree of orientation in the channel; as the width increases
however, its impact becomes less prominent.
3.4 Oscillatory flow
Next, consider an oscillatory flow system. Theoretically, the fluid is not recirculated but
contained within a smaller channel and moves back and forth in front of light sensors.
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Figure 3.5: (a) S and (b) LD changing with increasing pressure gradient G∗ for three dif-
ferent particle number densities: n∗d = 1×1016 phage/m3 (red line), n∗d = 1×1017 phage/m3






























Figure 3.6: Results for varying channel dimensions. (a) S for a range of channel width and
depth, (b) S changing with increasing channel depth h∗ for multiple small channel width
values: W ∗ ≈ 0.5×10−3 m (black line), W ∗ ≈ 0.6×10−3 m (blue line), W ∗ ≈ 0.7×10−3 m
(red line) and W ∗ ≈ 0.8× 10−3 m (green line).
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sample needed and so we seek to determine the feasibility and effectiveness of producing
a signal via oscillating flow. Here we redefine the pressure gradient as,
∂P ∗
∂x∗
= G∗ exp(iω∗t∗), (3.46)
for oscillating frequency ω∗. The Fokker-Planck and flow equations are coupled iteratively;
the velocity is re-dimensionalised before substitution into the Fokker-Planck equation.
3.4.1 Calculating orientation distribution







where Pλ = γ̇
∗/6D∗r is the Peclet number, t
∗ = τ/6D∗r and Λ and Ω are given by (3.14)
and (3.15) respectively.
We assume at each point in the channel the flow is approximately linear, and so the
shear rate is constant. Hence, the Fokker-Planck equation (3.47) is solved for each point
in the cross-sectional face of the channel. Discretise the orientation distribution function
spatially in the basis of spherical harmonics,












n (cos θ) sin(mφ)
)
. (3.48)
This is substituted into equation (3.47), where Λ and Ω are given by (3.17)-(3.20).
Substituting (3.17)-(3.20) into (3.47), equating coefficients of sine and cosine terms,
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= −q(q + 1)
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= −q(q + 1)
6








for integer N , q = 0, 2, . . . , N and p = 0, 2, . . . , n. Here, A00 0(t) = 1/4π to satisfy the




1n = 0 for odd n, m.
The ODEs (3.49) and (3.50) are solved numerically using ‘ode45’ in Matlab; the equa-
tions are first written in a matrix system, described for solving the steady Fokker-Planck
equation in section 2.4 of chapter 2. The solution can then be reconstructed via (3.48)
and the moments of ψ(θ, φ, t∗; y∗, z∗) can be calculated. From here, the Navier-Stokes
equations with extra stress terms can be solved numerically.
3.4.2 Calculating the flow profile
We solve the Navier-Stokes equations (3.1), along with extra stress terms (3.7)-(3.9), and
the continuity equation (3.2) for oscillating pressure gradient (3.46).
The dimensional scalings used for steady flow (equation (3.23)) are used here, and
the time is scaled against the oscillating frequency, t∗ = t/ω∗. Scaling equations (3.1)
and (3.2), retaining terms larger than O(δ), the continuity equation is unchanged and the
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The no-slip conditions are
u(x,−W, z, t) = u(x,W, z, t) = 0, u(x, y,−1, t) = u(x, y, 1, t) = 0,
v(x,−W, z, t) = v(x,W, z, t) = 0, v(x, y,−1, t) = u(x, y, 1, t) = 0,
w(x,−W, z, t) = w(x,W, z, t) = 0, w(x, y,−1, t) = u(x, y, 1, t) = 0,
(3.52)
where W = W ∗/h∗ and it is assumed the system is initially at rest, accounted for by
altering the dimensionless pressure gradient to ∂P/∂x = exp(i(t+ π/2)).
Numerical method
We solve for the velocity using an ADI method; this method splits each discretised time
step in half and solves implicitly for one spatial variable in each time step [18]. Mixed



















= −ei(tn+1/2+π2 ) +
u
n+1/2
i+1,j − 2un+1/2i,j + un+1/2i−1,j
∆y2
+







= −ei(tn+1+π2 ) +
u
n+1/2
i+1,j − 2un+1/2i,j + un+1/2i−1,j
∆y2
+




The first half time step is implicit in y and is solved for each point in z, the second half
time step uses the solution to the first equation, u
n+1/2
i,j , as the explicit velocity and is


































































which are both solved via a matrix equation. All matrices in this method are sparse
tridiagonal matrices; the operator matrix for the first time step is
A =

1 0 0 . . . . . . . . . 0
Cw C0 Ce 0 . . . . . . 0
0 Cw C0 Ce 0
...
...
. . . . . . . . . . . . . . .
...
...
. . . . . . . . . . . . 0
0 . . . . . . 0 Cw C0 Ce
0 . . . . . . . . . 0 0 1

, (3.58)
where Cw = Ce = −∆t/(2α2∆y2) and C0 = 1 + ∆t/(α2∆y2). For the matrix equation
Au = b, the right hand side vector b is given by the right hand side of equation (3.56),
where the first and last entries are zero, satisfying the boundary conditions. This is solved





i,Z = 0 are enforced afterwards.
The second half time step follows a similar method. Since the boundary conditions
for y and z are the no-slip conditions, the operator matrices are the same, however the
entries for the second time step are now given by Cw = Ce = −∆t/(2α2∆z2) and C0 =
1 + ∆t/(α2∆z2) and the right hand side vector is given by the right hand side of equation
(3.57) with equivalent boundary conditions. This is solved for each i = 2, . . . , Y − 1 and
both the above steps are completed to update the velocity at time step tn+1.
Once the velocity is known, the new Peclet number can be calculated by evaluat-
ing the shear rate γ̇∗ =
√
(∂u∗/∂y∗)2 + (∂u∗/∂z∗)2, which can be used to calculate
ψ(θ, φ, t∗; y∗, z∗) and its moments as functions of y, z and t, and the velocity incorpo-
rating extra stress terms can be determined. Discretising equation (3.51) and splitting
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i+1,j − 2un+1/2i,j + un+1/2i−1,j
∆y2
+ Lni,j
































































where the coefficients F − L are known expressions given by (3.34)-(3.39), but are now
also time dependent. The operator matrices and right hand side vectors at each half-
time step are now dependent on the sign of G and H ; all other factors of the method
are unchanged. The coefficients of the operator matrices and right hand side vectors are
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(b)
Figure 3.7: Convergence of the oscillating ADI scheme for (a) gridpoints Y and Z for
T = 1000, where the convergence of the scheme is achieved for Y = 150 and = 120. (b)
Time steps T for Y = 120 and Z = 150; convergence is achieved for T = 2000.
Numerical convergence
From chapter 2 and the numerical convergence study in section 3.3.2 we have that N = 10
for the number of modes in the spherical harmonics discretisation and Y = 150, Z = 120
in the finite difference scheme. We check the convergence of the finite difference scheme
for steps Y and Z in figure 3.7a and find the convergence matches section 3.3.2 (figure
3.2). We then consider a variety of time steps T (figure 3.7b) where Y = 150 and Z = 120
were used for these calculations. The difference between values at T = 2000 and T = 4000
is ≈ 0.01% and so we take T = 2000 in our calculations.
3.4.3 Results
A small sample of parameter space has been selected and the velocity, orientation param-
eter and linear dichroism signal have been calculated. The initial parameters used are
detailed in chapter 2 (and summarised in table 3.1). Here we start with ω∗ = 10 rad/s,
resulting in α2 ≈ 0.94 for the density of water ρ∗ = 1× 103 Kg/m3. We consider changes
in the channel width and depth, pressure gradient, particle number density and the oscil-


















































































Figure 3.8: Velocity profile evolving over one time period. The length of the period is Tp
and each figure shows different stages of the cycle: (a) t = t0, the start of the oscillation,
(b) t = t0 + Tp/4, (c) t = t0 + Tp/2 and (d) t = t0 + 3Tp/4.
The computational walltime for this problem was large and hence a smaller range
of parameter space has been considered. The numerical solution was parallelised using
‘parfor’ in Matlab by splitting the solution to the Fokker-Planck equation, solved at each
point in space, across five cores. For this process, the runtime varied between 33 and 69
hours, depending on the number of iterations needed for the solution to converge. To allow
comparison between the channel dimensions, pressure gradient, particle number density
and oscillating frequency, we calculated results for 41 different sets of parameter space
and consider both a time averaged orientation parameter Sav and the peak orientation
parameter over a time period Speak, where · is the spatial average (equation (3.44)).















Figure 3.9: Orientation parameter S, averaged over one half of the time period, through
the cross-sectional face of the rectangular channel, or the y∗–z∗ plane.
3.9 respectively. Since the flow oscillates, it is instructive to examine how the velocity
varies over time. Figure 3.8a shows the velocity close to the start of the period, and the
following figures are displayed for each quarter of a time period. The velocity increases to
a maximum a quarter of the way through a period (figure 3.8b), and reaches a minimum
three quarters of the way through (figure 3.8d); during this time, the profile retraces
its path, reaching zero half way through the time period (figure 3.8c). The orientation
parameter has been averaged over one half of the time period, to avoid cancellation, and
plotted over the cross-section of the rectangular channel in figure 3.9. The orientation
parameter increases towards the channel walls, where the shear rate is highest, and drops
to zero at the centre of the channel.
Next we investigate how the orientation parameter varies with channel depth, oscillat-
ing frequency and pressure gradient. Figures 3.10a, c and e show results for ω∗ = 10 rad/s
and figures 3.10b, d and f show results for ω∗ = 200 rad/s; in all cases there is a reduction
in the degree of orientation from the steady case as the oscillating frequency is increased.
Increasing the pressure gradient increases the value of the orientation parameter in gen-
eral, and reduces the area where S reaches a minimum (figures 3.10a and c); increasing the
channel depth further increases the orientation parameter for small oscillations (compar-
atively figures 3.10c and e), however the opposite occurs when ω∗ is large (figures 3.10f).
Here, the orientation parameter appears to decrease slightly in the centre of the channel
with increasing h∗.
















































































Figure 3.10: Orientation parameter S through the cross-section of the rectangular channel
for a range of channel depth, oscillating frequency and pressure gradient. Throughout the
results, W ∗ = 2×10−3 m and n∗d = 1×1018 phage/m3. (a) h∗ = 2×10−4 m, ω∗ = 10 rad/s
and G∗ = 2× 103 Pa/m. (b) h∗ = 2× 10−4 m, ω∗ = 200 rad/s and G∗ = 8× 103 Pa/m.
(c) h∗ = 2 × 10−4 m, ω∗ = 10 rad/s and G∗ = 8 × 103 Pa/m. (d) h∗ = 2 × 10−4 m,
ω∗ = 200 rad/s and G∗ = 8 × 103 Pa/m. (e) h∗ = 4 × 10−4 m, ω∗ = 10 rad/s and
G∗ = 8× 103 Pa/m. (f) h∗ = 4× 10−4 m, ω∗ = 200 rad/s and G∗ = 8× 103 Pa/m.
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gradient (figure 3.11). The channel width and number density of particles are fixed
as W ∗ = 2 × 10−3 m and n∗d = 1 × 1018 phage/m3 and the linear dichroism signal
is averaged over half a time period. Two values of oscillating frequency are plotted,
ω∗ = 10 rad/s (figure 3.11a) and ω∗ = 200 rad/s (figure 3.11b). As the pressure gradient
increases, the linear dichroism signal increases, however the rate of increase is lower as the
pressure gradient becomes larger. For a small oscillating frequency, the signal increases
with increasing channel depth; when a large oscillating frequency is instead used, the
relationship of the signal with h∗ is reversed and its impact is reduced. The signal is
smaller in general in figure 3.11b than in figure 3.11a due to a larger oscillating frequency.
Since only a small parameter range has been investigated, the full extent of the relationship
with h∗ and ω∗ is currently unknown.
The light source shines through the centre portion of the channel and so we average the
orientation parameter over the depth and centre third of the channel, for the parameters
depicted in figure 3.11, summarised in table 3.2; the average orientation parameter and the
peak orientation parameter are calculated and compared. It can be seen that increasing h∗
for ω∗ = 10 rad/s increases the orientation parameter and decreases it for ω∗ = 200 rad/s.
Further, the alignment is reduced by increasing the oscillating frequency and is increased
by increasing the pressure gradient, as seen previously. The averaged results are lower
than the peak orientation; the difference is seen less as the oscillating frequency increases
since the orientation parameter is smaller.
Finally we investigate how the depth averaged orientation parameter, S
z
av changes
with particle number density (figure 3.12). We plot S
z
av rather than the linear dichroism
signal, due to the linear relationship between the signal and the number density; the
results would be less comparable as they would appear an order of magnitude apart.
To enable comparison we neglect this relationship and look instead at how the total
alignment, averaged over the channel depth, changes with these parameters. Increasing
the oscillating frequency from ω∗ = 10 rad/s to ω∗ = 200 rad/s drastically decreases the
alignment in the system, seen in all four figures in 3.12. The number density is having
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Table 3.2: The orientation parameter, averaged over the depth and centre third of the
channel, compared for both a time average (Sav) and the peak value over a period (Speak)
for the results displayed in figure 3.11. Throughout these results, n∗d = 1×1018 phage/m3
and W ∗ = 2× 10−3 m.
ω∗ G∗ h∗ Sav Speak
10
2× 103 2× 10
−4 0.086 0.117
4× 10−4 0.151 0.201
6× 103 2× 10
−4 0.236 0.308
4× 10−4 0.318 0.398
8× 103 2× 10
−4 0.280 0.359
4× 10−4 0.362 0.444
1× 104 2× 10
−4 0.314 0.395
4× 10−4 0.396 0.478
200
2× 103 2× 10
−4 0.014 0.018
4× 10−4 0.007 0.009
6× 103 2× 10
−4 0.079 0.100
4× 10−4 0.041 0.053
8× 103 2× 10
−4 0.110 0.139
4× 10−4 0.059 0.074
1× 104 2× 10
−4 0.138 0.172
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(b)
Figure 3.11: Linear dichroism signal for multiple pressure gradient and channel depth
values, calculated for small and large oscillating frequencies. Here, W ∗ = 2 × 10−3 m
and n∗d = 1× 1018 phage/m3. The solid lines represent h∗ = 2× 10−4 m and the dashed
lines represent h∗ = 4 × 10−4 m. The values of G∗ are: G∗ = 2 × 103 Pa/m (blue lines),
G∗ = 6×103 Pa/m (orange lines), G∗ = 8×103 Pa/m (green lines) and G∗ = 1×104 Pa/m
(pink lines). (a) ω∗ = 10 rad/s, (b) ω∗ = 200 rad/s.
95
Table 3.3: The orientation parameter, averaged over the depth and centre third of the
channel, compared for both a time average (Sav) and the peak value over a period (Speak)
for the results displayed in figure 3.12. Throughout these results, G∗ = 8× 103 Pa/m and
n∗d = 1× 1017 phage/m3.
ω∗ W ∗ h∗ Sav Speak
10
0.5× 10−3 2× 10
−4 0.279 0.360
4× 10−4 0.363 0.454
2× 10−3 2× 10
−4 0.251 0.359
4× 10−4 0.363 0.444
200
0.5× 10−3 2× 10
−4 0.121 0.151
4× 10−4 0.081 0.099
2× 10−3 2× 10
−4 0.111 0.139
4× 10−4 0.057 0.074
a very limited effect on the depth-averaged orientation parameter; when the oscillations
are slow we can see a slight decrease by increasing the number density, however this is
not seen for larger oscillating frequencies. Figures 3.12a and b show h∗ = 2× 10−4 m and
figures 3.12c and d show h∗ = 4×10−4 m; for all other parameters, increasing the channel
depth increases the depth-averaged orientation parameter, a characteristic mirrored in
previous results of this section. The channel width increases the orientation parameter
overall, by decreasing the space in which the alignment is at a minimum.
For the results in figure 3.12 the orientation parameter, averaged over the depth and
centre third of the channel, is summarised in table 3.3; here the orientation parameter
is only calculated for n∗d = 1 × 1017 phage/m3 since the number density has minimal
impact on S. For both the average and peak orientation parameters, when ω∗ is large,
the orientation parameter decreases with increasing h∗. Further, increasing the channel
width W ∗ decreases the orientation parameter due to the minimum occurring for a larger




In this chapter we have modelled steady and oscillatory flows of suspensions of passive
M13 bacteriophage in thin rectangular channels; the channel is assumed to be much
longer than its depth and width, enabling a simplification via lubrication theory. The
steady flow problem was solved by discretising the spatial variables using a finite differ-
ence approximation then expressing the resulting equations in sparse matrix form. The
oscillating problem was solved in a similar manner using an ADI method to simplify time
discretisation. The flow was iteratively coupled with the Fokker-Planck equation, where
the orientation distribution is calculated at each point in the cross-sectional face of the
channel using spherical harmonics. This method reduces the Fokker-Planck equation to
a system of equations that were solved numerically either by setting up a matrix system
or using an ODE solver.
The 3D oscillatory problem was computationally expensive and so a smaller range
of parameter space was considered to highlight the key characteristics of the flow and
orientation. The solution for each set of parameters was split across five cores and the
walltime varied from 33 to 69 hours, depending on the number of iterations required. In
future, to explore a larger parameter space we would need to utilise high performance
computer clusters such as BlueBEAR or HPC Midlands+. Changes in channel width,
depth, pressure gradient, particle number density and oscillating frequency have been
plotted and compared for both cases and the simplified channel solution in chapter 2 was
compared with current work.
In both steady and oscillatory flows, increasing the pressure gradient increases the
shear rate and hence the degree of orientation in the system. The same can be said for
increasing the channel depth, although there is an indication that for large oscillating
frequencies this relationship is reversed. As shown in the simplified channel (chapter
2), for oscillating frequencies greater than ω∗ ≈ 30 rad/s, the relationship between the
orientation parameter and the channel depth reverses. This is an important factor when
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Figure 3.12: Depth-averaged orientation parameter Sz for a range of channel width,
number density and oscillating frequency, where G∗ = 8 × 103 Pa/m. We plot two
oscillating frequencies: ω∗ = 10 rad/s (solid line) and ω∗ = 200 rad/s (dashed line),
and two different number densities: n∗d = 1 × 1017 phage/m3 (purple line) and n∗d =
1 × 1018 phage/m3 (blue line). The channel width and depth vary as follows: (a) W ∗ =
0.5 × 10−3 m and h∗ = 2 × 10−4 m, (b) W ∗ = 2 × 10−3 m and h∗ = 2 × 10−4 m (c)
W ∗ = 0.5× 10−3 m and h∗ = 4× 10−4 m and (d) W ∗ = 2× 10−3 m and h∗ = 4× 10−4 m.
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and a thinner channel, however it would be reduced in comparison with steady flow and
slow oscillations.
Changing the width of the channel has only a small impact on the steady flow results;
the key change is that near the walls the orientation parameter increases and so the spatial
average will increase in general. The channel width predominantly impacts the orientation
parameter when it is close in size to the channel depth, i.e. when the channel is close
to square, and here it increases S in the same way as the depth. A larger orientation
parameter is seen in the 3D model in comparison with the simplified case (section 2.4
of chapter 2); the walls increase the induced shear rate in the channel, which is key in
aligning the bacteriophage. For oscillating flow we see a slight reduction in the peak
orientation parameter due to averaging over the centre third of the channel.
The number density has a limited impact on the orientation parameter, and this effect
is further reduced when the oscillating frequency is large. Increasing the number density
of particles slightly decreases the degree of orientation, we postulate that this is due to the
particles increasing the apparent viscosity of the fluid and reducing the shear rate. Since
the particles are dilute in suspension, we do not expect interactions between particles
that could impact the overall alignment. However, due to its linear relationship with the
linear dichroism signal, the particle number density drastically increases the signal as it
increases. Care needs to be taken with this prediction since an increase in the number
of particles may result in more light diffraction and hence increased levels of noise in the
resulting signal.
In general for oscillating flow, the average over half a time period is lower than the
peak orientation parameter. The average takes into account a range of values and so we
would expect it to be smaller. It would be recommended to have a sensor that rapidly
measures absorbance to detect the maximum achieved signal rather than averaging over
multiple time points.
We highlight a key difference between the 2D and 3D channel approximations in this
chapter. The orientation at the centre of the channel was in good agreement with the
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simplified model; moving away from the centre, the walls are increasing the shear rate and
hence the alignment comparative to the work in chapter 2. In general, the characteristics
deduced from the work in the current chapter compare well with those discussed in section
2.4 of chapter 2; that work, considering fluid in 3D bound by two walls, may not accu-
rately predict the alignment in the channel. The 3D channel is a more computationally
expensive problem, and so the simplified channel provides an effective prediction of the
general behaviour of the orientation of bacteriophage and the key parameters which would
optimise the signal to noise ratio. To accurately describe the flow profile and orientation
distribution, the full channel should still be considered.
Continuing on from this study, it would be imperative to further explore parameter
space, specifically for oscillating flow. The relationship between orientation and channel
depth with large and small oscillating frequencies is of particular interest; understanding
how, and at what value of ω∗, this relationship changes would be imperative in determin-
ing the feasibility of oscillating flow. We believe that the oscillations reduce the alignment
in the system but may still produce useful alignment for slow oscillations. Further, it will
be beneficial to test certain conclusions experimentally; understanding how the number
density of particles affects the linear dichroism signal would aid in more accurate cal-
culations. This work provides insight into flows of passive particle suspensions in thin
rectangular channels; future work may include investigating how an active suspension be-
haves in this system, or alternatively how the flow of both passive and active suspensions
would change due to peristaltic motion.
3.5.1 Summary
The key findings in chapter 3 are summarised here:
• The pressure gradient increases the shear rate and hence the orientation parameter
in both steady and oscillatory flow.
• By increasing the depth of the channel, the alignment of the bacteriophage increases
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for steady and slow oscillatory flows.
• There is an indication that the channel depth and orientation parameter have a
non-monotonic relationship, dependent on the oscillating frequency. Further inves-
tigation, considering a larger parameter space, would be necessary to confirm this
proposition.
• Varying the channel width has only a small impact on all results, predominantly
seen when the channel is close to square.
• The general characteristics of the full 3D model are demonstrated well by the sim-
plified channel model in section 2.4 of chapter 2.
• Higher degrees of orientation are calculated in the current work compared with
chapter 2; this is due to the extra shear contribution from the walls, not accounted
for in the previous model.
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CHAPTER 4
VISCOUS PROPULSION IN ACTIVE
TRANSVERSELY ISOTROPIC MEDIA
In this chapter, Taylor’s swimming sheet model is adapted to account for an aligned fibrous
fluid; a variation on the previous work but within the theme of fibrous fluids for biological
and medical application. We use Ericksen’s transversely-isotropic constitutive equations
to adapt Taylor’s swimming sheet model to account for an aligned fibrous structure.
4.1 Introduction
Large organisms propel themselves through a fluid by utilising the inertia of the surround-
ing fluid. For very small organisms and cells swimming at low Reynolds numbers, inertial
propulsion is not possible [26, 54]; time-reversible kinematics result in no net displacement
for the small body. G.I. Taylor’s ‘swimming sheet’ is one of the classical models of zero-
Reynolds-number swimming; time-reversal symmetry is broken by the wave direction.
These cells and organisms encounter many biological fluids with non-Newtonian prop-
erties; hence modelling swimming in such fluids is of interest. The present study is
motivated by the fibrous nature of many biological media, for example the cervical mucus
encountered by spermatozoa in many internally-fertilising species. Throughout the men-
strual cycle, the rheology of cervical mucus changes due to hormonally-induced variations
in hydration and associated changes in the glycofilament mucin structure. During ovula-
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Figure 4.1: Parallel filament mesh in cervical mucus during the time of ovulation. Bar
= 10 µm. Republished with permission of Oxford University Press, from ‘Ultrastructure
of the Human Periovulatory Cervical Mucus’, F. Ceric et al, 54 (5), 2005; permission
conveyed through Copyright Clearance Center, Inc.
tion these fibres form a parallel network (figure 4.1), and sperm migration occurs through
this glycofilament structure [8, 14]. Whilst this work differs from chapters 2 and 3, it is
of great interest to determine how Stokesian swimming is modified by the presence of an
aligned fibrous network; understanding the propulsive efficiency of spermatozoa can aid
with understanding infertility.
Taylor’s pioneering study of Stokesian swimming consists of an infinite sheet undergo-
ing waves of lateral displacement (figure 4.2). This model was formulated as the far-field
Stokes flow produced by a swimming motion given by a small amplitude sinusoidal wave,
and the associated mean rate of working was calculated as a measure of the energetic cost
of swimming. Subsequent studies included a 3D model of a waving cylindrical tail [91],
investigations into larger amplitude motion [20] and more recently the unsteady Stokes
flow problem [73].
Generalising Taylor’s model to non-Newtonian fluids has been an area of significant
interest, for a detailed review see [54]. Chaudhury [9] initially extended the model to
incorporate viscoelastic fluids; it was found that the properties of the fluid leads to an
increased steady swimming velocity for lower Reynolds numbers. This problem was re-
considered more recently by Lauga [53], who deduced that the mean swimming velocity
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in a nonlinear viscoelastic fluid is reduced relative to that in a Newtonian fluid, in certain
cases the swimming direction is reversed [27], see also [28, 93]. Velez [94] found propulsion
in shear-thinning fluids to be more efficient than in Newtonian or shear-thickening fluids.
Riley [78] modelled active propulsion with fluid-structure interaction, and in a subsequent
study deduced that for multiple travelling waves, the mean swimming velocity of the sheet
is enhanced [79]. Further to this, the effect of liquid crystals on the swimming of micro-
organisms was considered [49, 50, 51]. Steady state and start-up models for hexatic liquid
crystals were considered along with a nematic steady state model.
The waving sheet model can be adapted for peristaltic pumping mechanisms, which
have been studied in great detail. Peristaltic pumping has a wide range of applications,
including the ureter, gastro-intestinal tract, small blood vessels [89], the movement of eggs
in the fallopian tube and aiding the transport of spermatozoa though the cervical canal
[32]. There is also an opportunity to utilise these pumping designs in the devices used by
Linear Diagnostics Ltd; providing a method to recirculate a sample without it coming into
contact with the pumping mechanism. These studies have comprised an infinite sheet with
long wavelength sinusoidal waves propagating along it [85] with applications to the ureter
[61]. For detailed review of initial works see [43]. Extensions to the solution method have
encompassed finite difference approximations [89], boundary integral methods [77] and
an asymptotic expansion for arbitrary wave shapes [64]. Peristaltic pumping of complex
fluids has been a vast area of development; some examples are in viscoelastic fluids [6, 92]
and micropolar fluids [32].
A transversely-isotropic fluid exhibits a (perhaps spatially and temporally varying)
preferred direction, and has been used to model fibre-laden fluids. Previous applications
include the mechanical behaviour of collagen gel, the growth of plant root cell walls,
suspensions of biomolecules and a multiphase model of extracellular matrix [21, 22, 31,
40]. These models comprise a modified constitutive equation describing a viscous fluid
with suspended aligned fibres and an expression for the evolution of fibre orientation.







Figure 4.2: A schematic of Taylor’s swimming sheet in a Newtonian fluid. Working in a
frame of reference in which the sheet is stationary, b∗ is the amplitude, λ∗ = 2π/k∗ is the
wavelength and k∗ is the wavenumber. The flow at infinity in the x∗-direction is U∗. A
travelling wave traverses the sheet with speed c∗ = ω∗/k∗ where ω∗ is the angular velocity.
swimmers [39].
In this chapter we consider swimming in transversely-isotropic fluids via Ericksen’s
constitutive law [24], a specific case of the active fluid model introduced in chapter 1 where
the particles are perfectly aligned. In section 4.2 we introduce the governing equations
associated with transversely-isotropic fluids. The problem is solved in section 4.3, solving
for the leading order velocity field, mean swimming velocity at next order and mean rate
of working. The dependence of these quantities on the rheological parameters is explored
in section 4.4, and discussed in section 4.5.
4.2 Governing equations for perfectly aligned fluids
The incompressibility and generalised Navier-Stokes equations are





+ (u∗ · ∇∗)u∗
)
= ∇∗ · σ∗, (4.2)
where u∗ = (u∗, v∗) is velocity, ρ∗ is density and σ∗ is the stress tensor. We work in a 2D
Cartesian coordinate system (x∗, y∗); asterisk notation represents dimensional variables.
A constitutive law is also required for σ∗, which we prescribe in the next section.
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4.2.1 Transversely-isotropic stress tensor
Ericksen’s model [24] consists of a stress tensor which is linear in strain rate, and depends
on a unit vector a describing the fibre orientation; this model takes the simplest form
that satisfies the required invariances,
σ∗ij = −p∗δij + 2µ∗e∗ij + µ∗1aiaj + µ∗2aiajakale∗kl + 2µ∗3(alaie∗lj + amaje∗im). (4.3)










as the rate-of-strain tensor [24].
By considering a simple fluid with 2D deformations in the plane of fibres [22], we




3 = 0, the
stress tensor for an incompressible Newtonian fluid remains, with ‘matrix viscosity’ µ∗
[40]. The term with µ∗1 has no dependence on velocity, suggesting that µ
∗
1 relates to a
tension in the fibre direction [22]. This term can also be related to the stresslet-type
active behaviour of fibres in a perfectly aligned active fluid [39]. We will therefore refer
to this quantity as the active parameter. This term can be taken as a simple model
for suspensions of self-propelling microscopic bodies such as bacteria or active gels of
molecular motor proteins. The viscosity associated with extensional flow parallel to the
fibre direction is µ∗|| = µ
∗+ (µ∗2 + 4µ
∗
3)/2, the viscosity associated with the flow orthogonal
to the fibre direction is µ∗⊥ = µ
∗ and the viscosity of shear flow in the fibre direction is
µ∗s = µ
∗ + µ∗3 [22]. Since µ
∗
2 only has an impact on extensional viscosity parallel to the
fibre direction, µ∗‖, it is termed the anisotropic extensional viscosity. The parameter µ
∗
3
distinguishes µ∗⊥ from µ
∗
s and so is labelled the anisotropic shear viscosity ; this parameter
represents the difference between shear viscosities parallel and perpendicular to the fibre











Figure 4.3: Regimes of interest in parameter space. (i) The plane µ1 = 0 is the passive
transversely-isotropic regime, (ii) the dashed line represents the active-only regime where
µ2 = µ3 = 0, (iii) the quarter cylinder is the nearly-isotropic regime where neither µ2 nor
µ3 are large and (iv) the remaining region is the fully active and transversely-isotropic
regime.
4.2.2 Fibre evolution equation
A fibre evolution equation describes the evolution of fibre orientation with time. We use
the form given by [31],
∂a
∂t∗
+ u∗ · ∇∗a+ [a · (a · ∇∗u∗)]a = a · ∇∗u∗, (4.4)
which corresponds to a specific case of Ericksen’s [24] equation in the long-fibre limit. Note
that |a| = 1 and thus the model only considers local alignment of fibres and not their
length. This gives a generalised form of Jeffery’s treatment for long ellipsoidal particles
aligning with flow [22, 44].
Since a · a = 1, the component of equation (4.4) in the a-direction is automatically





+ u∗ · ∇∗a+ [a · (a · ∇∗u∗)]a− a · ∇∗u∗
]
= 0, (4.5)
where a⊥ is a unit vector perpendicular to a.
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4.2.3 Boundary conditions
We work in a frame of reference moving with the swimmer in the x∗-direction; the hor-
izontal flow as y∗ → ∞ therefore gives the mean swimming velocity. No-slip conditions
on the sheet, representing a travelling wave with speed c∗ = ω∗/k∗, are thus
u∗ = 0, v∗ = −ω∗b∗ cos(k∗x∗ − ω∗t∗), on y∗ = y∗s = b∗ sin(k∗x∗ − ω∗t∗). (4.6)
The parameter b∗ is amplitude, k∗ is wave number, y∗s is the equation of the sheet surface
and λ∗ = 2π/k∗ is wavelength. The velocity must remain bounded as y∗ →∞.
4.2.4 Non-dimensionalisation










, p∗ = ω∗µ∗p, σ∗ = ω∗µ∗σ. (4.7)
The continuity and fibre evolution equations are unchanged. For microscopic swimmers,
the Reynolds number, Re = ρ∗ω∗/k∗2µ∗, is much less than one so we neglect inertial
terms. The resulting system of partial differential equations is therefore
∇ · u = 0, (4.8)













Figure 4.4: A schematic showing the initial uniform orientation angle φ and the small












The boundary conditions (4.6) become
u = 0, v = −ε cos(x− t), on y = ys = ε sin(x− t), (4.13)
where ε = k∗b∗  1. Also u, v must remain bounded as y →∞.
Four regimes in parameter space, depicted in figure 4.3, will be considered in our
results: (i) a passive transversely-isotropic fluid, occurring when µ1 = 0, (ii) an active
fluid (µ1 non-zero) with µ2 = µ3 = 0, (iii) a nearly-isotropic regime, where all parameters
take values up to 5, and (iv) the regime where at least one of µ1, µ2 and µ3 are much
larger than one. Note that µ1 may be positive or negative, representing active ‘puller’ or
‘pusher’ behaviour respectively [80].
4.3 Asymptotic solution
4.3.1 Stream function formulation
To determine the effect of fibres on the mean swimming velocity we consider an initially
spatially-uniform fibre angle, φ, aligned such that a(x, y, 0) = (cosφ, sinφ). As the sheet
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swims this alignment will evolve, initially as a small perturbation θ(x, y, t) such that
a = (cos(φ+ θ), sin(φ+ θ))
≈ (cosφ− θ sinφ, sinφ+ θ cosφ), (4.14)
(see figure 4.4). The components of the stress tensor in terms of φ and θ are given in
Appendix C.1. Taking the curl of equation (4.9) eliminates pressure, reducing (4.9) to





, v = − ∂ψ
∂x
, (4.15)




































































































































































When µ1 = µ2 = µ3 = 0, equation (4.16) reduces to the familiar biharmonic equation of




















+ (sin 2φ+ θ cos 2φ)
∂2ψ
∂x∂y







(cosφ− θ sinφ)2 − (sinφ+ θ cosφ)2
] ∂2ψ
∂x∂y
















= ε cos(x− t) on y = ε sin(x− t), (4.18)
with ψ having bounded first derivatives as y →∞.
4.3.2 Perturbation expansion





















+ ... = ε cos(x− t). (4.20)
The velocity and fibre angle perturbations thus take the form
ψ(x, y, t; ε) = εψ0(x, y, t) + ε
2ψ1(x, y, t) + ... (4.21)
θ(x, y, t; ε) = εθ0(x, y, t) + ε
2θ1(x, y, t) + ... (4.22)
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As in Taylor’s analysis, the background flow (i.e. the sheet swimming velocity) will occur
at order ε2.
4.3.3 Leading-order solution
Substituting the expansions into the equations (4.16) and (4.17) and equating coefficients





sin2 2φ+ µ3)∇4ψ0 − µ1











































= cos(x− t), on y = 0, (4.25)
combined with the requirement that the derivatives of ψ0 are bounded as y →∞.
Equations (4.23) and (4.24) are solved with the ansatz,
ψ0 = f1(y) cos(x− t) + f2(y) sin(x− t), (4.26)
θ0 = g1(y) cos(x− t) + g2(y) sin(x− t), (4.27)
for some functions f1, f2, g1, g2. Comparing coefficients of sine and cosine leads to a
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sin 4φ (f ′′′2 + f
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sin 4φ (f ′′′1 + f
′′
1 ) + cos 4φ f
′′
2 ) = 0,
(4.29)
g1 − sin 2φ f ′1 + sin2φ f ′′2 − cos2φ f2 = 0, (4.30)
g2 − sin 2φ f ′2 − sin2φ f ′′1 + cos2φ f1 = 0, (4.31)
where the prime notation denotes differentiation with respect to y.
Substituting equations (4.30) and (4.31) into (4.28) and (4.29), the system reduces to
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cos2 φ(f ′′1 + f1)− sin2 φ(f ′′′′1 + f ′′1 )
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where components of L are given in Appendix C.2. Note that L11 = L22 and further that




12 = 0, (4.36)
hence
L11 = ±iL12, (4.37)
and so




= ∓if 01 . (4.38)
Equation (4.36) has eight complex roots, λj, four with positive real part and four with
negative real part. Since the velocity must remain bounded as y →∞, we disregard the
positive roots. The other four form two complex conjugate pairs,
λ1 = α1 + iβ1, λ3 = α1 − iβ1, (4.39)
λ2 = α2 + iβ2, λ4 = α2 − iβ2. (4.40)
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Note that λj are known analytically, however they are not given here due to space con-
straints.




Âj(cos(x− t) + ξj sin(x− t))eλjy, (4.41)
where ξj = −i for j = 1, 2 and ξj = i for j = 3, 4. Assuming that the constants take the
general form Âj = Aj + iBj for j = 1, 2, 3, 4, boundary conditions (4.25) give
A1 =
α1β2 − α2β1
2((α1 − α2)2 + (β1 − β2)2)
, A2 = −A1, A3 = A1, A4 = −A1,
B1 =
α2(α2 − α1) + β2(β2 − β1)
2((α1 − α2)2 + (β1 − β2)2)
, B3 = −B1,
B2 =
α1(α1 − α2) + β1(β1 − β2)
2((α1 − α2)2 + (β1 − β2)2)
, B4 = −B2.






(λj sin 2φ+ ξj(−λ2j sin2 φ+ cos2 φ)) cos(x− t)
+(ξjλj sin 2φ+ λ
2
j sin




The change in the small perturbation to the orientation, θ0, is dependent on the initial
orientation angle of the fibres along with their position.
4.3.4 Order ε2 solution and mean swimming velocity
The mean swimming velocity is determined by the horizontal component of the flow as y
tends to infinity. The leading-order stream function, (4.41), tends to zero and hence the
non-zero mean swimming velocity is determined at order ε2







We neglect the oscillatory terms to determine the leading-order term in the expansion of
mean swimming velocity, which we denote as U1. The bar notation represents an average
over one time period.






























(α1α2 − β1β2)(1− cos 2(x− t))









Because of the form of the boundary conditions, the ansatz is
ψ1 = f̂1(y) + f̂2(y) cos 2(x− t) + f̂3(y) sin 2(x− t), (4.47)
for some functions f̂1, f̂2 and f̂3. Substituting the solution form (4.47) into the order
ε2 expansion of (4.16), shown in full in Appendix C.3, and equating coefficients of non-
oscillating terms, we have
f̂ ′′′′1 = 0, (4.48)
and hence
f̂1(y) = Ay
3 +By2 + Cy +D. (4.49)
To ensure the velocity remains bounded as y →∞, we set A = B = 0. From the boundary




(α1α2 − β1β2). (4.50)
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Differentiating f̂1(y) with respect to y, the leading-order term in the expansion of mean




(α1α2 − β1β2). (4.51)
4.3.5 Mean rate of working
To determine how Stokesian swimming is affected by transverse isotropy, the mean rate
of working at order ε is investigated, i.e. the rate of working per unit area of the sheet




where ys is the equation of the sheet surface and σ22|y=0 is the normal stress evaluated
on the sheet. The no-slip condition is u = 0 on the sheet and hence ∂u/∂x = 0 and, via
(4.8), ∂v/∂y = 0. In terms of the stream function, σ22 is









Solving equation (4.9), using the leading-order expression for the stream function
(4.41), determines pressure. Noting that cos2(x− t) = 1/2, we obtain an expression for
the leading order term in the expansion of mean rate of working,
W = − 1
16
[ (
α21α2 − α2β1(β1 + 2β2)
+α1(α
2
2 − β2(2β1 + β2))
)
(8 + µ2(1 + cos 4φ) + 8µ3)






The leading-order terms in the expansions of mean swimming velocity (4.51), mean rate
of working (4.54), fibre perturbation (4.42), velocities u0 = ∂ψ0/∂y, v0 = −∂ψ0/∂x and
stream function (4.41), have been found analytically in terms of lengthy expressions for
αj, βj. The analytical results for the mean rate of working have been recreated numerically
using finite differences and integration by the midpoint method. Each separate component
has been verified along with the full solution. The solutions agreed to within a small
degree of numerical error. For brevity we will refer to the time averages of the leading
order terms in the expressions for swimming velocity and rate of working as the mean
swimming velocity and mean rate of working respectively, and we will plot terms without
the leading ε2 factors as defined by U1, W in equations (4.43) and (4.52).
We now discuss the results in more detail. Four different flow regimes are considered
(figure 4.3): (i) a passive transversely-isotropic fluid, occurring when µ1 = 0, (ii) an
active fluid where µ2 = µ3 = 0 and µ1 is non-zero, (iii) a nearly isotropic regime, where
all parameters take values up to 5 and (iv) the regime where at least one of µ1, µ2 and
µ3 are much larger than one. A range of initial orientation angle φ, between 0 and 2π are
considered for all regimes and the active parameter, µ1, is allowed to take both positive
and negative values to account for ‘puller’ and ‘pusher’ active behaviour respectively.
Note that since the fibres have no directionality, the regime φ = 0 to π is identical to
φ = π to 2π.
4.4.1 Regime (i): Effect of passive fibres on mean swimming
velocity and rate of working
Passive fibres exert no shear-independent force and have no self-propulsive properties,
hence the active parameter µ1 is set to zero. In this regime the mean swimming velocity
takes on the Newtonian value, U1 = 1/2, and the mean rate of working is independent of

























Figure 4.5: Mean rate of working by the swimmer in a transversely-isotropic fluid where
µ1 = 0. (a) Depicts mean rate of working for varying µ2 and µ3. This result is identical
for all initial angles φ. (b) Depicts how mean rate of working changes for increasing µ‖
for a range of µ3 and set µ2 values; µ2 = 0 (green line), µ2 = 300 (red line), µ2 = 600
(blue line) and µ2 = 900 (black line).
than or equal to the Newtonian case, W = 1; the Newtonian solution is independent of
viscosity and so the matrix viscosity µ is not varied throughout. The increase in mean
rate of working is linear throughout, with µ3 having a bigger impact than µ2. Figure 4.5
(b) depicts the relationship between the mean rate of working and the parallel viscosity
µ‖ = 1 + (µ2 + 4µ3)/2, where each line represents a different µ2. The increase in mean
rate of working with µ‖ is linear, apart from the case where µ3 is small and µ2 is large,
with a large mean rate of working as µ2 increases.
4.4.2 Regime (ii): Active-only effects on mean swimming veloc-
ity and rate of working
The active-only regime considers µ2 = µ3 = 0 with µ1 non-zero. The mean swimming
velocity is considered in figure 4.6 and the mean rate of working in figure 4.7. For µ1 = 0
we regain the Newtonian result and hence both mean swimming velocity and mean rate
of working are independent of fibre angle. For non-zero active parameter µ1, the mean
swimming velocity and mean rate of working vary considerably with fibre angle. In




































































Figure 4.6: Mean swimming velocity versus the initial orientation φ, where µ2 = µ3 = 0.
(a) and (b) depict small positive and negative µ1 values: 0 (green line), ±0.1 (red line),
±1 (blue line) and ±5 (black line). (c) and (d) depict larger µ1 values; 0 (green line),
±300 (red line), ±600 (blue line), ±900 (black line), where the arrows denote increasing
µ1.
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negative mean rate of working are observed in certain regimes for large µ1, with a sudden
and dramatic switch in sign close to φ = 3π/4 (figures 4.6 (c), (d) and 4.7 (c), (d)). Note
that this can be resolved through refinement of the plotting grid and is not a discontinuity.
A change from ‘pusher’ to ‘puller’ type active behaviour (equivalent to a change in sign
of µ1) is equivalent to a reflection in the line φ = π/2 (3π/2).
4.4.3 Regime (iii): Nearly-isotropic behaviour in leading order
mean swimming velocity and rate of working
A small perturbation away from the isotropic case is considered here; µ1, µ2 and µ3 take
values up to 5. When µ1 is much smaller than one and positive (figures 4.8 (a) and
(b)) a small perturbation away from the Newtonian case is observed. As µ1 continues to
increase, angular dependence becomes more prevalent. For the mean swimming velocity,
µ2 has minimal impact, while µ3 reduces the range of values the background flow can take.
For the mean rate of working (figure 4.9), µ2 again has little impact on the results and
the effect of increasing µ3 is to increase the cost of swimming. When µ1 = ±5 (figures 4.9
(e) and (f)), the mean rate of working may become negative and the effect of increasing
µ3 is to reduce the range of values the mean rate of working will take.
4.4.4 Regime (iv): The effect of large rheological parameters on
leading order mean swimming velocity and rate of working
The final regime is where at least one of µ1, µ2 and µ3 are much larger than one. Figures
4.10 and 4.11 depict how the mean swimming velocity and mean rate of working change
with initial orientation angle, φ. When either µ2 or µ3 are non-zero, the steep peaks
which occurred at φ = 3π/4 (7π/4) (figure 4.6 (c)) and at φ = π/4 (5π/4) (figure 4.6
(d)) within regime (ii) no longer appear. Further, when µ2 is non-zero and µ3 = 0, the
mean swimming velocity becomes negative for certain initial orientation angles, i.e. the
swimming direction is reversed. When µ3 becomes non-zero, the results collapse down






































































Figure 4.7: Mean rate of working versus the initial orientation φ, where µ2 = µ3 = 0. (a)
and (b) depict small positive and negative µ1 values: 0 (green line), ±0.1 (red line), ±1
(blue line) and ±5 (black line). (c) and (d) depict larger µ1 values; 0 (green line), ±300












































































Figure 4.8: Mean swimming velocity versus φ where parameters µ1, µ2 and µ3 take values
up to 5. (a) and (b) show µ1 = ±0.1, (c) and (d) show µ1 = ±1 and (e) and (f) show
µ1 = ±5. Two choices are taken for µ3: µ3 = 0 (blue line) and µ3 = 1 (black line). For
each of these, two different µ2 values are taken: µ2 = 0 (solid line) and µ2 = 1 (dashed
line).
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results are seen for the mean rate of working, however for non-zero µ3 (figure 4.11 (c) and
(d)) the reference value about which variations occur is significantly increased.
4.4.5 Orientation, velocity and stream function
Finally, to understand how fibre orientation and velocity are impacted by the anisotropic
fluid properties, the orientation angle (φ + θ) and velocity are considered in an active
and passive regime, and the stream function is considered in all four regimes of interest
(figures 4.12, 4.13 and 4.14 respectively). Each variable is plotted for one wavelength
of the sheet, x = 0 to 2π. We focus on the case where the fibres are aligned with the
sheet, i.e. φ = 0 and plot results at time t = 0 (i.e. the start of one oscillation period).
Supplementary movies can be found alongside the online publication of this work [16].
Considering first the fibre orientation, in all cases perturbations to the initial orienta-
tion angle are greater in the vicinity of the sheet and are displaced with the movement
of the sheet (figure 4.12). For passive rheology, the fibre reorientation is dampened very
quickly moving away from the sheet (figure 4.12 (a)). Once µ1 is non-zero, fibre displace-
ment appears further away from the sheet (figures 4.12 (b)) and movements propagate to
the right.
Figure 4.13 shows the velocity components in x and y. The leading-order velocity
decays quickly moving away from the sheet, evident in figure 4.13 (a); in the active-only
regime (figure 4.13 (b)) the flow decays more slowly. The velocity field shows a similar
rightward propagation to fibre angle in the active fluid case (figures 4.12 (b) and 4.13
(b)). These results are mirrored in figure 4.14, where the streamlines of the resulting flow
are displayed. In the passive regime (i), the streamlines are symmetric about x = π with
anticlockwise flow between x = 0 and π and clockwise flow for x = π to 2π. Introducing µ1
distorts the streamlines and, when µ2 = µ3 = 0, the streamlines are deflected to the right
(figure 4.14(b)); introducing the other two parameters dampens this deflection (figures
















































































Figure 4.9: Mean rate of working versus φ where parameters µ1, µ2 and µ3 take values
up to 5. (a) and (b) show µ1 = ±0.1, (c) and (d) show µ1 = ±1 and (e) and (f) show
µ1 = ±5. Two choices are taken for µ3: µ3 = 0 (blue line) and µ3 = 1 (black line). For























































Figure 4.10: Mean swimming velocity versus φ where at least one of µ1, µ2 and µ3 are
much larger than one. (a) and (c) depict positive µ1 values and (b) and (d) depict negative
µ1 values. The values µ1 takes are 0 (green line), ±300 (red line), ±600 (blue line) and
±900 (black line). In (a) and (b), µ2 = 900, µ3 = 0 and in (c) and (d), µ2 = 0, µ3 = 900,


















































Figure 4.11: Mean rate of working versus φ where at least one of µ1, µ2 and µ3 are much
larger than one. (a) and (c) depict positive µ1 values and (b) and (d) depict negative µ1
values. The values µ1 takes are 0 green line), ±300 (red line), ±600 (blue line) and ±900
(black line). In (a) and (b), µ2 = 900, µ3 = 0 and in (c) and (d), µ2 = 0, µ3 = 900, where






















Figure 4.12: Fibre angle, φ + εθ0, in passive and active regimes: (a) the passive regime
(µ1 = 0, µ2 = µ3 = 5) and (b) the active-only regime (µ1 = 5, µ2 = µ3 = 0). In each
graph t = 0, ε = 0.2 and the initial orientation angle is φ = 0.
4.5 Discussion
The classical Taylor’s swimming sheet problem was modified to account for transverse
isotropy, modelling swimming in fibre-laden fluids or active media. Quantities of interest
were the steady background flow, which corresponds to the mean swimming velocity,
and mean rate of working. The results presented were non-dimensional; the dimensional
velocity scales with the wave speed, and the rate of working scales with the square of the
frequency, the viscosity and the wavenumber. The ratio of the mean swimming speed
to the wave speed is proportional to 1/ε2. When U1 takes the maximum value found
here, such that U1 ≈ 40, this corresponds to swimming faster than the wave speed when
ε > 1/
√
U1 ≈ 0.16. Note that swimming with a prescribed beat amplitude and frequency,
regardless of the rheology of the fluid, will not in general be achievable in a real biological
system.
When µ1 is zero, no dependence on initial orientation angle is observed and the mean
swimming velocity takes on the Newtonian value, regardless of the size of the other pa-
rameters. For non-zero µ1 certain initial orientation angles enable less energetically costly
but slower swimming, with lower mean rates of working and swimming velocities. The




































Figure 4.13: Velocity field in passive and active regimes: (a) passive regime (µ1 = 0, µ2 =
µ3 = 5) (b) active-only regime (µ1 = 5, µ2 = µ3 = 0). In each graph t = 0 and the initial
orientation angle is φ = 0.
not in general the same. When active fibres are parallel to the swimming direction, swim-
ming is both faster and more energetically costly compared to active fibres perpendicular
to the swimming direction. The sheet utilises the surrounding environment to boost its
velocity, a result seen in [57], for point-like obstacles, and for swimming in viscoelastic
fluids near walls [15]. However, we also predict an increased swimming efficiency, a result
not seen here.
A change from ‘pusher’ to ‘puller’ behaviour (equivalent to a change in sign of µ1)
equates to a reflection of the initial fibre angle in the y-axis. The activity parameter
µ1 allows the mean rate of working to take on negative values, suggesting that the ten-
sion/stresslet exerted by the fibres on the sheet may at times overcome the work the sheet
does on the fluid to move. For some values of µ1 the mean swimming velocity may be
negative, indicating a reversal of swimming direction; this change is dependent on the
uniform orientation angle φ, a result also observed for rotated viscoelastic networks [96].
The inclusion of active behaviour dramatically changes the streamlines and flow field.
For a passive transversely-isotropic fluid, i.e. µ1 = 0, increasing the magnitude of
the viscosity-like parameters increases the work the sheet must do on the fluid to swim;






































Figure 4.14: Instantaneous streamlines in the four regimes considered: (a) passive regime
(µ1 = 0, µ2 = µ3 = 5), (b) active-only regime (µ1 = 5, µ2 = µ3 = 0), (c) nearly-isotropic
regime (µ1 = µ3 = 1, µ2 = 0) and (d) regime where at least one of the parameters is much
larger than one (µ1 = µ2 = µ3 = 900). In each graph t = 0 and the initial orientation
angle is φ = 0.
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to be approximately linear in the parallel viscosity µ‖ = 1 + (µ2 + 4µ3)/2, with a small
additional dependence on µ3. For an active isotropic fluid (µ1 is non-zero and µ2 = µ3 = 0)
we observe potentially unphysical behaviour when µ1 is increased sufficiently, with rapid
large variations with respect to φ in both mean swimming velocity and rate of working.
Note however that a large value of µ1 with µ2 = µ3 = 0 may not represent a physically
realistic fluid. These unphysical effects are reduced by the inclusion of µ3 in particular,
and to a lesser extent µ2, damping these large variations.
When the rheological parameters are all non-zero, increasing the anisotropic shear
viscosity causes the mean swimming velocity to collapse down towards the Newtonian
result, altered slightly by the active properties of the fluid. However the mean rate of
working is increased in general. The anisotropic extensional viscosity has a similar but
much smaller effect.
This study demonstrates that locomotion in active fluids is dramatically different from
locomotion in passive fluids. Our finding of zero, and indeed negative rate of working for
some angular configurations and sufficiently large values of the active parameter µ1 is a
consequence of the energy input to the system by active stress. This phenomenon may be
related to superfluid behaviour recently observed in bacteria suspensions [59]. Further,
these results are suggestive that active stresses in the bulk may enhance the motion of
individual swimmers. It has long been known that some flagellated swimmers may propel
more rapidly in polymeric than Newtonian fluids [84]. An increase in the anisotropy of
the slender body drag coefficients has been proposed as one underlying mechanism [4, 62];
recently Martinez [67] demonstrated that viscosity reduction associated with high speed
flagellar rotation provides an alternative explanation. The present model does not support
a change to mean swimming speed purely through fluid anisotropy; because we analysed
only 2D propulsion with constant viscosity-like parameters we are unable to comment on
the effect of shear-thinning on rotation.
The passive region of parameter space with µ1 = 0 represents the anisotropic char-
acteristics of the aligned passive microstructure of cervical mucus. Key aspects which
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may be explored in future work include shear-dependent viscosity and dispersion of fibre
alignment. The active regime µ1 6= 0 may be considered as a model of motility through
an active aligned medium, which may capture some of the essential physics of sperm
migration through ciliated epithelium in the female reproductive tract. Our predictions
could be tested experimentally by constructing an actuated membrane and studying the
dynamics of an overlying suspension of swimming bacteria or microrods.
This study has opened up a number of exciting future research directions. These
include (but are not limited to) investigating the effects of viscoelasticity [52], fibre dis-
persion [95] or the presence of walls [46]. Similarly, coupling the flagellar elastic behaviour
to the viscous fluid mechanics to determine the effect on the beat pattern [78], or a full
3D computational treatment of the problem would be of interest since tumbling and ro-
tating of the bacteriophage does not happen in only one plane. The model may also be
developed to apply to peristaltic pumping by taking into account cylindrical tube geome-
try. Peristaltic pumping is a mechanism for inducing flow in channels, which is a method
proposed to recirculate a sample in the device designed by Linear Dichroism Ltd. Tay-
lor’s swimming sheet has inspired decades of research into biological propulsion; the study
presented here shows that Taylor’s model continues to enable insight into novel areas of
active fluid mechanics.
4.5.1 Summary
A summary of the findings in the current chapter are given here:
• For a passive suspension (µ1 = 0), no change in the mean swimming velocity was
observed; the mean rate of working increased with both µ2 and µ3.
• For an active suspension, certain initial orientation angles proved more efficient for
propulsion, however the sheet was seen to have a lower mean swimming velocity for
these orientation angles.
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• When the active parameter µ1 is large and the other two parameters are small, po-
tentially non-physical behaviour was observed; this was dampened by the inclusion
of µ2 and µ3.





This thesis has comprised two physical examples of fibre-laden fluids, the first being a
flow device aimed at detecting pathogens in biological fluids. Bacteriophage, suspended
in a fluid sample, are recirculated in a thin rectangular channel using a pumping device;
the alignment induced from this flow leads to a specific linear dichroism signal. To effi-
ciently detect pathogens the signal to noise ratio needs to be optimised, this can be done
by increasing the alignment in the channel. The second is an investigation into micro-
scopic propulsion in aligned fibrous media, biologically relevant to spermatozoa swimming
through fibrous cervical mucus. Taylor’s classical swimming sheet model is adapted to in-
clude an aligned fibrous fluid, similar to the alignment of glycofilaments in cervical mucus
at certain stages in the menstrual cycle.
For chapters 2 and 3, models describing suspensions of fibres with a dispersion of
orientation were used. This model, originally proposed by Batchelor [2, 3] and discussed
by Hinch & Leal [35], comprised a contribution to the bulk stresses in a fluid due to sus-
pended particles. Following Pedley & Kessler [76], the flow dynamics were coupled to the
distribution of particle orientation, described by probability density function ψ(p,x∗, t∗),
via a Fokker-Planck equation; the moments of ψ were used to calculate the extra stress
terms. Previous work has consisted of prescribing a flow, typically simple shear [55, 80] or
parabolic Poiseuille flow [25], and calculating the distribution of orientation; here we have
extended upon these works by iteratively coupling the flow and distribution equations
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for more complex 3D channels and incorporated all bulk stresses associated with particle
suspensions.
By considering uniform alignment and an average particle direction a = 〈p〉, the
work by Pedley & Kessler was linked with Ericksen’s transversely-isotropic fluid [24];
these equations are a limit of Pedley & Kessler’s model for perfectly aligned media. This
model was used in chapter 4, where we investigated propulsion through aligned cervical
mucus. A transversely-isotropic fluid has a preferred direction; the properties of the fluid
are identical normal to this preferred direction. Ericksen’s model consists of extra stress
terms, similar to those in Pedley & Kessler’s model, but instead uses an equation for
the evolution of the preferred direction. To examine propulsion through aligned media,
Taylor’s swimming sheet model was adapted to account for the extra stresses produced
from an alignment of particles. Applying Taylor’s model to non-Newtonian fluids is of
significant interest; this work provides insight into microscopic propulsion in a different
type of complex fluid, one displaying alignment and active properties. We summarise the
work undertaken in this thesis here and outline possibilities for future work.
5.1 Summary of results
5.1.1 Flow-induced alignment in thin rectangular channels
Chapters 2 and 3 sought to calculate the degree of orientation, and hence the linear
dichroism signal, of a bacteriophage suspension aligned due to the shear induced by flow
in thin rectangular channels; the length of the channel is much longer than its width and
depth. Passive M13 bacteriophage were suspended in a Newtonian fluid and so there was
no active contribution to the flow. We began with a simple approximation in chapter 2,
and improved on this to calculate and compare solutions to more accurate flow set-ups. To
calculate the degree of orientation in the system, we defined an orientation parameter S
related to the difference in alignment parallel and perpendicular to the flow direction. This
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orientation parameter, suitable for biaxial samples, differed from that used by McLachlan
et al. [68]; their definition, assuming a uniaxial sample, is not applicable to the biaxial
orientation of particles in flow channels. Throughout both chapters, the velocity, degree
of orientation and linear dichroism signal were compared for a range of parameter values
In chapter 2, we initially consider a 2D rectangular channel; the resulting flow prob-
lem, including the extra stress terms from [76], was coupled with the 2D Fokker-Planck
equation. Steady flow, forced by a constant pressure gradient, and an oscillatory problem
were considered. The steady flow equations were solved semi-analytically and coupled
iteratively, initially taking a Newtonian flow profile. For oscillatory flow, a perturbation
expansion in the volume fraction of particles reduced the flow problem to the Newtonian
case, and hence de-coupled the equations; the Fokker-Planck equation was then solved
using a Fourier transform and ODE solvers.
The results obtained using parameter values supplied by Linear Diagnostics Ltd indi-
cated that the elongated particles prefer to align in the flow direction, as expected, and
their alignment increases with increasing pressure gradient and channel depth for steady
and slow oscillations. For larger oscillations, we found that inertial effects dominate the
flow; the degree of orientation drastically reduces and the relationship with the channel
width reverses so that increasing the channel width decreases the orientation. It was
determined that this reversal occurs for oscillating frequencies larger than approximately
ω∗ = 30 rad/s, beyond this inertial effects dominate the flow.
Linear dichroism signal is calculated by integrating the orientation over the depth
of the channel; it is defined as the difference in absorption of light polarised parallel
and perpendicular to the flow direction. We approximate the signal by calculating and
comparing the degree of orientation in these directions; however, this needs to be in the
plane in which the light source is pointing. Hence, to predict the linear dichroism signal,
we considered a 3D system where a fibre-laden fluid is bound between two walls, with
the light passing through the walls to obtain a signal. With this change we then coupled
the flow problem, similar in nature to the 2D case previously discussed, with the 3D
136
Fokker-Planck equation, and dealt with steady and oscillatory problems. Steady flow is
again solved semi-analytically, however the solution to the Fokker-Planck equation now
follows McLachlan et al. [68] (and originally Strand, Kim & Karrila [87]); the distribution
function was discretised spatially via spherical harmonics, which are the solution to the
angular part of Laplace’s equation. This discretisation lead to a system of equations
that were written in matrix form and solved numerically. For oscillating flow, rather
than expanding in terms of the volume fraction, the full problem was solved numerically
via an implicit finite difference scheme. Using spherical harmonics, the Fokker-Planck
equation reduces to a system of ordinary differential equations which are solved using
inbuilt numerical solvers in Matlab. The degree of orientation was lower in comparison
to the 2D approximation in the same chapter, due to the particles rotating out of the
plane. Although the values of the variables of interest change, the general characteristics
and key parameters that would affect the signal to noise ratio are similar.
In both cases, the orientation parameter used in [68] (equation (1.21)) was compared
to the one defined in this work for steady flow. The degree of orientation predicted from
the uniaxial equation for S was lower than that predicted by equation (1.20); in the 2D
solution, the orientation parameter defined by McLachlan [68] also did not predict zero
alignment at the centre of the channel as expected. We have shown that equation (1.21)
is not an accurate prediction of the orientation in channel flow. We also found, for steady
flow, that the orientation parameter appears to have an upper limit of S ≈ 0.74 when
increasing the channel depth and pressure gradient. This suggests there is a maximum
possible alignment that can be achieved in the channel.
Expanding on this work, chapter 3 considers a full 3D channel, closely aligned with
the industrial problem of a thin rectangular channel containing a fibre-laden fluid. Here,
the width of the channel is now comparable to its height, while the length scale is still
much larger. For both steady and oscillatory problems the flow was treated numerically;
a finite difference discretisation was used to solve the flow problem, with an ADI method
employed to deal with time derivatives in oscillating flow. As before, the Fokker-Planck
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equation was solved by discretising spatially in the basis of spherical harmonics then
solved at each point in the flow where the shear rate a particle experiences is assumed
approximately constant. The work in this chapter proved to be far more computationally
expensive and complex and so a smaller range of parameter space was taken, specifically
for oscillating flow.
The trend of the results generally agreed with the work in chapter 2: increasing the
pressure gradient increases the orientation, increasing the channel width for steady and
small oscillations has the same effect; for large oscillations the channel depth has an
inverse relationship with the orientation and signal. In general, oscillating flow produced
a lower degree of alignment overall. Comparisons were made between the orientation
parameter calculated in the 3D channel and the channel bound by two walls. At the
centre of the channel the two are equivalent, however closer to the walls the orientation
changes, since the shear rate in the channel is increased by including the channel width.
By averaging over the width we deduced that the orientation produced by the 3D channel
was higher than the simplified version. In general, to highlight the key parameters that
influence changes in the orientation and signal in the system, the simplified channel model
is acceptable; however, to accurately predict the degree of alignment in the channel, the
3D model discussed in chapter 3 would need to be considered.
Recommendations for Linear Diagnostics Ltd
Based on the work in chapters 2 and 3, we make the following recommendations for Linear
Diagnostics Ltd to improve the signal to noise ratio in their handheld devices:
• Increasing the inlet pressure gradient and channel depth will lead to larger shear-
induced alignment and hence a stronger signal in the steady flow case.
• Increasing the pressure gradient and channel depth beyond G∗ = 5× 104 Pa/m and
h∗ = 3× 10−3 m will no longer improve the alignment in the system.
• Tentatively we suggest increasing the volume fraction of bacteriophage in the sample
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to increase the number of aligned particles passing under the light source. However,
care must be taken here as more particles could lead to a higher degree of light
scattering which increases the signal noise.
• The theoretical oscillatory case may be feasible if the fluid is oscillated slowly (i.e.
ω∗ ≤ 30 rad/s), the signal is reduced from the steady case but may still produce
useful alignment.
5.1.2 Microscopic propulsion in transversely-isotropic media
The final part of this project focussed on a different problem, inspired by reproductive
biology, and made use of the transversely-isotropic fluid model of Ericksen [24]. Sper-
matozoa must penetrate fibrous cervical mucus in many internally fertilising species; this
glycofilament-mucin structure forms parallel networks due to hormonally induced changes
in the hydration of the mucus at various stages in the menstrual cycle. The swimming
of microscopic organisms like spermatozoa cannot occur through these fluids via iner-
tial propulsion; a travelling wave traverses the tail of certain cells to aid propulsion. The
classical Taylor’s swimming sheet model, consisting of an infinite waving sheet in a Newto-
nian fluid at zero-Reynolds number, was adapted to account for aligned fibrous networks.
Alongside the fluid problem, the evolution of fibre orientation due to the waving motion
of the tail is calculated. To do this we use Ericksen’s equations for a transversely isotropic
fluid [24], which encapsulate a suspension of fibres with a preferred direction instead of
a dispersion of orientation. This model was linked to the suspension model of Pedley &
Kessler in chapter 1 and in recent work by Holloway et al. [39].
Following the outline of Taylor’s established method, we expressed the velocity in
terms of a stream function which satisfied the incompressibility condition. Inertial terms
are neglected, due to zero Reynolds number swimming associated with microorganism
propulsion, and a perturbation expansion about a small parameter ε is taken, equivalent
to the wavenumber multiplied by the amplitude of the sheet. We arrive at a set of partial
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differential equations accounting for the extra stress terms associated with the fibres,
which agree with those derived by Taylor when the extra viscosity parameters are set
to zero. These equations, describing the fluid velocity and fibre evolution, are solved at
leading order to deduce the mean rate of working of the sheet, and at next order, by
considering terms independent of time, to calculate the mean swimming velocity. We
considered four regions of parameter space for the dimensionless active parameter (µ1),
anisotropic extensional viscosity (µ2) and the anisotropic shear viscosity (µ3): an active
only region (µ2 = µ3 = 0), a passive region (µ1 = 0), a nearly isotropic region (µ1, µ2 and
µ3 are small) and a region where the parameters are greater than order one.
We found that the behaviour of a swimming sheet in a transversely-isotropic fluid was
drastically different to Newtonian fluids. For a passive transversely-isotropic fluid, there
was no change to the mean swimming velocity and the mean rate of working was found
to increase with both the anisotropic extensional and shear viscosities; we believe this is
due to an enhancement in the apparent viscosity of the fluid increasing the difficulty of
swimming. For active fibres, i.e. those that self-propel, certain initial particle orientations
prove more beneficial for swimming than others; the mean rate of working decreases for
angles such as φ = 0, though this also corresponds to a decrease in the mean swimming
velocity.
For certain orientation angles and when µ1 is sufficiently large, we found a reversal in
the swimming direction and occasionally a negative mean rate of working, this may be
due to the stresses produced by the fibre motility overcoming the work the sheet does on
the fluid. This change in swimming direction has also been noted in rotated viscoelastic
networks [96]. Throughout all results, the anisotropic shear viscosity had a far greater
impact than the anisotropic extensional viscosity, notable when the active parameter µ1
was large; here we see sharp positive and negative peaks in the mean swimming velocity
and mean rate of working, which may represent unphysical behaviour, reduced more
convincingly by µ3 than µ2. We believe that the extra stresses due to the glycofilaments
may be acting as a selection process to choose the strongest swimming spermatozoa.
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5.2 Future work
This thesis provides many interesting options for further investigation. For fibre align-
ment in 3D thin channel flow, the assumption of uniform distribution could be reassessed;
if particles accumulate in certain areas of the channel it could alter the signal, and so a
spatially dependent fibre concentration would be useful to visualise this. It is possible
that the fibres interact and may become entangled which would actively reduce the align-
ment and linear dichroism signal; this could be accounted for by incorporating models of
entanglement discussed in [56]. Another aspect that could be considered is investigating
steady and oscillatory flows of an active suspension of particles, akin to modelling cells
such as spermatozoa or E. coli.
Experimental validation of the predictions made in chapters 2 and 3 would be integral
to improving our understanding of fibre-laden fluids in thin channels. Some experimental
work has already been undertaken to qualitatively determine the change in signal when
pathogens are added to a suspension of M13 bacteriophage. The bacteriophage were
conjugated with Anti-Salmonella IgG antibody and AlexaFluor Dye 555 molecules then
suspended in a 50mM potassium phosphate buffer. To test a fluid sample, the bacterio-
phage suspension is diluted in the fluid sample to a concentration around 0.02 g/l.
The diluted sample was tested in the AKTA pure chromatography system, a column
chromatography system which separates different compounds in a sample depending on
their structural characteristics. The column is filled with a solid or stationary phase where
different compounds have varying binding affinities with this absorbent surface, depending
on their polarity and structural characteristics. The solution to be tested is inserted into
the top of the column and the components of the sample that are more attracted to
the stationary phase will remain in the column for a longer period. At each stage, the
sample leaving the column is processed using UV light to determine the amount of each
component in the sample. The aim is to detect any unbound dye or antibody molecules
that have not been removed from the system as they could disrupt the signal and give






Figure 5.1: Fluorescence image of flow channel under 10× magnification. The bacterio-
phage in solution have dye molecules and salmonella specific antibodies attached to their
surface. (a) A sample of bacteriophage, (b) a sample containing salmonella.
of the components being M13 bacteriophage. We then subject a further diluted sample
(around one in one hundred of the 0.02 g/l solution) to fluorescence imaging to visualise
the alignment of the bacteriophage and to understand how it changes when the anticipated
pathogen is present. Thus far we have examined the fluid on both a microscope slide, in
an attempt to image the bacteriophage, and in the flow channel itself.
When the flow channel contains a sample free from pathogens, the channel is mainly
dark (figure 5.1a), a small number of light sources can be seen from the bacteriophage in
the sample. When a concentration of salmonella is added to the fluid, the antibodies on
the surface of the bacteriophage attach to a specific pathogen and so the bacteriophage
in the sample congregate around the salmonella (figure 5.1b). It can clearly be seen that
the system is working effectively since at first the bacteriophage do not appear to bundle
together, then when salmonella are present the bacteriophage collect at the pathogen
and the resulting bundles can be seen more clearly. These bundles are not elongated
molecules that will align properly in flow and so will result in a drop in signal, which has
been detected on the prototype handheld reader. We seek to track the orientation and
any collective behaviour of bacteriophage in channel flow; to obtain a detailed image, a
camera of higher resolution is necessary. There are various other predictions that would
be beneficial to verify experimentally, including determining if the maximum degree of
alignment can be achieved and if this matches our prediction. Further, the impact of
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particle number density on the signal and noise, due to light diffraction, could be tested
experimentally; increasing the number of particles should increase the signal however the
effect on the light diffraction must be determined.
For the adaptation of Taylor’s swimming sheet, there are a number of possible research
opportunities; considering a numerical simulation of 3D geometries is one interesting
option. We could also examine motility in a suspension of active or passive particles by
coupling Taylor’s model with a Fokker-Planck equation; this would also require numerical
solution. An investigation into the effects of non-Newtonian fluids such as viscoelastic
fluids or fluids with shear dependent viscosities would aid in modelling a range of biological
fluids. Finally, the model could be extended to describe peristaltic pumping by considering
circular geometry.
Suspensions of particles in biological media occur in a variety of situations; models of
these suspensions can be used as a method to predict pathogen detection or to describe
microscopic propulsion in fibrous biological media. It is important to understand how
the flow of these suspensions varies from Newtonian fluids in order to accurately predict
how the particles impact their environment. We believe this work provides an insight into




THE DISCRETE FOURIER TRANSFORM
METHOD FOR SOLVING PARTIAL
DIFFERENTIAL EQUATIONS
To demonstrate the use of fast Fourier transforms to solve ordinary differential equations,
consider the advection-diffusion equation with constant coefficients,
yt + uyx = yxx, (A.1)











y(x, t)e−ikx dx, (A.3)
for integer L and where, (A.2) is the Fourier transform and (A.3) is its inverse. Substi-
tuting (A.2) into (A.1) we obtain an ordinary differential equation
dYk
dt
+ ikuYk = −k2Yk, (A.4)
this is solved using an integrating factor to give
Yk(t) = Yk(0) exp(−k(iu+ k)t), (A.5)
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where Yk(0) is the transformed initial condition; this initial condition is expressed by





























































Currently, the Fourier transform contains a sum from k = −L to L, however to numerically
solve the problem in Matlab, the negative values (the first M entries) must be shifted along
to L+ 1, . . . 2L.






















Since j is an integer, e2πi(j−1) = 1 for all j; we can add or subtract multiples of M without























, j = 1, 2, . . . L (A.10)













M L+ 1 ≤ k ≤ 2L,
(A.11)





The solution is then given as
V (k + 1) =

Yk(t) 0 ≤ k ≤ L
Yk−M(t) L+ 1 ≤ k ≤ 2L,
(A.13)
where Yk are given by (A.5). The initial conditions are
Yk(0) = V 0(k + 1), k = 0, 1, . . . L,
Yk−M(0) = V 0(k + 1), k = L+ 1, L+ 2, . . . 2L+ 1.
(A.14)
Let l = k −M , then
k + 1 = l +M + 1
= l + 2L+ 2,
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then the initial condition can be written as
Yl(0) = V 0(l + 2L+ 2), l = L+ 1−M, . . . , 2L−M
= L+ 1− 2L− 1, . . . , 2L− 2L− 1
= −L, . . . ,−1
(A.15)








Once the solution has been calculated, the inverse transform is taken to convert back to



















To numerically evaluate (A.17), we again change the summation limits to k = 1, . . .M+1






























Consider the second sum, the limits must be k = L+ 1 to 2L+ 1. Let l = k + 2L+ 2 =
































using (A.13) to write the solution in terms of V . Combining the two sums and using the












M = M ifft(V ). (A.20)
This method can be applied to the more complex Fokker-Planck equation, following the
same steps and incorporating non-constant coefficients.
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A.1 Peak orientation parameter and linear dichroism




















Figure A.1: Peak Linear dichroism signal, over one time period, for a range of inlet
pressure gradient and oscillating frequency. The channel depth and number density remain
the same, h∗ = 3× 10−4 m and n∗d = 7.33× 1017 phage/m3 respectively.
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(a)






















Figure A.2: Peak orientation parameter, over one time period, changing with channel
depth and oscillating frequency. (a) Speak changing with channel width for multiple os-
cillating frequencies: ω∗ = 1 rad/s (green line), ω∗ = 10 rad/s (red line), ω∗ = 20 rad/s
(blue line) and ω∗ = 40 rad/s (purple line). (b) Sav changing with oscillating frequency
for multiple h∗ values: h∗ = 2.5 × 10−4 m (green line), h∗ = 3 × 10−4 m (red line),
h∗ = 3.5 × 10−4 m (blue line), h∗ = 4 × 10−4 m (purple line). The pressure gradient is





































































































Figure A.3: Peak orientation parameter and linear dichroism signal, over one time period,
for a range of particle number density and channel depth. (a) and (c) Speak and (b) and
(d) LDpeak. The pressure gradient is G
∗ = 4.4× 103 Pa/m and the oscillating frequency
is ω∗ = 10 rad/s for (a) and (b) and ω∗ = 200 rad/s for (c) and (d).
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APPENDIX B
MATRIX ENTRIES FOR THE FINITE
DIFFERENCE DISCRETISATION OF THE
FIBRE-LADEN FLOW PROBLEM
B.1 Finite difference matrix entries for steady flow
of a suspension
The matrices (3.41)-(3.43) have entries in terms of (3.34)-(3.39) and are dependent on
the sign of G (equation (3.35)) and H (equation (3.36)). The coefficient for the mixed
derivatives does not change and is given by Ei,j = Li,j/4∆y∆z. The other coefficients
can be summarised for each case as follows:

















































































































































































B.2 Matrix entries for oscillating flow of suspensions
To calculate the velocity of pressure-driven flow of a suspension of elongated bacterio-
phage, we utilise an ADI method, discretising using finite differences and splitting the
time step in half. In the first half-time step, the problem is solved implicitly in y and
explicitly in z and mixed derivatives. In the second half time step, the problem is solved
implicitly in z, where the explicit terms are the solution to the first equation at the inter-
mediate time step. The matrix entries and right hand side vector depend upon the sign
of the coefficients of the single derivatives and are summarised here.
For the first time step, the coefficients of each term in equation (3.59) are given by
(3.34)-(3.39). The operator matrix is given by (3.58) and the terms are dependent on the














































































(uni+1,j+1 − uni−1,j+1 − uni+1,j−1 + uni−1,j−1),
(B.7)















































The second time step is constructed similarly; the coefficients of the operator matrix
can be defined as follows: For Hn+1i,j ≥ 0,

























For Hn+1i,j < 0,



















































i+1,j+1 − un+1/2i−1,j+1 − un+1/2i+1,j−1 + un+1/2i−1,j−1),
(B.12)


















































COMPONENTS OF THE ERICKSEN STRESS
TENSOR FOR SMALL AMPLITUDE
PROPULSION
C.1 Components of the stress tensor
Assuming that the velocity takes the form u = (u(x, y, t), v(x, y, t)), the components of
the stress tensor are calculated as,
σ11 = −p+ µ1(cosφ− θ sinφ)2 +
(






µ2(cosφ− θ sinφ)3(sinφ+ θ cosφ)















= µ1(cosφ− θ sinφ)(sinφ+ θ cosφ)
+
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+ µ2(cosφ− θ sinφ)3(sinφ+ θ cosφ)
∂u
∂x





σ22 = −p+ µ1(sinφ+ θ cosφ)2 +
(








µ2(cosφ− θ sinφ)(sinφ+ θ cosφ)3













C.2 Eigenvalue matrix entries for O(ε) swimming





4 − 2λ2 + 1)− µ2λ2 cos 4φ
+ µ1
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(λ3 + λ) sin 4φ,
(C.5)
where L22 = L11 and L21 = −L12.
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C.3 Governing equation for O(ε2) swimming
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resolution. J Mol Biol, 226(2):455–470, 1992.
[31] JEF Green and A Friedman. The extensional flow of a thin sheet of incompressible,
transversely isotropic fluid. Eur J Appl Math, 19(03):225–257, 2008.
[32] T Hayat, N Ali, and Z Abbas. Peristaltic flow of a micropolar fluid in a channel with
different wave forms. Phys Lett A, 370(3):331–344, 2007.
[33] NA Hill and MA Bees. Taylor dispersion of gyrotactic swimming micro-organisms in
a linear flow. Phys Fluids, 14(8):2598–2605, 2002.
[34] NA Hill and TJ Pedley. Bioconvection. Fluid Dyn Res, 37(1):1–20, 2005.
[35] EJ Hinch and LG Leal. The effect of Brownian motion on the rheological properties
of a suspension of non-spherical particles. J Fluid Mech, 52(4):683–712, 1972.
161
[36] EJ Hinch and LG Leal. Time–dependent shear flows of a suspension of particles with
weak Brownian rotations. J Fluid Mech, 57(4):753–767, 1973.
[37] EJ Hinch and LG Leal. Constitutive equations in suspension mechanics. Part 1.
General formulation. J Fluid Mech, 71(03):481–495, 1975.
[38] EJ Hinch and LG Leal. Constitutive equations in suspension mechanics. Part 2.
Approximate forms for a suspension of rigid particles affected by Brownian rotations.
J Fluid Mech, 76(01):187–208, 1976.
[39] CR Holloway, G Cupples, DJ Smith, JEF Green, RJ Clarke, and RJ Dyson. Influ-
ences of transversely–isotropic rheology and translational diffusion on the stability of
active suspension. Under review with Eur Phys J E, 2018.
[40] CR Holloway, RJ Dyson, and DJ Smith. Linear Taylor–Couette stability of a trans-
versely isotropic fluid. P Roy Soc Lond A Mat, 471(2178), 2015.
[41] Y Hwang and TJ Pedley. Bioconvection under uniform shear: linear stability analysis.
J Fluid Mech, 738:522–562, 2014.
[42] T Ishikawa and TJ Pedley. The rheology of a semi–dilute suspension of swimming
model micro-organisms. J Fluid Mech, 588:399–435, 2007.
[43] MY Jaffrin and AH Shapiro. Peristaltic pumping. Ann Rev Fluid Mech, 3(1):13–37,
1971.
[44] GB Jeffery. The motion of ellipsoidal particles immersed in a viscous fluid. Proc R
Soc Lond A, 102(715):161–179, 1922.
[45] MR Kamal and AT Mutel. The prediction of flow and orientation behavior of short
fiber reinforced melts in simple flow systems. Polym Composite, 10(5):337–343, 1989.
[46] DF Katz. On the propulsion of micro–organisms near solid boundaries. J Fluid Mech,
64(01):33–49, 1974.
[47] J Kim, S Michelin, M Hilbers, L Martinelli, E Chaudan, G Amselem, E Fradet,
J Boilot, AM Brouwer, CN Baroud, et al. Monitoring the orientation of
rare–earth–doped nanorods for flow shear tomography. Nat Nanotechnol, 2017.
162
[48] DL Koch and G Subramanian. Collective hydrodynamics of swimming microorgan-
isms: Living fluids. Annu Rev Fluid Mech, 43:637–659, 2011.
[49] MS Krieger, MA Dias, and TR Powers. Minimal model for transient swimming in a
liquid crystal. Eur Phys J E, 38(8):1–9, 2015.
[50] MS Krieger, SE Spagnolie, and T Powers. Microscale locomotion in a nematic liquid
crystal. Soft Matt, 11(47):9115–9125, 2015.
[51] MS Krieger, SE Spagnolie, and TR Powers. Locomotion and transport in a hexatic
liquid crystal. Phys Rev E, 90(5):052503, 2014.
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