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Abstract
We introduce a new graph for all whose cartesian powers the vertex isoperimetric problem has nested solutions. This is the fourth
kind of graphs with this property besides the well-studied graphs like hypercubes, grids, and tori. In contrast to the mentioned graphs,
our graph is not bipartite. We present an exact solution to the vertex isoperimetric problem on our graph by introducing a new class
of orders that uniﬁes all known isoperimetric orders deﬁned on the cartesian powers of graphs.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
Let G = (VG,EG) be a (simple undirected) graph. For a subset X ⊂ VG we denote the ball of X in G by
B(X) = {y ∈ VG|distG(y,X)1}.
The problem of ﬁnding, for a given m, an m-element subset X ⊆ VG with minimum |B(X)| is known as a Vertex-
Isoperimetric Problem (VIP). This problem is one of the basic extremal graph problems and has a lot of applications,
see the survey [1] for some of them. In many cases the minimum value of |B(X)|, or a good estimate, is needed for
every value of |X|. A natural way for obtaining the function min |B(X)| would be to look for a total order on VG, whose
each initial segment provides a solution to VIP.
A total order G on the vertex set of G is said to be isoperimetric if
(1) (Optimality property) For each subset X ⊂ VG,
|B(X)| |B(IS(|X|)|,
where IS(m) denotes the initial segment of length m in order G.
(2) (Continuity property) For each m, 1m |VG|, the ball B(IS(m)) of an initial segment of length m is again an
initial segment.
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Fig. 1. The graph G(h) with a total order
G
 .
We call a set with minimum |B(X)| an optimal set. Thus, if G admits an isoperimetric order then IS(m) is an optimal
set for each m= 1, . . . , |VG|. Of course, not every graph admits an isoperimetric order, but many of them do.A beneﬁt
of ﬁnding an isoperimetric order is that it provides a solution to a bunch of other extremal graph problems such as
bandwidth or proﬁle, among many others, see the survey [7] for details. We call a graph G isoperimetric if it admits an
isoperimetric order.
We emphasize on solving the VIP for graphs represented as cartesian powers Gn of a certain graph G. For graphs
G= (VG,EG) and H = (VH ,EH ) the cartesian product G×H is a graph on the vertex set VG × VH and the edge set
deﬁned as
{((u, z), (v, z))|(u, v) ∈ EG, z ∈ VH } ∪ {((z, u), (z, v))|(u, v) ∈ EH , z ∈ VG}.
VIP for cartesian powers of some graphs has been extensively studied in the literature [1]. The results include the
classical ones for the hypercube [9] and grids [5]. However, just a few families of graphs are presently known each of
whose cartesian powers admits an isoperimetric order. Besides the above mentioned ﬁnite and inﬁnite grids [5,9,12]
there are known results for the powers of tori [10,11,13]. For a long time the theory of isoperimetric graphs was the
theory of these examples.
More recent results include the cartesian powers of a special family of graphsG(h), consisting of an arbitrary number
of “cross-sections” [4], shown in Fig. 1 along with an isoperimetric order.
It turns out that isoperimetric graphs have some speciﬁc structural properties induced by the fact of admitting an
isoperimetric order. This moves the focus from studying isoperimetric graphs to analysis of isoperimetric orders. In our
paper [4] we have explored a local–global principle forVIP that tells that, under certain conditions, a speciﬁc total order
is isoperimetric for Gn and any n iff it is so for n = 1, 2. We have also proposed a way for constructing isoperimetric
graphs based on a given isoperimetric graph G. However, the construction is based on adding some edges to the graph
G only.
It looks natural that balls should be solutions to VIP in “nice” graphs. Picking a vertex v0 in a graph G, the vertex
set VG can be partitioned into the levels, given by the vertices at a ﬁxed distance from v0. This naturally introduces
the balls around v0 and a partial ordering of vertices corresponding to the balls of increasing radius. In fact, the balls
deﬁned this way are optimal sets in all examples of graphs mentioned above. The question is, however, how to order
the vertices within each ball.
Good candidates for isoperimetric graphs can be derived from the theory of Macaulay posets, see surveys [2,8].
Without going into details, for which the reader is referred to the surveys, ifG is bipartite then the above ball construction
naturally produces a ranked poset P. It turns out that if G is isoperimetric then its corresponding poset is Macaulay. The
converse of this is not always true, however. Anyway, the general theory tells that to convert a Macaulay order into an
isoperimetric one, one should go level-by-level in the bottom–top manner and inverse the Macaulay order within each
level.
This is precisely what we do in this paper with respect to the known diamond poset shown in Fig. 3(b) [3] with
its Macaulay order. Its Hasse diagram does not yet give an isoperimetric graph all of whose cartesian powers are
isoperimetric. But after adding the edges in the middle level we get a diamond graph with isoperimetric order matching
the Macaulay order on the derived poset. Thus, our result generalizes the corresponding result in [3]. The Macaulay
order on the cartesian powers of the diamond poset has been studied in several other papers (e.g., [6]) and we adopted it
for our purposes after a slight reformulation. This reformulation allowed us to simplify proofs and unify all the known
isoperimetric orders from the mentioned examples of graphs by formulating them as the -lexicographic ones. In the
future we plan to further explore this class of orders, e.g., study it for a local–global principle.
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Fig. 2. The zigzag order on {0, 1, 2, 3, 4}2.
The paper is organized as follows. In the next two sections we introduce a class of total orders and emphasize one
of them by converting it into the isoperimetric one which is relevant to the diamond graph. After establishing some
helpful results in Section 4, we prove in Section 5 that this order is indeed isoperimetric for any cartesian power of the
diamond graph. Concluding remarks are put in Section 6.
2. Lexicographically segmented orders
Let V = {0, 1, . . . , p} and  : V → {0, 1, . . . , q} be a surjective map. For x = (x1, . . . , xn) ∈ V n we denote
(x) = ((x1), . . . , (xn)). We deﬁne the -lexicographic order n in V n as follows:
xny iff
{
(x)<lex(y) or
(x) = (y) and xcolexy,
(1)
where  lex and colex denote the lexicographic and colexicographic orders, respectively, which are deﬁned as follows.
We write (x1, . . . , xn)<lex(y1, . . . , yn) (resp. (x1, . . . , xn)<colex(y1, . . . , yn)) iff xi < yi for some i, 1 in, and
xj = yj for 1j < i (resp. i < jn).
When q =0 we get the colexicographic order and when q =p and  is the identity map then we get the lexicographic
order.
Let  : V → {0, . . . , p − 2} be deﬁned as
(i) =
⎧⎨
⎩
0, i = 0, 1,
i − 1, 2 ip − 2,
p − 2, i = p − 1, p.
Then n is the so-called zigzag order [3]. Fig. 2 shows an example with p = 4 and n = 2.
It easily follows from the deﬁnition that the order n is consistent, that is, if x′, y′ are the vectors formed by the
coordinates where x and y disagree, then
xny iff x′ry′,
where n and r are the dimensions of x, y and x′, y′, respectively.
3. The diamond graph
The diamond graph D is the graph on ﬁve vertices shown in Fig. 3(a) along with its isoperimetric order, which also
serves to label the vertices. It is derived from the diamond poset studied in [3] by adding two edges in the middle level.
Let n be the zigzag order on V (D)n. That is, n is the order associated to the surjective map (0) = (1) = 0,
(2) = 1, and (3) = (4) = 2. This is the order described in Fig. 2 above for n = 2. We deﬁne the -simplicial order
on V (D)n as follows. For each vertex x in the nth cartesian power Dn of the diamond graph, we denote by ‖x‖ the
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Fig. 3. (a) The diamond graph and (b) diamond poset.
distance in Dn between vertex 0 = (0, . . . , 0) and x. Then, the -simplicial order ns is deﬁned by
xns y iff
{‖x‖< ‖y‖ or
‖x‖ = ‖y‖ and xny.
Note that the -simplicial order is also consistent. Our main result is the following theorem.
Theorem 1. The order ns is isoperimetric in Dn for each n1.
This theorem will be proved in Section 5 after establishing a number of results in the next section.
4. Some auxiliary results
In the sequel, V = {0, 1, 2, 3, 4} denotes the vertex set of the diamond graph D and V ni = {x ∈ V n|‖x‖ = i}. The
compression technique we use here is a classical tool for dealing with discrete isoperimetric problems, see e.g., [8]. It
allows one to narrow the search of optimal sets to the class of so-called compressed ones. Informally, a set A ⊂ V n,
n2, is compressed if every subset of vectors ofA having a common coordinate forms an initial segment of the induced
order on V n−1. More precisely, for a ∈ V and 1 in, denote by
A(i, a) = {x ∈ A|xi = a},
A′(i, a) = {y ∈ V n−1|(y1, . . . , yi−1, a, yi, . . . , yn−1) ∈ A},
that is, A′(i, a) consists of the vectors of V n−1 obtained from the vectors in A(i, a) by deleting the ith coordinate.
We denote by Ci (A) the subset of V n such that, for each a ∈ V , (Ci (A))′(i, a) is the initial segment of size |A(i, a)|
of the order n−1s on V n−1. We say that A is compressed if Ci (A) = A for each i, 1 in.
The proof of the following lemma directly follows from Lemma 7 in [4].
Lemma 2 (Bezrukov and Pfaff [4, Lemma 7]). Let the -simplicial order be isoperimetric in Dn−1 for some n2 and
let 1 in. Then for any A ⊆ V n,
|B(Ci (A))| |B(A)|.
Therefore, if A ⊆ V n is an optimal set then Ci (A) is optimal too. For each element x ∈ V n we denote by (x) the
length of the initial segment [0, x] in the simplicial order and for a subset A ⊂ V n, denote
(A) =
∑
x∈A
(x).
Lemma 3. Let A ⊂ V n and 1 in. Then
(Ci (A))(A),
and the inequality is strict iff Ci (A) 
= A.
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Proof. This follows directly from the consistency of the -simplicial order, since the vectors in A\Ci (A) have been
replaced by smaller vectors in that order. 
Let A ⊂ V n be a compressed set and y ∈ A. Note that, if xns y and xi = yi for some i, 1 in, then x ∈ A since A
is compressed. We use the special notation x
↓
ns y to indicate that xns y and the vectors x, y agree in some coordinate.
Lemma 4. Let fnr = min ns V nr and lnr = max ns V nr . One has
(fnr ) =
{
(2r0n−r ) if rn,
(2n) if n< r2n, (l
n
r ) =
{
(0n) if rn,
(02n−r2r−n) if n< r2n,
fnr =
{
(3r0n−r ) if rn,
(32n−r4r−n) if n< r2n, l
n
r =
{
(1r0n−r ) if rn,
(12n−r4r−n) if n< r2n.
Proof. We only give a proof for the vectors fnr . The proof for lnr can be done similarly.
Let fnr = (f1, . . . , fn), (fnr ) = (f ′1, . . . , f ′n). Note that f ′i ∈ {0, 1, 2} for all i. Let i be the smallest index for which
f ′i 
= 2 (if such exists). If f ′i = 1 then fi = 2 so replacing fi with 3 results in a smaller vector of V nr in order ns .
Hence, f ′i = 0; moreover, if fi = 1, then replacing fi with 3 results in a smaller vector of V nr in order ns , so that
fi = 0. Therefore, (fnr ) = (2k0n−k) for k = i − 1r , so that fj ∈ {3, 4} for jk.
Case 1. Assume rn. If k < r then fj = 4 for some jk. But then replacing fj = 4 with 3 and fk+1 = 0 (in our
case k <n) with 3 results in a vector of V nr which is smaller than fnr . This follows from the inequality (3, 3)2s (4, 0)
and the consistency of the order ns . Hence, k = r and fnr = (3r0n−r ).
Case 2. Assume n< r2n. First we show k = n. Indeed, if k <n and fj = 4 for some jk, we have a similar
contradiction as above. So, fnr = (3k0n−k) and ‖fnr ‖ = k <n, contradicting our case assumption. Hence, k = n and
(fnr ) = (2n).
Without loss of generality we can assume that r < 2n, since otherwise the only vector of norm 2n is (4n) and the
lemma is true. Let i be the smallest index for which fi = 4 (such an index exists, since otherwise fnr = (3n) and
r = ‖fnr ‖ = n). We show that fj = 4 for ijn. Indeed, if fj = 3 for some j > i then swapping fi and fj results in a
vector smaller than fnr . This follows from the inequality (4, 3)2s (3, 4) and the consistency of the order ns . Therefore,
fnr = (3t4n−t ) for some t. The number t follows from the equality ‖fnr ‖ = r , which is equivalent to t + 2(n− t)= r , so
t = 2n − r . 
Corollary 5. Let n2 and 1r2n.
(a) The vectors fnr and lnr−1 agree in some coordinate, unless r ∈ {n, n + 1}.
(b) The vectors fnr and lnr agree in some coordinate, unless r = n.
(c) Each pair of vectors {lnr , lnr ′ } and {fnr , fnr ′ } agree in some coordinate, unless r = 2n and r ′ = 0.
The next lemma easily follows from the above corollary.
Lemma 6. Let n2 and C ⊆ V n be a compressed set.
(a) If C ∩ V nr 
= ∅ then fnr ∈ C.
(b) If lnr ∈ C then V nr ⊂ C.
Proof. The assertion is obviously true for r = 0 and r = 2n, so we assume 0<r < 2n. Let x = (x1, x′) ∈ C ∩ V nr and
write fnr = (3, fn−1r−1 ). We have
fnr = (3, fn−1r−1 )
↓
ns (x1, fn−1r−‖x1‖)
↓
ns (x1, x′),
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where the ﬁrst inequality follows from the deﬁnition of fnr and the second one from the consistency of the -simplicial
order; moreover, {r − 1, r − ‖x1‖} 
= {0, 2n}, so fn−1r−1 and fn−1r−‖x1‖ do have a common coordinate. This proves the ﬁrst
assertion.
Similarly, for each y = (y1, y′) we have
(y1, y′)
↓
ns (y1, ln−1r−‖y1‖)
↓
ns (1, ln−1r−1 ) = lnr ,
which completes the proof. 
As a consequence of the above lemma, if a compressed set C ⊂ V n is not an initial segment of the order ns , then
the “holes” of C are located in the highest levels of the set. More precisely:
Corollary 7. Let C ⊂ V n be a compressed set which is not an initial segment of ns . Let c = max ns C and h =
min ns (V
n\C). Then ‖h‖‖c‖ − 1. Moreover, if equality holds then ‖c‖ ∈ {n, n + 1}.
Proof. Denote r=‖c‖.Without loss of generality we can assume r < 2n. By Lemma 6(a) we have fnr ∈ C. Furthermore,
since fni
↓
ns fnr for each ir , we have fni ∈ C as well.
If r /∈ {n, n + 1} then lni
↓
ns lnr−1
↓
ns fnr for each i < r . So, by Lemma 6(a) and Corollary 5(c), lni ∈ C for i < r , so
V ni ⊂ C. This implies h ∈ V nr .
Similarly, if r = n then lnn−2
↓
ns fnn−1
↓
ns fnn ∈ C, which implies V ni ⊂ C for all in − 2 and ‖h‖n − 1. Finally,
if r = n + 1, then lnn−1 = (1n−10)
↓
ns (31n−1)
↓
ns (3n−14) = fnn+1 ∈ C. This implies ‖h‖n = r − 1. 
We show now that the simplicial order of V n satisﬁes the continuity property. Introduce the lower and upper shadow
of a vertex z ∈ V nr , 0<r < 2n, as
$(z) = B(z) ∩ V nr−1,
%(z) = B(z) ∩ V nr+1.
Lemma 8. For a set C ⊆ V n and the vectors c and h as in Corollary 7, if ‖c‖=‖h‖ then |B(IS(|C|)| |B(C)|, where
IS(m) is the initial segment of length m of order ns .
Proof. Assume C is not an initial segment of ns and let r = ‖c‖ and C′ = C ∩ V nr+1. We have
⋃r−1
i=0V ni ⊆ C, so|B(C)| = |⋃ri=0V ni | + |%(C′)|. Hence, minimization of |B(C)| is in our case equivalent to minimization of |%(C′)|
among all subsets of V nr of the same size.
It is known (see, e.g., [8] for details) that the above mentioned problem of minimization of |%(C′)| is equivalent
to the problem of minimization of |$(C′)|. As it is shown in [3], the inverse of the order n solves the minimization
problem for the lower shadows. Hence, by a general result [8], any initial segment of V nr with respect to the order ns
solves the minimization problem for the upper shadows. Replacing C′ by this initial segment in C we get an initial
segment in our order. 
The next lemma easily follows from Lemma 13 in [3] by taking into account the transformation between the lower
and upper shadow minimization problems used in the proof of Lemma 8.
Lemma 9 (Bezrukov et al. [3, Lemma 13]). For each x ∈ V n the ball of the initial segment [0, x] in Dn with respect
to the order ns is an initial segment.
5. Proof of Theorem 1
The proof of Theorem 1 is by induction on n. For n = 1, 2 it can be veriﬁed directly that the simplicial order ns on
Dn is isoperimetric, so we assume n3. By Lemma 9, the -simplicial order ns satisﬁes the continuity property. In
this section we prove that this order satisﬁes the optimality property.
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Let C ⊆ V n be an optimal set. By Lemma 2 we can assume that C is compressed. Moreover, we can further assume
that the set C minimizes (X) among all optimal compressed sets of the same size. This, in particular, implies
|B((C ∪ {h})\{x})| |B(C)| (2)
is satisﬁed for no x ∈ C with hns x, since otherwise the compression of (C ∪ {h})\{x} would result in an optimal
compressed set with smaller value of .
Suppose that C is not an initial segment of the order ns . Let c = max ns C and h = min ns (V n\C). Due to Lemma
8 we can assume r = ‖h‖ = ‖c‖ − 1.
For z ∈ V n let z(i1, . . . , ik; x1, . . . , xk) denote the vector obtained from z by replacing zij with xj for j = 1, . . . , k.
Let h = (h1,h′), c = (c1, c′) and consider the following four cases.
Case 1. Suppose h1 = 0. By Lemma 6(a), we have fnr+1 ∈ C. Since (0,h′)
↓
ns (0, ln−1r ) the last vector is not in C,
and has no common coordinates with fnr+1 = (3, fn−1r ). Corollary 5(b) and Lemma 4 imply r = n− 1 and fnr+1 = (3n).
Let us show that all coordinates of h′ are in {1, 2}. Since (3n) ∈ C, no coordinate of h′ is 3. Suppose hk = 4 for
some k2. Then, since ‖h′‖ = n − 1, we have hj = 0 for some j2. If j < k then h
↓
ns h(j, k; 1, 3)
↓
ns fnr+1 ∈ C,
so h ∈ C. If j > k then
h
↓
ns h(k, j ; 0, 4)
↓
ns h(k, j ; 1, 3)
↓
ns fnr+1 ∈ C,
which is again a contradiction. Finally, since ‖h′‖ = n − 1, hk 
= 0 for k2.
Next, we show that
|B(C ∪ {h})\B(C)|1. (3)
For this consider u ∈ %(h). If u = (h1,u′) then u = h(k; 4) for some k2. One has u ∈ %(u(k; 3)) and u(k; 3)<ns h,
so u(k; 3) ∈ C. If u = (u1,h′) then u1 ∈ %(0) = {1, 2, 3}. If u1 ∈ {2, 3} then u ∈ %((u(2; 0)) and u(2; 0)<ns h, so
u(2; 0) ∈ C. Therefore, the only vector of%(h) that might be not in B(C), is (1,h′).
On the other hand, we show that if (4, 3n−1) ∈ %(u) then either u=fnr+1 or u /∈C. For this consider u ∈ $((4, 3n−1))
and assume u 
= (3n) = fnr+1. If n4 then
h
↓
ns (0, 1n−1)
↓
ns (3n−1, 1)
↓
ns u,
so u /∈C (since otherwise h ∈ C). The same argument is also valid if n= 3 and u = (4, 3, 0). If n= 3 and u = (4, 0, 3)
then
h
↓
ns (0, 1, 1)
↓
ns (3, 3, 1)
↓
ns (3, 0, 4)
↓
ns (4, 0, 3) = u,
which again implies u /∈C. Hence, deletion of fnr+1 from C will decrement the size of B(C) on 1. This, in combination
with (3), implies (2) with x = fnr+1 and leads to a contradiction.
Case 2. Suppose h1 ∈ {1, 4}. Let u= (u1,u′) ∈ %(h). If u1 =h1 then u1 ∈ {1, 4}. If u1 
= h1 then u1 ∈ %(h1). This
is only possible if h1 =1, so u1 =4. In either case (u1 −1)=(u1), so (u1 −1,u′)<ns h. This implies (u1 −1,u′) ∈ C
and u ∈ %(u1 − 1,u′). Hence%(h) ⊂ B(C) and B(C ∪ {h})=B(C). This implies (2) for x = c and leads to a similar
contradiction as above.
Case 3. Suppose h1 =2.We show that ‖h‖=‖c‖. Indeed, if this is not the case then ‖c‖=‖h‖+1= r +1 (Corollary
7) and Lemma 6(a) implies fnr+1 ∈ C. By Lemma 6(b), the vectors fnr+1 and lnr have no common coordinates, which by
Corollary 5(a) implies r ∈ {n − 1, n}. If r = n − 1 then
(2,h′)
↓
ns (2, ln−1n−2) = (2, 1n−2, 0)
↓
ns (0, 1, 3, 1n−3)
↓
ns (3n) = fnr+1,
which implies h ∈ C. If r = n then
(2,h′)
↓
ns (2, ln−1n−1) = (2, 1n−1)
↓
ns (0, 1n−2, 4)
↓
ns (3n−1, 4) = fnr+1,
which again implies a contradiction h ∈ C.
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Case 4. Suppose h1 = 3. In this case we have ‖h‖ = ‖c‖ again. Indeed, otherwise as in case 3 we get ‖c‖ = r + 1
and fnr+1 ∈ C. But then
h = (3,h′)
↓
ns (3, fnr ) = fnr+1.
This contradicts to h /∈C and completes the proof.
6. Concluding remarks and open problems
The above proof encourages to suggest a general version of the local–global principle for the -simplicial orders,
establishing that such an order is isoperimetric for Gn if it is so for n = 1, 2. However, this seems to depend on the
structure of the function  (for instance, that −1(i) has only two elements in levels of G which differ at most in
one unity). At present it is not clear to us if such a result can be stated in a reasonable generality, but to establish a
local–global principle is an interesting open problem. Its solution would provide a deeper insight into combinatorial
properties of -simplicial orders and may extend the class of graphs which admit exact solutions for VIP.
It would be interesting to ﬁnd further examples of graphs for which the -lexicographic order is isoperimetric for
G and G2. For example, the graph shown in Fig. 1 admits the -simplicial isoperimetric order (2i) = (2i − 1) = i,
1 ih−1, (0)=0, and (2h−1)=h−1. It is worth noting here that the diamond graph studied in this paper is one
of the two isoperimetric graphs of order 5, the second one being the path of length four. Exhaustive search shows that
there are no other isoperimetric graphs of order up to nine besides the known families mentioned in the introduction
(hypercubes, grids, even tori, and the graphs G(h) shown in Fig. 1).
Another source of isoperimetric graphs which can be considered is mixed cartesian powers of the diamond graph
with other graphs with isoperimetric orderings. So far we have only proved that K2 ×D admits a -simplicial ordering,
and this seems also to be the case forKn2 ×D. However, it is not clear to us if all powersKn2 ×Dm do admit -simplicial
orderings, or isoperimetric orderings at all.
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