1. Introduction. The analysis of algorithms and data structures, as well as of constructions for systems such as sorting and switching networks, often leads to recurrences. Because recursive algorithms, data structures, and constructions often involve choices that should be made in an optimal way, the recurrences often involve minimization. In their paper, Fredman and Knuth [FK] treat a large number of related recurrences by a combination of combinatorial and analytic methods. The goal of the present paper is to show how in many cases it is possible to replace the analytic component of their solutions with elementary arguments. (Here the terms "analytic" and "elementary" are used in accordance with the practice in number theory: "analytic" refers to methods based on properties of analytic functions of a complex variable, especially residues or integral transforms, while "elementary" refers to the absence of such methods. In particular, "elementary" does not refer to either simplicity or brevity.) As a bonus, we shall see that our analysis leads to a more explicit and informative solution in some cases. A preliminary version of our results appears as [P] . 
Proof. The estimate
is an immediate consequence of Stirling's formula n! ll + O l)) (2rn)l/2e-nnn (see Knuth [K1, 1.2.11] ). Define such that 
This has the unique solution u N, where
This gives F(N) log a, which is obviously larger than F(u) at either of the endpoints. We compute the second
Since the first two terms of F"(u) are a multiple of F'(u), they vanish at u N,
This derivation can be carried over to E(#), E' (#), and E" (#) through the derivative a'(.) q2
(1 (p q)q#)2 (pu + q(1 u)),2 and the chain rule.
LEMMA 2.3.
Here the sum over m, as described above, is over i > 0 and j >_ 0 such that i + j k, with m i/q. In 4 we shall also want the solution to the recurrence (1.6) for h(x) in the rational case. Let us call the product of the letters in a word over the alphabet (c, } the weight of the word. Then h(x) is the sum of the weights of all words whose weight is at most x, and thus we have the explicit formula
The treatment of this sum is completely analogous to that of (2.1); the result is h'(x) P'({logo x}) x+, 3. The irrational case. When log c/log/ is irrational the analysis of the preceding section is not applicable, for as x increases new binomial coefficients enter the sum one by one, rather than in the regularly spaced platoons of the rational case. Furthermore, the order of their entry is very irregular, with small coefficients near the axes being interspersed with large ones near the main diagonal. The analysis of this section is based on a regularity of averages amid this irregularity of detail, as expressed by the "ergodicity of an irrational rotation of the circle." We shall use in particular the Kronecker-Weyl theorem [Wl] ; Kronecker [K2] We shall see below that he(x) satisfies the asymptotic inequalities [log x/J + 1, then xe -le < 1, so we have O<k</ It follows that CTe(1 e)e-rexr 1 e-re < h(x) < C7(1 + )xr 1 e-re Since this holds for every > 0, we may let --0 and obtain (1.4). It remains to establish (3.3). The proof follows the same general lines as that of (2.4), but is complicated by the fact that the lattice points (i, j) are not equally spaced in the trapezoid (3.2) as they were along the boundary of the triangle (2.2). Our salvation comes from the Kronecker-Weyl theorem, which shows that though they are not "equally spaced," they are "uniformly distributed." This will allow the trapezoid (3.2) to be broken into pieces, each of which is sufficiently large so that it contains a number of lattice points approximately proportional to its area, yet sufficiently small so that the binomial coefficients associated with these lattice points are approximately equal.
Suppose that e < log and set 0 log a/logf, so that 0 is irrational. Let us say that a natural number i is "lucky" if there exists a j such that i and j satisfy the inequalities (3.2). For lucky i, we shall regard j as a function of i. We shall abbreviate i log a+j log by k (which is not necessarily an integer). We shall abbreviate log x by (which is not necessarily an integer), and k by A (so that 0 _< A < ).
Since we no longer have the parameters p and q, we shall use log a and log in their stead. Thus we introduce m satisfying i m log/3, j (1 A)/log/3 m log a, i + j (1 A)/log/3 re(log a log/3).
Let us say that a value of m is "lucky" if it corresponds to a lucky value of i. Henceforth, we shall take m to range over lucky values, and regard i, j, k, and A as functions of m for these lucky values.
By analogy with Lemma 2.1, we have Choose t using the Kronecker-Weyl theorem so that, for any interval of length e/log/ modulo 1, among any t consecutive integers i, there are between (1-e)et/log/ and (1 + e)et/log/ such that {ivY} falls in the given interval modulo 1. Set L (t log/)/2. Set Q= (6N(1 N) 
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To estimate the sum over m < a, we observe that it comprises O(1) terms, each of which is at most Wa. We have E(a/k) E(a/1)+ 0((10gl)1/2/13/2) (by the approximation property with m a) and E(a/1) 7 3(log l/l) + O((log l/l)32) ( 
where W(n) is the sum of the weights of the n words having the smallest weights. (Recall that the weight of a word over {,/} is the product of its letters.) By the definitions of h(x) and h'(x), we have W(h(x)) h'(x). Let us assume that log a/log/ is rational. Recall that a value of x is "magic" if x for some natural number 1.
We have D(x) P(0) and P'(x) P' (0) Let us say that a value of n is "magic" if n h(x) for some magic value of x. Then (4.2) and (4.3) yields the asymptotic formula which is periodic in log n (with period log a), claimed. We have dealt in this paper with particular recurrences, (1.1) and (1.2), taken from edman and Knuth. It is possible to extend the analysis straightforwardly to a number of other recurrences of similar form, , for example, with initial conditions imposed on an initial segment {0, 1,..., r} of the domain, rather than just at the point zero, or with three terms on the right-hand side, rather than just two. We see the contribution of this paper, however, residing more in its methods than in their scope. The Wiener-Ikehara-Landau theorem used by edman and Knuth is of an essentially "Tauberian" character, inferring the ymptotics of a sequence from that of its sum. It is virtually equivalent in depth to the prime number theorem, which w in fact the application that motivated Wiener, Ikehara, and Landau. The arguments used in this paper, however, are not only elementary, but also "direct" or "Abelian" in character: they infer the ymptotics of a sum from that of its terms. These arguments are much less delicate than the ones they replace, and they show the phenomena we have studied to be less deep than h hitherto been supposed.
