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Metodoloǵıa para el apoyo al
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partir de imágenes de resonancia magnética
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El desarrollo de tecnoloǵıas para mejorar el diagnóstico y pronóstico de cáncer es un te-
ma de investigación prioritario a nivel mundial. En particular, el diagnóstico por imagen
ha presentado avances importantes, permitiendo la detección de tejidos tumorales en eta-
pas tempranas de desarrollo. Sin embargo, el alto nivel de subjetividad en el diagnóstico
genera una alta variabilidad inter e intra-observador, que produce un número importante
de diagnósticos errados, en particular para cánceres en tejidos blandos, donde el tumor se
confunde con el tejido de soporte.
En los últimos años, una tecnoloǵıa para el apoyo al diagnóstico y pronóstico de cáncer a par-
tir de imágenes denominada radiómica, ha tomado relevancia debido a sus buenos resultados.
Esta tecnoloǵıa aprovecha las diferentes modalidades de imagen para extraer caracteŕısticas
en diferentes niveles de representación, que son analizadas por técnicas de mineŕıa de datos
para la detección de patrones asociados a la enfermedad, aún en estadios no visibles para el
experto. Por lo general, el uso de estas tecnoloǵıas implica además, la segmentación de la
región tumoral, lo que demanda una gran cantidad de tiempo en el proceso de lectura por
parte del especialista, o una alta dependencia del método de segmentación, cuando esta se
realiza automáticamente. Por otro lado, otra tecnoloǵıa conocida como aprendizaje profundo,
se basa en el uso de extensas arquitecturas de redes neuronales que aprenden directamente a
partir de los datos observados, eliminando la necesidad de realizar una extracción o cálculo
de caracteŕısticas espećıficas previo al proceso de aprendizaje. Estas técnicas han mostrado
resultados prometedores en el análisis y representación de información de imágenes de reso-
nancia magnética, aun cuando la mayoŕıa de aproximaciones han estado orientadas al análisis
de información 2D extráıda de tumores segmentados, desaprovechando la información 3D que
proveen estas imágenes.
Teniendo en cuenta lo anterior, en esta tesis se propuso una metodoloǵıa para el diagnóstico
de cáncer en tejidos blandos, basada en la integración de caracteŕısticas radiómicas y pro-
fundas, que permitan la descripción de la información 3D contenida en múltiples secuencias
de resonancia magnética, obviando procesos de segmentación o extracción de caracteŕısti-
cas morfológicas. El desempeño de la metodoloǵıa se evaluó en la tareas de clasificación de
hallazgos positivos y negativos en imágenes de resonancia magnética de seno, obteniendo
resultados comparables con los reportados en el estado del arte.




The development of technologies to improve the diagnosis and prognosis of cancer is a sub-
ject of priority research worldwide. In particular, medical imaging has presented significant
advances, allowing the detection of tumor tissues in the early stages of development. Howe-
ver, the high level of subjectivity in the diagnosis generates a high inter and intra-observer
variability, mainly in the soft tissue cases, due that the tumor is confused with the supporting
tissue.
In recent years, radiomic has emerged as a promising technology for developing systems
to support the diagnosis and prognosis of cancer based on medical images. This technology
takes advantage of different imaging modalities to extract features at different levels of repre-
sentation, which are analyzed by data mining techniques for pattern recognition associated
with this disease, even in the early stages. Generally, the use of these technologies also re-
quires an accurate tumor segmentation, which is time-consuming for the specialist if it is
manually performed, or highly dependant on segmentation results if automatic segmenta-
tion is implemented. On the other hand, another technology known as deep learning is based
on the use of extensive neural network architectures that learn directly from the observed
data, eliminating the need to perform the extraction of specific features before the learning
process. These techniques have shown promising results in the analysis and representation
of information from magnetic resonance images, even though most of the approaches have
been oriented to the analysis of 2D information extracted from segmented tumors, missing
the 3D information provided by these images.
Considering the above mentioned, in this thesis we proposed a methodology for the diagnosis
of soft tissue cancer, based on the integration of radiomics and deep features, which allow the
description of 3D information contained in multiple magnetic resonance sequences, obviating
processes of segmentation or extraction of morphological features. The performance of the
methodology is evaluated in the tares of classification of positive and negative results in
magnetic resonance images of the breast, obtaining results comparable with those reported
in state of the art.
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1-1. Imagen de Resonancia Magnética . . . . . . . . . . . . . . . . . . . . . . . . 4
1-2. Marco de trabajo de los sistemas CADx . . . . . . . . . . . . . . . . . . . . 5
2-1. Principios f́ısicos de la generación de imágenes por resonancia magnética (IRM) 9
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2-3. Proceso de entrenamiento de modelo de aprendizaje basado en el análisis de
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1 Introducción
El cáncer es una patoloǵıa que afecta tanto a hombres como a mujeres alrededor del mundo, y
que puede ser originado en diversos tejidos o glándulas del cuerpo debido a una reproducción
celular anormal [2]. En el más reciente estudio llevado a cabo por la Agencia Internacional
para la Investigación en Cáncer, se estimó para 2018 una detección de 18.1 millones de nue-
vos casos y 9.1 millones de muertes relacionadas con estas patoloǵıas a nivel mundial [3], con
lo cual es evidente la tendencia al aumento, respecto a las cifras de nuevos casos y muer-
tes estimadas para 2012, las cuales fueron de 14.1 millones y 8,2 millones respectivamente
[4]. Los tres tipos de cáncer con mayor influencia en las cifras mostradas anteriormente se
presentan en tejidos blandos, siendo el cáncer de pulmón el más diagnosticado, seguido del
cáncer de seno y de próstata.
Cuando esta patoloǵıa se presenta en glándulas como la tiroides y próstata o en tejidos
blandos como el seno puede ser tratable y tener un buen pronóstico si es diagnosticada e
intervenida en etapas tempranas [5]. Por esta razón, en el ámbito cĺınico se ha aprovechado la
evolución de la tecnoloǵıa para desarrollar diferentes técnicas enfocadas al diagnóstico opor-
tuno del cáncer, dentro de las cuales se encuentran las Imágenes por Resonancia Magnética
(MRI, del inglés Magnetic Resonance Imaging), que gracias a su alta relación señal ruido y
resolución espacial, ha mostrado superioridad en la detección de pequeñas anomaĺıas en te-
jidos blandos, respecto a técnicas convencionales como el ultrasonido y los Rayos X [6, 7, 8],
brindando además una vista del tejido en tres dimensiones con diferentes tipos de informa-
ción, estructural y funcional, lo que proporciona mayor información para la toma de decisión
diagnóstica por parte de los especialistas.
A pesar de las propiedades brindadas por las imágenes de resonancia magnética para el
análisis de tejidos blandos, aún se reporta alta variabilidad inter e intra-sujetos, tanto en el
diagnóstico como en el pronóstico del cáncer a partir de esta modalidad de imagen [9, 10]
y, a pesar de que se han establecido estándares para el proceso de análisis y descripción de
regiones sospechosas identificadas en las imágenes, estudios reportan que existen tasas de
desacuerdo entre radiólogos cercanas a 23 % en la descripción de patrones de distribución
y realce interno de los hallazgos [11], particularmente en los que no son realces tipo masa.
Adicionalmente, también se ha reportado un porcentaje de error hasta del 12.8 % en la asig-
nación de categoŕıa maligna o benigna a las lesiones durante el diagnóstico. Para abordar
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esta problemática, se han propuesto diferentes métodos para el análisis automático de este
tipo de imágenes, con el fin de apoyar al especialista en el proceso diagnóstico y pronósti-
co de la enfermedad. En los últimos años, se han marcado dos tendencias principales en el
desarrollo de estos sistemas; por un lado, la tecnoloǵıa conocida como análisis radiómico,
que hace uso de técnicas clásicas de extracción de caracteŕısticas de imagen junto con técni-
cas de aprendizaje computacional, para desarrollar modelos que discriminan los hallazgos e
incluso predicen su clasificación histológica [12], para lo cual, una fina segmentación o de-
lineación del tumor es requerida. Por otro lado, los modelos de aprendizaje profundo, los
cuales utilizan varias capas de procesamiento no lineal para aprender caracteŕısticas direc-
tamente de los datos [13, 14]. Sin embargo, el desarrollo de este tipo de sistemas es un tema
abierto de investigación, en el que se busca aprovechar mejor la información volumétrica y
multiparamétrica que estas imágenes proveen.
1.1. El problema del diagnóstico de cáncer basado en MRI
Como ya se indicó antes, las imágenes de resonancia magnética han mostrado ser útiles para
el diagnóstico de cáncer en tejidos blandos, en especial por la capacidad que estas tienen
de ofrecer tanto detalles anatómicos, como caracteŕısticas funcionales de los tejidos, a partir
de modificaciones en los parámetros de adquisición. Esta sin embargo, es igualmente una
de las mayores dificultades en la interpretación de estos estudios, pues a diferencia de otras
modalidades de imagen, como la mamograf́ıa o la ecograf́ıa, el especialista debe observar e
interpretar varias imágenes a la vez, realizando además una búsqueda o navegación tridi-
mensional, para encontrase por ejemplo, con hallazgos que se observan en una imagen pero
no en otra, u otros con caracteŕısticas similares en una, pero que permiten una diferenciación
diagnóstica en otra. Aśı, la decisión sobre una lesión, suele estar asociada a las variaciones de
caracteŕısticas en conjunto y no sólo a las caracteŕısticas aparentes (observables visualmente)
en una de las secuencias de imagen, lo que aporta incertidumbre al proceso debido a la can-
tidad de información diferente que debe visualizarse en el proceso de lectura, contemplando
además el cambio de la información a través de los cortes que contienen el hallazgo.
A manera de ilustración, se puede observar en la fila superior de la Figura 1-1 un quiste
BIRADS 2, los cuales pueden verse oscuros en las secuencias ponderadas en T1 como la
sustracción 2, con un tono más brillante o gris en secuencias como la ADC, y con un tono
intenso o brillante en una secuencia T2, considerando que la presencia de sustancias como
la sangre, revierten su apariencia, haciéndolas ver brillantes en T1 y oscuras en T2. Por otro
lado, en la fila inferior de la figura, se observa una masa probablemente maligna categorizada
como BIRADS 4, en la que se presenta un realce en la sustracción 2 indicando el metabolismo
aumentado de la masa, una señal hipo-intensa en T2 y en un tono gris en ADC. Por otra
parte, a pesar de la calidad de las MRI, algunos hallazgos no tienen un buen contraste con el
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Figura 1-1: Imagen de Resonancia Magnética
tejido base, lo que dificulta la identificación a simple vista de caracteŕısticas de la masa que
se tienen en cuenta en la práctica cĺınica para la realización del diagnóstico, y la definición
exacta de la región abarcada por el hallazgo.
Claramente, este proceso diagnóstico presenta una alta dependencia del observador y, con-
sume bastante tiempo, aún por parte de especialistas con años de experiencia, por lo cual se
reporta una importante variabilidad inter e intra-observador, en especial para los radiólogos
nóveles o con menor experiencia [15, 16, 17]. Por lo anterior, el desarrollo de sistemas que
apoyen la interpretación de imágenes de MRI para el diagnóstico del cáncer es un tema
relevante para mejorar el pronóstico de la enfermedad.
1.2. Sistemas de Apoyo al Diagnóstico por Imágenes
Con el objetivo de ayudar a los especialistas en el proceso de diagnóstico y pronóstico de
patoloǵıas como el cáncer en tejidos blandos, los sistemas de apoyo guiado por computador
(CAD, del inglés Computer Assisted Diagnosis), se han convertido en una herramienta po-
tencial, dado que proporcionan información relevante en los diferentes procesos llevados a
cabo en la práctica cĺınica durante el análisis de imágenes médicas. En general, estos siste-
mas pueden dividirse en dos clases, sistemas de detección asistida por computador (CADe) y
sistemas de diagnóstico asistido por computador (CADx). Los CADe son sistemas orientados
a la localización de hallazgos en imágenes, con el objetivo de ayudar al especialista con la









Figura 1-2: Marco de trabajo de los sistemas CADx
cibir, por su tamaño o por los ĺımites ambiguos presentados cuando el hallazgo se contrasta
con el tejido base [18]. La detección de regiones por medio de los CADe, está basada princi-
palmente en el uso de algoritmos de segmentación por regiones, que permiten identificar los
ROIs que posteriormente se clasifican como tejido normal o sospechoso, siendo estos últimos
presentados al especialista como hallazgos sobre los cuales debe hacer el diagnóstico. Por
otro lado, los CADx son sistemas que posterior a la identificación de las ROIs por parte de
los especialistas, toman los hallazgos y los analizan a través de las etapas mostradas en la
Figura 1-2, con el objetivo de presentar información adicional al especialista, que sea usada
como segunda opinión para la generación del diagnóstico final, lo que contribuye con el au-
mento de la exactitud en la categorización de hallazgos [19]. Estos últimos tienen una mayor
aceptación entre los especialistas, debido a que no funcionan como caja negra, ofreciendo
cierto grado de interpretabilidad para el radiólogo, quien al final toma la decisión diagnóstica
[20].
1.3. Hipótesis
La integración de caracteŕısticas radiómicas y profundas, que representen la información
volumétrica de regiones de interés provenientes de diferentes secuencias de imágenes de
resonancia magnética, en un esquema único de decisión basado en aprendizaje automático,
permitirá clasificar efectivamente estas regiones en categoŕıas relevantes para el apoyo al
diagnóstico de cáncer en tejidos blandos.
1.4. Objetivos
1.4.1. Objetivo General
Proponer una metodoloǵıa basada en modelos de aprendizaje, para el apoyo al diagnóstico
de cáncer en tejidos blandos, a partir de la representación de la información volumétrica de
imágenes de resonancia magnética multiparamétrica, que integre esquemas de representación
basado en caracteŕısticas radiómicas y profundas.
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1.4.2. Objetivos Espećıficos
1. Desarrollar una estrategia de caracterización volumétrica de imágenes de resonancia
magnética, que integre caracteŕısticas radiómicas y profundas, y que permita describir
regiones de interés que puedan contener lesiones asociadas a cáncer en tejidos blandos.
2. Desarrollar una estrategia de aprendizaje para la clasificación de regiones de interés
en categoŕıas relevantes para el apoyo al diagnóstico, que integre las caracteŕısticas de
diferentes secuencias de resonancia magnética.
3. Determinar el desempeño de la arquitectura propuesta en tareas de clasificación aso-
ciadas al diagnóstico de cáncer en tejidos blandos.
1.5. Estructura de la tesis
Caṕıtulo 1: En este caṕıtulo se presenta una introducción a la epidemioloǵıa del cáncer y
la problemática del diagnóstico basado en imágenes. Finalmente se plantea la hipótesis y se
presentan los objetivos.
Caṕıtulo 2: En este caṕıtulo se presentan los conceptos fundamentales de la generación de
imágenes de resonancia magnética, del diagnóstico de cáncer basado en imágenes y de los
sistemas de apoyo al diagnóstico.
Caṕıtulo 3: En este caṕıtulo se presenta la metodoloǵıa propuesta para el desarrollo de los ob-
jetivos planteados, haciendo énfasis en la construcción de la bases de datos, la representación
de la información 3D en las diferentes secuencias de resonancia magnética, la clasificación
de las regiones de interés y la evaluación de desempeño del método propuesto.
Caṕıtulo 4: En este caṕıtulo se presentan los resultados obtenidos en la evaluación de la
metodoloǵıa propuesta para el apoyo al diagnóstico de cáncer a partir de imágenes tridimen-
sionales de resonancia magnética.
Caṕıtulo 5: En este caṕıtulo es presentada una discusión sobre la metodoloǵıa propuesta y
se formulan las conclusiones considerando los resultados para plantear trabajos futuros.
2 Marco Conceptual y Trabajos Previos
2.1. Imagen por resonancia magnética
La resonancia magnética es una técnica usada para la generación de imágenes de alta resolu-
ción sin la utilización de radiación ionizante, que además de proporcionar detalles anatómicos,
proporciona información funcional con la cual se puede caracterizar la dinámica de una pato-
loǵıa [21]. La resonancia magnética, con respecto a otras técnicas de generación de imágenes
como el ultrasonido, los Rayos X y la tomograf́ıa por emisión de positrones, tiene una alta
resolución, alta relación señal ruido, y presenta una mayor sensibilidad en la detección tem-
prana del cáncer en tejidos blandos [22].
Como se mencionó anteriormente, la resonancia magnética permite obtener múltiples se-
cuencias del tejido analizado, por medio de la modificación de parámetros en el proceso de
adquisición, lo que proporciona una alta cantidad de información en la cual se ven reflejadas
diferentes caracteŕısticas del tejido. Aunque las secuencias utilizadas en el diagnóstico de
cáncer, pueden variar según el órgano de interés, a continuación se presenta detalladamente
el proceso de generación de imágenes por resonancia magnética, y las secuencias ampliamente
utilizadas en el diagnóstico de diferentes tipos de cáncer en tejidos blandos.
2.1.1. Principio f́ısico de la generación de imágenes por resonancia
magnética
La generación de IRM, está basada en un fenómeno llamado resonancia magnética nuclear,
producido cuando el núcleo de un átomo de hidrógeno interactúa con un campo magnético
externo generado por un imán ubicado en el equipo de resonancia [23]. Cuando el paciente
es ingresado al resonador, los protones de los átomos de hidrógeno que están organizados
en direcciones aleatorias se reorganizan paralelos o antiparalelos al campo magnético. Una
cantidad mayor de protones se alinean en la dirección del campo magnético externo (para-
lelos), con respecto a la cantidad de protones alineados en la dirección contraria al campo
(antiparalelos), como lo muestra la Figura 2-1(A), dado que para esta última alineación se
necesita más enerǵıa.
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Los protones alineados de forma antiparalela al campo son anulados por los protones alinea-
dos paralelos en la misma dirección y dado que el número de protones paralelos al campo
es mayor, después de este proceso, solo quedan protones alineados en la dirección del campo
magnético externo, como se ilustra en la Figura 2-1(B).
En el proceso de la generación de las imágenes por resonancia magnética, los protones pre-
sentan dos tipos de movimiento, un giro natural al rededor de su eje, al cual se le denomina
spin y un movimiento generado cuando se someten al campo magnético, el cual es llamado
precesión y consiste en dar vueltas al rededor del eje que apunta en la dirección del campo
magnético, es decir, el eje z, lo que da lugar a la generación de una fuerza magnética (Fm)
representada por la flecha que atraviesa el protón en la Figura 2-1(C). Esta fuerza magnética
tiene dos componentes, uno apuntando en la dirección de Z y otra apuntando en la dirección
de X o Y, según la posición del protón (Figura 2-1(D). Las componentes de estas fuerzas
son sumadas en Z y anuladas en X y en Y con las de otros protones. Por lo cual, finalmente
quedan solo las componentes de la fuerza en la dirección del campo (Z), a lo que se le llama
magnetización longitudinal (ML) (Figura 2-1(E).
La magnetización longitudinal no puede ser medida directamente, por lo cual, se perturban
los protones que están haciendo precesión en el eje Z. Para la perturbación, es utilizado
un pulso de radio frecuencia con la misma frecuencia y velocidad de los protones, Figura
2-1(F). Este pulso transmite enerǵıa a los protones, ocasionando que algunos de ellos ganen
la enerǵıa suficiente para alinearse antiparalelos al campo, y que tanto los paralelos como
los antiparalelos se muevan alineados y sincronizados en fase, por lo cual, la componente de
la fuerza magnética en X o Y no se anula, y aparece la magnetización transversal, a la vez
que se disminuye la magnetización longitudinal, Figura 2-1(H).
Cuando el pulso de radiofrecuencia es desactivado, los protones tratan de volver a su posi-
ción inicial, es decir, no alineados Figura 2-1(I), por lo cual se recupera la magnetización
longitudinal y se pierde la magnetización transversal, proceso en el que los protones liberan
enerǵıa que es captada por las antenas de radiofrecuencia (bobinas) del resonador para la
generación de las imágenes.
2.1.2. Secuencias de Resonancia Magnética
Como se mencionó anteriormente, en la práctica cĺınica son usadas diferentes secuencias de
MRI para el diagnóstico de cáncer, debido a que cada una brinda información de diferentes
caracteŕısticas del tejido analizado, con la cual el especialista puede categorizar el hallazgo,
Figura 2-2. A continuación, se describen las principales secuencias utilizadas por los espe-
cialistas para el diagnóstico y pronóstico de diferentes tipos de cáncer en tejidos blandos.
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Figura 2-1: Principios f́ısicos de la generación de imágenes por resonancia magnética (IRM)
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T1 T2 ADC DIFUSIÓN STIR
SUSTRACCIÓN 1 SUSTRACCIÓN 2 SUSTRACCIÓN 3 SUSTRACCIÓN 4 SUSTRACCIÓN 5
Figura 2-2: Secuencias de RM utilizadas en la práctica cĺınica
Relajación T1
La relajación T1 describe la recuperación del 63 % de la magnetización longitudinal a lo largo
de la dirección del campo magnético al que son sometidos los protones, justo después de reti-
rado el pulso de radiofrecuencia. Esta serie, proporciona buena correspondencia anatómica,
pero es poco sensible a cambios patológicos.
Relajación T2
La relajación T2, es el tiempo necesario para que la magnetización disminuya 37 % de su
intensidad en el plano transversal al campo magnético al que se someten los protones, jus-
to después de retirado el pulso de radiofrecuencia. Esta serie, es muy sensible a cambios
patológicos, pero en comparación con T1, no presenta buena correspondencia anatómica.
Imagen de Difusión Ponderada (DWI)
Es una técnica derivada o ponderada en T2, en la cual se visualiza el movimiento aleatorio de
las moléculas de agua de los diferentes tejidos. En un medio sin limitación estas moléculas
experimentan cambios de velocidad, por lo cual, al llegar a un medio membranoso, como
un tumor, puede visualizarse una restricción de dicho movimiento. Para la adquisición de
esta serie, se establece un parámetro llamado b, el cual puede tomar valores muy pequeños
o cero, y valores altos, por ejemplo 1000. El aumento del valor b, permite tener una mayor
sensibilidad a la difusión del agua, mostrando en detalle las atenuaciones altas del movimiento
de las moléculas de agua [24].
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Mapas de Coeficientes de Difusión Aparente (Mapas-ADC)
Los mapas de difusión aparente son usados para cuantificar la difusión. El ADC es un
valor independiente de la magnitud del campo aplicado, y se calcula para cada ṕıxel por
medio de un software, utilizando dos DWI adquiridas con diferentes valores de b(0 y 1000
generalmente). Estos valores de ADC calculados son mostrados en una imagen con diferentes
intensidades de gris.
Imagen Dinámica Contrastada (DCE)
Son secuencias T1, adquiridas antes (una imagen) y después (cinco imágenes) de la ad-
ministración de un medio de contraste, con las cuales se pueden visualizar caracteŕısticas
fisiológicas de tejido, dado que permiten conocer el comportamiento del mismo ante el me-
dio de contraste, como son la cantidad captada y la velocidad con la que sale del tejido.
Esta secuencia es ampliamente utilizada a pesar de su naturaleza invasiva, dado que con el
análisis del metabolismo de tejido puede ser categorizados los hallazgos, teniendo en cuenta
que lesiones malignas por su alta reproducción celular presentan una captación mayor del
contraste en los primeros minutos, reflejado en una señal más intensa que la del tejido base
o las lesiones benignas.
Sustracción
Son cinco imágenes obtenidas a partir de las imágenes de DCE, dado que son la sustracción
de la imagen tomada en el primer tiempo (Pre-contraste) de cada una de las cinco tomadas
posterior a la administración del medio de contraste.
STIR
La secuencia STIR (Recuperación corta de la inversión T1), es usada para anular la señal
emitida por el tejido graso, lo que permite diferenciar regiones de interés con mayor facilidad.
Esta serie es usualmente generada adicionando señales de radiofrecuencia de 180 grados y
suprimiendo los tejidos que alcanzan T1 entre 200ms y 300ms, dado que es el tiempo T1 del
tejido graso.
2.2. El flujo de trabajo del diagnóstico por resonancia
magnética
En la actualidad, el diagnóstico de cáncer por resonancia magnética es realizado por un
especialista después del proceso de adquisición de múltiples secuencias de RM, en las cuales
identifica las regiones de interés (ROIs) para ser analizadas en la estación de trabajo. Durante
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el análisis, el especialista debe realizar diferentes tareas, que incluyen la identificación de
regiones sospechosas, descripción de la masa según las caracteŕısticas visualizadas en las
diferentes secuencias, diagnóstico y categorización de cada hallazgo, utilizando una gúıa
de interpretación diseñada para el correspondiente órgano, entre las que se encuentra el
BI-RADS (Breast Imaging Reporting and Data System ), el PI-RADS (Prostate Imaging
Reporting and Data System ) y el LU-RADS (Lung Reporting and Data System ), para
cáncer de seno, próstata y pulmón respectivamente, ente otros.
2.2.1. Descripción de los hallazgos
Las gúıas de interpretación diseñadas para diferentes tipo de cáncer, tienen como objetivo
principal estandarizar el proceso diagnóstico de forma que se reduzca la variabilidad ı́nter e
intra-observador. El proceso de categorización de lesiones con estos léxicos está diseñado para
analizar tanto caracteŕısticas morfológicas como caracteŕısticas relacionadas con la captación
del medio de contraste (cinéticas), que permitan determinar la probabilidad de malignidad de
cada una de las lesiones tipo masa presentes en el órgano analizado, utilizando descriptores
para ambos tipos de caracteŕısticas [25].
Descriptores morfológicos
Con el objetivo de analizar la morfoloǵıa de la masa, se tienen en cuenta dos caracteŕısticas
relevantes durante el proceso de análisis, la forma y la margen. La primera describe si la masa
es redonda, ovalada, lobulada o irregular, y la segunda indica si el borde de la masa es regular,
espiculado o irregular, siendo una margen regular indicador de una masa probablemente
benigna, y una margen espiculada un indicador de una masa probablemente maligna[26].
Descriptores cinéticos
Las caracteŕısticas cinéticas reflejan el comportamiento del tejido frente a la inyección de
un medio de contraste. En un tejido fribroglandular normal, la captación de contraste se
presenta poco después de la administración del medio de contraste, mostrando un aumento
débil y gradual durante el transcurso del la prueba. En las masas, el realce, o aumento de
la intensidad de la señal, puede ser reflejado en seis formas distintas: realce heterogéneo,
realce homogéneo, realce del borde de la masa, espacios internos oscuros, realce de espacios
al interior de la masa o un patrón de realce en el centro de la masa[27].
2.2.2. Categorización de los hallazgos
De acuerdo a las caracteŕısticas morfológicas y cinéticas que describen el hallazgo, el ra-
diólogo define una categoŕıa, con base en una escala de probabilidad de 5 puntos; siendo 1,
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Tabla 2-1: Categorización de lesiones estandarizadas por el léxico BIRADS [1]
Categoŕıa Diagnóstico Prob. de malignidad( %)
0 Incompleto o técnicamente insatisfactorio N/A
1 Negativo 0
2 Benigno 0
3 Probablemente benigno < 2
4 Sospechoso de malignidad 3− 94
5 Altamente sospechoso de malignidad ≥ 95
6 Malignidad comprobada con biopsia 100
un hallazgo normal, 2, un hallazgo con mayor probabilidad de benignidad y 5 un hallazgo
con mayor probabilidad de malignidad. Como ejemplo, la Tabla 2-1, presenta las categoŕıas
estandarizadas por el léxico BIRADS.
La interpretación final de un estudio corresponde a la del hallazgo de mayor categoŕıa,
aunque el reporte debe describir todos los hallazgos relevantes. Es importante señalar que
la categorización de un estudio define la conducta o manejo a seguir. Si la categoŕıa es 0,
se debe recomendar estudios adicionales, ya sea de MRI o de otras modalidades de imagen.
Si es 1 o 2, el paciente deberá continuar con estudios rutinarios; si la categoŕıa es 3, se
deberá realizar seguimiento en un menor lapso de tiempo al rutinario, para determinar si
hay cambios significativos que conlleven a una recategorización de las lesiones; y finalmente,
si la categoŕıa es 4 o 5, se deberá realizar biopsia para confirmación de malignidad.
2.3. Sistemas de apoyo al diagnóstico
Teniendo en cuenta las variables que influyen en la práctica cĺınica en el diagnóstico de
cáncer basado en imágenes médicas, múltiples investigaciones han sido llevadas a cabo con
el objetivo de proponer y desarrollar sistemas CAD que orienten al especialista en la toma
de decisiones, dándole a conocer caracteŕısticas de los hallazgos que probablemente no son
percibidas a simple vista. Para el desarrollo de dichos sistemas, diferentes técnicas de análisis
de imágenes e inteligencia computacional han sido implementadas en el estado del arte [28,
29, 30]; las cuales pueden agruparse en dos grandes tendencias, la tecnoloǵıa radiómica, que se
fundamenta en la extracción de un conjunto amplio de caracteŕısticas que intentan describir
numéricamente las propiedades visuales de las lesiones, y el aprendizaje profundo, que intenta
emular el procesamiento realizado por el neocortex, el cual no pre-procesa las señales captadas
por los sentidos, sino que las propaga a través de una jerarqúıa de aprendizaje compleja que
aprende a representar la información que permite la discriminación de escenas, con bases
en las regularidades que exhiben los objetos [31]. A continuación, se presenta una revisión
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sobre estas tecnoloǵıas y su aplicación en el desarrollo de sistemas CAD para el análisis de
imágenes multiparamétricas.
2.3.1. Análisis basado en caracteŕısticas radiómicas
La radiómica es una tecnoloǵıa derivada del diagnóstico guiado por computador clásico, del
cual se diferencia en que es un proceso para diseñar un espacio de caracteŕısticas de alta
dimensionalidad, en el que se realiza mineŕıa de datos, con el objetivo de obtener hallazgos
o generar hipótesis [32]. El principal objetivo de la tecnoloǵıa radiómica es el apoyo a la
decisión médica en procesos de diagnóstico, pronóstico y evaluación de respuesta a trata-
mientos de cáncer, por medio del desarrollo de métodos que permitan la representación de la
información visual y logren capturar los aspectos relevantes en cada uno de estos procesos[33].
Como se observa en la Figura 2-3, el análisis basado en tecnoloǵıa radiómica está basado
en varias etapas, como son: la adquisición y generación de la(s) imagen(es), la identificación
de las regiones de interes, la representación de la información, que incluye la extracción y
selección de caracteŕısticas, y la implementación de los modelos de decisión. Con relación a
la adquisición y generación de imágenes, generalmente se hace uso de técnicas tradicionales
de adquisición como el Ultrasonido (US)[34], la Tomograf́ıa Computarizada o por Emisión
de Positrones (CT o PET) [35] y la resonancia magnética (RM) [8]. En cuanto al uso de esta
última modalidad de imagen para la implementación de la tecnoloǵıa radiómica, es común
la realización de los análisis a partir de resonancia magnética multi-paramétrica para apli-
caciones en cáncer de próstata y de resonancia magnética dinámica contrastada para cáncer
de seno [36]. Con respecto a la representación de información, esta consiste en procesar las
imágenes a fin de obtener la mayor cantidad de información, que será luego sujeto de análisis
por parte de los algoritmos de decisión. Finalmente, el último componente se basa en el uso
de técnicas de mineŕıa de datos que permiten tomar decisiones con relación a la información
generada a partir de la información obtenida en la etapa anterior.
Teniendo en cuenta que el componente del análisis radiómico que fue intervenido en este
proyecto es la de representación de información, a continuación se describe este con mayor
profundidad. En este componente, se suelen encontrar tres etapas: la segmentación de regio-
nes sospechosas, la extracción de caracteŕısticas que describen la información visual de las
regiones, y la selección de las caracteŕısticas relevantes para la tarea [37, 38]. Inicialmente,
el objetivo de realizar una segmentación del hallazgo es garantizar que las caracteŕısticas
se orienten a describir con exactitud la información sobre la región de interés. Con este
objetivo, las implementaciones de radiómica en secuencias de MRI 3D han sido llevadas
a cabo principalmente en regiones sospechosas de cáncer segmentadas de forma manual o
semi-automática [39, 40].
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Figura 2-3: Proceso de entrenamiento de modelo de aprendizaje basado en el análisis de
caracteŕısticas radiómicas
Como su nombre lo indica, las técnicas de segmentación semi-automáticas, incluyen una
participación del usuario, ya sea para establecer puntos de inicio para la segmentación, pa-
ra corregir el resultado después de un proceso automático, o ambas. Entre estas técnicas
se encuentran: la segmentación basada en atlas [41], y la segmentación basada en agrupa-
miento, como el fuzzy C-Mean [42] y la técnica de crecimiento de regiones [36]. A pesar de
los esfuerzos por mejorar esta etapa, es claro que, además de que su precisión es altamente
dependiente del operador, este tipo de métodos consumen una gran cantidad de tiempo del
especialista, lo cual las hace poco eficientes, para procesar grandes volúmenes de información.
Con relación a la etapa de caracterización, esta es quizás la etapa más importante en el pro-
ceso de representación de la información y sobre la cual se han realizado la mayor cantidad
de publicaciones en el área. La mayoŕıa de trabajos proponen implementar métodos de ex-
tracción de caracteŕısticas clásicos, reportados en la literatura, y agrupados en dos grandes
ramas, aquellos que cuantifican la morfometŕıa del tumor (descriptores geométricos), con
base en su contorno y, aquellas que intentan describir la apariencia interna del mismo.
Los descriptores geométricos intentan cuantificar caracteŕısticas que son tenidas en cuenta
por los especialistas, entre las que se encuentran: área, volumen, radio, circularidad del tu-
mor, entre otras [43, 44]. Estos son usados en casi la totalidad de trabajos que implementan
tecnoloǵıa radiómica [32], y han mostrado ser útiles para el diagnóstico de cáncer de próstata
y mama [45, 41] y en la determinación de tipos de cáncer de mama [46]. Por su naturaleza,
estos descriptores dependen completamente de una buena segmentación del tumor.
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Por otro lado, los descriptores que intentan caracterizar el contenido interno del tumor no
dependen de un proceso de segmentación; sin embargo, en la mayoŕıa de los estudios han
sido implementados posterior a este proceso. En este grupo de descriptores se encuentran, los
basados en histograma, de los cuales se extraen caracteŕısticas estad́ısticas de la frecuencia
de los niveles de intensidad en la imagen [47], y los descriptores de textura, que brindan
información de la distribución espacial de dichas intensidades. Estos últimos a su vez, están
divididos en descriptores locales y globales, dependiendo de si describen la totalidad de la
imagen o pequeñas regiones alrededor de un punto de interés. En los modelos de radiómica
orientados a aplicaciones en cáncer de próstata, mama y pulmón, los descriptores de textura
locales usados comúnmente son: los patrones binarios locales y los basados en histograma
de gradiente [48, 49]. En cuanto a la estimación de caracteŕısticas de textura a nivel global,
son usadas, entre otras, diferentes técnicas de filtrado de frecuencias de la imagen, como la
descomposición Wavelet, filtro Gabor, filtro kirsch y transformada discreta de coseno [41].
También es habitual el uso de descriptores de Haralick [50] y la estimación de medidas
estad́ısticas a partir de la matriz de co-ocurrencia y la matriz de longitud de intensidades de
gris consecutivas [51]. Adicionalmente, se han incluido en algunos trabajos los descriptores
de textura basado en caracteŕısticas fractales [52].
En cuanto a los modelos de decisión, la tecnoloǵıa radiómica se basa en modelos clásicos
de aprendizaje de máquina entre los que se destacan las máquinas de vectores de soporte o
SVM (del inglés Support Vector Machine), bosques aleatorios (o random forest) y modelos
de regresión loǵıstica [53, 54].
2.3.2. Análisis basado en aprendizaje profundo
En los últimos años, el aprendizaje profundo basado en redes neuronales ha sido una técnica
ampliamente usada en visión artificial para el análisis de diferentes tipos de imágenes, debido
a que estos modelos permiten integrar en una sola arquitectura las etapas de caracterización
y decisión utilizadas en aprendizaje automático.
Redes Neuronales Profundas
Las redes neuronales profunda son técnicas de aprendizaje de máquina que se adaptan a los
datos ingresados a la red por la capa de entrada, obteniendo aśı representaciones de estos
en diferentes niveles de abstracción, a partir de las transformaciones no lineales realizadas
por medio de sus capas ocultas. Estos modelos, en una forma similar a las redes neurona-
les convencionales o perceptrones multicapa implementan una función de activación en las
múltiples neuronas agrupadas en las capas, conectando la salida de cada una con las neuro-
nas de otras capas [55].
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Entre las arquitecturas de aprendizaje profundo más utilizadas en el reconocimiento y clasi-
ficación de imágenes, se encuentran las redes neuronales convolucionales o CNN (del inglés
Convolutional Neural Network), dado que estas permite tanto la estimación de caracteŕısti-
cas a través de sus capas convolucionales, como la clasificación a partir de estas, por medio
de un perceptrón multicapa implementado al final de la arquitectura. Las CNN se componen
principalmente de capas convolucionales, de agrupamiento y completamente conectadas para
conformar el perceptrón multicapa.
Capa convolucional. Esta capa es el corazón de la CNN dado que permite convertir un
volumen de entrada a un volumen de salida a partir de la aplicación de filtros convoluciona-
les, donde cada valor en la matriz de salida corresponde a la respuesta al impulso del grupo
de pesos W que conforman el filtro, Figura 2-4.
La salida de una neurona convolucional j está dada por la ecuación 2-1, de donde Yj es
calculada por medio de una combinación lineal de las salidas Yi de las neuronas de la capa
anterior (volumen de entrada), operando cada una de ellas con un núcleo convolucional Kij
correspondiente a la conexión. A esta cantidad se le suma además un peso bj para finalmente
pasarla por una función de activación g(·).






En este tipo de capas, deben ser considerados diferentes parámetros durante el proceso de
convolución, el paso o ”stride”, que permite determinar el número de salto en ṕıxeles que da
el filtro para aplicarse a la imagen completa; el relleno o ”padding”, con el cual se indican el
Figura 2-4: Convolución de filtro con la imagen de entrada
18 2 Marco Conceptual y Trabajos Previos
número de filas y columnas que se ponen en el borde de la imagen, con el fin de determinar
la resolución espacial del volumen de salida; y finalmente la profundidad, con la cual se
indica la cantidad de filtros o neuronas de convolución a aplicar sobre la imagen durante la
estimación de caracteŕısticas en esta capa.
Capa de agrupamiento. Esta capa permite realizar una reducción espacial del volumen de
salida, para generar una representación de menor tamaño mientras se avanza por las capas
de la arquitectura. Las estrategias de agrupamiento más utilizadas son el agrupamiento por
máximo y el agrupamiento por promedio, en los cuales se genera un nuevo valor en la matriz
de salida tomando el máximo o el promedio de un grupo de ṕıxeles, como se ilustra en la
Figura 2-5
Figura 2-5: Ejemplo de representación de capa de agrupamiento por máximos
Extracción de caracteŕısticas profundas
Teniendo en cuenta la capacidad del aprendizaje profundo y espećıficamente de las arquitec-
turas CNN para representar información contenida en imágenes, capturando de forma au-
tomática caracteŕısticas con diferentes niveles de representación, diversos modelos de CNN
han sido utilizados en el estado del arte con el objetivo de proponer sistemas de apoyo al
diagnostico que no requieran la implementación de caracteŕısticas diseñadas con conocimien-
to a priori del problema, como las empleadas en el análisis radiómico.
En la práctica cĺınica la identificación y diagnóstico de lesiones asociadas a cáncer en tejidos
blandos es llevado a cabo con la interpretación de imágenes provenientes de modalidades de
imagen 3D como las de MRI, por lo cual, algunos autores han propuesto el uso de modelos
de aprendizaje profundo que permitan la representación de la información 3D contenida en
estas imágenes con el objetivo de contemplar los cambios presentados por el tejido en la
región completa abarcada por los hallazgos. Para este fin, diferentes formas de considerar
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información 3D en imágenes médicas como entrada a los modelos de aprendizaje profundo
han sido presentados en 3 enfoques principales, como se describe a continuación.
Caracterización de cubo 3D que contiene el hallazgo Con el objetivo de aprovechar la
capacidad de las redes neuronales profundas de estimar automáticamente caracteŕısticas de
los datos de entrada para la posterior tarea de clasificación, la mayoŕıa de trabajos propuestos
para la representación de información 3D en imágenes médicas han estado orientados al uso
de redes neuronales convolucionales profundas, las cuales durante el entrenamiento encuen-
tran los valores óptimos para múltiples filtros 3D que permiten en un proceso de convolución
de estos con la imagen, estimar caracteŕısticas relevantes para la separación entre clases en
las tareas de clasificación. En este enfoque, los datos ingresados a la red, son volúmenes de
interés (VOIs) extráıdos de la imagen, los cuales contienen el hallazgo completo en las tres
dimensiones, x, y, z, es decir, todos los cortes en los que se percibe dicho hallazgo. La mayoŕıa
de los trabajos propuestos que emplean este esquema, se orientan a tareas de clasificación
relacionadas con diversas patoloǵıas cerebrales, como el Alzheimer, Parkinson o esclerosis
múltiple [56, 57, 58, 59], teniendo en cuenta que, para realizar el análisis del volumen com-
pleto algunos autores segmentan el hallazgo en las tres dimensiones, es decir, lo delinean
manual o automáticamente en cada uno de los cortes en que se observa.
Esta estrategia de representación ha sido empleada en estudios de tejidos blandos para la
detección y categorización de cáncer, por ejemplo en seno y pulmón. En cáncer de seno,
en [60] se propuso el uso de la imagen de MRI generada con la substracción de T1 pre-
contraste con T1 post-contraste pasados 1.20 segundos, segmentando los hallazgos en tres
cortes, el central y los dos contiguos con el objetivo de discriminar lesiones malignas y
benignas. Respecto al cáncer de pulmón, múltiples trabajos han sido publicados tanto para
la detección como para la categorización de lesiones utilizando CT. En la primera aplicación,
propuestas tanto para imágenes segmentadas como no segmentadas se han presentado [61,
62], proponiendo en estas últimas el uso de cubos con diferentes resoluciones espaciales para
contemplar cantidades diferentes de tejido base, realizando una clasificación por votación [63]
entre todas las predicciones de los modelos entrenados con cubos de diferente resolución. Para
la categorización de nódulos pulmonares, también se ha realizado la aproximación descrita
anteriormente, sin embargo, en [64] las caracteŕısticas de las redes entrenadas con diferentes
resoluciones fueron concatenadas en un solo vector con el objetivo de realizar la tarea de
clasificación con el algoritmo de RF (Del inglés Random Forest), tomando como entrada
estas caracteŕısticas profundas.
Caracterización cortes en diferentes vistas Con el objetivo de reducir la cantidad de
información procesada al analizar los cambios en 3D del tejido de interés, se ha propuesto otra
técnica para la utilización y caracterización de hallazgos 3D en sistemas CAD. Esta técnica
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plantea el uso de información de dos o tres cortes del hallazgo tomados desde diferentes
vistas corporales, considerando como referencia el centro del hallazgo. En [65] se planteó
el análisis de una vista axial y una sagital en imágenes de CT, conformando un volumen
o imagen de tres canales con estas dos vistas más la imagen de proyección de máxima
intensidad en PET para la detección de nódulos pulmonares. Para la clasificación de nódulos
pulmonares, en [66] se propuso el uso de tres vistas (axial, coronal y sagital) caracterizadas
independientemente con una CNN pre-entrenada con imágenes RGB, las caracteŕısticas de
cada corte fueron ingresadas en dos clasificadores ampliamente utilizados en sistemas de
diagnóstico automático, RF y SVM, definiendo la clase del hallazgo según la mayoŕıa de
etiquetas asignadas por el clasificador a cada una de las tres vistas, obteniendo un desempeño
ligeramente mayor cuando se utilizó SVM.
Caracteŕısticas independientes en cada corte del volumen Con el objetivo de identificar
micro hemorragias cerebrales en imágenes de RM, en [67] se propuso caracterizar todos los
cortes en los cuales se localizan los posibles hallazgos de forma independiente utilizando
una CNN 2D, esto con el fin de evitar el posible sobre ajuste de una CNN 3D ocasionado
por la baja cantidad de ejemplos de entrenamiento. Para la clasificación entre verdaderos y
falsos hallazgos, las caracteŕısticas profundas generadas para cada corte del hallazgo fueron
concatenadas e ingresadas a una SVM, obteniendo mejor desempeño tanto en sensibilidad y
precisión comparado con RF y una CNN 3D.
Combinación de caracteŕısticas radiómicas y profundas
Teniendo en cuenta los avances en el desarrollo de sistemas de apoyo al diagnóstico y pronósti-
co de cáncer a partir de los métodos de representación presentados anteriormente, algunos
trabajos han sido desarrollados con el objetivo de mejorar estos sistemas mediante la integra-
ción de caracteŕısticas provenientes de ambas tecnoloǵıas, con lo cual se han reportado como
resultados preliminares mejoras respecto al desempeño de los algoritmos de clasificación.
Considerando la cantidad de caracteŕısticas profundas que pueden ser extráıdas de cada una
de las capas de una red convolucional, se han planteado algunos métodos de fusión de estas
con caracteŕısticas radiómicas de forma y textura, dentro de las cuales se ha explorado la
selección de caracteŕısticas con métodos como Relief o Symmetric Uncertainty para obtener
vectores de hasta 5 caracteŕısticas profundas desde uno arreglo de 4096 [68], y la elimina-
ción de caracteŕısticas teniendo en cuenta la desviación media absoluta y el ı́ndice C para
pasar de 98304 a 1581 caracteŕısticas consideradas como factores predictivos, aplicando por
último reducción de dimensión para eliminar las caracteŕısticas altamente correlacionadas
y obtener 150 caracteŕısticas profundas [69]. Para el diagnóstico de cáncer de seno, en [70]
se propuso la fusión de clasificadores entrenados independientemente con estos dos tipos de
caracteŕısticas, evaluando esta metodoloǵıa en tres diferentes modalidades de imagen (ul-
trasonido, mamograf́ıa y MRI). Las caracteŕıstica radiómicas estimadas incluyeron tamaño,
2.3 Sistemas de apoyo al diagnóstico 21
forma y textura te los hallazgos y las caracteŕısticas profundas usadas fueron tomadas de la
salida de las 5 capas de agrupamiento de la arquitectura VGG19 con un tamaño de 64, 128,
256, 512 y 512 caracteŕısticas respectivamente. Luego del entrenamiento de cada SVM con
cada tipo de caracteŕıstica se elige por votación la etiqueta final del ROI en la modalidad
de imagen evaluada, estrategia para la cual se obtuvo el mejor desempeño cuando se usaron
imágenes de ultrasonido (AUC=90 %).
2.3.3. Transferencia de aprendizaje
La implementación de modelos de aprendizaje profundo para el análisis de imágenes ha
ido incrementando en los últimos años, dado que como se mencionó anteriormente, estos
permiten realizar en un solo modelo tanto caracterización como clasificación [71]. Por lo
anterior, los modelos de aprendizaje profundo son considerados caracterizadores automáticos,
porque a diferencia de la tecnoloǵıa radiómica, en la cual cada caracteŕıstica es calculada a
partir de un proceso matemático independiente, las caracteŕısticas obtenidas con aprendizaje
profundo son generadas posterior a un proceso de convolución de los filtros formados con
los pesos entrenados de la red. Sin embargo, el proceso de entrenamiento de algoritmos de
clasificación, y en particular, los basados en redes neuronales profundas, requieren de una
base de datos extensa para realizar una buena generalización, lo cual es un limitante en
aplicaciones médicas, debido a que generalmente se cuenta con bases de datos pequeñas [72].
Para abordar esta limitación, se han planteado diferentes estrategias de caracterización de
imágenes en sistemas de apoyo al diagnóstico, conocidas como transferencia de aprendizaje,
dado que se usan modelos pre-entrenados en otras bases de datos e incluso para otras tareas
de clasificación, con el fin de usar los parámetros aprendidos ya sea para ajustarlos en un
nuevo proceso de entrenamiento para la tarea de clasificación deseada o para utilizar los
mismos filtros de la red como caracterizadores. La transferencia de aprendizaje en la cual se
realiza un reajuste de los parámetros de la red a partir de los aprendidos en otras tareas,
puede ser llevada a cabo en dos formas diferentes, ajustando todos los parámetros de la red
o manteniendo los parámetros de algunas de las capas (generalmente las convolucionales)
para ajustar las capas restantes [73]. En la actualidad, tanto el reajuste de parámetros como
la utilización directa de redes pre-entrenadas han sido ampliamente usada en los sistemas
de apoyo diagnóstico, obteniendo en algunas aplicaciones resultados comparables e incluso
mejores a los obtenidos con las caracteŕısticas diseñadas a mano; sin embargo, no se ha
establecido cuál de las dos estrategias es mejor en términos generales
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La Figura 3-1 ilustra la metodoloǵıa propuesta para la clasificación de hallazgos identificados
en estudios de resonancia magnética, para el apoyo al diagnóstico de cáncer. Inicialmente se
deben identificar o seleccionar las secuencias que se van a emplear, lo cual puede responder
a un análisis por conocimiento a priori, a la disponibilidad de las mismas o a necesidades
propias del estudio. Sobre estas secuencias se identifican las regiones de interés, a partir
de las cuales se construyen volúmenes compuestos por imágenes de cortes alrededor de la
región marcada. Estos volúmenes son luego representados por dos tipos de caracteŕısticas:
radiómicas y profundas. En este punto es importante mencionar que en esta metodoloǵıa
no se hace uso de imágenes segmentadas o con tumores delineados, con el fin de reducir la
dependencia de marcaciones precisas del tumor, por esta razón las caracteŕısticas radiómicas
no incluyen caracteŕısticas geométricas. Adicionalmente, se propone el uso de la técnica de
transferencia de aprendizaje, usando la red ResNet50 pre-entrenada, para la extracción de
caracteŕısticas profundas, que se combinan con las caracteŕısticas radiómicas para entrenar
un modelo de aprendizaje que clasifica las regiones de interés en categoŕıas diagnósticas.
Un aspecto importante de esta estrategia es que el uso de la salida de los filtros de la red
como caracteŕısticas genera un vector de alt́ısima dimensión; por ejemplo, si se usa la salida
de la capa del primer bloque con 64 filtros, el vector de caracteŕısticas profundas tendŕıa
193600 dimensiones, mientras que si es la capa de 2048 filtros del último bloque, seŕıa de
100352 dimensiones. Se proponen entonces dos mecanismos para reducir la dimensionalidad
de estos vectores, en primer lugar, se obtiene una representación compacta de la respuesta a
los filtros convolucionales, a partir del cálculo de los momentos estad́ısticos de primer orden
para cada uno de ellos. Luego, se realiza un proceso de selección, que permite identificar el
conjunto de filtros que mayor información aporta a la clasificación, mediante una estrategia
basada en el método de aprendizaje por múltiples kernels (MKL), el cuál además permite la
clasificación de las regiones a través de una SVM.
A continuación se describen los detalles de los métodos de extracción e integración de carac-
teŕısticas y la estrategia de clasificación empleada.
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Figura 3-1: Metodoloǵıa propuesta para la fusión de caracteŕısticas radiómicas y profundas
en sistemas de diagnóstico automático
3.1. Extracción de caracteŕısticas de volúmenes de MRI
Con el objetivo de encontrar detalles propios de tejido normal o patológico por medio de una
amplia y detallada descripción de la información visual contenida en las imágenes, se realiza
una etapa de caracterización, en la cual, se emplean múltiples descriptores de caracteŕısticas
con los que se genera información relevante que posibilita la identificación de patrones que
permitan generar hipótesis acerca del pronóstico o diagnóstico de una patoloǵıa. Por lo cual,
en este trabajo se planteó el uso de dos técnicas de representación de información volumétri-
ca de hallazgos en MRI, con el objetivo de aprovechar estos dos tipos de caracteŕısticas
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generadas a través de un proceso de integración de las mismas, el cual permita a un modelo
de clasificación la categorización automática de los hallazgos.
Teniendo en cuenta la revisión de trabajos previos presentada en el caṕıtulo anterior, y con
el objetivo de obtener información de los hallazgos y los cambios en el tejido circundante en
3 dimensiones. En este caso, asumiendo que se tiene la marcación de una región de interés en
un corte espećıfico del volumen, se construye un volumen conformado por tres cortes: aquel
en el que se encuentra marcado el hallazgo y los dos cortes anterior y posterior a este, como
se observa en el bloque de representación de información de la Figura 3-1. A continuación,
se presenta la metodoloǵıa utilizada en la caracterización de VOI utilizando la tecnoloǵıa
radiómica y aprendizaje profundo.
3.1.1. Caracteŕısticas radiómicas
Teniendo en cuenta el flujo de trabajo del análisis radiómico, en el cual se diseña un espacio
de caracteŕısticas de alta dimensionalidad con el objetivo de encontrar en este toda la infor-
mación posible que permita la toma de decisiones en cuanto a diagnóstico y pronóstico de
cáncer, se realizó una revisión del estado del arte, con el objetivo de identificar los descrip-
tores de imagen utilizados en en este contexto.
Como se presentó en el caṕıtulo anterior, los descriptores de imagen utilizados en el marco
de trabajo de radiómica se dividen en dos grandes ramas, aquellos que cuantifican la morfo-
metŕıa de un hallazgo con base en el contorno, y los que describen la apariencia interna del
mismo. Teniendo en cuenta que este trabajo estuvo orientado al análisis de volúmenes de
interés de hallazgos que no fueron finamente segmentados, los descriptores morfológicos que
dependen de este tipo de segmentación no fueron implementados en el proceso, por lo cual,
el análisis estuvo basado en la información cuantificada a partir de descriptores que detallan
la apariencia interna de la región en la que se localiza el hallazgo. En concreto, fueron imple-
mentados descriptores de primer orden, segundo orden y de orden superior, como se describe
a continuación. En este trabajo, estos descriptores son implementados en su extensión 3D,
empleando la implementación provista por una herramienta desarrollada en python llama-
da Pyradiomics en su versión 1.3.0 (https://www.radiomics.io/pyradiomics.html), la cual es
ampliamente utilizada por la comunidad cient́ıfica para la extracción de caracteŕısticas en
imágenes médicas.
Descriptores de primer orden
Los descriptores de imagen de primer orden o basados en histograma, son descriptores de
textura de bajo nivel, que brindan información de la frecuencia de cada nivel de intensidad i
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Tabla 3-1: Caracteŕısticas radiómicas de primer orden
Caracteŕısticas de primer orden
Nombre Formula Descripción
Percentil 10 10th Percentil de X




2 Cuantifica la uniformidad de la intensidad de P (i)
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Mide el pico de la de la distribución de valores
Máximo máximo(X) Es el nivel de gris con mayor intensidad en la imagen













Mediana de los niveles de intensidad de gris en el VOI
Mı́nimo mı́nimo(X) Es el nivel de gris con menor intensidad en la imagen
Rango máximo(X)−mı́nimo(X) El rango de los valores de intensidad de gris en el VOI
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i=1(X(i)−X)2 Medida de dispersión de los datos
X= Conjunto de Np voxeles incluidos en el VOI
P(i)= Histograma de primer orden con Ng valores de intensidad discretos, siendo Ng el número de contenedores
igualmente espaciados en el histograma diferentes de cero.
p(i) = Histograma de primer orden normalizado, igual a P (i)/Np
presente en la imagen, por lo cual, partiendo del histograma generado para cada volumen de
interés, se realizaron medidas estad́ısticas, con el fin de establecer tendencias discriminantes
entre imágenes con hallazgos patológicos o normales para el proceso de clasificación. A partir
del histograma normalizado de intensidades de niveles de gris, denotado en la anterior tabla
como p(i), son estimadas las caracteŕısticas de primer orden, para el cual se define un ancho
del los contenedores del histograma igual a 64.
La Tabla 3-1 presenta las medidas estad́ısticas de primer orden estimadas para cada uno de
los hallazgos.
Descriptores de segundo orden
Dentro de los descriptores de textura ampliamente usados en el análisis de imágenes médicas,
se encuentran los basados en la matriz de co-ocurrencia, también conocidos como caracteŕısti-
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cas de segundo orden o Haralick, las cuales han mostrado ser relevantes para el diagnostico
de cáncer [50, 74, 75].
Las caracteŕısticas extráıdas de las matrices de co-ocurrencia brindan información de la dis-
tribución espacial de los niveles de gris presentes en una imagen [76]. Esta relación puede
ser hallada de diferentes maneras, teniendo en cuenta una dirección y distancia entre los
niveles de intensidad. Por ejemplo, se busca relacionar cuantas parejas de voxeles en una
dirección y distancia determinada existen en la imagen, por lo cual, el tamaño de la matriz
de co-ocurrencia es proporcional a la cantidad de niveles de gris presentes en la imagen, como
se observa en la Figura 3-2.
Figura 3-2: Matriz de co-ocurrencia con dirección 0o y distancia 1
La matriz de co-ocurrencia I generada, describe la función de probabilidad conjunta de se-
gundo orden del VOI, y está dada como P (i, j|δ, θ). Donde, (i, j) se refiere a el número de
veces que se encuentra en la región la combinación de los niveles de intensidad i y j, sepa-
rados por una distancia de δ voxeles en una dirección θ.





Para la metodoloǵıa propuesta fueron calculadas 13 matrices, una por cada dirección po-
sible en una imagen 3D, considerando una distancia δ = 1 para todas. Finalmente, las 13
matrices fueron promediadas para generar una matriz final, de la cual se calcularon las 22
caracteŕısticas presentadas en la Tabla 3-2.
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Tabla 3-2: Caracteŕısticas radiómicas de segundo orden
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Mide la distribución de una vecindad
de niveles de gris respecto a la media
ε = valor arbitrario ≈ 2,2x10−16
P (i, j) =Matriz de co-ocurrencia en dirección δ y ángulo θ
Ng =numeró de niveles de intensidad discretos en la imagen
px(i) =
∑Ng
j=1 P (i, j) es la probabilidad marginal de la fila
p {y}(j) = nsum {i = 1}̂{N {g}}P (i, j) es la probabilidad marginal de la columna
µx intensidad de gris promedio de px, definida como
∑Ng
i=1 px(i)i
µy intensidad de gris promedio de py, definida como
∑Ng
j=1 py(j)j
σx es la desviación estándar de px
σy es la desviación estándar de py
HX = entroṕıa de px
HY = entroṕıa de py
HXY = entroṕıa de p(i, j)
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j=1 px(i)py(j)log2(px(i)py(j) + ε)
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Descriptores de orden superior
Los descriptores de orden superior, al igual que los de segundo orden, también evalúan la
distribución de los niveles de intensidad en la imagen analizada como medida de textura. Sin
embargo, las matrices que se generan en este caso, y de las cuales se calculan las diferentes
caracteŕısticas como la Matriz de Longitud de Niveles de Gris o GLRLM (del inglés Grey
Level Run Length Matrix), la Matriz de tamaño de niveles de gris en una zona o GLSZM
(del inglés Grey Level Size Zone Based Matrix) y la Matriz de Dependencia de Niveles de
Gris o GLDM (del inglés Gray Level Dependence Matrix), dan cuenta de los tamaños de
las zonas de gris, la cantidad de las zonas de gris y el número de voxeles conectados en una
distancia espećıfica que dependen de un voxel central, como se explica a continuación.
Matriz de Longitud de Niveles de Gris o GLRLM: Esta matriz cuantifica las corridas
de niveles de gris, las cuales son definidas como la longitud en ṕıxeles, dando cuenta de los
ṕıxeles consecutivos con el mismo nivel de gris. Esta matriz es denotada como P (i, j|θ), de
donde el (i, j)th elemento indica el número de corridas con intensidad de gris i y longitud j
presentes en la imagen a lo largo de la dirección θ.
P=I=
Figura 3-3: Matriz de Longitud de Niveles de Gris en dirección 0o
En la metodoloǵıa propuesta, se generan 13 matrices, una por dirección y se promedian sus
resultados para calcular las 16 caracteŕısticas presentadas en la Tabla 3-3
Matriz de tamaño de niveles de gris en una zona o GLSZM: Esta matriz cuantifica las
zonas de nivel de gris en una imagen, la cual se define como el número de voxeles conectados
que comparten la misma intensidad de gris. En la matriz GLSZM, definida como P (i, j) el
(i, j)th elemento indica la cantidad de zonas con intensidad i y tamaño j que tiene la imagen.
En la metodoloǵıa propuesta, a partir de la matriz GLSZM generada se calculan las 16
caracteŕısticas presentadas en la Tabla 3-4
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Tabla 3-3: Caracteŕısticas radiómicas de orden superior provenientes de GLRLM
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Mide la distribución conjunta
de longitudes cortas con los
valores de gris más altos









Mide la distribución conjunta
de longitudes cortas con los
valores de gris más bajos
Ng es el número discreto de valores de intensidad en la imagen
Nr es el número discreto de longitudes en la imagen
Np es el número de voxeles en la imagen





j=1 P (i, j|θ)
P (i, j|θ) es la matriz en una dirección θ
p(i, j|θ) es la matriz normalizada calculada como P (i,j|θ)
Nr(θ)
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Tabla 3-4: Caracteŕısticas radiómicas de orden superior provenientes de GLSZM











Mide la variabilidad de los
valores de las intensidades
de gris









Mide la variabilidad de los
valores de las intensidades
de gris




j=1 p(i, j)(i− µ)
2
Mide la varianza de las
intensidades de gris en la
zona








Mide la distribución de las
intensidades con mayor
nivel de gris







Mide la distribución de
zonas de gran tamaño de
área
Énfasis en áreas grandes







Mide la proporción en la
imagen de la distribución
conjunta de zonas grandes
con niveles de gris altos
Énfasis en áreas grandes








Mide la proporción en la
imagen de la distribución
conjunta de zonas grandes
con niveles de gris bajos
Énfasis en zonas con








Mide la distribución del
tamaño de las zonas de
niveles de gris bajos









Mide la variabilidad de los
volúmenes de tamaño de
zona en la imagen









Mide la variabilidad de los
volúmenes de tamaño de
zona en la imagen








Medida de distribución de
zonas de tamaño pequeñas
Énfasis en áreas pequeñas








Mide la proporción en la
imagen de la distribución
conjunta de zonas pequeñas
con intensidades bajos
Énfasis en áreas pequeñas








Mide la proporción en la
imagen de la distribución
conjunta de zonas pequeñas
con intensidades altos




j=1 p(i, j)log2(p(i, j) + ε)
Mide la aleatoriedad del
tamaño de las zonas y
niveles de gris
Porcentaje de la zona Nz
Np
Mide la aspereza de la
textura




j=1 p(i, j)(i− µ)
2
Mide la varianza en
volúmenes del tamaño de
la zona
Ng = es el número de valores de intensidades de gris en la imagen
Ns = es el número de tamaños de zonas discretas en la imagen
Np = es el número de voxeles en la imagen




j=1 P (i, j)
P (i, j) es la matriz GLSZ
P (i,j)
Nz
es la matriz normalizada
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P=I=
Figura 3-4: Matriz de tamaño de niveles de gris en una zona
Matriz de Dependencia de Niveles de Gris o GLDM: Esta matriz cuantifica las depen-
dencias de niveles de gris en una imagen, definidas como el número de voxeles conectados en
una distancia δ que son dependientes del voxel central. Los voxeles vecinos j, se consideran
dependientes del voxel central con nivel de intensidad i si |i− j| ≤ α definido por defecto y
para esta metodoloǵıa α = 0. Esta matriz es denotada como P (i, j), donde el (i, j)th elemento
denota el número de veces que aparece un voxel con intensidad i con j voxeles dependientes
en su vecindario.
P=I=
Figura 3-5: Matriz de Dependencia de Niveles de Gris
En la metodoloǵıa propuesta fueron utilizadas las 14 caracteŕısticas medidas sobre la GLDM
y presentadas en la Tabla 3-5 para una distancia δ = 1.
Caracteŕısticas sobre la imagen filtrada
Con el objetivo de resaltar atributos en la imagen que permitan una mejor cuantificación de
las caracteŕısticas propias de cada clase de hallazgo, fueron implementadas dos técnicas de
filtrado de imagen ampliamente utilizadas en el marco de trabajo de la radiómica, la Trans-
formada Wavelet Discreta (DWT) y el Filtro Laplaciano del Gaussiano (LoG). Teniendo en
cuenta que con la DWT se descompone la imagen de entrada en diferentes frecuencias, según
los niveles de descomposición elegidos, para este trabajo se realizan 3 niveles de descompo-
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Tabla 3-5: Caracteŕısticas radiómicas de orden superior provenientes de GLDM
Caracteŕısticas de orden superior GLDM
Nombre Formula Descripción



























Medida de similitud de
la dependencia




j=1 p(i, j)(j − µ)
2 Varianza en el tamaño de
la dependencia









Mide la similitud de de
los niveles de gris




j=1 p(i, j)(i− µ)
2 Varianza de niveles de gris
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Mide la distribución conjunta
de grandes dependencias con
niveles de gris altos
Énfasis en grandes
dependencias con








Mide la distribución conjunta
de grandes dependencias con
niveles de gris bajos









Mide la distribución de










Mide la distribución de
los niveles de gris bajos
Énfasis en dependencias








Mide la distribución conjunta
de dependencias grandes con
niveles de gris altos
Énfasis en dependencias









Mide la distribución conjunta
de dependencias grandes con
niveles de gris bajos
Ng = es el número de valores de intensidades de gris en la imagen
Nd = es el número de tamaños de dependencias discretas en la imagen




j=1 P (i, j)
P (i, j) es la matriz GLDM
P (i,j)
Nz
es la matriz normalizada
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sición utilizando la función madre Daubechies 4 y se toma el coeficiente de aproximación del
tercer nivel para ser caracterizado, debido a que es este coeficiente el que retiene la infor-
mación relevante de la imagen después de la descomposición. Al igual que sobre la imagen
original, en el coeficiente de aproximación son estimadas las caracteŕısticas radiómicas de
primer, segundo y tercer orden descritas.
EL filtrado LoG es utilizado para realizar un proceso de suavizado en la imagen y consiste
en la aplicación de una convolución entre esta y la segunda derivada de un kernel Gaussiano.
El valor de sigma asociado al ancho del kernel Gaussiano fue establecido en 2, con el fin de
realizar un énfasis en los cambios finos en la imagen. Al igual que las imágenes procesadas
con DWT, para las imágenes resultantes de LoG se calcularon las caracteŕısticas radiómicas
de primer, segundo y tercer orden descritas anteriormente.
3.1.2. Obtención de caracteŕısticas profundas mediante transferencia
de aprendizaje
Teniendo en cuenta la capacidad de las CNN profundas de estimar de forma automática
caracteŕısticas óptimas de las imágenes para el proceso de separación de clases, en esta
metodoloǵıa se propuso la fusión de las caracteŕısticas radiómicas presentadas anteriormente
y de caracteŕısticas profundas provenientes de los filtros de una CNN que mejor describen
cada una de las secuencias utilizadas.
Considerando la dependencia del desempeño en las arquitecturas de aprendizaje profundo
con el tamaño de la base de datos utilizada en el proceso de entrenamiento, y teniendo
en cuenta que en problemas del ámbito cĺınico, en particular en el caso del diagnóstico del
cáncer por IRM, no se suele contar con datos suficientes para llevar a cabo un proceso de
entrenamiento de una arquitectura de aprendizaje profundo, en este trabajo se ha implemen-
tado transferencia de aprendizaje, utilizando una red neuronal pre-entrenada para extraer
caracteŕısticas de las imágenes en nuestra base de datos. Espećıficamente, en este trabajo
se hizo uso de la red ResNet50, una CNN residual pre-entrenada con la base de datos de
imágenes RGB llamada ImageNet (Figura3-6), para extraer caracteŕısticas que representan
la información de los VOI en las diferentes secuencias de MRI [77]. Esta arquitectura fue
elegida debido a su buen desempeño en la tarea de clasificación original, comparada con
otros modelos propuestos para el mismo fin, ya que requiere un bajo número de operaciones
en el proceso de propagación hacia adelante por su naturaleza residual, es decir, al uso de
atajos que permiten usar funciones identidad para sumar activaciones de dos capas no con-
tiguas, evitando la cantidad de operaciones realizadas en el flujo de trabajo convencional de
la propagación hacia adelante, y reduciendo los requerimientos de computo para la tarea a
ejecutar [78].
























































55x55x64 55x55x256 28x28x512 14x14x1024 7x7x2048
Representación
propuesta
 Media, Desviación estándar, Curtosis, Oblicuidad
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Figura 3-7: Representación de Filtros ResNet50
una de ellas correspondiente a un componente de la representación de la imagen en el modelo
de color RGB, esta propiedad fue usada en este trabajo para introducir las tres imágenes que
conforman los volúmenes de interés que se emplearon en la caracterización con radiomics,
pero en este caso fueron redimensionados a 224× 224× 3, por ser las dimensiones requeridas
por la red. De esta manera, caracteŕısticas profundas pueden ser obtenidas a la salida de
cada una de las capas convolucionales de la arquitectura pre-entrenada, pasando a través de
la red todos los VOI de cada secuencia de MRI.
Finalmente, se genera una representación compacta de estas caracteŕısticas mediante el cálcu-
lo de los primeros momentos estad́ısticos (5), con el fin de mitigar problemas relacionados con
la alt́ısima dimensión de los vectores resultantes. Como se observa en la Figura 3-7, en este
trabajo, se tomaron caracteŕısticas provenientes de cinco diferentes capas convolucionales a
lo largo de la arquitectura, con 64, 256, 512, 1024 y 2048 filtros, respectivamente.
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Selección de filtros relevantes para la clasificación usando MKL
Una vez se obtiene la respuesta a los filtros, al pasar cada uno de los VOI por la red Res-
NET, se procede a seleccionar los filtros de mayor relevancia para cada una de las secuencias
utilizadas, empleando el algoritmo MKL, el cual ha sido propuesto como selector de grupos
de caracteŕısticas en [79]. MKL fue implementado para generar una medida de relevancia de
la información de cada filtro para la tarea de clasificación de hallazgos positivos y negativos,
con el objetivo de conocer en cuál de las 5 capas se representaba mejor la información para
cada secuencia, y espećıficamente con cuáles de los P filtros de dicha capa. Teniendo en
cuenta lo anterior, para cada secuencia fue aplicado el análisis de relevancia de filtros inde-
pendientemente en cada una de las 5 capas, siguiendo el flujo de trabajo de MKL presentado
a continuación.
MKL permite integrar información de múltiples fuentes (en nuestro caso filtros) por medio
de una medida de similitud entre todos los datos, utilizando las caracteŕısticas provenientes
de cada fuente en forma independiente. Esta medida es calculada a partir de un kernel
particular asignado a cada fuente para representar su información, es decir, por cada grupo
de caracteŕısticas provenientes de un filtro es asignado un kernel que permite generar una
medida de similitud entre los datos, respecto a ese grupo de caracteŕısticas. En la metodoloǵıa
propuesta fue asignado el kernel Gaussiano presentado en la Ecuación (3-2), por su conocido
desempeño en tareas de clasificación de imágenes.





, σ > 0 (3-2)
donde, xi y xj son muestras o VOIs en la base de datos y σ es el ancho de banda del kernel
Gaussiano, definidos en esta metodoloǵıa por medio de la Optimización por enjambre de
part́ıculas o PSO [80].
La capacidad de MKL para representar e integrar información de múltiples fuentes es apro-
vechada por algoritmos de clasificación basados en kernel, como las SVM, dado que utilizan
un kernel como medida de similitud entre datos, el cual puede ser implementado como una
combinación lineal de los múltiples kernels asignados para representar cada fuente, como se









donde, P es el número de fuentes de información, que en nuestro caso corresponde al grupo
de caracteŕısticas de cada filtro en una capa convolucional.
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Como de puede observar en la Ecuación (3-3), un peso η se asigna a cada uno de los kernels,
lo que implica que este también esté directamente relacionado con cada filtro. Los pesos η
están en el dominio ∆ mostrado en la Ecuación (3-4), y son penalizados durante el entre-
namiento tomando valores iguales o cercanos a cero, cuando la relevancia del filtro al cual
están asociados es baja [81], lo que permite determinar cuáles filtros en la respectiva capa
analizada son relevantes para discriminar hallazgos negativos de positivos en cada secuencia.
∆ =
{
η ∈ RP+ :
P∑
j=1




Con el fin de integrar en la tarea de clasificación las caracteŕısticas profundas y radiómicas
estimadas para cada ROI en las diferentes secuencias, fue aprovechado el algoritmo de cla-
sificación MKL-SVM y su habilidad de representar de forma independiente la información
proveniente cada grupo de caracteŕısticas a través de un una medida de similitud basada en
kernel. En este sentido, fueron establecidos 6 grupos de caracteŕısticas o fuentes de informa-
ción, tres de caracteŕısticas radiómicas en ADC, T2 y Sustracción, y tres de caracteŕıstica
profundas para las mismas secuencias, teniendo en cuenta que como caracteŕısticas profundas
fueron utilizados los cinco momentos estad́ısticos de los filtros seleccionados como relevantes
para cada secuencia.
3.3. Evaluación
Con el objetivo de medir el desempeño de la metodoloǵıa propuesta, los resultados fueron
presentados en términos de varias medidas de desempeño utilizadas en el estado del arte
para algoritmos de aprendizaje de máquina, esto con el fin de evaluar el comportamiento
de la metodoloǵıa en la clasificación de ambos tipos de hallazgos, dada la importancia de
tener sistemas CAD que sean tanto espećıficos como sensible. A continuación, se describen
las medidas de evaluación utilizadas.
Exactitud: Esta medida indica la proporción de ejemplos que fueron predichos correcta-
mente en el proceso de clasificación, y está denotada por la Ecuación (3-5)
Exactitud =
V N + V P
V N + V P + FN + FP
(3-5)
De donde: VN = verdaderos negativos, VP = verdaderos positivos, FN = falsos negativos y
FP = falsos positivos
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Sensibilidad: La sensibilidad es una medida que indica la capacidad del clasificador en la
predicción de los ejemplos positivos, y está denotada por la Ecuación (3-6)
Sensibilidad =
V P
V P + FN
(3-6)
Especificidad: La especificidad es una medida que indica la capacidad del clasificador en
la predicción de los ejemplos negativos, y está denotada por la Ecuación (3-7)
Especificidad =
V N
V N + FP
(3-7)
Área bajo la curva ROC: La curva ROC o Caracteŕıstica Operativa del Receptor, es
una curva que nos permite conocer la relación entre sensibilidad y especificidad para un
clasificador binario a medida que se vaŕıa el umbral desde el cual se dice que un ejemplo
es positivo. Para graficar la cuerva ROC son utilizadas las razones de falsos positivos y de
verdaderos positivos en los ejes x e y respectivamente, o lo que es igual la sensibilidad y 1-
especificidad. Para medir el desempeño de un clasificador a partir de esta curva, es calculada
el área, también conocida como AUC, la cual puede tomar valores entre 0,5 y 1, lo que indica
una prueba sin capacidad discriminatoria o un diagnóstico perfecto respectivamente.
4 Resultados
La metodoloǵıa propuesta fue evaluada en la tarea de clasificación de hallazgos en estudios
de resonancia magnética de mama, en el marco del proyecto titulado “protocolo abreviado de
resonancia magnética asistido por computador para la detección y categorización de lesiones
sospechosas de cáncer de mama”, el cual es desarrollado en colaboración entre el Instituto
Tecnológico Metropolitáno de Medelĺın (ITM) y el Instituto de Alta Tecnoloǵıa Médica de
Antioquia (IATM).
4.1. Construcción de base de datos
4.1.1. Búsqueda, selección y preparación de estudios
A partir de un estudio retrospectivo, aprobado por el comité de ética del Instituto de Alta
Tecnoloǵıa Médica (Acta 37 de junio 01 de 2017), se seleccionaron estudios de imágenes
de resonancia magnética de mama de pacientes que acudieron al servicio de imagen de la
mujer del IATM, entre enero de 2015 y diciembre de 2018, quienes por protocolo, firman
consentimiento informado en el momento de la realización de la ayuda diagnóstica. Los
estudios fueron seleccionados, teniendo en cuenta que cumplieran los siguientes criterios de
inclusión.
El estudio debe contener las secuencias T1 axial, T2 axial, STIR Coronal o T2 spair,
sustracciones, mapas de ADC, Difusión Axial B800 o B máxima y Dinámico axial.
La sustracción total y el dinámico deben contener una cantidad de imágenes mayor o
igual a 700 y 900 respectivamente.
Un total de 100 estudios fueron incluidos en la base de datos, lo cuales fueron anonimi-
zados para garantizar la privacidad de los pacientes, reemplazando el nombre y el número
de identificación en cada imagen de cada secuencia por Breast MRI e ID respectivamente.
Cada estudio fue sometido a un proceso de interpretación por parte de dos especialistas en
radioloǵıa con 10 y 6 años de experiencia en la lectura de estudios de resonancia magnética
de mama, respectivamente. Durante este proceso de lectura, los especialistas marcaron cada
uno de los hallazgos identificados en cada estudio utilizando un cuadro para encerrar la ma-
sa en el corte central y asignaron un nombre al hallazgo con su respectiva categoŕıa BIRADS.
4.2 Selección de secuencias 39
A partir de los estudios léıdos, un total de 88 estudios de pacientes que presentan hallazgos
entre las categoŕıas BIRADS 1 a 5 fueron extráıdos para la evaluación de la metodoloǵıa
propuesta.
4.2. Selección de secuencias
El protocolo de estudio de MRI de mama del IATM está conformado por diez secuencias,
entre las que se incluyen T1, T2, DWI, STIR Coronal, y 6 dinámicos adquiridos tras la
inyección de gadoterato de meglumina, a partir de las cuales se generan 5 secuencias de sus-
tracción y una imagen de ADC. Sin embargo, y dado que el objetivo del proyecto señalado es
el diseño de un protocolo abreviado para la detección de cáncer de mama, en esta evaluación
se emplearon las secuencias que conforman tal protocolo, estas son: ADC, T2 y la segunda
sustracción.
4.3. Preparación de los volúmenes de interés
Durante el proceso de lectura de los estudios para la identificación y categorización de las le-
siones, los especialistas utilizan la aplicación de generación de ROIs del software Osirix para
encerrar con un rectángulo cada hallazgo en la secuencia en la que es más visible. Tomando
como referencia esta marcación, el ROI es proyectado a todas las secuencias por medio de
una triangulación con el mismo software, la cual permite obtener la localización de una re-
gión espećıfica del tejido analizado en todas las secuencias, para posteriormente almacenar de
forma automática las coordenadas y longitud en x, y, z de cada ROI identificado en el estudio.
Con el objetivo de utilizar Pyradiomics para caracterizar solo los hallazgos identificados por
los especialistas en cada estudio, se almacenaron las 3 secuencias de cada uno en formato
de almacenamiento de datos crudos (nearly raw raster data or .nrrd) utilizando el software
3D Slicer y adicionalmente, se generaron las respectivas máscaras binarias 3D en este mismo
formato, indicando la localización del VOI por medio de las coordenadas del centro en x, y,
z de cada uno y definiendo las dimensiones del cubo en estas mismas direcciones. En la me-
todoloǵıa propuesta, la información 3D tomada para caracterizar tanto con radiómica como
con la arquitectura de red neuronal, se tomó para cada hallazgo un cuadrado con la longitud
máxima entre x e y más la información en esta misma región del corte anterior y posterior
al marcado. Esta aproximación para la obtención de un ROI que contenga información 3D
del hallazgo es propuesta teniendo en cuenta que la resolución espacial en x, y de un voxel
en una imagen de resonancia es alta, comúnmente en el orden de 0.5mm y 1mm; mientras
que el espacio entre los cortes está en el orden de los 2mm y 3mm, por lo cual, para abarcar
el hallazgo en z basta con dos o tres cortes del estudio.
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4.4. Distribución de la base de datos
Un total de 146 volúmenes de interés fueron identificados como hallazgos en los 88 estu-
dios de resonancia magnética de mama incluidos en la base de datos. Cada hallazgo fue
inicialmente categorizado usando el léxico BIRADS; pero, considerando que el modelo de
aprendizaje basado en MKL-SVM está inicialmente diseñado para resolver problemas de
clasificación binarios, se decidió realizar una nueva asignación de etiquetas a las ROI, de
tal forma que una clase esté asociada a la detección de tumores probablemente malignos, es
decir, hallazgos positivos (clase 1), mientras que la otra se asocia a la detección de hallazgos
probablemente benignos o hallazgos negativos (clase −1). Aśı, la base de datos incluyó 85
hallazgos positivos (BIRADS 3, 4 y 5) y 61 negativos (BIRADS 1 y 2), como lo muestra la
Tabla 4-1.
Tabla 4-1: Distribución de estudios de la base de datos empleada para evaluación







Es importante mencionar que, aun cuando los estudios se obtuvieron de forma retrospectiva
del IATM, esta institución no cuenta con los resultados de confirmación por biopsia para
estos hallazgos, lo que constituye una limitación para este trabajo. Por lo anterior, para este
estudio, se tomará como ”ground truth”la categorización asignada por el especialista.
4.5. Configuración experimental
La metodoloǵıa propuesta fue evaluada para la tarea de clasificación de hallazgos en las
categoŕıas de positivo o negativo, como se describió en la distribución de la base de datos.
El modelo de clasificación basado en MKL-SVM fue evaluado en tres contextos, usando sólo
caracteŕısticas radiómicas, sólo caracteŕısticas profundas e integrando los dos grupos de ca-
racteŕısticas. Adicionalmente, como ĺınea base de comparación, se evaluó el desempeño de
una SVM para los mismos tres contextos, dado que este modelo de clasificación es amplia-
mente utilizado en el estado del arte en el diseño de sistemas de apoyo al diagnóstico; pero
en este caso se usa como vector de caracteŕısticas el vector resultante de concatenar todas
las caracteŕısticas en evaluación. En todos los experimentos fueron usados kernels gausianos,
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con los parámetros σ de cada kernel y el parámetro C de la SVM optimizados mediante
el algoritmo de optimización por enjambre de part́ıculas (PSO), usando como objetivo la
Media Geométrica, la cual logra un buen ajuste entre la sensibilidad y la especificidad del
método (Ecuación(4-1)).
En todos los casos se realizó una partición estratificada de los datos, en un esquema de
validación cruzada de 5 iteraciones (5-fold-cross-validation). En todo caso, el desempeño de
los métodos fue calculado como la media de las medidas reportadas en cada uno.
Todos los experimentos fueron implementados en un equipo de cómputo con procesador Intel
de 16 núcleos a 3,00 GHz, 16 Gb de memoria RAM y una unidad de procesamiento gráfico
o GPU (por sus siglas en inglés) Geforce GTX 1080 ti.
Media geométrica =
√
Sensibilidad ∗ Especificidad (4-1)
4.6. Selección de filtros para representación basada en
caracteŕısticas profundas
Antes de proceder con la clasificación de los hallazgos, se seleccionaron los filtros que seŕıan
empleados para la extracción de las caracteŕısticas profundas para cada una de las secuen-
cias de MRI, aplicando el siguiente procedimiento para cada una de las 5 capas definidas
en la metodoloǵıa. El proceso aplicado consistió en tomar las caracteŕısticas de los VOIs
provenientes de una de las capas para una secuencia, con el objetivo de realizar el análisis de
relevancia sobre los P filtros de dicha capa. En la primera ejecución del algoritmo, es obteni-
da la relevancia de cada filtro, la cual es tenida en cuenta para eliminar posteriormente uno
a uno los filtros menos relevantes, midiendo cada vez el desempeño de la tarea de clasifica-
ción respecto a la media geométrica para conocer el menor número de filtros que puede ser
utilizado para obtener el mejor desempeño para cada capa. La Tabla 4-2 presenta el número
de filtros que reportan el mejor desempeño para cada una de las capas evaluadas. Para cada
secuencia se seleccionó la capa que reporto la mejor relación desempeño-número de filtros,
teniendo en cuenta que lo que se busca con este proceso es reducir la dimensión del descriptor.
Con el objetivo de evaluar la representación compacta propuesta, respecto a la representación
completa, basada en la vectorización de la respuesta a cada filtro, se evaluó el desempeño del
proceso de selección de filtros para esta representación. Aśı, 30 pruebas fueron ejecutadas,
considerando las 3 secuencias, las 5 capas y los dos tipos de caracteŕısticas.
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La Figura 4-1 presenta los resultados de las dos pruebas para cada secuencia en la capa
con mejor desempeño, mostrando el desempeño en la clasificación respecto a la cantidad de
filtros utilizados organizados de mayor a menor relevancia. Como se puede observar, cuando
son utilizados las caracteŕısticas completas vectorizadas, se obtiene en general un desempeño
menor respecto al de los momentos y el algoritmo no se estabiliza y no permite la determina-
ción de la cantidad de filtros relevantes en la caracterización de cada secuencia. Sin embargo,
cuando se utiliza la representación propuesta, se puede observar para cada secuencia que a
partir de un punto de corte x el desempeño no mejora si se adicionan durante la clasificación
caracteŕısticas provenientes de más filtros, lo que permite establecer para cada secuencia el
número de filtros a utilizar en el proceso de fusión de caracteŕısticas radiómicas y profundas.
En la Tabla 4-4 se indican los filtros seleccionados como relevantes en la representación
de hallazgos positivos y negativos en cada secuencia de MRI, utilizando la representación
propuesta.
4.7. Clasificación con caracteŕısticas profundas
Antes de la implementación del método propuesto, se intentó realizar transferencia de apren-
dizaje por ajuste de pesos de algunas de las capas de la arquitectura de ResNet-50, por lo
cual se mantuvieron los pesos de todas las capas de la red excepto las del perceptrón, para
las cuales se realizó el reajuste para cada secuencia de forma independiente, obteniendo un
desempeño en validación del 60 %, 50 %, y 66.7 % en ADC, T2 y Sustracción respectivamen-
te. Para los tres casos, el desempeño de entrenamiento fue alrededor de 96 %, lo que indica
un sobre ajuste de la red. Adicionalmente, se intentó ajustar los pesos de la red completa
para las mismas tres secuencias, tomando como pesos iniciales los obtenidos para ResNEt-50
durante el entrenamiento con ImageNet, Al igual que en el método anterior fue aplicada
validación cruzada con 5 folds y fue tomada como medida de desempeño la exactitud, que
para ninguna de las tres secuencias superó en 50 %.
Como se mencionó anteriormente, una de las pruebas de clasificación de hallazgos positivos
Tabla 4-2: Desempeño respecto a la media geométrica de la selección de filtros para todas
las capas. N indica la cantidad de filtros relevantes con los cuales de obtuvo el
desempeño reportado.
Desempeño de la selección de filtros con representación basada en momentos estad́ısticos
Secuencia 64 filtros N 256 filtros N 512 filtros N 1024 filtros N 2048 filtros N
ADC 66.52 % 4 63.9 % 4 67.18 % 489 67.69 % 163 69.94 % 84
T2 74.54 % 8 70.07 % 81 83.54 % 16 64.87 % 847 76.54 % 6
Sustracción 84.15 % 5 75.11 % 75 83.54 % 7 83.89 % 7 78.71 % 7
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Tabla 4-3: Desempeño respecto a la media geométrica de la selección de filtros para todas
las capas, utilizando el filtro vectorizado. N indica la cantidad de filtros relevantes
con los cuales de obtuvo el desempeño reportado.
Desempeño de la selección de filtros con activaciones vectorizadas
Secuencia 64 filtros N 256 filtros N 512 filtros N 1024 filtros N 2048 filtros N
ADC 61.20 % 64 58.18 % 256 57.19 % 32 54.75 % 190 56.79 % 55
T2 71.49 % 64 59.33 % 3 68.57 % 245 75.61 % 15 80.94 % 44
Sustracción 56.12 % 48 46.10 % 34 56.00 % 28 79.39 % 132 82.45 % 19
Tabla 4-4: Filtros seleccionados para cada secuencia
Secuencia Índices de filtros seleccionados Layer





Capa convolucional con 512 filtros
Sustracción 2 9-24-37-39-41 Capa convolucional con 64 filtros
y negativos estuvo orientada a la utilización de MKL-SVM y una SVM convencional como
modelos de clasificación, tomando solo las caracteŕısticas profundas estimadas sobre las tres
secuencias. Para el primer modelo, los momentos estad́ısticos provenientes de los filtros selec-
cionados como relevantes para cada secuencia fueron concatenados de forma independiente,
obteniendo aśı 3 fuentes de información para la clasificación con MKL-SVM con 20, 25 y
80 caracteŕısticas profundas de ADC, sustracción 2 y T2 respectivamente. En el caso de la
ĺınea base, estas mismas caracteŕısticas fueron utilizadas concatenando en una sola fuente
de información las caracteŕısticas de todos los filtros relevantes de las 3 secuencias, dado que
con la SVM convencional la similitud entre los datos es cuantificada con un único kernel que
relaciona todas las caracteŕısticas, con lo cual se obtuvo una matriz de 146 datos por 125
caracteŕısticas. En este sentido, es importante aclarar que con la representación con los 5
momentos estad́ısticos de las caracteŕısticas provenientes de la red se conservan los niveles
de abstracción obtenidos a través de las capas, dado que lo que permiten es representar las
tendencias de estas caracteŕısticas. El desempeño promedio en los 5 folds para la clasifica-
ción con MKL-SVM respecto a exactitud, sensibilidad, especificidad y AUC fue de 80,78 %,
82,35 %, 78,72 % y 81,10 % y para la linea base planteada con SVM, el desempeño promedio
presentado fue de 72,67 %, 81,18 %, 60,77 % y 76,20 % para las mismas medidas.
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Figura 4-1: Comparación entre la selección de filtros con la representación propuesta res-
pecto y la salida del filtro completa
4.8 Clasificación con caracteŕısticas Radiómicas 45
4.8. Clasificación con caracteŕısticas Radiómicas
En la tarea de clasificación de hallazgos positivos y negativos a partir de caracteŕısticas
radiómicas, fueron concatenadas las caracteŕısticas generadas sobre la imagen original, el
coeficiente de aproximación de la descomposición Wavelet y la imagen filtrada con LoG,
obteniendo aśı tres fuentes de información para la clasificación con MKL-SVM, una por cada
secuencia con 258 caracteŕısticas. Para la clasificación con SVM, al igual que en la prueba con
las caracteŕısticas profundas, las caracteŕısticas de las tres secuencias fueron concatenadas
obteniendo una matriz con 774 caracteŕısticas radiómicas. El desempeño promedio en los
5 folds para la clasificación con MKL-SVM respecto a exactitud, sensibilidad, especificidad
y AUC fue de 75,98 %, 78,82 %, 72,31 % y 76,55 % y para SVM los desempeños respecto a
estas mismas medidas fueron 69,18 %, 75,29 %, 61,15 % y 70,01 % respectivamente.
4.9. Clasificación con la integración de caracteŕısticas
profundas y radiómicas
Para la integración de caracteŕısticas radiómicas y profundas en las tareas de clasificación
asociadas a cáncer en tejidos blandos, se propuso la utilización de MKL-SVM con el objetivo
de tomar ventaja de su capacidad en el uso y representación de información de diferentes
fuentes, teniendo en cuenta tanto del tipo de caracteŕısticas, como de la información aporta-
da por la secuencia de la que provienen. En este orden de ideas, en el proceso de clasificación
de hallazgos positivos y negativos con la metodoloǵıa propuesta, fueron utilizadas 6 fuentes
de información una por cada tipo de caracteŕıstica en cada secuencia. Adicionalmente, tam-
bién fue evaluada con la ĺınea base realizando la integración de las caracteŕısticas radiómicas
y profundas por medio de la concatenación de la información utilizada en cada uno de los
enfoques independientes, para obtener aśı matriz de 146 datos por 899 caracteŕısticas. El
desempeño promedio en los 5 folds para la clasificación con MKL-SVM respecto a exactitud,
sensibilidad, especificidad y AUC fue de 82,85 %, 88,24 %, 75,51 % y 81,74 % y para SVM
los desempeños respecto a estas mismas medidas fueron 72,55 %, 87,06 %, 52,44 % y 72,51 %
respectivamente.
En las Tablas 4-5 y 4-6 es presentado un consolidado del desempeño en la clasificación de
hallazgos positivos y negativos en MRI de seno, utilizando respectivamente la linea base de
clasificación con SVM y el método de integración propuesto con MKL-SVM. De estos re-
sultados se puede observar que en general, el desempeño tanto utilizando las caracteŕısticas
de forma independiente según el tipo o integrándolas para la clasificación es notablemente
superior cuando se utiliza MKL-SVM que cuando se utiliza la linea base propuesta, teniendo
en cuenta que la aproximación basada en concatenación de las caracteŕısticas de diferentes
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Tabla 4-5: Desempeño de las estrategias de clasificación evaluadas son SVM
SVM
Tipo de Caracteŕısticas Exactitud ( %) Sensibilidad ( %) Especificidad ( %) AUC ( %)
Radiómicas 69,18 ±10,91 75,29 ±20,55 61,15 ±18,34 70,01
Profundas 72,67 ±9,43 81,18 ±13,41 60,77 ±13,09 76,20
Radiómicas + profundas 72,55 ±7.48 87,06 ±9.67 52,44 ±6,95 72,51
Tabla 4-6: Desempeño de las estrategias de clasificación evaluadas son MKL-SVM
MKL
Tipo de Caracteŕısticas Exactitud ( %) Sensibilidad ( %) Especificidad ( %) AUC ( %)
Radiómicas 75,98 ±5,08 78,82 ±12,89 72,31 ±13,23 76,55
Profundas 80,78 ±7,24 82,35 ±7,20 78,72 ±13,86 81,10
Radiómicas + profundas 82,85 ±7,37 88,24 ±8,32 75,51 ±11,38 81,74
secuencias es la más utilizada para realizar clasificación en sistemas CAD.
Por otro lado, a partir de estos resultados se evidencia que el mejor desempeño en términos
de exactitud, sensibilidad y área bajo la curva ROC es obtenido utilizando la metodoloǵıa
propuesta. A pesar de que el desempeño en términos de área bajo la cuerva de la metodoloǵıa
propuesta no supera con una diferencia marcada la clasificación utilizando solo caracteŕısti-
cas profundas con MKL, es importante destacar que la integración de ambas caracteŕısticas
con la metodoloǵıa propuesta si permite un aumento considerable en la predicción de ha-
llazgos positivos, es decir, permite que es sistema sea más sensible, lo cual es importante y
tiene una mayor prioridad en la realización de diagnósticos en la práctica cĺınica.
Adicionalmente, para la evaluación de la metodoloǵıa propuesta se consideraron también las
caracteŕısticas de la última capa, teniendo en cuenta que son estas las ingresadas a la etapa
de clasificación o perceptrón de la red. En ResNet-50 la última capa es de agrupamiento y su
salida tiene una resolución de 1x1, dado que la dimensión de los datos de entrada es de 7x7
al igual que el kernel definido para el agrupamiento. De este modo, con la integración de las
caracteŕısticas profundas y radiómicas de cada secuencia usando MKL-SVM, se obtiene un
desempeño en Exactitud de 79,45± 7,72, en Media Geométrica de 77,68± 8,35, Sensibilidad
de 85,88± 7,89 y Especificidad de 70,64± 11,96
En la Figura 4-2 son presentadas las curvas ROC obtenidas en cada una de las estrategias
de clasificación evaluadas para las caracteŕısticas radiómicas y profundas de forma indepen-
diente y para la integración de estas, usando SVM y MKL-SVM.
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Figura 4-2: Desempeño de la clasificación de hallazgos positivos y negativos en MRI de
mama respecto al AUC, evaluando caracteŕısticas radiómicas y profundas por
separado y la integración de ambas, tanto en la clasificación con SVM (arriba)
como en la clasificación con MKL (abajo)
4.9.1. Significacia estad́ıstica de los resultados
Con el objetivo de determinar la contribución de la combinación de caracteŕısticas radiómicas
y profundas en el desempeño de la clasificación de hallazgos malignos y benignos en MRI de
seno, fue implementada una prueba T-student para los 5-folds, dado que este test permite
determinar la diferencia de las varianzas muestrales entre las partes de dos poblaciones y su
respectivo intervalo de confianza en muestras pequeñas [82].
En este trabajo, los desempeños del algoritmo en cada fold, respecto a cada medida de desem-
peño, son tomados como muestras para realizar la comparación de los métodos de clasifi-
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cación MKL-SVM usando caracteŕısticas profundas y MKL-SVM usando las caracteŕısticas
profundas y radiómicas integradas, Tabla 4-7. Esta comparación puede ser realizada debido
a que los datos durante la validación cruzada fueron los mismos en cada fold para ambos
clasificadores.
Tabla 4-7: Desempeños en cada fold para MKL-SVM
Caracteŕısticas Profundas Caracteŕısticas Profundas y radiómicas
Medida Fold 1 Fold 2 Fold 3 Fold 4 Fold 5 Fold 1 Fold 2 Fold 3 Fold 4 Fold 5
Exactitud 0.8965 0.7241 0.7931 0.7586 0,8667 0,9311 0,7586 0,8276 0,7586 0,8667
Sensibilidad 0.8235 0.7647 0.7647 0.8235 0.9412 0.9411 0.8235 0.8235 0.8235 1
Especificidad 1 0.6667 0.8333 0.6667 0.7692 0.9167 0.6667 0.8333 0.6667 0.6923
Para comparar los dos clasificadores, se aplica una prueba de hipótesis simple en la que se
asume como hipótesis nula (H0) que las caracteŕısticas radiómicas no tienen efecto sobre el
desempeño del clasificador, lo que indica que las medias de rendimiento entre los métodos
comparados son iguales. Como hipótesis alternativa (H1), se propone la existencia de una
diferencia en estos rendimientos cuando se integran las caracteŕısticas radiómicas y profun-
das.
Hipótesis
H0 : µ = 0
H1 : µ <> 0
Nivel de confianza
1− α = 0,95
α = 0,05
La Tabla 4-8 muestra los resultados de los T-test realizados para la exactitud, sensibilidad y
especificidad. Para un nivel de confianza de 95 %, la hipótesis nula es rechazada con un p−
value menor a 0,05. Como se puede observar, la integración de las caracteŕısticas radiómicas y
profundas mejora la sensibilidad diagnóstica respecto al uso de las caracteŕısticas profundas,
para la estrategia propuesta. Respecto a la especificidad, no se puede establecer que los
resultados sean estad́ısticamente significativos, lo cual es evidente al analizar los resultados
para cada fold. En cuanto a la exactitud, si bien el resultado de la prueba estad́ıstica no
permite descartar la hipótesis nula, los resultados del test no son totalmente concluyentes si
se considera el tamaño de la muestra.
4.9 Clasificación con la integración de caracteŕısticas profundas y radiómicas 49
Tabla 4-8: Resultados del T-test para las tres medidas de desempeño
H0 = Las caracteŕısticas radiómicas no tienen efecto en el desempeño
H1 = Las caracteŕısticas radiómicas tienen efecto en el desempeño




5 Conclusiones, recomendaciones y
trabajo futuro
La metodoloǵıa propuesta hace uso de la información volumétrica que ofrece las imágenes
por resonancia magnética, para lo cual se utilizan tres cortes en el proceso de análisis; el
central, donde se identifica el hallazgo sobre el cual se requiere soporte de decisión y los dos
contiguos (anterior y posterior). El cubo que conforman estos cortes es procesado sin reali-
zar una segmentación fina del hallazgo, de esta manera se logra considerar la información de
cambios en el tejido propio del tumor y del tejido circundante, relacionados con la presencia
de diferentes tipos de masas. Por otro lado, el uso de estos tres cortes, permitió tomar ventaja
de la arquitectura de red neuronal profunda ResNet50 pre-entrenada en ImageNet50, con el
propósito de realizar transferencia de aprendizaje durante la estimación de caracteŕısticas
profundas en los volúmenes de interés extráıdos.
Un aspecto importante al realizar aprendizaje por transferencia empleando redes neuronales
convolucionales profundas, es el de definir cuáles filtros serán los empleados para la extracción
de las caracteŕısticas, lo cuál implica tener que lidiar con el problema de la alta dimensiona-
lidad que se genera al usar la respuesta a los filtros como vector de caracteŕısticas. En este
trabajo se propusieron dos estrategias para abordar estos problemas, en primer lugar, se pro-
puso el uso de una representación compacta de la respuesta a los filtros mediante el cálculo
de sus momentos estad́ısticos, reduciendo aśı la dimensión del vector de caracteŕısticas a 5
para todos los casos. Por otro lado, en lugar de usar una capa completa de filtros, lo que
multiplicaŕıa también la dimensión del vector de representación, se realiza una selección de
los filtros en los que se concentra la información más relevante para la tarea de clasificación;
para esto se propuso emplear el método de aprendizaje por múltiples kernels, el cual permite
abordar el problema de selección de filtros como un problema de selección de grupos de
caracteŕısticas. Los parámetros del modelo son seleccionados empleando optimización por
enjambre de part́ıculas, utilizando como medida de desempeño la media geométrica, la cual
permite establecer un balance entre la medida de sensibilidad y especificidad. Los resultados
de este proceso muestran que el uso de la representación compacta no sólo reduce la dimen-
sionalidad de la representación, lo que implica un menor uso de recursos computacionales,
sino que mejora el desempeño de la clasificación basada en MKL, siendo esta además mucho
más estable en la selección de filtros relevantes.
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La estrategia propuesta fue evaluada en el problema de clasificación automática de lesiones
extráıdas de estudios de resonancia magnética de mama, adquiridos retrospectivamente en
el Instituto de Alta Tecnoloǵıa Médica (Medelĺın-Colombia). Las regiones fueron localizadas
y anotadas por radiólogos con 6 y 10 años de experiencia en la interpretación de este tipo de
estudios, quienes asignaron a cada lesión una categoŕıa de acuerdo al léxico BIRADS. Para
este estudio, las regiones fueron agrupadas en dos categoŕıas, esto es positivas o negativas,
según la lesión fuera sospechosa o no de malignidad.
Los resultados obtenidos muestran que la integración de información de diferentes secuencias
de resonancia magnética basada en MKL-SVM permite aprovechar mejor esta información
en el proceso de clasificación, dado que se representa cada una de las fuentes de forma in-
dependiente, conservando aśı las relaciones internas entre las caracteŕısticas provenientes de
cada una. Adicionalmente, se evidenció que a pesar de que con las caracteŕısticas profundas
utilizadas se obtiene una exactitud general similar a la obtenida con la integración de carac-
teŕısticas radiómicas y profundas, este proceso de integración permite mejorar la sensibilidad
en el proceso de clasificación automática, lo que tiene mayor relevancia en la práctica cĺınica.
Este resultado puede incluso ser mejorado si se realiza la optimización de los parámetros de
los kernels del modelo de aprendizaje con respecto a la sensibilidad y no con respecto a la
media geométrica, caso en el que se sacrificaŕıa la especificidad, pero que puede ser útil en
tareas espećıficas.
A pesar de los resultados obtenidos, este trabajo, y la metodoloǵıa propuesta, presentan
algunas limitaciones que pueden ser abordadas en trabajos futuros. En primer lugar, la es-
trategia de integración basada en MKL-SVM está limitada a problemas de clasificación de
dos clases o categoŕıas, la extensión a múltiples clases será posible mediante la implementa-
ción de estrategias de clasificación uno Vs todos o uno Vs uno en el modelo de aprendizaje;
aunque también se puede explorar la implementación de modelos de clasificación en casca-
da, para problemas de interpretación diagnóstica en los que la tarea puede verse como una
cascada de clasificadores binarios.
Otra limitación importante de este estudio es el conjunto de datos empleado para la evalua-
ción del método propuesto, el cual estuvo compuesto por un número pequeño de instancias
para el entrenamiento y validación. Adicionalmente, las lesiones no fueron delineadas por los
médicos especialistas, debido al alto consumo de tiempo que requiere esta tarea, y tampoco
se contó con resultados confirmados por biopsia, dado que los estudios fueron adquiridos
retrospectivamente en un centro de ayudas diagnósticas. Estas caracteŕısticas del conjunto
de datos condicionaron algunas decisiones del diseño de este estudio, que pueden ser replan-
teadas en el futuro, cuando se cuente con un conjunto de datos mayor y con otras condiciones
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de adquisición.
Respecto al proceso de análisis radiómico, la extracción de caracteŕısticas estuvo limitada a
descriptores globales, es decir que consideran toda la región, esto puede ser una limitante
del método para afrontar problemas donde la geometŕıa del tumor es importante, caso en
el cual se deberá realizar una delineación previa del tumor (ya sea manual o automática),
e incluir caracteŕısticas de forma en el proceso; o explorar otros métodos de extracción de
caracteŕısticas que, procesando la imagen de manera global, consigan una mejor representa-
ción de los bordes tenues de la lesión, como pueden ser los momentos de alto orden como los
momentos de Zernike o de Krawtchouk. Adicionalmente, se puede evaluar el uso de técnicas
de preprocesamiento, que mejoren el contraste entre el tumor y el tejido mamario, lo cual
puede mejorar también el desempeño de estos descriptores.
Con relación a las caracteŕısticas profundas, el limitado número de instancias para entre-
namiento, no permiten realizar un proceso de ajuste fino de los pesos de la red o entrenar
la arquitectura espećıfica para la tarea, para tomar ventaja de la capacidad de las redes
neuronales para integrar las etapas de caracterización y clasificación. Por lo que, en traba-
jos futuros se pueden explorar estas alternativas al incrementar el número de imágenes de
entrenamiento, ya sea por adquisición de las mismas o empleando estrategias de generación
de datos, aun las mismas basadas en aprendizaje profundo. Por otro lado, a pesar de que
en este trabajo se seleccionó la arquitectura ResNet 50, debido a su buen desempeño en la
tarea de clasificación para la cual fue entrenada originalmente y por las caracteŕısticas de
alto nivel que se extraen, en el estado del arte se han propuesto diversas arquitecturas CNN
para la misma tarea que han tenido resultados comparables. Por esta razón, es importante
considerar como trabajo futuro la evaluación de la metodoloǵıa propuesta utilizando carac-
teŕısticas profundas provenientes de otras arquitecturas. Adicionalmente, puede realizarse la
evaluación de la metodoloǵıa propuesta realizando el análisis de relevancia de filtros en el
total de las capas de la arquitectura o incluso con la combinación de caracteŕısticas profun-
das de primer nivel y nivel superior obtenidas a través de la arquitectura.
Finalmente, con relación a la tarea espećıfica de clasificación de lesiones asociadas al cáncer
de mama, el no contar con lesiones con confirmación por biopsia introduce una incertidum-
bre alta en la tarea, especialmente para las lesiones con menor probabilidad de malignidad
(BIRADS 4 y 5). En este sentido, en trabajo futuro se propone la implementación de la mis-
ma estrategia, entrenando el modelo con datos confirmados en que se conozca con precisión
si la lesión es maligna o benigna. Incluso, el uso de MKL, puede ser útil en tal caso, para
determinar las caracteŕısticas que mayor contribución tienen para diferenciar este tipo de
lesiones y reducir la incertidumbre en el diagnóstico y manejo del paciente.
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