The advent of next generation sequencing technologies has made whole-genome and whole-2 population sampling possible, even for eukaryotes with large genomes. With this development, 3 experimental evolution studies can be designed to observe molecular evolution "in-action" via 4 Evolve-and-Resequence (E&R) experiments. Among other applications, E&R studies can be 5 used to locate the genes and variants responsible for genetic adaptation. Existing literature on 6 time-series data analysis often assumes large population size, accurate allele frequency estimates, 7 and wide time spans. These assumptions do not hold in many E&R studies. 8 In this article, we propose a method-Composition of Likelihoods for Evolve-And-Resequence 9 experiments (Clear)-to identify signatures of selection in small population E&R experiments. 10 Clear takes whole-genome sequence of pool of individuals (pool-seq) as input, and properly ad-11 dresses heterogeneous ascertainment bias resulting from uneven coverage. Clear also provides 12 unbiased estimates of model parameters, including population size, selection strength and dom-13 inance, while being computationally efficient. Extensive simulations show that Clear achieves 14 higher power in detecting and localizing selection over a wide range of parameters, and is robust 15 to variation of coverage. We applied Clear statistic to multiple E&R experiments, including, 16 data from a study of D. melanogaster adaptation to alternating temperatures and a study of 17 outcrossing yeast populations, and identified multiple regions under selection with genome-wide 18 significance. 19 1 Introduction 20 Natural selection is a key force in evolution, and a mechanism by which populations can adapt to 21 external 'selection' pressure. Examples of adaptation abound in the natural world [22] , including 22 for example, classic examples like lactose tolerance in Northern Europeans [9], human adaptation 23 to high altitudes [55, 69], but also drug resistance in pests [15], HIV [24], cancer [27, 70], malarial 24 parasite [3, 44], and others [56]. In these examples, understanding the genetic basis of adaptation 25 can provide valuable information, underscoring the importance of the problem.
such as ancient DNA studies. Finally, they assume that input data is in the form of unbiased allele frequencies, which may not be valid for shotgun sequencing experiments.
Furthermore, in an E&R experiment, n ≤ N individuals are randomly selected for sequencing. The 133 sampled allele frequencies, {y t } t∈T , are also Binomially distributed 134 2ny t ∼ Binomial(2n, ν t )
We introduce the 2N × 2n sampling matrix Y , where Y [i, j] stores the probability that the sample 135 allele frequency is j/2n given that the true allele frequency is i/2N . 136 We denote the pool-seq data for that variant as {x t = c t , d t } t∈T where d t , c t represent the 137 coverage, and the read count of the derived allele, respectively. Let {λ t } t∈T be the sequencing 138 coverage at different generations. Then, the observed data are sampled according to
The emission probability for a observed tuple x t = d t , c t is
For 1 ≤ t ≤ T, 1 ≤ j ≤ 2N , let α t,j denote the probability of emitting x 1 , x 2 , . . . , x t and reaching state j at τ t . Then, α t can be computed using the forward-procedure [19] :
where δ t = τ t − τ t−1 . The joint likelihood of the observed data from R independent observations is 
where x = {x t } t∈T . The graphical model and the generative process for which data is being 143 generated is depicted in Fig 1-B and Fig S1, respectively. 
Estimating Selection Parameters
Likelihood for Selection Model. Assume that the site is evolving under selection constraints s ∈ R, h ∈ R + , where s and h denote selection strength and dominance parameters , respectively. 150 By definition, the relative fitness values of genotypes 0|0, 0|1 and 1|1 are given by w 00 = 1, 151 w 01 = 1 + hs and w 11 = 1 + s. Then, ν t + , the frequency at time τ t + 1 (one generation ahead), can 152 be estimated using:
The machinery for computing likelihood of the selection parameters is identical to that of population 
The maximum likelihood estimates are given by 
While extending the single-locus WF model to a multiple linked-loci can improve the power of the model [60] , it is computationally and statistically expensive to compute exact likelihood. In addition, computing linked-loci joint likelihood requires haplotype resolved data, which pool-seq does not provide. Here, similar to Nielsen et al [45] , we calculate composite likelihood ratio score for a genomic region.
where L is a collection of segregating sites and H is the likelihood ratio score based for each 173 variant in L. The optimal value of the hyper-parameter L depends upon a number of factors, 174 including initial frequency of the favored allele, recombination rates, linkage of the favored allele to neighboring variants, population size, coverage, and time since the onset of selection (duration 176 of the experiment). In S1 Text, we provide a heuristic to compute a reasonable value of L, based 177 on experimental data.
178
We work with a normalized value of H, given by
where µ C and σ C are the mean and standard deviation of H values in a large region C. We found 180 different chromosomes to have different distribution of H i values, and therefore decided to use single 181 chromosomes as C. 182 
Hypothesis Testing

183
Single-Locus tests. Under neutrality, Log-likelihood ratios can be approximated by X 2 distri-184 bution [66] , and p-values can be computed directly. However, Feder et al. [23] showed that when 185 the number of independent samples (replicates) is small, X 2 is a crude approximation to the true 186 null distribution and results in more false positive. Following their suggestion, we first compute the 187 empirical null distribution using simulations with the estimated population size (See Fig S1) III. Forward Simulation. We used forward simulations for evolving populations under selection. 212 We also consider selection regimes which the favored allele is chosen from standing variation close to 0.5, and the starting frequencies are usually much smaller (see Fig S2) . Moreover, in typical 237 D. melanogaster experiments for example, sampling is sparse. Often, the experiment is designed 238 so that 10 ≤ τ ≤ 100 [26, 35, 46, 71] .
239
In contrast to the Brownian motion approximation, discrete Markov chain predictions (Eq. 11) 240 are highly consistent with empirical data for a wide range of simulation parameters (Fig 2A-M) .
241
Moreover, the discrete markov chain can be modified to model the case when the the allele is under 242 selection.
243
Detection Power. We compared the performance of Clear against other methods for detect- 
249
We compared the power of Clear with Gaussian process (GP) [60] , FIT [23] , and CMH [1] 250 statistics. FIT and GP convert read counts to allele frequencies prior to computing the test statistic.
251
Clear shows the highest power in all cases and the power stays relatively high even for low coverage (Fig 3 and Table S1 ). In particular, the difference in performance of Clear with other methods 253 is pronounced when starting frequency is low. our results ( Fig 3B,C) suggest that taking many samples with lower coverage is preferable to sparse 261 sampling with higher coverage.
262
Site-identification. In general, localizing the favored variant, using pool-seq data is a nontrivial 263 task due to extensive linkage disequilibrium [61] . To measure performance, we sorted variants by 
S1 Text Choosing Window Size
In genome-wide scans for detecting selection, we apply the Clear statistic on sliding windows of 401 length Lbp. The single locus statistic values within the window are averaged to get the composite 402 statistic. While the statistic is robust to variation in window-size, choosing a very large window 403 where LD has decayed will weaken the composite signal, and choosing a small window will decrease 404 the power of composite likelihoods. Here, we use a systematic calculation to choose L as the 405 distance where the LD between the favored mutation and a site L/2bp away remains strong.
406
Consider a segregating site l bp away from the favored allele in a selective sweep. Let ρ τ be 407 the LD between the favored allele and the site, τ generations after the onset of selection. Then, we 408 have (see Eqs. 30-31 in [58] ):
where K (τ ) = 2ν τ (1 − ν τ ) is the heterozygosity at the selected site, r is the recombination rate 410 (crossovers/bp/gen). The 'decay factor', α τ = e −rτ l , and 'growth factor', β τ , are due to recombi-411 nation and selection, respectively. Under regular parameter settings, linkage to the favored allele is 412 expected to increase after onset of selection and then decreases due to crossover events (See Fig S13- 
413
A). While ρ 0 is unknown in pool-seq E&R experiments, we compute the value of l so that 414
In E&R scenarios, we let τ be the time of the last sampling. For given s, we aim to compute the 415 smallest window size L over all possible starting frequencies. Specifically,
where the termν τ depends on initial frequency ν 0 and selection strength s (Eq. 9).
417
We used D. melanogaster dataset parameters, N = 250, r = 2 × 10 −8 and τ = 59 to compute 418 the optimal window size for different values of N s, ranging from weak selection to strong selection: 419 N s ∈ {20, 100, 200, 500}, or s ∈ {0.08, 0.4, 0.8, 2}. We set L = 30Kbp (See Fig S13-B) to provide 420 good resolution for detecting weak selection. 
t , y t ); end end end FIT 3 Average power is computed for 8000 simulations with s ∈ {0.025, 0.05, 0.075, 0.1}. Frequency Increment Test (FIT), Gaussian Process (GP), Clear (H statistic) and Cochran Mantel Haenszel (CMH) are compared for different initial carrier frequency ν 0 . For all sequencing coverages, Clear outperform other methods. When coverage is not high (λ ∈ {30, 100}) and initial frequency is low (hard sweep), Clear significantly perform better than others. 
