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THEORY
Toward Greater Reproducibility of Undergraduate
Behavioral Science Research
Bruce Evan Blaine, St. John Fisher College

Abstract
Reproducibility crises have arisen in psychology and other
behavioral sciences, spurring efforts to ensure research
findings are credible and replicable. Although reforms are
occurring at professional levels in terms of new publication parameters and open science initiatives, the credibility
and reproducibility of undergraduate research deserves
attention. Undergraduate behavioral science research
projects that rely on small convenience samples of participants, overuse hypothesis testing for drawing meaning
from data, and engage in opaque statistical computing are
vulnerable to producing nonreproducible findings. These
vulnerabilities are reviewed, and practical recommendations for improving the credibility and reproducibility of
undergraduate behavioral science research are offered.
Keywords: data analysis, reproducibility, research methods, social sciences, statistics, undergraduate research
doi: 10.18833/spur/3/1/2

Recent events in academic psychology, including the
overturning of several “textbook” psychological effects,
a widely reported replication project of prominent findings that returned disappointing results, and evidence of
p-hacking and other questionable scientific practices, have
created a credibility crisis in that field (Carter et al. 2015;
John, Loewenstein, and Prelec 2012; Open Science Collaboration et al. 2015; Wagenmakers et al. 2016). Alarm
bells around research credibility have been sounded in
other behavioral science fields too, including economics
(Ioannidis, Stanley, and Doucouliagos 2017; Necker 2014)
and management (Bergh et al. 2017).

According to a National Science Foundation committee
on replicability in science, reproducibility is a minimum
necessary condition for a research finding to be credible
and informative (Bollen et al. 2015). However, the concept
of reproducibility can refer to any number of ideal goals,
including transparency in research practices, replicating
the results of past studies, systematic and detailed reporting of the details of research design, correcting a publication system that is biased toward novel and provocative
research findings, and the proper use and interpretation
of significance testing in data analysis. Goodman, Fanelli,
and Ioannidis (2016) remind the researcher that the various
meanings of reproducibility should not become an end in
themselves, but rather move the researcher toward the ultimate goal—which is that the claims the researcher makes
based on scientific research are, in fact, true.
In an influential paper, Ioannidis (2005) presented a framework for estimating the proportion of evidence-based
claims that are actually true among published papers. He
concluded that up to 50 percent of published claims are
untrue, due to the presence of one or more of the following
factors: low-power studies, p-hacking and other forms of
bias driven by the goal of achieving statistically significant
results, the number of other studies that exist on the same
research question, and finally the base rate of true relationships to total relationships in a given field of research.
Each of these factors affects a study’s positive predictive
value (PPV), which is the post-study probability that its
claims, based on achieving statistical significance, are true.
Although undergraduate research is seldom published,
typical undergraduate research in the behavioral sciences
has characteristics that predict low PPV, including small
sample size, investigation of small-effect relationships,
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exploratory analyses that produce unpredicted research
findings, and flexibility in design, measurement, and
analytic methods. Consequently, it must be acknowledged
that many undergraduate student research projects deliver
findings that are probably not true.
Good science begins with reproducibility (Bollen et al.
2015), and helping undergraduate researchers pursue
designs and analytic methods that increase the reproducibility of their research is an important element of the
research experience. This can occur at the level of the
student project or at the program level. At the project level,
students who are mindful of reproducibility and include
it in the goals of the research experience will do better
research. As they understand that their project’s conclusions are credible, and why they are, students may present and defend their research better. They may also read
others’ research claims more critically. At the program
level, reproducibility guidelines or requirements for student research can have also desirable ripple effects. They
encourage students to formulate better research problems
and promote greater connection with the community of
researchers on their particular question. Reproducibility
requirements for student research also tie into curricular
goals where research methods, data analysis, and statistical computing are concerned.
The Council on Undergraduate Research exists to “support
and promote high-quality undergraduate student-faculty
collaborative research” (CUR 2018). In that spirit, this
article identifies and explains four threats to the reproducibility of undergraduate behavioral science research and
offers to faculty some practical recommendations and
workarounds to improve overall reproducibility of student
research. Faculty mentors of student research face a wide
range of constraints and limitations, within which some
of the following recommendations are not reasonable or
attainable. The hope is that this article will, if nothing else,
encourage small steps toward greater reproducibility. The
analysis offered herein focuses primarily on independent
(e.g., capstone, honors) research done under the supervision of a faculty mentor or adviser, although the recommendations have implications for course-related research.
Finally, although many factors can affect reproducibility, including methodological and procedural aspects of
research, this paper focuses on the quantitative and statistical elements of reproducibility.

Nonprobability Sampling
Most published research articles in psychology and related
behavioral science fields use convenience samples of
undergraduate students as data sources (Arnett 2008;
Hanel and Vione 2016; Henrich, Heine and Norenzayan
2010; Peterson 2001). Convenience samples produce findings with low external validity, but the concern here is how
nonprobability sampling undermines reproducibility. First,
4
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convenience samples represent unknown populations.
Sampling from unknown populations makes parameter
estimation less reliable, inasmuch as parameter estimates
of different populations should not be expected to agree.
For example, does a sample consisting of volunteers from
a pool of students taking the introductory psychology
course represent the psychology major population, the
liberal arts student population, or some other population?
Second, convenience samples are often produced by an
unknown sampling method. Convenience sampling (e.g.,
allowing research participants to sign up for a study)
draws participants based on a mix of factors such as availability, interest in the research topic, coercion (e.g., course
requirement), incentive (e.g., gift card lottery), and more.
Independent of the population issue, sampling methods
that are determined by a set of unknown and nonrandom
factors cannot be expected to generate samples whose
parameter estimates agree.
Third, nonrandom samples violate the i.i.d. assumption
(wherein random variables are assumed to be independent
and identically distributed) underlying most parametric
statistical procedures. This assumption is crucial to the
accuracy of normal-theory inference and when violated
will bias estimates of standard errors of statistics used in
data analysis. For researchers using parametric inferential
procedures such as analysis of variance or least squares
regression, the downstream effect of the biasing of standard errors is inaccurate p values and decisions based on
p values. The combination of convenience sampling and
normal theory statistical methods undermines the credibility of findings that are p-value based.
Peterson and Merunka (2014) investigated the ability of
student convenience samples to produce reproducible
results by having faculty at 49 business schools from
across the United States administer a survey to a convenience sample of students at their school. The survey
measured attitudes toward business ethics and capitalism;
basic demographic variables were also measured. The
results showed wide variability in the means and variances
on each attitude measure across samples. To simulate the
process of replicating a sample finding with an “equivalent” sample, the researchers compared each sample mean
on the business ethics scale with every other sample mean,
generating a set of 924 pairwise comparisons. Subjected
to standard independent samples t tests, 31 percent of the
comparisons achieved statistical significance (p < .05).
Similar heterogeneity of findings was observed in the
tests of group differences (using gender and religiosity as
dichotomous grouping variables) in business ethics attitudes, including substantial variability in the direction of
the group difference. Peterson and Merunka’s study shows
that even when convenience samples are drawn from an
explicit population of interest (business school under-
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graduates) and use identical measures, research findings
vary widely in both sign and magnitude.
Inasmuch as many student researchers and departments
depend on participant pools and convenience samples for
research participants, several methods can help students do
more reproducible research without abandoning those key
resources. First, students can and should do probability
sampling for their studies, even if the population of interest (and available sampling frame) is narrow and restricts
generalizability. For example, students can randomly sample from a sampling frame consisting of all students in all
sections of a course, and then contact and schedule those
students for the study. In this scenario the population of
interest is much clearer (e.g., all introductory sociology
students in public, four-year institutions), and the study
will generate reasonably accurate parameter estimates of
that population, provided that participant nonresponse
does not bias the sample.
Second, student researchers should be encouraged to
replicate their studies, if participants are available and
if time permits. Recent large-scale efforts to replicate
prominent psychology papers and findings have heightened awareness around the importance of replication to
scientific credibility (Bohannon 2015; Klein et al. 2018;
Open Science Collaboration et al. 2015). Similar efforts
have emerged in economics (Duvendack, Palmer-Jones,
and Reed 2015) and sociology (Freese and Peterson 2015).
McShane and Bӧckenholt (2018) recommend single-paper
meta-analysis, in which findings from the original study
and its conceptual replication(s) are synthesized. Although
this might be a lofty goal for typical undergraduate research
studies, a meta-analysis of two small, low-powered studies is able to reveal effects that one or even both studies
are unable to detect. Lastly, short of replication, students
can be encouraged to do a pre-study power analysis, and
design and conduct as powerful a study as resources and
circumstances allow.
If student researchers replicating their own research is not
feasible, there is value in students replicating published
studies and in the process learning about open science
and reproducibility. Numerous initiatives now support
course-based and other student replication projects, such
as the Collaborative Replications and Education Project
(Open Science Framework 2013); Registered Replication
Reports (Association for Psychological Science n.d.); and
the Replication Network (n.d.). These initiatives provide
online platforms for preregistration of studies, sharing
protocols, data and findings, and collaboration with other
researchers and labs. Furthermore, pedagogical models
are emerging for instructors that confront the practical
challenges of doing course-based or lab-based replication
projects (Frank and Saxe 2012; Grahe, Guillaume, and
Rudmann 2013; Hawkins et al. 2018; Janz 2016).

Third, students can consider secondary data sources for
their research, such as in state or federal agency surveys
or other secondary data sources (Sautter 2014). Most government surveys use sophisticated probability sampling
methods and weighting schemes that cannot be achieved
in undergraduate research. Other advantages of using state
or federal survey data for research are the generally high
quality of measurement, documentation, and relative ease
of gaining permission and access to the data. The main disadvantage of using secondary data for research is that the
study or survey may not contain measures of the variables
of interest. If proxy variables can be identified, however,
the benefits of doing research using secondary data are
compelling.

Low Positive Predictive Value
Cohen (1994) observed that most studies in psychology do
not have enough statistical power to detect the effects they
are trying to detect. Statistical power is related to a study’s
positive predictive value (PPV), which as mentioned earlier is the post-study probability that a study’s claims, based
on achieving statistical significance, are true. Even when
optimistic values for Ioannidis’s PPV equation parameters
R and u (see Ioannidis 2005) are substituted, low-power
exploratory studies have PPVs in the 5 to 10 percent range.
This means that a claim based on formal significance
testing in a low-power exploratory study is very unlikely
to be true. Keep in mind that a study is still considered
exploratory if it tests a priori hypotheses but reports other
unpredicted significant findings discovered in the data, a
common practice in behavioral science research.
The best evidence for making credible truth claims are
large-scale controlled experiments (random controlled
trials, or RCTs) or meta-analyses of RCTs. Obviously,
a large-scale controlled experiment is not a practical
undergraduate research option. Meta-analysis is a more
reasonable option for undergraduate research, and recommends itself for several reasons (Chan and Arvey 2012).
First, the vast primary research literatures that have
accumulated across the behavioral sciences mean that
most research questions posed by undergraduate students
have been examined by a great many published studies.
Moreover, these literatures are searchable and retrievable
through library tools available at most institutions. Second, meta-analytic research engages student researchers
in the primary research around their question and invites
them to distinguish better from lesser quality research,
examine evidence in the form of treatment or relationship
effect sizes, and synthesize the research evidence across
a set of conceptual replication studies. Third, a competent
meta-analysis can be done with the statistical background
of an undergraduate statistics course. If students understand analysis of variance and least squares regression,
they can master the basic statistical procedures for metaanalysis. Resources abound for making meta-analysis a
Fall 2019 | Volume 3 | Number 1
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more accessible research option for students (APA Science
Student Council 2008; Field and Gillett 2010). Fourth,
a meta-analysis of low-power studies has a far higher
PPV, and thus more credible truth claims, than could be
achieved by a single study.
Recommendations for improving the PPV of undergraduate student research projects merely reiterate Cumming’s
(2012) recommendations for psychological science in his
“new statistics” framework: pursue more meta-analytic
thinking and effect size estimation, avoid questionable
data analytic and data reporting practices, move away
from null hypothesis significance testing (see next section), and encourage replication. Admittedly, encouraging
meta-analysis and mentoring students in meta-analytic
research imposes some demands on faculty that may not
be realistic. However, short of that, several small steps can
improve the credibility (through higher PPV) of undergraduate research studies.
First, discourage the reporting of unpredicted significant
findings from research data, unless those findings are then
replicated in a follow-up study. Discovered significant
findings capitalize on chance, and thus such findings, if
reported, should be presented with an appropriate level of
untrustworthiness. Second, given that most undergraduate projects are single-study primary research, encourage
students to think about the size of the effect or relationship
the study is trying to detect, get estimates of the effect
from the literature, and then design a study with enough
power to detect that effect. Third, encourage students to
prepare, follow, and make public detailed methodological
and data analytic plans for their study. This need not mean
formal preregistration of a student’s project. There are
many more modest and achievable ways to allow students
to make their data and data analytic work open to a broader
community, such as a department or school page for posting research protocols or through open portfolios of student research. Research plans reduce bias—defined here
as all the subtle deviations, accommodations, and changes
to a study’s method and data analysis that result in better
findings. Public research plans and protocols encourage
replication and credibility.

Overemphasized Null Hypothesis Testing
The limitations of null hypothesis significance testing
(NHST) are well established and supported by a critical
literature going back 50 years. Over that period there have
been persistent calls in the behavioral sciences to reform
the conventions around NHST, ranging from supplementing NHST with other inferential methods to limiting its use
to abandoning it altogether (see Cohen 1994; Kline 2004;
Krantz 1999; Wilkinson 1999). Recently, Cumming (2014)
has put the NHST issue front and center in his new statistics
framework, arguing compellingly that NHST has no place
in research that strives to be credible and reproducible.
6
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One of the problems in helping students become less
dependent on NHST for doing statistical inference is that
the method is still dominant in undergraduate statistics
textbooks written for the behavioral science audience. A
recent survey of undergraduate sociology programs found
that most programs (67 percent) required one statistics
course, but a large minority of programs (27 percent) did
not require a statistics course (Delia Deckard 2017). It did
not matter much whether the undergraduate degree was
obtained from a liberal arts college, regional university,
or large research university. These findings suggest that
students may not have opportunities to learn alternative
procedures to NHST, and this presents program-level challenges for addressing this part of the research reproducibility problem.
Nevertheless, for students and faculty mentors who want
to move beyond the limitations of NHST and thereby
improve the reproducibility of the research, two general
goals should be pursued: to emphasize parameter estimation and effect size statistics over hypothesis testing, and
to use more accurate significance testing procedures. Here
are some specific, achievable recommendations to move
toward each goal. First, significance tests are an obstacle
to cumulative knowledge inasmuch as they seem to provide a precise and authoritative “answer” to a question.
Confidence intervals of relationships or treatment effects,
by contrast, display the probable range of “answers” that a
study could easily have generated, helping students to see
both the estimates (reflecting the size of the effect) and the
imprecision in their study’s ability to answer a question
(Cumming and Fidler 2009; Smithson 2011).
Confidence intervals also allow the researcher to conduct
strong (in Cohen’s [1994] terms, non-nil null) hypothesis tests, such as whether a correlation is reliably larger
than some crud factor in a particular field (Meehl 1997).
Finally, even within single studies, confidence intervals
encourage the student researcher to accumulate evidence
for or against a hypothesis (e.g., estimates of a treatment
effect on multiple outcomes, or in different subgroups
of participants)—which is the very essence of the metaanalytic thinking of Cumming (2012, 2014). By quantifying the amount of an observed relationship or effect, effect
size statistics convey clinical or practical significance,
which is far more important than statistical significance.
To that end, unstandardized effect size statistics (e.g.,
unstandardized regression coefficient) are highly recommended for reporting because they are based on meaningful measurement metrics, they are simpler to explain, and
they are more transparent to practical significance (Pek
and Flora 2018).
Second, with regard to the goal of doing better significance testing, it is worth noting that the problems associated with NHST are not in the method itself, but in its
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misapplication and misinterpretation of p values. The null
hypothesis test does one thing very well—it helps the
researcher discredit the sampling error hypothesis—and
should not be discarded because people misuse it. With
that said, parametric statistics are commonly used in
behavioral research for hypothesis testing. The problem
for research credibility and reproducibility is that parametric procedures only work well when their assumptions
are met in the data. The widespread reliance on nonprobability samples, addressed earlier, violates one parametric
assumption. But considerable evidence shows that nonnormality and heterogeneity of variance are more the
rule than exceptions to the rule in behavioral research
and that researchers rarely test for violations to parametric assumptions (Grissom 2000; Keselman et al. 1998;
Ruscio and Roche 2012). When their assumptions about
the data are violated, parametric inferential tests generate
inaccurate p values and Type I error rates, contributing to
less credible statistical decisions. Fortunately, for every
parametric test, there is an equivalent nonparametric or
resampled test procedure. These procedures make far
fewer assumptions about the data, perform better with
small samples, and thus help the researcher deliver more
accurate and reproducible statistical inferences. In addition, most nonparametric and resampling-based inferential procedures can be done in SPSS and other statistical
packages used in the behavioral sciences.

Opaque Statistical Computing
Single-sample primary studies are often not reproducible
(Bohannon 2015; Epstein 1980; Open Science Collaboration et al. 2015). One reason for this is opaque statistical
computing: data analytic procedures and actions being
unknown to anyone but the researcher. And, with menudriven statistical software, even researchers can lose track
of what they did to or with the data. Accordingly, a reproducible study requires that two things be made available
to other researchers: the data from the original study and
the documented data analytic operations used to analyze
the data (Peng 2015). In addition to ensuring a study’s
replicability and thereby the credibility of its claims, these
two provisions offer other benefits to the research community in any particular discipline. First, research articles
omit many data analytic details (often necessarily, due to
page limits) that are important for the credibility of their
claims. Sharing data analytic decisions and protocol helps
the audience better understand the findings and how the
researcher arrived at them. Second, shared data analytic
methods allow others to apply them to their data. As a
consequence, innovations and new applications spread
through the research community in ways that cannot be
achieved through the vehicle of published papers (Open
Science Framework n.d.).
As reviewed at the beginning of this article, current
data analytic practices in the behavioral sciences are still

largely inherited from an old irreproducibility model.
Under that model, research data would be entered into a
file, cleaned and prepared for analysis, and then analyzed
using analytic procedures chosen from pull-down menus,
from which some pieces of the output would find their
way into the report. In this scenario, there is no way to
know how the raw data were changed in the cleaning
process or why. There is also no way to know how any of
the analyses were done, what analyses were not done, or
what analyses were done and not reported. To the extent
these workflow details are not reported in the particular
work product, research conducted under this model is not
replicable, even if it is otherwise excellent in design, and
thus its findings are not credible.
Happily, open science initiatives are pushing reform and
change in many disciplines (Open Science Collaboration
2015). Two points must be made about the implications of
open data and statistical analysis for both programs and mentoring student researchers. One, open science encourages the
use of software tools that are built to accommodate sharing
and collaboration; some of the most widely used include R,
R Markdown, and Github, but there are many other tools,
including the replication and open science digital communities discussed earlier (e.g., Open Science Framework n.d.,
Collaborative Project; Association for Psychological Science, n.d.; Replication Network n.d.). Faculty that are comfortable with SPSS or another statistics package need not
worry; research credibility does not depend on learning R.
Two, research sharing and collaboration or replication
projects may require working in a common computing
environment and language (e.g., R), so undergraduate
students participating in those projects will need to be
introduced to those computing tools. Participating in open
science initiatives, therefore, may impose some curricular
and resource demands on a faculty mentor or a program
that may not be realistic. Nevertheless, Bray and his colleagues’ thoughts are worth considering: they argue that
an open science framework for undergraduate research is
much better for the students (Bray, Çetinkaya-Rundel, and
Stangl 2014). They make the following points. First, when
students analyze data using a code-based (compared to
menu-driven) environment, they are much more “in conversation” with the data, learning from it and letting the
data inform the analysis. This workflow mimics the draftrevision-final draft process in writing, and contributes
to better reporting of the project. Second, data cleaning
(i.e., missing data procedures, recodes, variable creation)
involves many decisions and steps that are both crucial
to the analysis and underreported in articles. Analysis
transparency preserves all of those steps, in sequence, for
others to see. Third, statistical programming files allow
students to work collaboratively and, using a sharing tool
like those mentioned earlier, work on the same file using
the run-revise-rerun workflow mentioned above. Fourth,
Fall 2019 | Volume 3 | Number 1
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statistical programming files allow the analyst’s thoughts
and rationale to be inserted between code chunks in a
way that conveys a vivid “story” of the analysis. Finally,
this reproducible framework for student research projects
enables faculty to evaluate students’ work more precisely,
because they can see not only what students did but also
what their thoughts were at each step of the analysis.

Conclusion
Open science initiatives have begun in psychology and other
behavioral sciences (Höffler 2017; Novotney 2014), reforming professional practices to increase research integrity,
credibility, and reproducibility. Predictably, graduate training programs are responding in kind, preparing researchers
that practice more reproducible science. This article has
offered some practical thoughts on quantitative and statistical practices that contribute to more credible and reproducible research, with the undergraduate behavioral science
student (and department) in mind. Faculty advisers can help
students do research that produces more credible claims by
paying attention to issues like probability sampling, statistical power, PPV, alternatives to null hypothesis testing, and
more transparent statistical computing. Acknowledging the
constraints faced by faculty and programs, any small steps
to increase student research credibility matter, because they
promote research and statistical principles that are worth
pursuing and that contribute to better science.
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