Introduction
The central goal of electrocardiogram (ECG) [1] data compression techniques is to preserve the most useful diagnostic information while compressing a signal to an acceptable size. Lossless compression is the best choice as long as the compression ratio is acceptable, but it cannot usually offer a satisfactory compression ratio (CR). To obtain significant signal compression, lossy compression is preferable to a lossless compression.
Lossless compression is nothing but exact reconstruction of the original signal and is based on the idea of breaking a file into a "smaller" form for transmission or storage and then putting it back together on the other end so it can be used again. Whereas lossy compression simply eliminate "unnecessary" bits of information, that's why for compressing an ECG signal lossy is preferred. In this case, compression is accomplished by applying an invertible orthogonal transform to the signal, and one tries to reduce the redundancy present in the new representation. Due to its decorrelation and energy compaction properties and to the existence of efficient algorithms to compute it, discrete cosine transform have been widely investigated for ECG signal compression & DWT [5] & [6] has been proven to be very efficient for ECG signal coding. In this paper, a hybrid [4] two-stage ECG signal compression method based on DCT and DWT is proposed. Their combination removes the spectral redundancy by compressing the subordinate components more than the dominant components. The resulting transformed coefficients that represent the transformational signal are then threshold and compressed using a new coding technique for storage space saving.
II. Hybrid Method
Hybrid method is nothing but the combination of DCT and DWT methods. ECG samples are applied to DCT-IV which is a linear orthogonal lapped transform, based on the idea of time domain aliasing cancellation (TDAC). It is designed to be performed on consecutive blocks of a larger dataset, where subsequent blocks are overlapped so that the last half of one block coincides with the first half of the next block. This overlapping, in addition to the energy-compaction qualities of the DCT, makes DCT-IV especially attractive for signal compression applications. Thus, it helps to avoid artifacts stemming from the block boundaries. DCT-IV is critically sampled, which means that though it is 50% overlapped, a sequence data after DCT-IV has the same number of coefficients as samples before the transform (after overlap-and-add). This means that a single block of IDCT data does not correspond to the original block on which the DCT-IV was performed. When subsequent blocks of inverse transformed data are added, the errors introduced by the transform cancel out TDAC. DCT-IV is defined as:
Where, x(n), n = 0, 1, 2, … , N-1 is the sequence to be transformed, N = 2M is the window length and M is the number of transform coefficients. The computation burden can be reduced if the transform coefficients given by equation (2) Calculate the DCT-IV coefficients for each block by evaluating the kth DCT-IV coefficient using equation (2) at the Nth step. In the decompression stage, inverse DCT-IV, termed IDCT-IV, is adopted. Because there are different numbers of inputs and outputs, at first glance it might seem that DCT should not be invertible. However, perfect invertability is achieved by adding the overlapped IDCT-IV s of subsequent overlapping blocks, causing the errors to cancel and the original data to be retrieved. IDCT-IV transforms the M real coefficients, X C (0),
Again, the computation burden of x(n) can be reduced considerably if equation (5) is rewritten in the following recursive form:
Where,
Discrete Cosine Transform
Generally, in transform-based ECG compression methods, an invertible orthogonal transformation is applied to the signal, and one tries to reduce the redundancy present in the new representation. Due to their decorrelation and energy compaction properties and to the existence of efficient algorithms to compute them, Cosine and Wavelet transforms have been widely investigated for data compression. The DCT, for example, has been used for ECG, image, video, and audio compression.
There are normally 4 general steps in a DCT-based compression of a data sequence x, a) Partition of x in N b consecutive blocks b i , i =0, 1... Nb_1, each one with Lb samples; b) DCT computation for each block; c) Quantization of the DCT coefficients; d) Lossless encoding of the quantized DCT coefficients.
Increasing the block size increases the CR and the DCT computing time. Various results show, however, that increasing the block size above a certain point results in a very modest CR gain, while the processing time significantly increases. The type II DCT (DCT-II) is commonly used for data compression due to its greater capacity to concentrate the signal energy in few transform coefficients.
Discrete Wavelet Transform
Recently developed wavelet transforms have become an attractive and efficient tool in many applications especially in coding and compression of signals. This results from their multi-resolution and highenergy compaction properties. Wavelet transform can be viewed as a block transform with overlapping basis functions of variable lengths.
Using WT the time domain signal x(t) can be expanded in terms of a weighted sum of a set of basis functions, in a way similar to the generalized Fourier series expansion. While for the classical Fourier series the basis functions are sine and cosine functions at different frequencies, in the case of wavelet series, the basis functions Ψ j k(t) are translations and dilations of a single fixed function Ψ (t) called the mother wavelet.
For certain choices of Ψ (t), the corresponding set of Ψ jk (t) forms an orthonormal basis in L2(R). In this case,
Where the wavelet coefficients d jk are calculated using the relation In contrast to the sine and cosine, wavelets are local in frequency/scale via dilations and in time via translations. This localization offers an advantage, since fewer wavelet basis functions are usually needed to represent the signal x (t) to a given level of approximation. This property is of great importance in the compression of the signal. For fast numerical computations the signal is sampled at discrete time instants t t =i/L where L is the signal length.
III. Quantization and Coding Algorithms
A quantizers simply reduces the number of bits needed to store the transformed coefficients by reducing the precision of those values. A quantization scheme maps a large number of input values into a smaller set of output values. This implies that some information is lost during the quantization process. The original wavelet coefficients c(n) cannot be recovered exactly after quantization.
Energy Packing Efficiency
In this section, the quantization strategy adopted is based on the energy packing efficiency (EPE). It guarantees the balance between the compression achievement and information loss. Here, quantization process is performed by selecting an appropriate threshold level λ to control the compression ratio. Due to careful representation by combining the DCT and DWT, it is reasonable to assume that only a few coefficients contain information about the real signal while others appear as less important details. The goal is to extract these significant coefficients and to ignore others smaller than specified threshold level λ. The optimal value of λ is determined such that the reconstructed signal is as close to the original one as possible. Usually the selection of optimal threshold level is not an easy task, because some of the coefficients that represent the actual signal details may be also killed, and as a result, signal distortion is the side-effect. As can be deduced from the above discussion, the approximation band is the smallest band in size and it includes high amplitude approximation coefficients. The wavelet coefficients other than these included in the approximation band, detail coefficients, have small magnitudes. Most of the energy is captured by these coefficients of the lowest resolution band. Here, threshold levels are defined according to the energy packing efficiencies of the signal for all sub bands. EPE for a set of coefficients in the i th sub band is defined as the ratio of the energy captured by the sub band coefficients and the energy captured by the whole number of coefficients.
Where Li and L are the number of coefficients in the i th sub band and the whole number of coefficients respectively.
An encoder further compresses the quantized values losslessly to give better overall compression. The most commonly used encoders are the Huffman encoder and the arithmetic encoder, although for applications requiring fast execution, simple run-length encoding (RLE) has proven very effective.
IV. Compression and Distortion Measures
All data compression algorithms seek to minimize data storage by eliminating redundancy where possible by increasing the compression ratio. The latter is defined as the ratio of the number of bits representing the original signal to the number of bits required to store the compressed signal. A high compression ratio is typically desired, but using this alone to compare data compression algorithms is not acceptable. Moreover, the bandwidth, sampling frequency, and precision of the original data very much affect the compression ratio. A data compression algorithm must also represent the data with acceptable fidelity. In ECG signal compression, the clinical acceptability of the reconstructed signal has to be determined through visual inspection by cardiologists. The error signal resulting from the difference between the reconstructed signal and the original one may also be measured numerically. A lossless data compression algorithm produces zero residual, and the reconstructed signal exactly replicates the original signal. However, clinically acceptable quality is neither guaranteed by a low nonzero residual nor ruled out by a high numerical residual. The criteria for testing compression algorithms performance include three components: compression measure, reconstruction error and computational complexity. The compression measure and the reconstruction error are usually dependent on each other and are used to create the rate-distortion function of the algorithm. The computational complexity component is part of the practical implementation consideration.
Distortion Measurement
One of the most difficult problems in ECG compression and reconstruction is defining the error criterion that measures the ability of the reconstructed signal to preserve the relevant information. As yet, there is no mathematical structure to this criterion, and all accepted error measures are still variations of the mean square error or absolute error, which are easy to compute mathematically, but are not always diagnostically relevant. In technical literature, the distortion resulting from the ECG processing is frequently measured by the percentage rms difference (PRD). It is most commonly defined as:
Where x(n) and ͠x(n) are the values of the original and reconstructed samples, respectively, and N is the length of the window over which the PRD is calculated.
Compression Measurement
The size of compression is often measured by CR, which is defined as the ratio between the bit rate of the original signal (b original ) and the bit rate of the compressed one (b compressed ).
The problem of using the above definition of CR is that every algorithm is fed with an ECG signal that has a different sampling frequency and a different number of quantization levels; thus, the bit rate of the original signal is not standard. Some attempts were made in the past to define standards for sampling frequency and quantization, but these standards were not implemented, and developers of the algorithms still use rates and quantizers that are convenient to them. The number of bits transmitted per sample of the compressed signal has been used as a measure of information rate. This measure removes the dependency on the quantizer's resolution, but the dependence on the sampling frequency remains. Another way is to use the number of bits transmitted per second as a compression measure. This measure removes the dependence on the quantizer's resolution as well as the dependence on the sampling frequency.
V. Result and Discussion
In this section the performance of proposed compression algorithm are evaluated and compared with other known algorithms. For this purpose, data from the MIT-BIH arrhythmia database is used to evaluate the proposed compression algorithm. The database consists of normal sinus rhythm and different arrhythmia such as ectopic beats and different QRS complex morphologies. The distortion between the original and reconstructed signal is measured by percentage rms difference (PRD or PRD1). Although PRD does not exactly correspond to the result of a clinical subjective test, it is easy to calculate and compare, so it is widely used in the ECG data compression literature. Fig.1 and Fig.2 are introduced to allow visual assessment of the quality of 1800 samples length ECG signal extracted from records 117 and 119 respectively. 
VI.

Conclusion
A hybrid scheme combining the spectral redundancy by compressing the subordinate components more than the dominant components then the resulting transformed coefficients that represent the transformational signal are then thresholded and compressed using a new coding technique for storage space saving. Improvement in performance parameters is achieved with the interaction of DCT with DWT transformation method, followed by thresholding and encoding.
The method here described has the advantage of better performance ratios. Besides the good performance in quality versus compression ratio, the proposed compression algorithm has some other features which are very important in the real-time environment. First, the reconstructed signal quality and the bit stream can be controlled by removing the spectral redundancy in subordinate components and/or the dominant components. Secondly, the computational complexity of the proposed codec is low, as witnessed by the recurrence relation of the DCT coefficients.
Moreover, the proposed algorithm was also compared with some standards and already developed hybrid algorithms. It was observed that the proposed hybrid algorithm performs better than the existing algorithms.
