is clearly a function, harmonic in r<\ and it is easy to deduce from the properties of K(r, 0) and 7(1, 0) that v(r, 0) satisfies all the conditions of the theorem.
Further v(r, 6) = -K(r, d -x)V(l, x)dx = -I K(r, 6 -x)V(l, x)dx
is clearly a function, harmonic in r<\ and it is easy to deduce from the properties of K(r, 0) and 7(1, 0) that v(r, 0) satisfies all the conditions of the theorem.
COROLLARY. Iff{z) is analytic in \z\ < 1, then, given the arc (\z\ = 1, a<arg s<j3), tóere is a function g(z) analytic in \z\ < 1 awd on /Âe arc #ƒ p| =1 complementary to (a, /?), S^Â that f(z) -g(z) can be extended analytically across (a, /3). In case /3 is an integer these nonpositive zeros are all at the origin; in case /3 is not an integer and [fi] is odd there is precisely one negative zero and we have i([/5] -1 ) pairs of conjugate complex zeros; in case j8 is not an integer and [/5] is even there are J[/3] pairs of conjugate complex zeros.
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ON THE COMPLEX ZEROS OF THE BESSEL FUNCTIONS
Most of the proofs for this theorem (see the papers [2, 4, 6, 7, 9] of the Bibliography at the end of the text) make use of polynomial approximations of the Bessel function. The present proof follows the same line by obtaining the Bessel function as the limit of Laguerre polynomials. The study of the complex zeros of these polynomials is particularly simple and for this reason the present arrangement may have certain advantages. 1 Our proof yields also certain bounds for the nonpositive zeros of the function (1.1) in terms of j8.
In §2 we give a compilation of the definitions and results on Laguerre polynomials which are essential for our proof. We follow the notation of G. Szegö 
This is equivalent to the formula [Sz. (5.1.5)]
It is easy to verify the differential equation
Finally we conclude from (2.1) by comparing the corresponding Powersoft [Sz. (5.1.14)] For the sake of completeness we give here the following very simple proof of Lemma 1.
From (2.1) and (2.3) we conclude that all the zeros are not equal to 0 and distinct. In case a>-1 Rolle's theorem applied to formula (2.2) furnishes-exactly n positive zeros. Further let -k -l<a<-k (l^kSn).
The same theorem furnishes then at least n -k positive zeros, and by Descartes' rule of signs we obtain exactly this number of positive zeros. Inspection of (2.1) shows that for k^n no positive zeros exist. Now let x be negative and a < -1. Then 2 G(x) <0 so that w and w" are of the same sign. This excludes the possibility of two negative zeros. Hence the number of the negative zeros is 0 or 1. This follows immediately from (2.1).
LEMMA 2. Let a be an arbitrary real number. Then
In view of the limit formula (2.6)Hurwitz's theorem results, provided we can show that the nonpositive zeros of L%\x) are in absolute value not greater than Cn~l, where C= C(a) is independent of n. (Indeed, the zeros of the functions on the left-hand side of (2.6) tend to those of the function on the right-hand side, as w-><*>. ) The only possibility which has to be excluded is the confluence of two conjugate complex zeros of L^(x) into a real zero of z~a l2 J a (2z 112 ), which would be necessarily multiple and not equal to 0. But this is out of the question since this function as a solution of a second order linear differ-
ential equation with the only finite singularity JS = 0 can not have a multiple zero different from 0.
Bounds for the nonpositive zeros of L n a \x).
In what follows we use the notation of §2. 
provided n is sufficiently large. We can take, for instance, The previous argument furnishes the first part of the assertion. As to the second part, we assume that [/3] is odd; the case in which [/3] is even can be settled by means of Gauss' theorem on account of the relation
Let us assume thatp<Xo, q>0. We apply (3.6) witha=£, b=p+iq choosing for the path of integration a vertical segment. Then 
