Digital modulation classification (DMC) can be highly valuable for equipping radios with increased spectrum awareness in complex emerging wireless networks. However, as the existing literature is overwhelmingly based on theoretical or simulation results, it is unclear how well DMC performs in practice. In this paper we study the performance of DMC in real-world wireless networks, using an extensive RF signal dataset of 250,000 over-the-air transmissions with heterogeneous transceiver hardware and co-channel interference. Our results show that DMC can achieve a high classification accuracy even under the challenging real-world conditions of modulated cochannel interference and low-grade hardware. However, this only holds if the training dataset fully captures the variety of interference and hardware types in the real radio environment; otherwise, the DMC performance deteriorates significantly. Our work has two important engineering implications. First, it shows that it is not straightforward to exchange learned classifier models among dissimilar radio environments and devices in practice. Second, our analysis suggests that the key missing link for realworld deployment of DMC is designing signal features that generalize well to diverse wireless network scenarios. We are making our RF signal dataset publicly available as a step towards a unified framework for realistic DMC evaluation.
I. INTRODUCTION
Digital modulation classification (DMC) is a subtype of signal classification concerned with the recognition of the underlying digital modulation scheme from received radio signal samples. DMC is becoming highly relevant not only for military, but also civilian applications. As wireless networks become more complex, DMC can be a valuable tool for increased spectrum awareness [1] and more efficient spectrum access algorithms [2] , by affording the radio a more sophisticated understanding of its environment. For example, in unlicensed spectrum it is advantageous for radios to know which technology they are sharing the spectrum with [3] , whereas in dynamic spectrum access scenarios, DMC can help secondary users differentiate between primary and secondary transmissions based on their signal characteristics [4] .
In their seminal work [5] - [7] , Azzouz and Nandi introduced different DMC algorithms based on now widely-adopted spectral features extracted from the received signals. Subsequent works introduced new, high-order statistics features [8] - [10] . There have since been a large number of publications exploring variants of DMC with different sets of features and algorithms; for a detailed survey see [11] , [12] . However, the vast majority of the literature is based on either theoretical or simulation results. It thus remains unclear how DMC performs in real-world wireless networks, given the influence of transceiver hardware on signal integrity and the channel impairments of a real radio environment.
The authors in [9] present a thorough theoretical analysis of cumulant features, but their evaluation is based on simulations with coherent and synchronous nodes, which greatly simplifies the practical conditions of a wireless communication link. Real-world challenges like multipath and interference are addressed in [10] , but their evaluation is likewise purely simulation-based and does not consider the widely adopted spectral features from [6] . The authors in [13] consider a complex artificial neural network classifier but also assume a simplified channel model and synchronization among nodes. Simpler support vector machines are used for extensive DMC simulations in [14] and [15] . To the best of our knowledge, [15] is one of the rare works to include a limited overthe-air hardware evaluation of their DMC classifier.
The existing studies of DMC performance thus do not properly capture the richness of the operational environment for DMC in real wireless networks, being based solely on simulation results or a narrow hardware demonstration. Importantly, practical constraints such as the influence of transceiver hardware or co-channel interference have remained largely unaddressed in the literature. Our work provides three main contributions towards closing the gap between simulationbased performance evaluations of DMC in the literature and the reality of wireless networks. First, we provide classification accuracy results on a comprehensive and diversified RF signal dataset of 250,000 real-world over-the-air transmissions, rather than using simulated signals. Second, we study the effect of modulated co-channel interference on DMC performance, as a key component of a real radio environment for DMC applications. Finally, we consider a diverse set of transceiver hardware to capture the effects that arise from the heterogeneity of real radio systems, and which have implications for the feasibility of exchanging learned classifier models among devices in practice.
The rest of the paper is organized as follows. Section II presents the considered classification algorithm and the underlying features. Section III presents our scenarios, measurement setup, and evaluation methodology. Section IV presents our results. Section V concludes the paper. 
II. SVM-BASED SIGNAL CLASSIFICATION
Given a two-class classification problem with a set of sample feature vectors (x i ) and labels y i ∈ {−1, 1} indicating their individual class membership, a linear support vector machine (SVM) [16] seeks to find a hyperplane w T x i + b in the feature space that best separates the samples according to their class. Any new sample can then be classified based on the location of its feature vector on either side of the separating hyperplane. In case of data that is not linearly separable, a soft-margin SVM introduces slack variables to tolerate occasional transgressing samples, and the kernel trick can enable nonlinear decision boundaries. The binary SVM can be extended to differentiate between more than two classes by combining the results of multiple one-vs-rest classifiers.
In this work, we use a multiclass soft-margin SVM to classify signals of different modulation based on spectral and statistical features extracted from raw recorded I/Q samples. We intentionally selected a simple linear SVM over more complex alternatives like ANN as our aim is to study the fundamental performance of DMC on real-world RF signals; we expect that a different classifier would not change our overall conclusions. We used the SVC class from the "sklearn" Python library with slack parameter c = 10. Table I lists the considered features, also widely adopted in literature [5] , [11] .
III. EXPERIMENT SCENARIOS & METHODOLOGY
A. Scenarios 1) Baseline Scenario: We evaluate the baseline performance of the classifier over a range of signal-to-noise (SNR) values. To this end, we generate high-integrity training and testing datasets using laboratory-grade hardware, i.e. an Agilent 81180A arbitrary waveform generator with an Agilent E4438C vector signal generator as transmitter, and an Agilent N9030A spectrum analyzer as receiver.
2) Low-Cost Hardware Scenario: We study the effect of low-cost transceiver hardware on DMC performance. To this end, we use USRP B200 software defined radios (SDRs) as both transmitter and receiver. This scenario allows us to investigate the impact of low signal integrity, as SDRs have lower sensitivity, higher nonlinearities, and greater frequency and DC offsets than our baseline laboratory-grade devices. We also mix training and testing datasets generated by the two radio types to study how well the signal features generalize with respect to the heterogeneous hardware. The results from this experiment have practical implications for whether learned models can be exchanged between dissimilar device types.
3) Co-Channel Interference Scenario: We study the effect of interference on DMC performance. Modulated co-channel interference is arguably the most challenging for DMC since the statistics of the interfering modulated signal might confuse the classifier. Similarly, we consider the most challenging hardware configuration, classifying a low-integrity signal (i.e. SDR as transmitter) against a high-integrity interfering signal (i.e. laboratory-grade transmitter as interferer) using a lowintegrity SDR receiver. We consider a range of signal-tointerference ratios (SIR) and different interferer modulations. We also study DMC performance when trained solely on noninterfered signals but tested in the presence of interference.
B. RF Signal Data Generation
Our measurements were taken in a small indoor office environment using dipole antennas at 5.75 GHz. We consider the modulation types of BPSK, QPSK, 16-QAM and 64-QAM for single carrier (SC) modulation and orthogonal frequency division multiplex (OFDM). For SC signals, we generate symbols from random data at a rate of 10 Msps, then resample the signal at 40 MHz and use a root-raised-cosine pulse-shaping filter. For OFDM, we adopt the IEEE 802.11a PHY symbol design using 64 subcarriers, 11 guards, empty zero carrier, a cyclic prefix with relative length of 0.25, and the same set of subcarrier modulation schemes as for SC; OFDM signals with different modulations are subsequently aggregated into a single OFDM class. We randomize the pilots between {−1, 1} and oversample the IFFT by a factor of 2 to approximately achieve the same spectral bandwidth of 20 MHz as the SC signals. To make the classification task more challenging, we use no preambles throughout.
Before recording the signals, we first coarsely correct the carrier frequency offset between transmitter and receiver down to a maximum deviation of 100 Hz, and, if applicable, randomize the carrier frequency offset of the interferer within ±5 ppm. Then, the SNR and SIR at the receiver are calibrated to the desired values by tuning the power of the transmitting radios using spectral density estimates from the receiver's sampled data. Once the transmitter and, if applicable, the interferer have been calibrated, the receiver samples 1 ms long signal segments at 50 MHz I/Q sample rate to achieve an oversampling factor of 2.5. The receiver extracts an estimate of the SNR, as defined in (1) in the Appendix, before low-pass filtering the signal to suppress any noise outside of the 20 MHz signal bandwidth for feature extraction. We do not equalize or correct any residual frequency offset, sampling clock offsets, or inter-symbol interference from the pulse-shaping filter, so that our results generalize to a blind receiver. Finally, we featurize each signal segment by extracting the features listed in Table I and save those values in our database. 
C. Performance Evaluation Methodology
We select all the featurized recordings from our signal database (comprising 250,000 segments in total) that apply to the given scenario (cf. Section III-A). Using this scenario dataset, we run a ten-fold shuffle split cross-validation of DMC performance as follows. First, we randomly sample disjunct training and testing datasets, each comprising 10,000 featurized segments. Before training the classifier, we standardize both datasets according to the mean and standard deviation of the training set. We train the SVM (cf. Section II) using the training dataset and save the decision boundaries. We then evaluate the classification accuracy, defined as the percentage of signal segments in the test dataset correctly identified according to their modulation scheme. This is repeated ten times; the cross-validation allows us to avoid sampling bias and report a variance estimate alongside the mean classification accuracy. Table II shows the classifier performance versus SNR for the baseline scenario in Section III-A1, when the classifier has been trained on the full SNR range of {0 dB, 5 dB, . . . , 20 dB}. The results demonstrate a high baseline classification accuracy (> 90%) with low variance for all SNR classes, and an average accuracy of 97.9%. To reveal the source of the misclassifications at low SNRs, Fig. 1 shows a confusion matrix from a single representative cross-validation fold for the full SNR range. Fig. 1 demonstrates that while all other modulations are classified perfectly, some confusion arises between 16-QAM and 64-QAM. This is also evident in Fig. 2 , which shows the empirical distributions of selected features taken from a kernel density estimation (KDE) [17] BPSK QPSK 16-QAM 64-QAM OFDM of the feature values with a Gaussian kernel at SNR = 5 dB. Fig. 2 shows that the distributions for 16-QAM and 64-QAM partially overlap for all the features, which is consistent with the corresponding misclassifications 1 in Fig. 1 . The same results, omitted for brevity, hold for SNR = 0 dB. Let us now consider how the classifier performs if only signals of a single SNR class are available at training time. Table III shows that if the classifier is only trained on data at SNR = 10 dB, the classification accuracy across the other SNR classes degrades significantly, compared to when training over all SNR levels as in Table II . We note that similar results are obtained when training exclusively on data from any of the other SNR classes. It is tempting to attribute this performance degradation to the simplistic linear SVM and call for a more complex classifier such as ANN. However, we have established in Table II that the classifier is capable of dealing with different noise levels, as long as the training data is representative of the test scenario. It is thus instructive to instead consider the behavior of the underlying features. Fig. 3 highlights the difference in SNR dependency of two example features: C 42 shows no dependency on SNR, owing to the correction for noise power its formulation (cf. (3) ), whereas the value of σ a largely depends on the SNR during recording. Aside fromC 42 andC 63 , we have confirmed that all other features in Table I are likewise SNR-dependent. Therefore, if the classifier only experiences signal segments of one SNR class during training, it is difficult to correctly assign the decision boundaries without a prior model of SNR dependency for each feature. We emphasize that the performance degradation thus appears to be due to feature design and not due to a lack of inherent generalization of the classifier. Table IV shows the results from four experiments of running the classifier on combinations of training and testing datasets, generated using different transceiver hardware as per Section III-A2. As evident from the first two rows, the accuracy of the linear classifier does not degrade significantly if we use SDRs instead of laboratory-grade hardware as transceivers for both training and testing. Even at low SNR levels, i.e. 0 dB and 5 dB, the accuracy is nearly the same for both device classes. This shows that, once the SNR is accounted for, the classifier is fairly agnostic towards the signal quality, as long as the training and testing datasets were recorded using the same device type. However, the bottom two rows of Table IV show that the classifier performance degrades when we use datasets recorded from dissimilar hardware during training and testing. The average classification accuracy decreases by about 4.5% and, interestingly, estimates especially in the high-SNR domain become inaccurate. One reason for this may be that the higher noise figure of the SDRs necessitates a higher signal energy for a given SNR, and that some of the features, though normalized, do not generalize well under these circumstances. Therefore, Table IV shows that it is not inherently challenging to run DMC on lower-integrity RF signals at the range of SNRs typical for modern wireless systems. However, the transceiver hardware does have an influence on the distribution of the features once the SNR is accounted for, which leads to confusions during classification if the training dataset does not capture this hardware variety. Our results thus suggest that it is not straightforward to generalize results from one hardware test to a wider set of radios, nor to train the classifier using one radio type and seamlessly run DMC for other devices.
IV. RESULTS & ANALYSIS

A. Baseline Performance
B. Effect of Transceiver Hardware
C. Effect of Co-Channel Interference
In this section we present the results for the modulated co-channel interference scenario in Section III-A3. Table V shows the classification performance at SNR = 10 dB with interference of selected modulations over a range of SIR values being present both during testing and training. The results show that DMC accuracy generally degrades by a few percent. We have confirmed that all misclassifications in Table V stem from the difficulty of differentiating between 16-QAM and 64-QAM. This is consistent with SC 16-QAM interference confusing the classifier the most out of the three tested modulations, degrading the accuracy by approximately 10% at an SIR of 5 dB in comparison to the no-interference baseline. Nonetheless, the average accuracy is above 95%, even in the presence of interference.
Table VI also shows the classification accuracy for the interference scenario, but when the classifier has been trained solely on interference-free data of the same SNR level. Comparing the results in Table V and Table VI training only on the interference-free dataset has a highly detrimental effect on the classification accuracy. Analogously to Fig. 3, Fig. 4 shows the effect of SIR on two features at the fixed SNR of 10 dB, illustrating that both features are SIRdependent. We note that in this scenario, the SNR estimatê SN R used to correct the cumulant feature values becomes biased, because the blind receiver cannot differentiate between the signal and in-band interference in the power domain. Further analysis of the other features has confirmed that they are also SIR-dependent. It thus follows that for any classifier without a model for feature-dependency on SIR, it is difficult to accurately classify interfered signals if the interference was not also present at training time.
V. CONCLUSIONS
In this paper, we examined the performance of DMC for RF signals in real-world wireless networks. We used a linear SVM classifier with twelve widely-adopted signal features, and tested the classification accuracy on an extensive RF signal dataset of 250,000 over-the-air transmissions. Our experiments encompassed different noise levels, heterogeneous transceiver hardware, and modulated co-channel interference. Our results exhibit a high classification accuracy even when tested under the challenging real-world conditions of modulated co-channel interference and low-grade hardware, if the training dataset is representative of these impairments. However, the DMC performance deteriorates significantly if the training set does not properly capture the variety of the real radio environment, in terms of interference and hardware types. We emphasize that the performance degradation is not an issue of overfitting to the training data, but rather a problem of bias inherent to the features. Our results have two important engineering implications. First, they suggest that it may not be feasible to easily exchange learned classifier models among dissimilar radio environments and devices in practice, and that comprehensive datasets are required for robust training. Second, our work suggests that the research community should focus strongly on designing features that generalize well to new radio scenarios as the key missing link for the real-world deployment of DMC, rather than applying new complex machine learning algorithms. We are making our dataset publicly available [18] , in a step towards a unified RF database for evaluating future DMC algorithms in a standardized and realistic framework.
APPENDIX -SELECTED FEATURE DEFINITIONŜ
with the periodogram P (f ) of the signal integrated over the signal band B and an equally wide band N (B ∩ N = ∅) for noise power estimation. The SNR estimate is biased once interference is introduced.
with At = 1 and A N [n] = A[n]/µ A .
with C 42 = cum(s, s, s * , s * ) [9] , C 63 = cum(s, s, s, s * , s * , s * ) [10] , the power of the received signal Ps and the noise variance σ 2 N .
