Kief Morris (KM): There are a lot of ways to answer that. One is that automation is the "CALM" of DevOps. CALM stands for culture, automation, learning, and measurement. Infrastructure as Code is about the automation piece. That's how people who have been doing DevOps for a while approach it, using tools like Chef, Puppet, Ansible, and SaltStack. The philosophy behind this is that infrastructure has become like data: the physical layer has been abstracted. It's become software, as opposed to being a physical thing. We can use infrastructure tools the same way we use software. We can bring in best practices from software development, such as continuous integration [CI] , test-driven development, and continuous delivery [CD] version control systems, and apply them to managing our infrastructure.
SJ: Is there a difference between infrastructure as code, programmable infrastructure, and software-de ned infrastructure?
KM:
Programmable infrastructure, software-de ned infrastructure, and software-de ned networking are the tools that enable us to program our infrastructure on cloud platforms like AWS [Amazon Web Services] or OpenStack. These platforms all have an API. Infrastructure as code expresses the philosophy of putting your software in denition les and version control, running automated testing against it, and progressing it through environments.
SJ:
Where did this idea come from? I heard the term "programmable infrastructure"
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RECENT EPISODES
• 266-Host Charles Anderson and Charles Nutter explore the JRuby language and JVM (Java virtual machine) as a platform for implementing programming languages.
• 269-Phillip Carter discusses F#, a multiparadigm programming language that supports object-oriented, imperative, and functional programming, with host Eberhard Wolff.
• 271-Host Jeff Meyerson talks with Idit Levine about Unikernels, the next step in cloud operating systems.
UPCOMING EPISODES
• SJ: What do the terms "Iron Age" and "Cloud Age" mean?
KM: The Iron Age was when infrastructure was physical. If you wanted to provision a server, it often started with sending a purchase order to a vendor, then having boxes shipped to you, and then bringing them to the datacenter. There was a very big gap between deciding to do something and having it done, and there was always the risk of later realizing that you forgot something, like needing to add RAM. The Cloud Age started with virtualization, even before the cloud itself. The Cloud Age is the decoupling of a server from the actual physical thing it runs on, so everything becomes a lot more uid and dynamic. You can create servers within minutes if not seconds; the feedback loop becomes very tight very quickly. KM: There's testing, which helps people who are concerned about [the risks of automation] and worry that things can be done wrong automatically. Automated tools allow you to do a con guration update or patch a whole bunch of machines all at once. But it can also allow you to damage a whole bunch of machines all at once, to miscon gure many things very quickly. The idea of testing-particularly automated testing in a test environment-isn't something we do as rigorously as systems administrators insist our developers do. We don't give our developers root access to our production machine to make code changes directly, but that's how we tend to do it ourselves on our server configurations. We might have a test environment where we make a configuration change manually and test it to make sure it's okay, but then we log onto the production server and make the change manually. There, we might make a mistake.
When we have the server configuration in files that are under version control, then whenever someone makes a change to one of those files and commits it to the version control system, we can trigger a CI/CD server (like Jenkins) to apply those changes to a test environment that runs automated tests. This way, we should catch a mistake very quickly. We can also make sure that the environment we're testing against is exactly the same as production because we're using those same scripts, and we know that there were no changes made otherwise.
SJ: Does this approach also improve security?
KM: It improves security because everybody can see the code. You can also put in automated tests to check for basic things like open ports and accounts that don't exist. There's a pitfall, though. When you have all of your configurations in a version control system, and all your servers are built from a CI or a CD tool, it becomes a very juicy point of attack. If I can get into your version control system or your CI/CD tool, I own you.
I was at a talk a few weeks ago at QCon with a penetration tester who was explaining how she went into different networks. What scared me was that her first line of attack was looking for a CI server. It wasn't because she wanted to monkey around with the code and insert backdoors; it was because the passwords are in there. It's so easy to get inside someone's private network. Then you find their Jenkins server, and there's the password for the production database. You need to take that issue seriously and focus on not opening yourself up.
SJ: Any other important practices?
KM: Promotion is a good onemoving things from one environment to the next. That's something that people [often] You push that file through each environment, making sure it's running and has been tested in the test environment. Then it gets pushed to staging before it gets to production. The same file is used in each environment, so you know they're consistent.
SJ: What problems do you encounter with infrastructure as code?
KM: Like any application code, over time it becomes a bit unwieldy, bloated, and difficult to change. As with software, thinking about how to make it more modular really helps. That leads to thinking about what you do with a monolithic application. These days, you're likely to put [a monolithic application] into microservices, which are independent, loosely coupled, and focused.
You can do the same thing with your infrastructure. If you put everything (my Elasticsearch cluster, my webserver cluster, my database server, my Logstash) in one massive file, you end up being afraid to touch that file because so many things might break. The goal is to break that down into separate files. You have to think about dependencies between those [files] and managing them in a loosely coupled way.
SJ: What other benefits does this approach have?
KM: One of them is that it's easy to match up dates and changes. I use the example of when one of these high-profile security holes comes out, like Heartbleed, and the CIO [chief information officer] of a company reads about it in the media and asks, "What are we doing about this?" If you're doing things the oldschool way, with servers that are organically grown and managed, the response is usually, "We're going to pull people off of other projects, and over the course of a couple of weeks, we'll have everything all patched up." But if you have everything under infrastructure as code, the answer will be, "It's being done right now. We've got the patch. We rolled it out to the test servers and veri ed that it's all right, and xed a couple of the incompatibilities with applications. It's under control, and there's no impact to other projects."
SJ: Other bene ts are traceability and auditability, right? KM: Absolutely. This tends to be important for larger organizations that have regulations or need a higher level of control. In healthcare, for instance, sometimes you need to make sure you have rigorous control over changes. It's funny because we talk to clients who are a bit terri ed of agile and DevOps. They think, "We can't do this because we have to be compliant," and that those things mean doing away with discipline and control. That could not be further from the point.
When you sit down with auditors and those responsible for change management to explain how you want to do things, it's very rigorous. No change is going to go into production directly; they all go into version control and through the full pipeline. You used to tell the auditor, "Here's our run book. Here's our list of steps that somebody is supposed to use." Of course, what's written down complies with the regulations, but if you look at what people actually do, it might not be the same. People might take shortcuts. And things change, so people change how they do it without necessarily updating the documentation.
But if you say to the auditor, "This is the script. These are exactly the things that are done every time. And here are the logs. The CD server shows when this change was applied when the script ran. Here's the output. By the way, for every change that was made to our production environment, we can trace it back to version control and say who made the change, along with their comment as to why. Here's who approved it or tested it." Auditors and change folks really love it once they get their heads around it.
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