It is shown that a recent proposal to give physically meaningful definitions of temperature and pressure within Tsallis formalism for non-extensive thermostatistics leads to expressions which coincide with those obtained by using the standard Boltzmann formalism of Statistical Mechanics. 
In a recent paper [1] , Abe et al. have introduced so-called physical definitions for the temperature, T phys , and the pressure, P phys within the context of Tsallis generalized Statistical Mechanics. Their definitions are, respectively:
and
Here, S q is the Tsallis entropy and U q the internal energy. V is the system volume and k is a constant. The index q measures the degree of non-extensivity of the entropy in the sense that, for two independent subsystems A and B, the entropy satisfies:
I will show that the above expressions for the physical temperature and pressure coincide with the ones given by the standard application of the microcanonical ensemble. Therefore, it turns out that, when rewritten in term of these physical parameters, the results obtained by application of Tsallis statistics coincide with the ones derived by application of the usual (Boltzmann's) formalism of Statistical Mechanics.
Let me begin with the definition of entropy given in Tsallis original paper [2] :
where the p i 's are a set of microscopic probabilities given to each of the W configurations defining a statistical ensemble. These probabilities are obtained by maximizing the entropy S q subjected to the appropriate constraints. In the microcanonical ensemble of constant energy, U, the maximization procedure leads to equiprobability:
Where ε i is the energy of the configuration whose probability is p i , and Ω(U) is the number of configurations having a given energy U. It follows readily that the entropy can be expressed in terms of Ω(U) as:
In the case q = 1, this expression tends to the result S(U) = k ln Ω(U). Rewriting Eq. (1) as
and replacing S q as given by Eq. (6), identifying the internal energy U q with the constant system energy U, one gets
which, after simplification, becomes Boltzmann's relation:
It is not surprising that one obtains precisely this relation between the physical temperature T phys and the number of microscopic configurations Ω(U). On one hand, Abe et al. derive their result by considering two independent subsystems, A and B in contact with each other, such that the total internal energy is fixed:
, and thermal equilibrium is characterized by the maximum total entropy state. On the other hand, the standard derivation of (9), maximizes the number of configurations of the composite system Ω(A + B) assuming [3] that it satisfies Ω(A + B) = Ω(A)Ω(B). Since, within the Tsallis formalism, this equality follows from (3) and (6), it is clear that both approaches should give the same answer.
Similarly, for the physical pressure, replacing (6) in (2) it is straightforward to obtain the relation:
which coincides with the definition of the pressure in the microcanonical ensemble of Boltzmann [3] .
Finally, the defition of free energy F q given in [1] :
becomes, after replacing Eq.(6), and identifying the internal energy U q with the system energy U:
which again coincides with the standard definition of free energy in the microcanonical ensemble [3] .
Notice that the number of configurations with a given energy Ω(U) depends only on the system Hamiltonian and does not rely on any a priori assumption on the actual relation of the entropy to the configuration probabilities p i . Therefore, all the dependence on the q parameter disappears when computing thermodynamical properties (such as the free energy) in terms of the physical temperature and pressure using the microcanonical ensemble. Assuming equivalence between statistical ensembles 3 , the results shown in this paper explain in a simple way why some well established results of Statistical Mechanics, such as the equation of state and specific heat for ideal gases, equipartition and virial theorems, etc. are being reproduced by some recent calculations [1, 5] within the framework of Tsallis statistics independently of the value of q.
