Decision trees are popular Classification and Regression tools and, when small-sized, easy to interpret. Traditionally, a greedy approach has been used to build the trees, yielding a very fast training process; however, controlling sparsity (a proxy for interpretability) is challenging.
Introduction
Decision trees [40] are a popular non-parametric tool for Classification and Regression in Statistics and Machine Learning [21] . Since they are rule-based, when small-sized, they are deemed to be leaders in terms of interpretability [1, 2, 9, 15, 17, 23, 27, 28, 32, 36] .
It is well-known that the problem of building optimal decision trees is NP-complete [22] .
For this reason, classic decision trees have been traditionally designed using greedy procedures in which at each branch node of the tree, some purity criterion is (locally) optimized.
For instance, CARTs [8] employ a greedy and recursive partitioning procedure which is computationally cheap, especially since orthogonal cuts are implemented, i.e., one single predictor variable is involved in each branching rule. These rules are of maximal sparsity at each branching node (excellent local sparsity), making classic decision trees locally easy to interpret. However, when deep, they become to be harder to interpret since many predictor variables are, in general, involved across all branching rules (not so good global sparsity).
Addressing global sparsity is a challenge in decision trees and, to the best of our knowledge, this has not been tackled appropriately in the literature. Standard CARTs or Random Forests (RFs) [5, 7, 13, 16] cannot manage it due to the greedy construction of the trees. Nonetheless, some attempts have been made, see [11, 12] . Classic decision trees usually select their orthogonal cuts at each branch node by optimizing an information theory criterion among all possible predictor variables and thresholds. The regularization framework in [11] considers a penalty to this criterion for predictor variables that have not appeared yet in the tree. This approach is refined in [12] , by also including the importance scores of the predictor variables, obtained in a preprocessing step running a preliminary RF.
The mainstream trend of using a greedy strategy in the construction of decision trees may lead to myopic decisions, which, in turn, may affect the overall learning performance. The major advances in Mathematical Optimization [10, 30, 33] have led to different approaches to build decision trees with some overall optimality criterion, called hereafter optimal classification trees. It is worth mentioning recent proposals which grow optimal classification trees of a preestablished depth, both deterministic [4, 14, 18, 37, 38] and randomized [6] . The deterministic approaches formulate the problem of building the tree as a mixed-integer linear optimization problem. Such approach is the most natural, since many discrete decisions are to be made when building a decision tree. Although the results of such optimal classification trees are encouraging, the inclusion of integer decision variables makes the computing times explode, giving rise to models trained over a small subsample of the data set [18] and, as customary, with a CPU time limit being imposed to the optimization solver. On the other hand, a continuous optimization-based approach to build optimal randomized classification trees is proposed in [6] . This is achieved by replacing the yes/no decisions in traditional trees by probabilistic decisions, i.e., instead of deciding at each branch node if an individual goes either to the left or to the right child node in the tree, the probability of going to the left is sought. The numerical results in [6] illustrate the good performance achieved in very short time. All these optimization-based approaches are flexible enough to address critical issues that the greedy nature of classic decision trees would find it difficult, such as preferences on the classification performance in some class where misclassifying is more damaging [6, 37, 38] , or controlling the number of predictor variables used along the tree (local and global sparsity).
Optimal classification trees have been grown with both orthogonal [4, 14, 18] and oblique cuts [3, 4, 6, 29, 37, 38] . Oblique cuts are more flexible than orthogonal ones since a combination of several predictor variables is allowed in the branching. Trees based on oblique cuts lead to similar or even better learning performance than those based on orthogonal cuts, and, at the same time, they exhibit a shallow depth, since several orthogonal cuts may be reduced to one single oblique cut. Apart from the flexibility that we can borrow from them, many integer decision variables associated with orthogonal cuts are not present in the oblique ones, which eases the optimization. Therefore, optimal classification trees based on oblique cuts require a lower training computing time while showing much more promising results in terms of accuracy.
However, this comes at the expense of damaging interpretability, since, in principle, all the predictor variables could appear in each branching rule. In this paper, we tackle this issue.
We propose a novel optimized classification tree, based on the methodology in [6] and, therefore, in oblique cuts, that yields rules/trees that are sparser, and thus enhance interpretability.
We model this as a continuous optimization problem.
As in the classic LASSO model [35] , sparsity is sought by means of regularization terms.
We model local sparsity with the 1 -norm, and the global sparsity with the ∞ -norm. The ∞ reguralization has been applied to other classifiers, for instance, Support Vector Machines [25, 26, 41] , but the 1 is more popular. A novel continuous-based approach for building this sparse optimal randomized classification tree is provided. Theoretical results on the range of the sparsity parameters are shown. Our numerical results, where well-known real data sets are used, illustrate the efectiveness of our methodology: sparsity in optimal classification trees improves without harming learning performance. In addition, our ability to trade in some of our classification accuracy, still being superior to CART, to be comparable to CART in terms of global sparsity is shown.
The remainder of the paper is organized as follows. In Section 2 we detail the construction of the Sparse Optimal Randomized Classification Tree. Some theoretical properties are given in Section 3. In Section 4, our numerical experience is reported.
Finally, conclusions and possible lines of future research are provided in Section 5.
Sparsity in Optimal Randomized Classification Trees

Introduction
We assume given a training sample {(x i , y i )} 1≤i≤N , where x i represents the p-dimensional vector of predictor variables of individual i, and y i ∈ {1, . . . , K} indicates the class membership.
Without loss of generality, we assume x i ∈ [0, 1] p , i = 1, . . . , N .
Sparse Optimal Randomized Classification Trees, addressed in this paper, extend the Optimal Randomized Classification Trees (ORCTs) in [6] . An ORCT is an optimal binary classification tree of a given depth D, obtained by minimizing the expected misclassification cost over the training sample. Figure 1 shows the structure of an ORCT of depth D = 2. Unlike classic decision trees, oblique cuts, on which more than one predictor variable takes part, are performed. ORCTs are modeled by means of a Non-Linear Continuous Optimization formulation. The usual deterministic yes/no rule at each branch node is replaced by a smoother rule: a probabilistic decision rule at each branch node, induced by a cumulative density function (CDF) F , is obtained. Therefore, the movements in ORCTs can be seen as randomized: at a given branch node of an ORCT, a random variable will be generated to indicate by which branch an individual has to continue. Since binary trees are built, the Bernoulli distribution is appropriate, whose probability of success will be determined by the value of this CDF, evaluated over the vector of predictor variables. More precisely, at a given branch node t of the tree, an individual with predictor variables x will go either to the left or to the right child nodes with probabilities
where a ·t and µ t are decision variables. For further details on the construction of ORCTs, the reader is referred to [6] . Sparse ORCT, S-ORCT, minimizes the expected misclassification cost over the training sample regularized with two polyhedral norms.
The following notation is needed:
depth of the binary tree, for an individual to go to the left or the right child node in the tree.
We will assume that F is the CDF of a continuous random variable with density f , λ L ≥ 0 local sparsity regularization parameter, λ G ≥ 0 global sparsity regularization parameter, Nodes τ B set of branch nodes, τ L set of leaf nodes, N L (t) set of ancestor nodes of leaf node t whose left branch takes part in the path from the root node to leaf node t, t ∈ τ L , N R (t) set of ancestor nodes of leaf node t whose right branch takes part in the path from the root node to leaf node t, t ∈ τ L ,
Decision variables
a jt ∈ [−1, 1] coefficient of predictor variable j in the oblique cut at branch node t ∈ τ B , with a being the p×|τ B | matrix of these coefficients, a = (a jt ) j=1,...,p, t∈τ B .
The expressions a j· and a ·t will denote the j-th row and the t-th column of a, respectively, 1] location parameter at branch node t ∈ τ B , µ being the vector that comprises every µ t , i.e., µ = (µ t ) t∈τ B , C kt probability of being assigned to class label k ∈ {1, . . . , K} for an individual at leaf node t, t ∈ τ L , being the K × |τ L | matrix such that
Probabilities p it (a ·t , µ t ) probability of individual i going down the left branch at branch node t.
Its expression is
p it (a ·t , µ t ) = F 1 p a T ·t x i − µ t , i = 1, . . . , N, t ∈ τ B , P it (a, µ) probability of individual i falling into leaf node t. Its expres- sion is P it (a, µ) = t l ∈N L (t) p it l (a ·t l , µ t l ) tr∈N R (t) (1 − p itr (a ·tr , µ tr )) , i = 1, . . . , N, t ∈ τ L , g (a, µ, C) expected misclassification cost over the training sample. Its expression is g (a, µ, C) = 1 N N i=1 t∈τ L P it (a, µ) K k=1 W y i k C kt .
The formulation
With these parameters and decision variables, the S-ORCT is formulated as follows:
In the objective function we have three terms, the first being the expected misclassification cost in the training sample, while the second and the third are regularization terms. The second term addresses local sparsity, since it penalizes the coefficients of the predictor variables used in the cuts along the tree. Instead, the third term controls whether a given predictor variable is ever used across the whole tree, thus addressing global sparsity. The ∞ -norm is used as a group penalty function, by forcing the coefficients linked to the same predictor variable to be shrunk simultaneously along all branch nodes. Note that both local and global sparsity are equivalent when dealing with depth D = 1, as there is a single cut across the whole tree.
In terms of the feasible region, for each leaf node t ∈ τ L , C kt represents the probability that an individual at node t is assigned to class k ∈ {1, . . . , K}. Constraints (2) force that such probabilities sum to 1, while constraints (3) force the sum of the probabilities along all leaf nodes t ∈ τ B assigned to class k to be at least one.
Theorem 1 guarantees the existence of an optimal deterministic solution, i.e., such probabilities C kt will all be in {0, 1}, and thus (6) can be replaced by
Constraints (6) and (7) will be used interchangeably when needed.
Theorem 1. There exists an optimal solution to (1)-
Proof.
The continuity of the objective function (1), defined over a compact set, ensures the existence of an optimal solution of the optimization problem (1)-(6), by Weierstrass Theorem.
Let a * = a * jt j=1,...,p, t∈τ B
, µ * = (µ * t ) t∈τ B , C * = (C * kt ) k=1,...,K, t∈τ B be an optimal solution. Fixed a * , µ * , then C * is optimal to the following problem in the decision variables
This is a transportation problem, to which the integrality of an optimal solution is well-known to hold, i.e., there exists C = C kt k=1,...,K, t∈τ L ∈ {0, 1} for all k, t such that a * , µ * , C is also optimal for (1)-(6). (7) is used instead of (6), when C kt takes the value 1, then all the individuals at node t ∈ τ L are labelled as k; and 0, otherwise. Constraints (2) state that any leaf node t ∈ τ L must be labelled with exactly one class label, and constraints (3) state that each class k has at least one node t with such label.
Theorem 1 gives a new interpretation of constraints (2)-(3): if
Once the optimization problem is solved, the S-ORCT predicts the class of a new unlabeled observation with predictor vector x with a probabilistic rule, namely, we estimate the probability of being in class k as t∈τ L C kt ·P xt (a, µ). If a deterministic classification rule is sought, we allocate to the most probable class. Moreover, if prior probabilities Π k (x) are given, one can also use the Bayes rule.
ORCTs were also shown to deal effectively with controlling the correct classification rate on different classes. This idea can also be applied to S-ORCTs. Hence, given the classes k = 1, . . . , K to be controlled and their corresponding desired performances ρ k , the expectation of achieving each performance guarantee can be computed with the ORCT parameters, provided that the following set of constrainsts is added to the model:
With these constraints we have a direct control on the classification performance in each class separately. This is useful when dealing with imbalanced data sets.
A smooth reformulation
Problem (1) 
and have to force β j ≥ |a jt | = a + jt + a − jt , j = 1, . . . , p, t ∈ τ B . We can now formulate S-ORCT as a smooth problem, thus solvable with standard continuous optimization solvers, as done in our computational section. Indeed, we have that (1)-(6) is equivalent to
Observe that, if we are only concerned about global sparsity, and thus we set λ L = 0, the rewriting of the decision variables a jt , j = 1, . . . , p, t ∈ τ B is no longer necessary and (4) replaces (13) , and (12) turns into
Theoretical properties
This section discusses some theoretical properties enjoyed by the S-ORCT. Let us consider the objective function of (1)- (6) . When taking λ L and λ G large enough, the first term related to the performance of the classifier becomes negligible and therefore a will shrink to 0. The tree with a = 0 is the sparsest possible tree though not the best promising one from the accuracy point of view, since none of the predictor variables is used to classify. In this case, the probability of an individual with predictor variables x being assigned to class k is independent of x, and nothing more than the distribution of classes is available. In this section, we derive upper bounds for the sparsity parameters, λ L and λ G , in the sense that above these bounds the sparsest tree (with a * = 0) is a stationary point of the S-ORCT, that is, there exists (a * = 0, µ * , C * ) such that the necessary optimality condition with respect to a is satisfied. This is done in Theorems 2 and 3.
a * = 0 is a stationary point of the S-ORCT.
Let σ, λ L , λ G be such that they satisfy the assumptions.
By Theorem 1, there exists (a * , µ * , C * ) optimal solution to (1)-(6) satisfying C * kt ∈ {0, 1} ∀k = 1, . . . , K, t ∈ τ L . In the following we will show that (0, µ * , C * ) is a stationary point of the S-
where ∂ a is the subdifferential operator.
For every a j· , j = 1, . . . , p, we have that
Hence,
if, and only if,
Let us considerq
and check that the conditions are satisfied:
Therefore, the desired result follows.
A stronger result is proven for the S-ORCT of depth D = 1 and K = 2. Since local and global sparsity are equivalent for the S-ORCT of depth D = 1, without loss of generality, we can assume that λ G = 0. Therefore, the objective function of the S-ORCT of depth D = 1 can be written as:
and
A technical lemma is needed to prove the desired result. Proof.
Fixed a ·1 = (a j1 ) j=1,...,p , and C = (C kt ) k=1,2, t=2,3 ,
Thus,
Since f is a probability density function, the expression
will always have the same sign for any value of µ 1 and the desired result follows.
Theorem 3. For
a * ·1 = 0 is a stationary point of the S-ORCT of depth D = 1.
Using the monotonicity of µ 1 proven in Lemma 1 and Theorem 2 with σ = 0, we have that for λ L ≥ max
where g is as in (20), a * ·1 = 0 is a stationary point of thr S-ORCT. The remainder of the proof is devoted to rewriting (22) as in (21) .
We proceed with the calculation of the gradient.
For j = 1, . . . , p:
Now, we look for the maximum λ L among every possible allocation of the decision variables C, i.e.:
A finite number of transportation problems is to be solved, with the form:
for which the integrality property holds. Then, we only have as possible solutions: C = (1, 0, 0, 1) T or C = (0, 1, 1, 0) T . Thus, the optimal objective is obtained as follows:
Let us define
i∈I 1
x ij , and the result holds when
Computational experience
Introduction
The aim of this section is to illustrate the performance of our sparse optimal randomized classification trees S-ORCT's. We have run our model for a grid of values of the sparsity regularization parameters λ L and λ G . The message that can be drawn from our experimental experience is twofold. First, we show empirically that our S-ORCT can gain in both local and global sparsity, without harming classification accuracy. Second, we benchmark our approach against CART, the classic approach to build decision trees, which considers orthogonal cuts and therefore has the best possible local sparsity. We show that we are able to trade in some of our classification accuracy, still being superior to CART, to be comparable to CART in terms of global sparsity.
The S-ORCT smooth formulation (9)- (16) has been implemented using Pyomo optimization modeling language [19, 20] in Python 3.5 [31] . As solver, we have used IPOPT 3.11.1 [39] , and have followed a multistart approach, where the process is repeated 20 times starting from different random initial solutions. For CART, the implementation in the rpart R package [34] is used. Our experiments have been conducted on a PC, with an Intel Core TM i7-2600 CPU 3.40GHz processor and 16 GB RAM. The operating system is 64 bits.
The remainder of the section is structured as follows. Section 4.2 gives details on the procedure followed to test S-ORCT. In Sections 4.3 and 4.4, respectively, we discuss the results for local and global sparsities separately, while in Section 4.5 we present results when both sparsities are simultaneously taken into account. Finally, Section 4.6 statistically compares S-ORCT versus CART in terms of classification accuracy and global sparsity.
Setup
An assorted collection of well-known real data sets from the UCI Machine Learning Repository [24] has been chosen for the computational experiments. Table 2 lists their names together with their number of observations, number of predictor variables and number of classes with the corresponding class distribution. In our pursuit of building small and, therefore, less complex trees, the construction of S-ORCTs has been restricted to depth D = 1 for two-class problems and depth D = 2 for three-and four-class problems.
Each data set has been split into two subsets: the training subset (75%) and the test subset 
|{a jt = 0, j = 1, . . . , p}| p × 100.
Global sparsity, δ G , is measured as the percentage of predictor variables not used at any of the branch nodes, i.e., across the whole tree:
Note that when D = 1, local and global sparsity are measuring the same since there is a single cut across the whole tree. The training/testing procedure has been repeated ten times in order to avoid the effect of the initial split of the data. The results shown in the tables represent the average of such ten runs to each of the three performance criteria.
In what follows, we describe the choices made for the parameters in S-ORCT. Equal misclassification weights, W y i k = 0.5, k = 1, . . . , K, k = y i , have been used for the experiments. We have added the set of constraints (8) with ρ k = 0.1, k = 1, . . . , K. The logistic CDF has been chosen for our experiments:
with a large value of γ, namely, γ = 512. The larger the value of γ, the closer the decision rule defined by F is to a deterministic rule. We will illustrate that a small level of randomization is enough for obtaining good results. We have trained S-ORCT, as formulated in (9)-(16), for 17 × 17 pairs of values for λ L , λ G starting from λ L = 0 followed by the grid 2 r p |τ B | , −12 ≤ r ≤ 3, r ∈ Z , and, similarly, λ G = 0 followed by the grid 2 r p , −12 ≤ r ≤ 3, r ∈ Z .
We start solving the optimization problem with λ L , λ G = (0, 0), where the multistart approach uses 20 random initial solutions. We continue solving the optimization problem for λ L = 0 but with larger values of λ G . Once all values of λ G are executed, we start the process all over again with the next value of λ L in the grid. For pair λ L , λ G , we feed the corresponding optimization problem with the 20 solutions resulting from the problem solved for the previous pair. For a given initial solution, the computing time taken by the S-ORCT typically ranges from 0.33 seconds (in Monks-1) to 22.27 seconds (in Thyroid).
For CART, the default parameter setting in rpart is used. For instance, best performance is reached when sparsity is about 9 − 25% for Pima, the 30% for Monks-1, the 32% for Monks-2, the 44% for Germancredit, the 47% for Car, the 52 − 56% for Thyroid, the 54% for Monks-3, the 55 − 60% for Iris, the 72 − 90% for Sonar, the 81% for both
Results for local sparsity
Wine and Seeds and the 87% for Ionosphere. We highlight the Creditapproval data set, on which one single predictor variable can already guarantee very good accuracy. For Ozone, accuracy remains over the 96% for the grid of λ L 's considered. Accuracy might be slightly damaged but a great gain in sparsity is obtained. This is the case for Banknote, Spam, Balance or Wisconsin, which present a loss of accuracy lower than the 1 percentage point (p.p.), 4 p.p., 6 p.p. and 1 p.p. but 25%, 52%, 63% and 85% of local sparsity is reached, respectively. 
Results for global sparsity
This section is devoted to the global S-ORCT, i.e., when λ L = 0 and thus only global sparsity is taken into account. We focus on depth D = 2, since for D = 1 global sparsity is equal to local sparsity. Similarly to Subsection 4.3, Table 5 presents the results of the global S-ORCT, while 
Results for local and global sparsity
In this section, results enforcing local and global sparsity are presented by means of heatmaps, as seen in Figure 5 . The experiment has been conducted on data sets of K = 3 and 4 classes, for which S-ORCTs of depth D = 2 are built. For each dataset, three heatmaps are depicted as a function of the grid of the sparsity regularization parameters, λ L and λ G : the average out-ofsample accuracy, acc, and the local and global sparsities, δ L and δ G , respectively, obtained over the ten runs performed. The color bar of each heatmap goes from light green to dark blue, being the latter the maximum accuracy, local sparsity or global sparsity achieved, respectively. As a general behavior, the best rates of accuracy are not always achieved only for λ L , λ G = (0, 0), but also for other pairs of the chosen grid, i.e., the data set remains equally well explained while needing less information. As before, according to local sparsity, for a fixed λ G , δ L has a growing trend. A similar behavior is observed for δ G when λ L is fixed. It is also worth mentioning that small changes of λ L quickly lead to a gain in δ L . Nevertheless, as expected, the gain in δ G is slower for the same range in λ G .
Comparison S-ORCT versus CART
A statistical comparison between the proposed S-ORCT and CART, the classic approach to build decision trees, is provided in this section. As stated in the introduction of the paper, CARTs, as many other approaches that implement orthogonal cuts [4, 14, 18] , are leaders in terms of local sparsity. Thus, the comparison S-ORCT versus CART is performed in terms of accuracy and global sparsity. Tables 3 and 5 for S-ORCT have been considered for the experiment.
CART has been trained and tested over the same ten runs as S-ORCT. For each pair S-ORCT λ G versus CART, two hypothesis tests for the equality of means of paired samples were carried out, one for accuracy and another for global sparsity, assuming normality, at a 5% significance level. For this task, the t.test function in R has been used. Figure 6 depicts, for each data set, the resulting confidence intervals (blue solid line) at the 95% confidence level for the difference in average accuracy (on the left) and global sparsity (on the right) between S-ORCT λ G and CART. The red dashed horizontal line represents the null hypothesis in each case. Except for Creditapproval and Thyroid, for the smaller values of λ G , our approach is significantly better than, or at least comparable to, CART in terms of accuracy, while CART is significantly better than, or at least comparable to, in terms of global sparsity. For the larger values of λ G , our approach starts to be comparable and then dominate CART in terms of global sparsity at the cost of accuracy.
Conclusions and future research
Recently, several proposals focused on building optimal classification trees are found in the literature to address the shortcomings of the classic greedy approaches. In this paper, we have proposed a novel continuous optimization-based approach, the Sparse Optimal Randomized Classification Tree (S-ORCT), in which a compromise between good classification accuracy and sparsity is pursued. Local and global sparsity in the tree are modeled by including in the objective function norm-like regularizations, namely, 1 and ∞ , respectively. Our numerical results illustrate that our approach can improve both sparsities without harming classification accuracy. Unlike CART, we are able to easily trade in some of our classification accuracy for a gain in global sparsity.
Some extensions of our approach are of interest. First, this metholodogy can be extended straightaway to a regression tree counterpart, where the response variable is continuous. Second, categorical data is addressed in this paper through the inclusion of dummy predictor variables.
For a given categorical predictor variable, and by means of an ∞ -norm regularization, one can link all its dummies across all the branch nodes in the tree, with the aim of better modeling its contribution to the classifier. Third, it is known that bagging trees tends to enhance accuracy.
An appropiate bagging scheme of our approach, where sparsity is a key point, is a nontrivial design question.
