Abstract-In this letter, a multiscaling strategy for full-vectorial three-dimensional inverse scattering problems is presented. The approach is fully iterative, and it avoids solving any forward problem at each step. Thanks to the adaptive multiresolution model, which offers considerable flexibility for the inclusion of the a priori knowledge and of the knowledge acquired during the iterative steps of the multiscaling process, the overall computational burden as well as the dimension of the search-space is considerably reduced. This allows to balance effectively the tradeoff between computational costs and achievable resolution accuracy. The effectiveness of the proposed approach is demonstrated through a selected set of preliminary experiments using homogeneous dielectric scatterers in a noisy synthetic environment.
Full-Vectorial Three-Dimensional Microwave Imaging Through the Iterative Multiscaling
Strategy-A Preliminary Assessment
I. INTRODUCTION

I
N the framework of microwave imaging, large efforts have been devoted to develop reliable inverse scattering techniques (see [1] and the references cited therein). However, several contributions are concerned with tomographic configurations, and a limited literature is available for threedimensional (3-D) imaging.
The use of the two-dimensional (2-D) approximation simplifies the computations since the problem is generally reduced from vectorial to scalar and the dimension of the solution-space significantly reduces. Despite the approximation, the 2-D hypothesis is appropriate in many cases and in several working conditions. However, a general treatment is not amenable to a 2-D formalism, and a full-vectorial 3-D formulation is needed, although there are good examples of good 2-D imaging algorithms which have proven to be useful in practice, including phantom and even clinical imaging experiments.
It is well known that the main limitation of 3-D imaging is the intractable nature of the problem when a high spatial resolution is required. On the other hand, several applications ranging from biomedical diagnostics to subsurface sensing generally require detailed reconstructions. To faithfully solve such a problem allowing a good tradeoff between reconstruction accuracy and computational burden, some attempts have been carried out.
Born and Rayleigh [2] , [3] approximations are used to develop linearized space-domain inversion methods to effectively deal with 3-D weak scatterers. Moreover, concerning imaging of dielectric targets embedded in a lossy half-space at radar frequencies, a modified form of the extended Born forward model in concert with the iterative Born method is analyzed in [4] . As far as nonlinear approaches are concerned, Harada et al. [5] extended a 2-D gradient-based optimization method to 3-D configurations by assuming an a priori knowledge on outer boundaries of the scatterers to facilitate the retrieval process.
On the other hand, an extension of the contrast source inversion (CSI) method for handling the full-vector complex 3-D cross-well induction logging problem is considered in [6] . In that letter, the cost functional of the CSI method has been modified including a preconditioning operator obtained by using the concept of the extended Born approximation, which accelerates the convergence and allows the reconstruction of large contrasts.
In order to model strong 3-D multiple scattering effects in biomedical applications, Zhang and Liu [7] developed a nonlinear inverse scattering approach based on an improved version of the CSI method. To accelerate the reconstruction process, the fast Fourier transform algorithm is adopted.
In this letter, a different technique is proposed by extending the iterative multiscaling approach (IMSA) for the 2-D case [8] . Neither approximations nor acceleration techniques are used. The original problem is iteratively solved by considering a succession of reconstructions aimed at defining a finer spatial resolution in a limited region of the investigation domain. To obtain a reliable numerical inversion procedure limiting the computational burden as well as the computer memory requirements.
II. PROBLEM FORMULATION
Let us consider a dielectric scatterer characterized by an object function ( and being the relative dielectric permittivity and the electric conductivity, respectively) and contained inside a space region called investigation domain . Such a region is illuminated by a monochromatic ( being the working frequency) incident electromagnetic wave whose space-dependent part is characterized by a known electric field vector , being the view index since a multiillumination system is used [9] . For each illumination , the scattered field is collected at discrete observation points , ( being the observation domain external to the investigation domain, ). According to [10] and omitting the time-dependence factor , the arising scattering phenomena are mathematically described through the following integral equations:
1545-598X/$20.00 © 2005 IEEE where is the dyadic Green's function for free space given by (3) being the free-space wavenumber. To numerically manage the inverse problem, (1) and (2) are discretized according to the moment method [11] (4) (5) where indicates the number of discretization subdomains of and is computed as in [12] . Because of the ill-conditioning of the arising algebraic system (4) and (5), a minimum least square solution is looked for by defining a suitable cost function to be minimized by means of an optimization technique. However, in forming a detailed image of the scenario under test, the main drawback of such a "bare" approach is the arising computational complexity in terms of dimension of the solution space [proportional to ] as well as the convergence rate (which strictly depends on ) making the 3-D inversion intractable.
As highlighted in the reference literature concerned with 2-D inversion problems [8] , [13] - [16] , an adequate tradeoff between computational burden and spatial resolution accuracy can be obtained by resorting to suitable multiresolution strategies. In the following, an extension of the multiscaling multiresolution approach [8] will be proposed for the full-vectorial 3-D case.
III. RECONSTRUCTION STRATEGY
It is well known that multiresolution representations are very effective for describing the information content of an image or of a complex scenario, since the structures to be recognized have different sizes. Moreover, it is not possible or too expensive from a computational point of view to define a priori an optimal resolution. Therefore, especially in a 3-D framework, it could be profitable to process inverse scattering data by reorganizing the unknown image into a set of details appearing at different resolutions to be determined according to an iterative multiscaling strategy. As a matter of fact, such a progressive coarse-to-fine representation of the scenario provides a simple hierarchical method for interpreting the reconstructed-profile formation. At a coarse resolution, the details of the image describe larger structures (e.g., the homogeneous background), which provide the so-called "image context." Thus, it is quite natural to first analyze the details at a coarse resolution and then gradually to increase the resolution taking into account the information on the scenario under test previously gained and corresponding to a rough representation.
Mathematically, such an iterative multiscaling analysis can be implemented by defining, at each step , a 3-D multiresolution cost function to be minimized and by determining the so-called Region of Interest (RoI) (i.e., the region of where the scatter is supposed to be located) according to its descriptors. In more detail, the cost function assumes the form reported in (6) , shown at the bottom of the page, where if if (7) being the finest resolution level at the th step and the number of cubic subdomains related to the th resolution level.
Moreover, the RoI's descriptors are its center whose coordinates are computed as follows: (8) where stands for and the RoI's side
The multiscaling process is iterated until a "stationariness" condition holds (10) where , , , , are fixed thresholds.
IV. NUMERICAL ASSESSMENT
Regarding the numerical experiments, let us refer to a 3-D multiillumination/multiview measurement setup. The investigation domain -sided has been successively ( , ) illuminated by means of a plane wave impinging from the direction and . In such a configuration, the incident electric field vector is inclined of clockwise with respect to the axis. The point-like receivers have been located in rings at the positions 
, , and [17] . 1 As far as the inverse scattering data are concerned [i.e., and ], they have been generated by solving the direct problem through the method of moments with an uniform discretization of the investigation domain,
. Moreover, such data have been corrupted by adding a Gaussian noise with a fixed SNR.
Concerning the IMSA, the RoI has been discretized into subdomains, and in such a preliminary implementation, a deterministic minimization procedure has been adopted [18] ( , , being the maximum number of iterations for the minimization). Even though a deterministic optimizer strongly depends on the initialization and suffers from the local minima problem, the use of an iterative multiscaling approach reduces such a drawback imposing a convenient ratio between data and problem unknowns [19] . Certainly, the local minima problem would be completely eliminated by integrating the IMSA together a stochastic minimization technique. Moreover, the stationariness thresholds have been heuristically fixed to the following values: , , and . The initial guess for the unknowns is that of the free-space.
The first test case deals with a centered dielectric scatterer with an object function whose volume is . As an example, let us consider the reconstruction at the final step when a noise characterized by a SNR dB has been superimposed to the data. As can be observed in Fig. 1 , where two orthogonal volume slices of the reconstructed profile are shown, the proposed approach is able to correctly locate the scatterer as well as to estimate its dimensions as confirmed by the values the error figures at the convergence values reported in Table I and computed as follows:
Furthermore, in order to give an idea of the quantitative imaging, also the following error figures have been computed: (13) where when , when the considered region lies inside the actual volume of the scatterer, and otherwise. As can be noticed, the 3-D IMSA demonstrates good capabilities in avoiding artifacts as pointed out by the quantitative error, . On the other hand, the reconstruction of the scatterer-domain is not so accurate since the resolution in the vertical direction is worse than those in the transversal plane. This is due to the limited number of illuminations and of receivers in the vertical direction.
The second experiment is aimed at assessing the robustness on the level of noise. Toward this end, the SNR has been varied 1 Please note that b c indicates the integer part of the argument. from 30 dB up to 10 dB, and the reconstruction process has been repeated 20 times for a fixed data combination to take into account the statistical nature of the noise generation. As expected, when the noise level grows the minimization of (6) turns out to be more difficult, and more steps are needed to achieve the convergence or the stationariness condition on the retrieved profile (Fig. 2) . 2 Probably, such limitations are due to the capabilities of the gradient-based minimization technique in sampling the solution space. The difficulties of the deterministic method in the cost function minimization cause a deterioration of the reconstruction accuracy as pointed out from the behaviors of the error figures in Fig. 3 . The localization error increases about four orders in magnitude [ Fig. 3(a) ] because of the presence of a retrieval noise diffused over the external background ( versus ). The second example deals with an off-centered location of the same scatterer of the previous example. For comparison purposes, the plots of the error figures concerned with such a geometry are reported in Fig. 3 together with those of the centered configuration.
The behaviors of the error figures clearly show that the reconstructions are worse in terms of [ Fig. 3(a) ] and [ Fig. 3(c) ], while similar performance are yielded for the other error indexes [ Fig. 3(b) and (c) ].
Another experiment has been carried out varying the side of the off-centered object from up to SNR dB . The results are reported in Fig. 4 in terms of qualitative as well as quantitative error figures. Whatever the scatterer dimension, the capabilities both in locating and dimensioning the object are kept almost unaltered ( and ). On the contrary, the quantitative imaging gets worse. The total and external error figures ( and ) increase for larger scatterers, even though the reconstruction error concerned with the scatterer domain is constant. Concerning the reconstruction of the scatterer-domain, the same behavior of the previous example verifies when the object function is varied in the range (Fig. 5 ). As for the centered object, the accuracy index of the quantitative scatterer-domain retrieval is not negligible and greater than the other errors. Consequently, the quantitative imaging is not so accurate in all the cases, but once again turns out to be almost insensitive to the object function value in the range . To verify whether increasing the number of illuminations improves the situation, different illumination configurations were considered. First, the number of views of the cylindrical system was increased from 4 up to 8. Successively, a spherical geometry was used where , , . In such a case, the measurement points were located at the angular coordinates , , , on a sphere in radius. As expected, for both geometrical arrangements, the reconstruction indexes improve when a greater number of illuminations is considered (Table II) . In particular, reduces by about 1/2 when is extended from 4 to 8. For comparison purposes, by considering the spherical arrangement with illuminations, the reconstructions obtained with different methods using approximations have been analyzed. In more detail, the scattering process has been carried out using the first-order Born approximation [2] , the second-order Born approximation, and the Rayleigh approximation [3] . Furthermore, the iterative Born method [20] has been used as well as the "bare" (i.e., without the iterative multiscaling process and the same level of spatial resolution in the overall investigation domain) CG-approach. The obtained results are reported in Table III in terms of computation time ( being the CPU time needed for each iteration of the reconstruction process), discretization of the investigation domain (or RoI) , total number of iterations , and reconstruction accuracy both qualitatively ( and ) and quantitatively ( , , and ). Whatever the approximation approach used, the localization error turns out to be two orders of magnitude greater than that of the 3-D IMSA method. Similar conclusions hold for the error figure related to the extension of the scatterer domain . The enhancement in the reconstruction accuracy can be also noticed concerning the quantitative indexes. However, such an improvement causes an increase in the computational costs (i.e., the total number of iterations , being the number of iterations needed to achieve the "convergence" at the th step of the multiscaling process) even though, as expected, such an overhead turns out to be significantly smaller than that of the "bare" CG approach . Finally, a structure more complex in shape has been considered. The unknown scatterer is an off-centered cross-shaped dielectric object and SNR dB. The reconstructed profile turns out to be accurate as indicated by the volume slices at 
V. CONCLUSION
An iterative multiscaling strategy, based on an integral-equation formalism, has been presented for the solution of a full-vectorial 3-D inverse scattering problem. The approach considers an iterative multiresolution process to obtain a good tradeoff between the computational complexity and the achievable spatial resolution.
Reported numerical results, although preliminary, seem to indicate the feasibility of the proposed approach and the possibility of a qualitative as well as quantitative microwave imaging of 3-D dielectric profiles. Of course, due to the complexity of the full-vectorial 3-D inverse scattering problem, several crucial points should be still addressed and solved. In such a framework, this letter constitutes only a first attempt to be further investigated. Future works will be aimed at improving the method efficiency in terms of solution-space sampling as well as resolution accuracy by integrating more appropriate optimization algorithms. In particular, a computer code based on a customized particle swarm optimizer is currently under test.
