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Ž .
Let R K be the K-algebra generated by the generic 2 = 2 matrices y , . . . , y m 1 m over a unitary commutative associative ring K. Our main result is that, with a small class of exceptions, for m a positive integer and p a prime, the kernel of the Ž . Ž . Ž . natural homomorphism R ‫ޚ‬ ª R ‫ޚ‬ coincides with pR ‫ޚ‬ . The only excep- Ž . exists a multilinear polynomial f y , . . . , y of degree five in the kernel of 1 5 Ž . Ž . Ž . R ‫ޚ‬ ª R ‫ޚ‬ , m G 5, which does not belong to 2 R ‫ޚ‬ .
In the present paper we give a complete answer to the problem of Procesi in the case of 2 = 2 generic matrices. Our main result is the following.
Ž . Let R ‫ޚ‬ be the algebra of m generic 2 = 2 matrices over ‫.ޚ‬ The Ž . The factor space Ker r2 R ‫ޚ‬ is a multigraded vector space over ‫ޚ‬ . We have calculated the first coefficients of its Hilbert series. variables and the dots иии represent a power series without summands of degree F 6. In particular, we know the explicit form of the new identities of degree F 6. There is only one essentially new multilinear identity of degree 5: In other words, f is a polynomial identity for the generic 2 = 2 matrix algebra over a field of characteristic 2 and there exists no polynomial Ž . ² : Ž . g x , x , x , x , x g ‫ޚ‬ X which is an identity for the algebra R ‫ޑ‬ Ž . Ž n. Ž . algebras M ‫ޑ‬ and M ‫ޚ‬ . Let K be a field, let ⌫ K be the vector 2 2 2 Ž . space of the proper multihomogeneous polynomials of multidegree n s Ž . ² : Ž Ž . . n , . . . , n in K x , . . . , x , and let T M K be the T-ideal of the
can be evaluated in the language of standard Young tableaux by the w x method of Drensky 2 . In the cases n q иии qn s 5, 6 it can be done 1 m very easily. Using a specially created computer program written in TURBO PASCAL, we have calculated
where K is an infinite field of characteristic 2. Since we work with polynomials of low degree with respect to each variable, it turns out that we may work over ‫ޚ‬ instead of over K. We have obtained that for degree
Ž . Ž in all cases except the multilinear case of degree 5, i.e., for n s 1, 1, 1,
and this gives the only essentially new identity of degree F 6. A modification of our computer program gives the explicit form of the identity. In Ž . Ž particular, the other elements of degree F 6 in Ker _2 R ‫ޚ‬ e.g., the m 2 m w x. polynomial of Schelter 18 are not proper and can be obtained from our polynomial by multiplication.
The paper is organized as follows. In Section 1 we give the necessary background on algebras with polynomial identities, representation theory of the general linear group, and generic 2 = 2 matrices. Section 2 is devoted to the reductions which translate the problem of Procesi into that of comparing the Hilbert series of the generic 2 = 2 matrix algebras over ‫ޑ‬ and ‫ޚ‬ . In Sections 3 and 4 we consider the cases p ) 2 and p s 2, p m F 4, respectively. Finally, in Section 5 we describe the algorithms and give the results obtained by computer calculations in the case p s 2 and m ) 4.
PRELIMINARIES
In the sequel K denotes a fixed unitary commutative associative ring Ž . and M K is the algebra of k = k matrices with entries from K. Usually k K will be a field or K s ‫.ޚ‬ We assume that all algebras are unitary and over K. We denote by S the symmetric group acting on the set of symbols n Ä 4 Ž . 1, 2, . . . , n and, when K is a field, by GL s GL K the general linear m m group acting on a fixed vector space of dimension m. We also define left w x w x normed commutators x , . . . , x , n G 2, by x , x s x x y x x for 1 n 1 2 1 2 2 1 n s 2 and by
Algebras with Polynomial Identities
w x For a background on PI-algebras we refer to the book by Rowen 17 .
² : Let K X be the free associative algebra generated over K by the infinite Ä 4 ² : countable set of symbols X s x , x , . . . and let K x , . . . , x be the
We denote by T R the T-ideal of all identities of R. The class Ž . var R of all algebras satisfying the identities of R is called the variety of algebras generated by R. The algebras
Ž .
are, respectively, the relatively free algebras of countable rank and rank m Ž . in var R . When no confusion is possible, we shall use the same symbols Ž . x , x , . . . for the generators of F R . 1 2 ² : Let P be the subspace of K X consisting of all multilinear polynomin als of degree n, i.e.,
It is known that every algebra satisfying some polynomial identity satisfies also a multilinear polynomial identity. If some multilinear identity for R has a coefficient equal to 1, then R is called a PI-algebra. When K is a field of characteristic 0, every polynomial identity is equivalent to a set of multilinear identities. When K is an infinite field a weaker version of this statement holds; namely, every polynomial identity is equivalent to a set of Ž . multihomogeneous polynomials. Hence, the relatively free algebra F R m is a multigraded vector space, where the multigrading counts the entries of Ž . each x , i s 1, . . . , m, in the monomials of F R .
i m
Until the end of the subsection we assume that K is a field. If K is Ž . finite, we assume that the T-ideal T R is multigraded. 
We assume that 1 is a product of an empty set of commutators. We Ž . ² : denote by B s B K the set of all proper polynomials in K X and
Ž n. Ž . If n , . . . , n are nonnegative integers, then we denote by ⌫ s ⌫ K The importance of the proper multilinear polynomials was discovered by w x Specht 20 who proved that over a field of characteristic 0 the polynomial identities of the unitary algebra R are equivalent to a set of multilinear proper identities. We use a stronger version of this result which states that the proper identities determine quite explicitly the structure and all numerical invariants of the relatively free algebras. We assume that the Ž . Ä 4 ² : free Lie algebra L X generated by X s x , x , . . . is a subset of K X . 
Ž . be an ordered basis of the free algebra L X consisting of the¨ariables x , x , . . . and some commutators, such that the¨ariables precede the com- . , a , b, . . . , c G 0 and x , x -иии -x , . . . , x in the or- Ž . 
The original proofs of Propositions 1.1.2᎐1.1.4 are for fields of characteristic 0. They are based on the Poinkare᎐Birkhoff᎐Witt theorem for thé basis of the universal enveloping algebra of a Lie algebra, the Witt ² : Ž . theorem that K X is the universal enveloping algebra of L X , and the fact that over a field of characteristic 0 the T-ideals are multigraded. Hence the same proofs work in our case.
Representations of the General Linear Group
In this subsection we assume that K is a field of characteristic 0 and the Ž . . , . . . , & n, r F m, be a partition of n, i.e., q иии q s n, G
We also use the Frobenius notation s , . . . , , e.g., and is symmetric in t , . . . , t . The dimension of the homogeneous compo-
is equal to the number of semistandard -tableaux D such that the integer i appears exactly a times in 
Generic Matrix Algebras
Now we survey some properties of the generic matrix algebras over an arbitrary unitary commutative associative ring K. The proofs of the basic w x properties can be found in the book by Rowen 17 and those of 2 = 2 w x matrices in the survey article by Drensky 5 . DEFINITION 1.3.1. Let k and m be fixed positive integers and let
where e are the matrix units, are called generic k = k matrices which 
Then the algebra generated by z , . . . , z is isomorphic to the generic matrix
gives that, in an appropriate context, we may assume that the generic matrix y is diagonal. 1 In the sequel we shall consider generic 2 = 2 matrices only and we Ž . denote by R K the algebra of m generic 2 = 2 matrices. If K is a field m of characteristic different from 2, we shall fix the matrices a s e y e , b s e q e , c s e y e . The matrices a, b, c, and e s e q e form a basis of the vector space muting variables. We also define a lexicographic ordering on the polyno-
The advantage of this presentation of the generic matrices is the nice multiplication between the matrices a, b, and c: and assume that the generic matrices have the presentation 
Ž . where the summation in the parentheses runs o¨er all s , , such
As a combination of Propositions 1.1.4 and 1.3.4 we obtain immediately:
where the polynomials f are in one-to-one correspondence with the semi-, ⌬ Ž 3 . standard -tableaux ⌬ with two or three rows and / 1 .
REDUCTION TO COMPARING HILBERT SERIES w x
In this section we generalize a result obtained by two of the authors 8 in the multilinear case. We show that the kernel of the canonical homo- 
Ž . with the same grading as K x , . . . , x , we shall denote by S the 1 m homogeneous components of S. We consider the ring homomorphisms
Ž . and, for p prime, the canonical homomorphisms
Ž . Ž .
We fix the multidegree n s n , . . . , n and assume that the
is a subset of the vector space ‫ޑ‬ x ,
. The key observation of the proof is that the ring of generic m Ž . matrices R ‫ޚ‬ has no additive torsions; i.e., nf s 0, 0 / n g ‫,ޚ‬ implies m Ž .
Ž ² :. Ž n. f s 0 in R ‫ޚ‬ . Hence there exist f , . . . , f g ‫ޚ‬ x , . . . , x such that
as abelian groups.
is a polynomial identity for ii Since
Ž . This completes the proof of ii since
The following corollary is an immediate consequence of Proposition 2.1. where E is an infinite extension of ‫ޚ‬ , satisfy 
where E is an infinite extension of ‫ޚ‬ . ␣ , ␤ , ␥ , ␦ are 4 m algebraically independent commuting variables, and r r r r w < x the polynomial algebra K ␣ , ␤ , ␥ r s 1, . . . , m is equipped with the r r r lexicographic ordering induced by
Ž . where the summation is over all n s n , . . . , n with n ) 0 for some i.
with some n ) 0, the
In order to show the coincidence of the dimensions, it is sufficient to construct a Ž n. Ž . Ž n. Ž . multigraded subset of dim L ‫ޑ‬ elements from L ‫ޑ‬ which is in . generated over ‫ޚ‬ by the generic traceless matrices. Let ⌬ be the 
For example,
Ž . where the other summands denoted by иии are lower in the lexicographic ordering.
Ž . w x Ž We employ the notation x ( y s xy q yx and x ad y s x, y in the Ž . . latter case we consider ad y as an operator acting on x . We shall make the following obvious observation. If the leading summands of two polynomials f and f are, respectively, g u and g u , where g , g are example, the leading summand of x , x ad x is equal to ␣ ␤ c,
when w is even and to ␣ wq 1 ␤ b, when w is odd. We shall also make use of we denote the polynomial f by f s f and define it by
Since the variables in s are skew-symmetric, the coefficients like ␣ иии
disappear. Hence the contribution to the leading summand comes only Ž Ž . Ž . Ž .. from the substitution of x , x , and x in s ad x , ad x , ad x ,
respectively, by ␣ a, ␤ b, and ␥ c, j s 2, . . . , u. A similar statement
w x holds also for j s 1 by the skew-symmetry in x ( x , x . In this way we 1 2 3 obtain that the leading summand of f is equal to Ž .
Now we consider the semistandard -tableau ⌬
As in the previous case, if w is even, we obtain that the leading summand is
and when w is odd, the leading summand is
For the semistandard tableau
Ž . Ž . Ž . Ł Ž .
Again, when w is even we obtain that the leading summand is
and for w odd
Now, let us consider the semistandard tableau
It is easy to see that the leading summand is¨ḧ
Finally, if¨is different from 0, we define f s f as In this way we have obtained that the monomials g of the leading Koshlukov 11 one can obtain that for K being a field of odd characteristic, the algebra generated by the generic traceless matrices x s ␣ a q ␤ b q ␥ c, r s r r r r 1, . . . , m, has a multigraded basis which is in one-to-one correspondence Ž . with the semistandard -tableau for all s , , . The same result 1 2 3 w x was obtained before by Procesi 15 for fields of characteristic zero. w x Koshlukov 11 has also established that the defining relations of this x s 0 and s x , x , x , x s 0, r s 1, . . . , 
THE ALGEBRA OF FOUR GENERIC MATRICES IN CHARACTERISTIC 2
In this section we shall establish that for m F 4 the kernel of the
approach is similar to that of Section 3. We fix the matrices a s e , b s e q e , c s e 11 12 21 12 and express the generic 2 = 2 matrices in the form
Since we shall work with proper polynomials only, we fix the generic traceless matrices
assuming that the polynomial algebra in the commuting variables ␣ , ␤ , ␥ , r r r r s 1, 2, 3, 4, has a lexicographic ordering defined by
As in Section 3, we fix an infinite extension E of ‫ޚ‬ and consider
4
Ž n. Ž . where K s ‫ޑ‬ or K s E and ⌫ K is the set of proper polynomials of
Proof. As in the proof of Proposition 3.1, it is sufficient to construct a
Ž . Ž . R ‫ޚ‬ and such that the canonical homomorphism R ‫ޚ‬ ª R ‫ޚ‬ sends 4 4 4 2 Ž n. Ž . it to a linearly independent subset of L E . Again, for each semistan-Ž . Ž 3 . dard -tableau ⌬, s , , , / 0, and / 1 , we shall define a and of the same multidegree as the content of ⌬. We shall show that these Ž . polynomials are linearly independent in R ‫ޚ‬ using that their leading 4 2 summands are multiples of pairwise different monomials in ␣ , ␤
we construct the polynomial f with a leading summand which is a , ⌬ product of the monomial
Ž . and a matrix from M ‫ޚ‬ . Since 1 participates only in the first row of ⌬ and 2 participates only in the first and the second rows, for our purposes we may assume that x s ␣ e , x s ␣ e q ␤ e q e Ž . 1  1 11  2  2 11  2  12  21 and consider the case ␤ s ␥ s ␥ s 0. In our calculations we shall make 1 1 2 use of the equalities which can be obtained by direct verification
First we shall consider several simple semistandard tableaux and construct the corresponding polynomials. 
where i s i s иии qi s 1, i s иии s i s 2, . . . , i s иии s i
Ž . Ž . is a weak polynomial identity for the algebra M ‫ޚ‬ ; i.e., it vanishes when 2 2 we replace the variables with 2 = 2 traceless matrices. It is easy to see that g is skew-symmetric in x , x , x over ‫ޚ‬ . Since it is multilinear and Ž . and g is a central polynomial for M ‫ޚ‬ . Now we shall construct the 2 2 polynomial f only in the case n G n G n G n , n q n q n q n s Hence, we may assume that
We calculate consecutively
As we have already mentioned, calculating y for replacing it in f , we 300 are interested only in the coefficients of e and e and, since f is a 11 22 300
proper polynomial, we may assume that y s
Ž .
1 u¨uä nd the leading summand of f is 
and the leading summand of f is ␣ ␣ ␣ иии ␣ ␤ ␥ e. Similarly, if
Again, the leading summand is ␣ ␣ ␣ иии ␣ ␤ ␥ e. we define the polynomial f s f by 
ŽŽ
. 3 . sponding to the semistandard -tableaux for / 2 k q 1 , and the Ž . contribution of these polynomials to the Hilbert series of L E is also a symmetric function. Hence we have to handle only the polynomials of Ž . ŽŽ . 3 . multidegree n , n , n , n corresponding to the semistandard 2 k q 1 -
tableaux ⌬, k G 1. Since we know that their contribution to the Hilbert Ž . series of L E is a symmetric function again, we may assume that n G n 1 2 G n G n . Since n q n q n q n s 3 p, p G 3, we obtain that n G in the first row and this implies that its first three entries i , i , i are 11 12 13 equal to 1. Similarly n G 3 pr4 -p and all entries of the third row are 4 equal to 3 and 4. Hence i s 3. In the same way, the second and the third 31 rows of ⌬ contain not more than n q n F 3 pr2 entries equal to 3 and 4 3 4 and p of them are in the third row. Hence the second row contains at least pr2 entries equal to 2. Since p G 3, we obtain that i s i s 2. Hence and g determines uniquely the partition and the semistandard - Ž . which is not in 2 R ‫ޚ‬ we state the complete answer to the problem of 5 Procesi in the case of generic 2 = 2 matrices. Proof. We may assume that the potential new polynomial identity is Ž . multihomogeneous of degree n , . . . , n , where n G иии G n . If n s 0, 1, 1, 1, 1 for n s 5 and 2, 1, 1, 1, 1 , 1, 1, 1, 1, 1, 1 for n s 6. For fixed Ž . Ž . n , . . . , n we use Proposition 1. we assume that the commutators of known central polynomials of degree 4 Ž . w Ž . x for M ‫ޚ‬ are consequences of c x , x , x , x , x . On the other hand,
