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a b s t r a c t
Given two graphs G1 and G2, denote by G1 ∗ G2 the graph obtained
from G1 ∪ G2 by joining all the vertices of G1 to the vertices of
G2. The Ramsey number R(G1,G2) is the smallest positive integer
n such that every graph G of order n contains a copy of G1 or its
complement Gc contains a copy of G2. It is shown that the Ramsey
number of a book Bm = K2 ∗K cm versus a cycle Cn of order n satisfies
R(Bm, Cn) = 2n − 1 for n > (6m + 7)/4 which improves a result
of Faudree et al., and the Ramsey number of a cycle Cn versus a
wheel Wm = K1 ∗ Cm satisfies R(Cn,Wm) = 2n − 1 for even m
and n ≥ 3m/2 + 1 and R(Cn,Wm) = 3n − 2 for odd m > 1 and
n ≥ 3m/2 + 1 or n > max{m + 1, 70} or n ≥ max{m, 83}
which improves a result of Surahmat et al. and also confirms their
conjecture for large n. As consequences, Ramsey numbers of other
sparse graphs are also obtained.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
All graphs are finite and simple throughout the paper. The notation not defined here follows the
book [9]. Given two graphs G1 and G2, denote by G1 ∗G2 the graph obtained from G1∪G2 by joining all
the vertices of G1 to the vertices of G2. The Ramsey number R(G1,G2) is the smallest positive integer n
such that every graph G of order n contains a copy of G1 or its complement Gc contains a copy of G2.
Let Cn be a cycle of order n and Kn a complete graph of order n respectively. Then the graph K2 ∗ K cn is
called a book, denoted by Bn, the graph K1 ∗ nK2 is called a fan, denoted by Fn, and the graph K1 ∗ Cn is
called awheel, denoted byWn, where the single vertex of K1 is called the hub and all vertices of Cn are
called the rims of the wheel. Recently many results have been obtained for Ramsey numbers of cycles
versus books, fans orwheels. For instance, Rousseau and Sheehan [16] showed that R(Bn, C3) = 2n+3
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for n > 1, and Faudree et al. [11] obtained that R(Bn, C5) = 2n + 3 for n > 3 and in general proved
that R(Bn, Cm) = 2n + 3 for odd m > 5 and n ≥ 4m − 13, and R(Bm, Cn) = 2n − 1 for n ≥ 2m + 2.
Burr and Erdős [5] showed that R(C3,Wn) = 2n + 1 for n ≥ 5. Radziszowski and Xia [13] gave a
simple and unified method for obtaining the Ramsey numbers R(C3,G), where G is either a path, a
cycle or a wheel. Some results on R(C4,Wn) for small nwere also obtained by Surahmat et al. [21] and
Tse [24]. For the general case, Zhou [26] showed that R(Cm,Wn) = 2n+ 1 ifm is odd and n ≥ 5m− 7.
Yang et al. [25] showed that R(Cn,W3) = 3n − 2 for n ≥ 4. Surahmat et al. [20,22,23] showed that
R(Cn,W4) = 2n−1 and R(Cn,W5) = 3n−2 for n ≥ 5, and in general, R(Cn,Wm) = 2n−1 for evenm
and n ≥ 5m/2− 1, and R(Cn,Wm) = 3n− 2 for oddm and n > (5m− 9)/2. In view of these results,
Surahmat et al. [22,23] posed the following conjecture.
Conjecture 1.1. R(Cn,Wm) =
{
2n− 1 for even m and n ≥ m ≥ 4, (m, n) 6= (4, 4),
3n− 2 for odd m and n ≥ m ≥ 3, (m, n) 6= (3, 3).
The aim of this paper is to improve the result of Faudree et al. [11] for Ramsey numbers of books
versus long cycles by reducing the lower bound of n from 2m+2 to (6m+7)/4, to improve the result
of Surahmat et al. [22,23] by reducing the lower bound of n from5m/2−1 and (5m−9)/2 to 3m/2+1,
and to prove Conjecture 1.1 for oddm and large n, as well as to give exact values for Ramsey numbers
of long cycles versus K3∗K cm or K2∗Cm for evenm. To be precise, wewill establish the following results.
Theorem 1.1. R(Bm, Cn) = 2n− 1 for n > (6m+ 7)/4.
Theorem 1.2. R(Cn,Wm) = 2n− 1 for even m and n ≥ 3m/2+ 1.
Theorem 1.3. R(Cn,Wm) = 3n − 2 for odd m > 1 and n ≥ 3m/2 + 1 or n > max{m + 1, 70} or
n ≥ max{m, 83}.
Theorem 1.4. R(Cn, K3 ∗ K cm) = 3n− 2 for n > max{(6m+ 7)/4, 70}.
Theorem 1.5. R(Cn, K2 ∗ Cm) = 3n− 2 for even m and n ≥ max{3m/2+ 1, 71}.
The following lower bound on Ramsey numbers is well known in graph Ramsey theory.
Theorem 1.6 (Chvátal and Harary [8]). R(G,H) ≥ (c(G) − 1)(χ(H) − 1) + 1, where c(G) is the order
of the largest component of G and χ(H) is the chromatic number of H.
Theorem1.6 implies that R(Bm, Cn) ≥ 2n−1 and R(Cn, K3∗K cm) ≥ 3n−2 aswell as R(Cn,Wm) ≥ 2n−1
and R(Cn, K2 ∗ Cm) ≥ 3n− 2 for even m, and R(Cn,Wm) ≥ 3n− 2 for odd m. This makes it sufficient
to prove only the upper bounds in Theorems 1.1–1.5. Since a wheel Wm is a subgraph of K2 ∗ Cm−1,
Theorems 1.5 and 1.6 also imply R(Cn,Wm) = 3n−2 for oddm > 1 and n ≥ max{b3m/2c, 71}. Since
a path Pn of order n is a subgraph of Cn and a fan is a subgraph of a wheel, there are several interesting
corollaries of Theorems 1.1–1.5, some are known and the others are new.
Corollary 1.1 ([15]). R(Bm, Pn) = 2n− 1 for n > (6m+ 7)/4.
In [15], the Ramsey numbers of books versus paths are completely determined for allm and n.
Corollary 1.2. R(Cn, Fm) = 2n− 1 for n > 3m.
Corollary 1.3. R(Cn, K1 ∗ Pm) = 2n− 1 for n ≥ 3m/2+ 1.
Corollary 1.4. R(Cn, K1 ∗ Fm) = 3n− 2 for n > max{3m, 70}.
Corollary 1.5. R(Cn, K2 ∗ Pm) = 3n− 2 for n ≥ max{3m/2+ 1, 71}.
Corollary 1.6 ([6]). R(Pn,Wm) = 2n− 1 for even m and n ≥ 3m/2+ 1.
In the results as stated in [6], R(Pn,Wm) = 2n− 1 for evenm and n ≥ m− 1 ≥ 3.
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Corollary 1.7 ([17]). R(Pn,Wm) = 3n−2 for all odd m > 1 and n ≥ 3m/2+1 or n > max{m+1, 70}
or n ≥ max{m, 83}.
In the results as stated in [17], R(Pn,Wm) = 3n− 2 for oddm > 1, n ≥ 4 and 3 ≤ m ≤ 2n− 1.
Corollary 1.8. R(Pn, K2 ∗ Cm) = 3n− 2 for even m and n ≥ max{3m/2+ 1, 71}.
Corollary 1.9 ([18]). R(Pn, Fm) = 2n− 1 for n > 3m.
In the results as stated in [18], R(Pn, Fm) = 2n− 1 for n ≥ 4 and 2 ≤ m ≤ (n+ 1)/2.
Corollary 1.10 ([19]). R(Pn, K1 ∗ Pm) = 2n− 1 for n ≥ 3m/2+ 1.
In the results as stated in [19], R(Pn, K1 ∗ Pm) = 2n − 1 for even m and n ≥ 4, 4 ≤ m ≤ n + 1. Note
that the statement there is wrong for oddm and 3 ≤ m ≤ 2n− 1.
Corollary 1.11. R(Pn, K1 ∗ Fm) = 3n− 2 for n > max{3m, 70}.
Corollary 1.12. R(Pn, K2 ∗ Pm) = 3n− 2 for n ≥ max{3m/2+ 1, 71}.
Corollary 1.13. R(Pn, K3 ∗ K cm) = 3n− 2 for n > max{(6m+ 7)/4, 70}.
Theorems 1.1 and 1.2 also imply the following consequence which will be the initial step towards the
proof of Theorems 1.4 and 1.5.
Corollary 1.14. Let G be a Cn-free graph of order 3n− 2.
• If Gc contains no K3 ∗ K cm as a subgraph, then δ(G) ≥ n− 1 for n > (6m+ 7)/4.• If Gc contains no K2 ∗ Cm as a subgraph, then δ(G) ≥ n− 1 for even m and n ≥ 3m/2+ 1.
Similarly the following lemma is an easy consequence of results on the exact value of Ramsey numbers
of cycles (see Faudree and Schelp [12], and Rosta [14]).
Lemma 1.1 ([20]). Let G and H be Cn-free graphs of order 2n−1 and 3n−2 respectively. If neither Gc nor
Hc contains Wm as a subgraph, then δ(G) ≥ n−m/2 for even m > 3 and n ≥ 3m/2; and δ(H) ≥ n− 1
for odd m > 3 and n ≥ m.
Lemma 1.1 and Corollary 1.14 are the initial steps in the proofs of our theorems. By them, a graph
with large minimum degree arises. Then for reaching a contradiction, we will show that this graph
contains a cycle of length n by showing that it contains cycles of every length in an appropriate interval
containingn. For this purpose,wewill study (weak) pancyclism for dense graphs in Section2 and finish
the proofs in Section 3.
2. Pancyclism
In this section, the set of cycle lengths in graphs with large minimum degree will be investigated.
Let G be a graph. The clique number of G, denoted by ω(G), is the size of a maximum clique in G. The
stability number α(G) = ω(Gc). The connectivity κ(G) is the greatest k such that G is k-connected. The
girth g(G) is the length of a shortest cycle in G, and the odd girth the length of a shortest odd cycle. The
circumference c(G) is the length of a longest cycle. A graphof ordern isHamiltonian if the circumference
is n. A graph is called weakly pancyclic if it contains cycles of every length between the girth and
the circumference. A graph is pancyclic if it is weakly pancyclic with girth 3 and circumference |G|. A
pancyclic graph is clearly Hamiltonian. A path in a graph of order n isHamiltonian if it is of length n−1.
2.1. Results on pancyclism
The study of pancyclic graphs was initiated by Bondy [1], who established some sufficient
conditions for a graph to be pancyclic. A special case of these is the following extension of Dirac’s
famous condition for Hamiltonicity [10].
Theorem 2.1 (Bondy [1]). Let G be a graph of order n. If δ(G) ≥ n/2 then either G is pancyclic or n is
even and G = Kn/2,n/2.
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Fig. 1. A 3-regular graph of order 10 without quadrangles.
Brandt [3] investigated weakly pancyclic graphs with smaller minimum degree than that for
pancyclic graphs, and showed the following result.
Theorem 2.2 (Brandt [3]). Every nonbipartite graph of order n with minimum degree at least (n+ 2)/3
is weakly pancyclic with girth 3 or 4.
Theorem 2.2 is best possible in the sense that the graph depicted in Fig. 1 is 3-regular of order 10
without containing any quadrangle. As pointed out by Brandt [3], it is also almost best possible for
large graphs since the graph consisting ofKr,r andKr+1 (r ≥ 3) sharing a commonvertexhasminimum
degree n/3 and all even cycles of length up to 2r but odd cycles of length only up to r+1. Theorem 2.2
implies the following consequence which will be used in the proof of Theorems 1.1 and 1.2.
Corollary 2.1. Every graph G of order n with minimum degree δ ≥ (n + 2)/3 and stability number less
than δ is weakly pancyclic with girth 3 and circumference at least dn/2e.
Corollary 2.1 is best possible in the sense that the graph K1 ∗ 2Kk has order 2k+ 1, minimum degree k
and stability number 2, and it is weakly pancyclic with girth 3 and circumference k+ 1. The following
result is also best possible in view of the graph depicted in Fig. 1.
Theorem 2.3. Every graph G of order n > 7 with girth 3 and minimum degree δ ≥ (n − 1)/3 contains
cycles of every length from 3 up to δ.
If one requires that the graph has the lowest connectivity then it has a cycle of length one more
than δ; or if one requires that the graph is relatively large with high connectivity, then the pancyclic
interval can be enlarged to contain δ + 1 or there is a better bound on the minimum degree.
Theorem 2.4. Every graph G of order n > 4with connectivity κ ≤ 1 andminimum degree δ ≥ (n−1)/3
contains cycles of every length from 3 up to δ + 1.
Theorem 2.4 is best possible in the sense that the graph K1∗3Kk has order 3k+1 andminimumdegree
k, and contains cycles of every length from 3 up to k+ 1, but no cycle of any longer length.
Theorem 2.5. Every graph G of order n ≥ 9κ + 13 with connectivity κ > 1 and minimum degree
δ ≥ (n− 1)/3 contains cycles of every length from 3 up to δ + 1.
Theorem 2.6 (Brandt et al. [4]). Let G be a 2-connected nonbipartite graph of order n with minimum
degree δ ≥ n/4+ 250. Then G is weakly pancyclic unless G has odd girth 7, in which case it has cycles of
every length from 4 up to its circumference except the pentagon.
Theorem 2.6 can be applied to prove Theorem 1.3 for n ≥ 1002. However, we will apply the following
good bounds to reduce the lower bound of n from 1002 to 83 and 70.
Proposition 2.1. Every 25-connected nonbipartite graph of order n ≥ 247 with stability number α and
minimum degree δ ≥ (n− 1)/3 contains cycles of every length from 4 up tomin{n− 11, n−α+ δ− 4}.
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Proposition 2.2. Every 23-connected graph of order n ≥ 211 with girth 3, stability number α and
minimum degree δ ≥ (n− 1)/3 contains cycles of every length from 3 up tomin{n− 8, n− α + δ − 2}.
Propositions 2.1 and 2.2 are easy extensions of Proposition 3.7 [4]. The proofs are similar, and are omit-
ted. These two propositions are by no means best possible. An improved connectivity or lower bound
on the order n of the graphwill lead to a better lower bound for the length of the cycle in Theorem 1.3.
Before proceeding, we need to introduce some definitions. Let C be a shortest odd cycle of a
nonbipartite graphG of order n and assume that its length is 2k+1. Note that C is an induced cycle and
no vertex of G can have more than two neighbors in C . This simple observation leads to the minimum
degree of G satisfying δ(G) ≤ 2n/(2k+1) by counting the edges joining C and G−C . By investigating
graphs with δ(G) ≥ (n− 1)/3 we get k ≤ 2, and so C is a triangle or a pentagon.
We define a pair of vertices in C as antipodal if they are at distance k apart on C . For a natural
number l > k, a (2k+1)-bicycle of length l is a graph consisting of an odd cycle C of length 2k+1 and
an internally disjoint path of length l− k− 1 joining a pair of antipodal vertices of C (which is called
the standard path). A (2k+1)-bipath is a subgraph of a (2k+1)-bicycle obtained by dropping an edge
in the standard path of the bicycle. (Note that our notation for a (2k + 1)-bicycle is slightly different
to that in [4]: here 2k+ 1 stands for the length of a shortest odd cycle, while there [4] it stands for the
length of the bicycle.) A 3-bicycle of length l is denoted by C∗l and clearly it contains both a cycle of
length l−1 and a cycle of length l (and of course a triangle).We say that a bicycle of length l ismaximal
in a graph G if there is a bicycle of length neither l + 1 nor l + 2. Note that maximality is a property
of the length of a bicycle. In general there may be maximal bicycles of different lengths in a graph.
2.2. Proof of Corollary 2.1
For a vertex v in a graph, we define N(v) to be the neighborhood of v and d(v) = |N(v)| to be the
degree of v. If H is a subgraph, then NH(v) = N(v)∩V (H) and dH(v) = |NH(v)|. The following results
will be used in the proof.
Theorem 2.7 (Dirac [10]). Let G be a 2-connected graph of order n ≥ 3 with minimum degree δ. Then
c(G) ≥ min{2δ, n}.
Proposition 2.3 (Chvátal and Erdős [7]). Let G be a graph containing a cycle C but without any cycle of
length |C | + 1. Then α(G[C ∪ {v}]) ≥ 1+ dC (v) for all v ∈ V (G− C).
Proof of Corollary 2.1. Note that G can be neither triangle-free nor bipartite; otherwise the
neighborhood of every vertex is stable, of order at least δ. Thus by Theorem 2.2, G is weakly pancyclic
with girth 3. Then it is left to prove that the circumference ofG is at least dn/2e. Now if the connectivity
κ(G) > 1, then by Theorem 2.7 we have c(G) ≥ 2δ(G) ≥ 2(n + 2)/3 > dn/2e. So we may assume
that κ(G) ≤ 1. Then there exists a vertex v ∈ V (G) (any v will do if G is disconnected) such that G− v
is disconnected. Let G1, . . . ,Gk (k > 1) be all the components of G − v. Then δ(Gi) ≥ δ − 1, which
implies that |Gi| ≥ δ for all 1 ≤ i ≤ k. Counting the total number of vertices of G gives that
n = |G| >
k∑
i=1
|Gi| ≥ kδ ≥ k(n+ 2)/3.
This implies that k = 2. Then both G1 and G2 satisfy |Gi| ≤ n− δ − 1 for i = 1, 2. Thus
δ(Gi) ≥ δ − 1 > (n− δ − 1)/2 ≥ |Gi|/2 for i = 1, 2.
Theorem 2.1 applied to Gi implies that Gi is pancyclic. If either |G1| ≥ dn/2e or |G1| ≥ dn/2e then we
are done. Thus we can assume that |Gi| < dn/2e for i = 1, 2. Since |G1| + |G2| ≥ |G| − 1 = n− 1, this
can only occur when n is odd and |G1| = |G2| = (n− 1)/2. In this case, both G1 and G2 contain a cycle
of length (n−1)/2. ThenGmust contain a cycle of order (n+1)/2 = dn/2e; otherwise Proposition 2.3
implies that
α(G) ≥ α(G− G1)+ α(G− G2)− 1 > dG1(v)+ dG2(v) = d(v) ≥ δ,
which is a contradiction that completes the proof. 
L. Shi / European Journal of Combinatorics 31 (2010) 828–838 833
Remark. Brandt [3] showed that a triangle-free nonbipartite graph G of order nwith stability number
α andminimumdegree exceeding n/3 isweakly pancyclicwith c(G) = min{n, 2(n−α)} and g(G) = 4
unless G is a pentagon. Note that in the proof of Corollary 2.1 the only place where we use the extra
number 2/3 in the lower bound of n is in the part where we need a graph G of minimum degree at
least (|G| + 2)/3 to be weakly pancyclic.
2.3. Proof of Theorem 2.3
Two lemmas due to Brandt [3] are listed below which will be used in the proof.
Lemma 2.1 (Lemma 3.29 [3]). Suppose G is a graph of order n ≥ 4 containing a 3-bipath which
consists of a path v0v1 . . . vn−1 and an additional edge vivi+2 for some i. If d(v0) + d(vn−1) > n then
G contains a 3-bicycle C∗n . Moreover, if d(v0) + d(vn−1) = n and G contains no 3-bicycle C∗n , then
v0vi+1, vi+1vn−1 ∈ E(G).
Lemma 2.2 (Lemma 3.31 [3]). Let G be a graph with a maximal 3-bicycle C∗k and let uv ∈ E(G − C∗k ).
Then dC∗k (u)+ dC∗k (v) ≤ 2k/3.
The following lemma improves Lemma3.32 [3] by removing 1/4 from the upper bound on δ, which
is essential in the proof of Theorem 2.3.
Lemma 2.3. Let G be a graph of order n with minimum degree δ, containing a maximal 3-bicycle C∗k
consisting of a cycle Ck = v0v1, . . . , vk−1 and an edge v1vk−1, and for an index i, 1 ≤ i ≤ k − 4, let
the vertex vi have a neighbor u ∈ G − C∗k and vi+3 have a neighbor v ∈ G − C∗k distinct from u. Then
δ ≤ (n+ k)/4 and G contains a cycle of length 4δ − n+ 1.
Proof. Assume G contains neither C∗k+1 nor C
∗
k+2. Set U = {u, v, vi+1, vi+2} and H = G− C∗k − u− v.
Observe that both (u, vi+1) and (v, vi+2) are end vertices of 3-bipaths on k+ 1 vertices, denoted by P
and Q respectively, and that at most one of the edges uvi+2 and vvi+1 may occur to avoid a C∗k+2. Now
the proof splits into two cases according to whether uv is an edge of G or not.
Case 1. uv ∈ E(G).
Note that there is another copy of C∗k with u and v instead of vi+1 and vi+2. Now Lemma 2.2 implies
that ∑
x∈U
dG−H(x) ≤ 4k/3+ 4.
To avoid C∗k+1 and C
∗
k+2 in G, every pair of vertices in U cannot have a common neighbor in H . Thus
4δ − 4k/3− 4 ≤
∑
x∈U
dH(x) ≤ |H| = n− k− 2,
which implies that δ ≤ (n+ k/3+ 2)/4 < (n+ k)/4 for k ≥ 4.
Case 2. uv 6∈ E(G).
Lemma 2.1 applied to P implies that dP(u)+dP(vi+1) ≤ k+1, and if dP(u)+dP(vi+1) = k+1, then
uv0, v0vi+1 ∈ E(G). Similarly we have dQ (v)+dQ (vi+2) ≤ k+1, and if dQ (v)+dQ (vi+2) = k+1, then
vv0, v0vi+2 ∈ E(G). Note that the two equalities dP(u)+dP(vi+1) = k+1 and dQ (v)+dQ (vi+2) = k+1
cannot hold simultaneously; otherwiseG contains a 3-bicycle C∗k+1 consisting of, for instance, the cycle
Ck+1 = uv0vi+1vi+2 . . . vk−1v1v2 . . . viu and the edge v0vi+2. It follows that∑
x∈U
dG−H(x) ≤ 2k+ 2.
As in Case 1, we have that
4δ − 2k− 2 ≤
∑
x∈U
dH(x) ≤ |H| = n− k− 2,
which implies that δ ≤ (n+ k)/4.
Moreover, if δ < (n+ k)/4, then k > 4δ− n, and G certainly contains a cycle of length 4δ− n+ 1.
So we may assume that δ = (n+ k)/4 and then k = 4δ − n. Thus either dP(u)+ dP(vi+1) = k+ 1 or
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dQ (v) + dQ (vi+2) = k + 1. Then Lemma 2.1 implies that either uv0, v0vi+1 ∈ E(G) or vv0, v0vi+2 ∈
E(G). Thus G contains either the cycle uv0vi+1vi+2 . . . vk−1v1v2 . . . viu of length 4δ−n+1 or the cycle
vvi+3vi+4 . . . vk−1v1v2 . . . vi+2v0v of length 4δ − n+ 1. 
The following proposition shows the existence of a short bicycle in a dense graph which makes
Lemma 2.3 applicable.
Proposition 2.4. Every graph G of order n > 7with girth 3 andminimum degree δ ≥ (n−1)/3 contains
a 3-bicycle in {C∗4 , C∗5 , C∗6 } as a subgraph.
Proof. Since G has girth 3, it has a triangle C3 = uvw. If two of the vertices have another common
neighbor outside C3 then G contains a C∗4 . So we may assume that they have no common neighbor
outside C3. Since n > 7, we have δ ≥ 3. Take three distinct vertices x, y and z outside C3 such that
ux, vy, wz ∈ E(G) and let H = G− C3 − x− y− z. Note that if dG−H(x) > 1, then G contains a C∗4 or a
C∗5 . So wemust have that dG−H(x) = 1 and by symmetry the same holds true for y and z. It follows that
dH(x)+ dH(y)+ dH(z) ≥ 3δ − 3 > n− 6 = |H|.
Thus a pair of vertices in {x, y, z} must have a common neighbor in H , which results in a C∗6 . This
completes the proof. 
Proof of Theorem 2.3. Assume G has no quadrangle. Thus, the number of pairs of vertices in the





) ≤ ( n2 ), which implies n ( d(n−1)/3e2 ) ≤ ( n2 ). For n > 13 and for n = 11, 12 the previous inequality
gives a contradiction. For n = 13, this inequality gives a contradiction unless G is regular of degree 4,
and each pair of vertices of G is in exactly one neighborhood of a vertex. This implies that each edge is
on precisely one triangle. The triangles are edge disjoint, the number of edges of G is a multiple of 3,
but the number of edges in G is 26, and also this gives a contradiction. Thus the proof of Theorem 2.3
follows by Lemma 2.3 and Proposition 2.4. 
2.4. Proof of Theorem 2.4
It is easy to check that the theorem holds for 4 < n < 14. So we may assume that n ≥ 14.
Since κ ≤ 1, there exists a vertex v ∈ V (G) (any v will do if G is disconnected) such that G − v is
disconnected. Let G1,G2, . . . ,Gk (k > 1) be all the components of G − v. Then δ(Gi) ≥ δ − 1, which
implies that |Gi| ≥ δ(Gi)+ 1 ≥ δ for all 1 ≤ i ≤ k. Counting the total number of vertices of G gives




which implies that k ≤ 3. If k = 3 then for every i, |Gi| = δ and thus Gi + v is a clique of order δ + 1.
So wemay assume that k = 2 and δ < |Gi| < n− δ for i = 1, 2. Without loss of generality we assume
G1 has smaller order. Then δ < |G1| < n/2, but note that δ(G1) ≥ δ − 1 > |G1|/2 as n ≥ 14 and
Theorem 2.1 implies that G1 is pancyclic, which completes the proof. 
2.5. Proof of Theorem 2.5
A graph G of order n is called panconnected if every pair of vertices in G are joined by a path of
length k for all 1 < k < n. The following results on connected graphs will be used in the proof.
Theorem 2.8 (Bondy and Jackson [2]). If G is a 3-connected graph of order n with minimum degree δ,
then every pair u, v of vertices are joined by a path of length at least min{n− 1, 2δ − 2}.
Theorem 2.9 (Faudree and Schelp [12]). If G is a graph of order n with minimum degree δ ≥ n/2 + 1,
then G is panconnected.
Proof of Theorem 2.5. Let S be a smallest cutset of G and let G1 be a smallest component of G − S.
Since δ(G1) ≥ δ − κ > (n − κ)/4 ≥ |G1|/2, Theorem 2.1 implies that G1 is pancyclic and thus we
may assume that |G1| ≤ δ. Then δ(G1) ≥ δ − κ > δ/2 + 1 > |G1|/2 + 1, which with Theorem 2.9,
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implies that G1 is also panconnected. Let H = G− S−G1. If |G1| = δ− κ + 1, then δ(G1) = δ− κ and
G1 ∼= Kδ−κ+1. Thus, δ(G− H) = |G1| = δ − κ + 1 > (δ + 1)/2 = |G− H|/2, which, by Theorem 2.1,
implies thatG−H is pancyclic and thereforeG contains cycles of every length from 3 up to δ+1. Sowe
may assume that |G1| > δ−κ+1. The proof now splits into two cases according to the value of κ(H).
Case 1. κ(H) < 3.
There is a cutset T with |T | < 3 such that H − T consists of components G2,G3, . . . ,Gk (k > 2).
Note that |G1| > δ − κ + 1 and |Gi| ≥ 1+ δ(Gi) ≥ δ − κ − 1 for every i = 2, 3, . . . , k. Counting the
total number of vertices of G gives that
n = |G| ≥ |S| +
k∑
i=1
|Gi| > κ + k(δ − κ − 1),
which implies that k = 3. Now suppose that |Gi| < δ − κ for some i = 2 or 3; then we have |Gi| =
δ−κ−1 and Gi ∼= Kδ−κ−1. Let F = G−G1−G5−i. Then δ(F) = |Gi| = δ−κ−1 > (δ+1)/2 = |F |/2,
which with Theorem 2.1, implies that F is pancyclic and thus G contains cycles of every length from
3 up to δ + 1. So we may assume that |Gi| ≥ δ − κ for i = 2, 3. Then
δ − κ ≤ |Gi| ≤ |G| − |G1| − |G5−i| − |S| ≤ n− 2− 2δ + κ < 2(δ − κ − 2) ≤ 2δ(Gi)
for i = 2, 3,
which with Theorem 2.1, implies that both G2 and G3 are pancyclic. Thus, |Gi| ≤ δ for i = 2, 3. Then
δ(Gi) ≥ δ − κ − 2 ≥ δ/2 + 1 ≥ |Gi|/2 + 1, which with Theorem 2.9, implies that Gi is also pan-
connected. Take a longest cycle C of G. As G is 2-connected, the length of C is at least min{2δ, n} by
Theorem 2.7. Thus C shares vertices with at least two of the three components of G − S − T . Since
every Gi for i = 1, 2, 3 is panconnected, by a suitable combination of paths in Gi, Gmust contain cycles
of every length from κ + 8(≤ δ− κ + 2 ≤ |G1|) up to min{2δ, n} > δ, which with the pancyclicity of
G1, completes the proof of Case 1.
Case 2. κ(H) ≥ 3.
Since δ − κ < |G1| ≤ δ, we have
δ < n− δ − κ = |G| − δ − κ ≤ |H| < n− δ < 3(δ − κ)− 2 ≤ 3δ(H)− 2.
If H is nonbipartite, then Theorems 2.2 and 2.7 imply that H is weakly pancyclic and contains cycles
of every length up to min{2(δ − κ), |H|} > δ; we are done. Thus we may assume that H is bipartite
and thus triangle-free. However, we will show that in this case G also contains cycles of every length
from 3 up to min{n− κ, 3(δ − κ)} > δ.
Since G is 2-connected, there are two vertex-disjoint paths Pu and Pv , each linking a vertex of G1
to a vertex of H , which have no further vertex in common with V (G1) ∪ V (H). Let u1, v1 be the end
vertices of Pu, Pv in G1, and u2, v2 be the end vertices in H .
Let l denote the length of a longest (u2, v2)-path in H . By Theorem 2.8, we have that l ≥ min{|H|−
1, 2(δ − κ) − 2}. Now we show that there cannot be a gap of δ − 2κ − 3 consecutive lengths of
(u2, v2)-paths in H . That is, for every r with δ− 2κ− 3 ≤ r ≤ l there is a (u2, v2)-path in H of length j
satisfying r−δ+2κ+3 < j ≤ r . Otherwise there is a maximum r for which the condition is violated.
ThenH contains a (u2, v2)-path P of length r+1. Let Q be a subpath of P of length δ−2κ−2 centered
at the center, say z, of P and let R, S be the remaining two subpaths, with P − Q = R ∪ S where R is
adjacent to one end, say x, of Q , and S is adjacent to the other end, say y, of Q . The end vertices x and
y of Q have only one neighbor each in Q , and at most two common neighbors in P − Q because every
short chord of P yields a suitable shorter (u2, v2)-path. Note that H is triangle-free; therefore we have
dP(x) ≤ (|S| + 1)/2+ 2,
dP(y) ≤ (|R| + 1)/2+ 2, and
dP(z) ≤ max{2, [r + 1− 2(δ − 2κ − 2)]/2+ 3}.
Note that |R| + |S| = |P − Q | = r + 1− δ + 2κ + 2. It follows that
dH−P(x)+ dH−P(y)+ dH−P(z) ≥ 3(δ − κ)− dP(x)− dP(y)− dP(z)
> n− δ − r > |H| − r.
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Thus a pair of vertices among {x, y, z} have a common neighbor in H− P . So we obtain a (u2, v2)-path
of length at least r − δ + 2κ + 5 in H , which is a contradiction.
Since G1 is panconnected, we obtain cycles of every length between δ − κ and l + |G1| + 3 by a
suitable combination of a (u1, v1)-path in G1 and a (u2, v2)-path in H . It follows that G contains cycles
of every length from 3 up to min{n− κ, 3(δ − κ)}, completing the proof. 
3. Proofs of the main theorems
As mentioned in the introduction, by Theorem 1.6 it suffices to prove the upper bounds.
Proof of Theorem 1.1. Let G be a Bm-free graph of order 2n− 1 for n > (6m+ 7)/4. Then the clique
numberω(G) ≤ m+ 1. We will show that Gc contains a cycle Cn as a subgraph. If δ(Gc) ≥ (2n+ 1)/3,
then sinceω(G) ≤ m+1 < (2n+1)/3, Corollary 2.1 implies that Gc contains a Cn. So wemay assume
that there is a vertex v such that
d(v) ≥ d2n− 2− (2n+ 1)/3e = d(4n− 7)/3e ≥ n,
as n ≥ d(6m + 7)/4e ≥ 4. Let H = G[N(v)] be the subgraph induced by N(v). Then ∆(H) < m;
otherwise the maximum star of H together with v forms a book containing Bm in G. Hence
δ(Hc) ≥ |H| −m > |H| − (4n− 7)/6 > |H|/2,
as |H| = d(v) > (4n−7)/3. Then by Theorem2.1,Hc is pancyclic and thus contains a Cn as a subgraph.
This completes the proof. 
Proof of Theorem 1.2. Let G be a Cn-free graph of order 2n − 1 for even m and n ≥ 3m/2 + 1.
We will show that Gc contains a wheel Wm as a subgraph. Suppose instead that Gc fails to contain
a copy of Wm and so α(G) ≤ m. By Lemma 1.1 we have that δ(G) ≥ n − m/2 > m ≥ α(G). Since
δ(G) ≥ n − m/2 ≥ (2n + 1)/3, Corollary 2.1 implies that G is weakly pancyclic with girth 3 and
circumference at least n, which is a contradiction that completes the proof. 
Proof of Theorem 1.3. Let G be a Cn-free graph of order 3n − 2 for odd m. We will show that Gc
contains awheelWm as a subgraph. Suppose instead thatGc fails to contain a copy ofWm, soα(G) ≤ m
and G is nonbipartite. By Lemma 1.1 we have that δ(G) ≥ n− 1 and by Theorem 2.4 we may assume
that κ := κ(G) ≥ 2.
As a start, we first prove the theorem for n ≥ max{m, 1002}.
Note that δ(G) ≥ n − 1 ≥ (3n − 2)/4 + 250 = |G|/4 + 250 for n ≥ 1002. Theorems 2.6 and 2.7
imply that G contains cycles of every length from 6 up to 2n − 2 > n, which is a contradiction that
completes the proof for n ≥ max{m, 1002}.
Secondly we prove the theorem for n ≥ max{m, 83}.
As n ≥ 83, we have |G| = 3n − 2 ≥ 247. If 2 ≤ κ ≤ 24, then |G| ≥ 247 > 232 ≥ 9κ + 16,
which with Theorem 2.5, implies that G contains a cycle of length n, which is a contradiction. So we
may assume that κ ≥ 25. But then Proposition 2.1 implies that G contains cycles of every length from
4 up to 3n− 13 > n, which is also a contradiction that completes the proof for n ≥ max{m, 83}.
Thirdly we prove the theorem for n > max{m+ 1, 70}.
As n > 70, we have |G| = 3n − 2 ≥ 211. If 2 ≤ κ ≤ 22, then |G| ≥ 211 ≥ 9κ + 13, which
with Theorem 2.5, implies that G contains a cycle of length n, which is a contradiction. So we may
assume that κ ≥ 23. Note that G cannot be triangle-free; otherwise the neighborhood of every vertex
is stable, of order δ ≥ n − 1 > m, which is a contradiction. But then Proposition 2.2 implies that G
contains cycles of every length from 3 up to 3n−10 > n, which is also a contradiction that completes
the proof for n > max{m+ 1, 70}.
Finally, we prove the theorem for n ≥ 3m/2+ 1.
Note that G cannot be triangle-free; otherwise the neighborhood of every vertex is stable, of order
at least n − 1 ≥ 3m/2 > m. Thus Theorem 2.3 implies that G contains a cycle Cn−1 = v1v2 . . . vn−1.
Let H = G− Cn−1. Since |H| = |G| − |Cn−1| = 2n− 1, Theorem 1.2 implies that Hc contains a wheel
Wm−1. Let u0 be the hub and U = {u1, u2, . . . , um−1} be the set of rims ofWm−1. We will enlarge the
wheelWm−1 to obtain a wheelWm by considering two cases according to the parity of n.
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Case 1. n is even.
Since G contains no Cn, we have that dCn−1(v) ≤ b(n − 1)/2c for all v ∈ V (H). It follows that
there must exist two successive vertices vi, vi+1 ∈ V (Cn−1) for some i ∈ {1, 2, . . . , n − 1} such that
u0vi, u0vi+1 6∈ E(G). Note that G 6⊃ Cn also implies that NU(vi) ∩ NU(vi+1) = Ø and Gc 6⊃ Wm implies
that dU(vi), dU(vi+1) ≥ (m − 1)/2. It follows that dU(vi) = dU(vi+1) = (m − 1)/2. Without loss
of generality we assume that NU(vi) = {u1, u3, . . . , um−2} and NU(vi+1) = {u2, u4, . . . , um−1}. Then
NU(vi−1) ⊂ NU(vi+1) and NU(vi+2) ⊂ NU(vi) for avoiding any Cn. If there is an odd j such that ujuj+2 6∈
E(G), then Gc contains a wheel Wm with the hub u0 and the rims {vi, uj+1, uj, uj+2, uj+3, . . . , uj−1}
listed in a cyclic order. Thus ujuj+2 ∈ E(G) for all odd j and similarly for all even j. Now if there is
an even k such that ukvi−1 ∈ E(G), then G contains a cycle Cn = v1v2 . . . vi−1ukuk+2vi+1vi+2 . . . v1.
So NU(vi−1) = Ø and similarly NU(vi+2) = Ø, and by the same argument, u1vi−2 6∈ E(G). Hence
u0vi−1, u0vi+2 ∈ E(G) for avoiding a wheel Wm formed by Wm−1 and the additional vertex vi−1
or vi+1. Then u0vi−2 6∈ E(G) for avoiding a Cn. Now if vi−2vi+1 ∈ E(G), then G contains a cycle
Cn = v1v2 . . . vi−2vi+1vivi−1u0vi+2vi+3 . . . v1. So we may assume that vi−2vi+1 6∈ E(G), but then Gc
contains a wheel Wm with the hub u0 and the rims {u1, u2, . . . , um−2, vi+1, vi−2} listed in a cyclic
order, which is also a contradiction.
Case 2. n is odd.
We may assume that u0vi ∈ E(G) for all odd i ∈ {1, 2, . . . , n − 1}, since otherwise the same
arguments as in Case 1 will do. Then the set {u0} ∪ {vi : for all even i} is stable in G. As in Case
1, dU(vi) ≥ (m − 1)/2 for all even i for avoiding a wheel Wm in Gc . If vi and vi+2 has a common
neighbor v ∈ U for some even i, then G contains a cycle Cn = v1v2 . . . vi−1u0vi+1vivvi+2vi+3 . . . v1.
Thus NU(vi) ∩ NU(vi+2) = Ø for all even i. It follows that dU(vi) = dU(vi+2) = (m − 1)/2 for
all even i. Without loss of generality we assume that NU(vi) = {u1, u3, . . . , um−2} and NU(vi−2) =
NU(vi+2) = {u2, u4, . . . , um−1} for some even i. Then Gc contains a wheelWm with the hub u0 and the
rims {u1, u2, . . . , um−2, vi−2, vi+2} listed in a cyclic order, which is a contradiction that completes the
proof. 
Proof of Corollary 1.14. We only prove the case where Gc contains no K3 ∗ K cm as a subgraph. The
same argument applies to the other case. Suppose that δ < n − 1 for n > (6m + 7)/4. Then there
exists a vertex v ∈ V (G) such that d(v) < n−1. LetH = G−N(v)−v. Note that |H| = |G|−d(v)−1 ≥
3n−2−n+1 = 2n−1. Theorem 1.1 implies that Hc (and thus Gc) contains a Bm, which with v forms
a K3 ∗ K cm in Gc . This contradiction completes the proof. 
Proof of Theorem 1.4. Let G be a Cn-free graph of order 3n−2.Wewill show that Gc contains K3 ∗K cm
as a subgraph for n > max{(6m+7)/4, 70}. Suppose instead thatGc fails to contain a copy ofK3∗K cm, so
α(G) ≤ m+2. By Corollary 1.14, we have that δ(G) ≥ n−1 and by Theorem 2.4, wemay assume that
κ := κ(G) ≥ 2. Note that G can be neither bipartite nor triangle-free; otherwise the neighborhood
of every vertex is stable, of order at least δ > m + 2. Since n ≥ 71, we have |G| = 3n − 2 ≥ 211.
If 2 ≤ κ ≤ 22, then |G| ≥ 211 ≥ 9κ + 13, which with Theorem 2.5, implies that G contains a cycle
of order n, which is a contradiction. So we may assume that κ ≥ 23. But then Proposition 2.2 implies
that G contains cycles of every length from 3 up to 3n − 10 > n, which is also a contradiction that
completes the proof. 
The proof of Theorem 1.5 is similar to that of Theorem 1.4. It is shown here for completeness.
Proof of Theorem 1.5. Let G be a Cn-free graph of order 3n−2.Wewill show that Gc contains K2 ∗Cm
as a subgraph for evenm and n ≥ max{3m/2+ 1, 71}. Suppose instead that Gc fails to contain a copy
of K2 ∗ Cm, so α(G) ≤ m + 1. By Corollary 1.14, we have that δ(G) ≥ n − 1 and by Theorem 2.4, we
may assume that κ := κ(G) ≥ 2. Note that G can be neither bipartite nor triangle-free; otherwise
the neighborhood of every vertex is stable, of order at least δ > m + 1. Since n ≥ 71, we have
|G| = 3n − 2 ≥ 211. If 2 ≤ κ ≤ 22, then |G| ≥ 211 ≥ 9κ + 13, which with Theorem 2.5, implies
that G contains a cycle of length n, which is a contradiction. So we may assume that κ ≥ 23. But then
Proposition 2.2 implies that G contains cycles of every length from 3 up to 3n− 10 > n, which is also
a contradiction that completes the proof. 
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