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This report deals with the question of whether or not, for a given tessellation 
automaton, there exists a finite pattern that cannot evolve from a given primitive 
pattern no matter what sequence of environmental input transformations are applied. 
This is closely related to Moore's Garden-of-Eden problem. We begin dealing with 
this question for the simplest nontrivial tessellation automata, namely, one-dimen- 
sional binary scope-n tessellation automata. We show that any finite pattern can evolve 
from the primitive pattern if the neighborhood scope is four or more. We show that 
there are finite patterns that cannot evolve from the primitive pattern for the scope-two 
case. Although some partial results are presented, the question is still open for the 
scope-three case. Some results for more general tessellation automata re also discussed. 
I. iNTRODUCTION 
The  tessellation automaton is a formalization of the concept of an infinite regular 
array of finite-state machines each directly connected to a finite number  of other 
machines in a uniform way throughout he array. Each machine can synchronously 
change its state at discrete t ime steps as a function of the states of the machines 
from which it can directly receive information. This  function can change from t ime 
step to t ime step, but will be identical for each machine in the array at any given 
t ime step. The  simultaneous action of these " local"  functions will define "global"  
functions which will act on the entire array changing "patterns"  of machine states 
in the array to other patterns. 
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Automata of this form are receiving more attention ot only as a medium for 
theoretical studies of pattern recognition [1]-[3], biological modeling [4]-[I0], and 
evolution processes [3], [11], and [12] but also as a foundation for a theory of logical 
design based on integrated circuits [13] and [14]. 
A systematic theory of the structure of tessellation automata is being developed 
and will be reported elsewhere [15]-[18]. Here we begin an attack on a fundamental 
problem concerning the behavior of such automata, namely: For an arbitrarily given 
tessellation automaton, are there state patterns of the array that can never be assumed 
by the array no matter what sequence of global transformations is applied to a certain 
canonical starting pattern ? We shall refer to this as the completeness problem for 
tessellation automata. A slight variation of this would be a generalization f Moore's 
Garden-of-Eden Problem [19] and [20]: Are there state patterns for the array that 
can never be assumed except at time 0 ? Note that any global transformation is allowed 
here, whereas Moore restricted himself to a single global transformation applied to a 
(two-dimensional) rray repeatedly. 
The main results of this report will be concerned with the completeness problem 
for a class of one-dimensional tessellation automata. Along the way, we shall obtain 
many further esults, some relating to the generalization f Moore's problem. 
II. TH~ G~RAL TESSELLATION AUTOMATON 
Before defining the specific class of tessellation automata that will be studied in 
this report, it seems useful for purposes of perspective and orientation to look, in 
this section and the next, at the completeness problem for arbitrary tessellation 
automata. 
Our formal definition of the (general d-dimensional) tessellation automaton (TA) 
takes the form of a quadruple 
(.4, E a, X, I), 
where A is a finite nonempty set called the state alphabet, and can he thought of 
as the set of states that each of the machines in the array can assume. E a, called the 
tessellation array, is the set of all d-tuplcs of integers. The elements of E a will be 
referred to as cells and can be thought of as names of the machines in the array: 
For example, an element i in E ~ can be visualized as the name of the machine situated 
at the lattice point in 3-space indicated by the triple, i. The superscript d will be 
referred to as the tessellation dimension. X, called the neighborhood index of the TA, 
is an n tuple of distinct d tuples of integers and is used in the formal development 
to define the neighbors of any cell, i.e., those cells from which the cell will directly 
1 We use the notation E ~ rather than the usual Z ~ whenever the interpretation at hand is the 
set of names of cells. 
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receive information. If X = (~1 ..... ~.) and i ~ E a, then N(i), called the neighborhood 
of cell i, is the n tuple (i -ff ~x ..... i ~- ~:,), where i -t- ~:k, l ~ h ~ n, is the com- 
ponentwise sum of the d tuples. Each component of N(i)  is called a neighbor of cell i. 
Note that since X defines the neighbors of each cell in E a, the "relative positions" 
of the neighbors of any cell can be thought of as being the same throughout the array. 
Before we can define/, we need some preliminary notions. Let c, which we shall 
refer to as an (array) configuration, be an arbitrary mapping from E a into A. The 
image of i ~ E a under c, c(i), will be referred to as the state of cell i in configuration c. 
By the state of the neighborhood of cell i in configuration c we mean the n tuple in A" 
denoted by cN(i) and defined to be (c(i + ~a) ..... c(i + ~,)), where X = (~ ..... ~,). 
The state of any cell i at time t + 1 can be thought of as determined solely bv the 
state of its neighborhood at time t according to a function a : A" ~ ,4, and each 
cell will use the same function at the same time step. Any such mapping will be 
referred to as a local transformation. Given a configuration c "at time t," the application 
of a : A" ~ A to the state of the neighborhood of cell i determining c'(i), for all i, 
will determine a "global" or parallel transformation r which will produce configuration 
c' at "time t ~- 1." More precisely, for each o : A" ~ A there is a uniquely determined 
mapping r : C ~ C, where C is the set of all array configurations for the given TA. 
r is defined as follows. For each c, c'E C, cr = c' if, and only if, for any cell i, 
c'(i) = ~(cN(i)). These parallel transformations are to be interpreted as describing 
the allowable one-step changes that can occur in array configurations. It is easy to 
show that no parallel transformation for a given TA could be defined by two different 
local transformations. 
We now complete the TA definition by defining I to be an arbitrary nonempty 
subset of T, where T is the set of all possible parallel transformations for a given 
A, E a, and X. I can be thought of as specifying which of the possible next-state 
functions are actually "wired in" for the array of machines and can be executed as 
"primitive instructions." 
For any TAM = (A, E a, X , I ) ,  if there exists a sequence of configurations 
c o , c x ,..., c,~, m ~> 0, such that c~r~ = Ci, l ,  0 <~ i < m, where the r, are arbitrary 
elements of I, then we say M generates c,, from Co (in m steps). 
I I I .  THE GENERAL COMPLETENESS PROBLEM 
One of the symbols in the state alphabet for any TA considered in this report 
will be called the quiescent symbol and will be denoted by 0. A configuration c for 
a given TA will be called finite if c(i) = 0 for all but finitely many cells i. We shall 
be concerned exclusively with finite configurations. The set of all finite configurations 
for some given TA will be denoted by (7. It is easy to see that 0 is closed for a 
given parallel transformation r, (i.e., for any e ~ ~, cr is also in ~') if, and only if, 
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o(0, 0 ..... 0) = 0 where o is the local transformation defining r. The largest subset 
of T, for some TA (A, E J, X, T), that contains only such finite-configuration- 
preserving transformations will be denoted by T. Note that #(T)  = #(T)/#(A). 
We shall often not wish to distinguish configurations that differ only by a "shifting," 
i.e., q and c~ will be called shift-equivalent if, and only if, there exists a k E Z a such 
that for any i ~ E ~, q(i + k) = c~(i). The equivalence classes on • determined by 
the relation of shift-equivalence will be called finite patterns, or just patterns. [c] will 
denote the pattern containing configuration c. 
Aprimitive configuration is defined as any configuration c such that e(0, 0,..., 0) = a 
for some nonquiescent symbol a, and for all i =# (0, 0,..., 0), c(i) = 0; thus a primitive 
pattern is one that is quiescent at every cell except one that is nonquiescent. 
The general completeness problem for tessellation automata can now be stated: 
With respect to an arbitrary TA M = (A, E a, X, T) with the maximum set of finite- 
configuration-preserving parallel transformations, let M(c) = {[c'] [M generates e' 
from c}, and for S a set of configurations, let M(S) = O,~s M(c). The completeness 
problem for M is then the question whether M(S~) = #~M where S~ is the set of 
primitive configurations and ~M is the set of all (finite) patterns of M. Stated in a 
metaphorical way, the completeness problem is concerned with whether or not an 
arbitrary pattern can possibly "evolve" from the most simple nonnull patterns, in 
a tessellation structure, under full freedom for "environmental" change. This clearly 
suggests an interpretation f the completeness problem in the evolution theory work 
mentioned earlier. Another obvious application would be to the work in pattern 
processing on iterative arrays. 
Besides having applications, this problem clearly has an intrinsic mathematical 
significance which is seen by noting the similarity of pattern generations on a TA 
and theorem derivations in a formal system. 
IV. ONE-DIMENSIONAL BINARY ScoPE-N TESSELATION AUTOMATA 
The problem of determining, for an arbitrary TA, whether or not an arbitrary 
pattern can be generated from a primitive pattern is certain to be one of the major 
topics in the theory of tessellation automata. This general problem, however, is 
still unsolved after much effort, and appears very difficult. Here we shall report 
some specific results concerning this problem for a class of one-dimensional TA 
with contiguous neighborhood structure. Some remarks concerning the relaxation 
of these conditions will be made later. 
By a one-dimensional, binary, scope-n tessellation automaton, which we often will 
abbreviate by saying just scope-n TA, we mean a TA of the form: 
(B, E l, X, T), 
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where B = {0, 1}, and X = ((k + 1), (k + 2),..., (k + n)), for some integer k and 
positive integer n. 
Let M be any scope-n TA. It can be shown (as an immediate corollary of Proposi- 
tion IV. 1 of Reference [16]) that for any finite c, the set of patterns M(c) is independent 
of the scope-n TA chosen, i.e., if M' is any other seope-n TA, then M(c) = M'(c). 
We shall denote this set of patterns defined by any one-dimensional binary scope-n TA 
from c by ~r It proves convenient in what follows to work with X = [(--1), (0)] 
for scope-2 TA, X = [(--1), (0), (1)] for scope-3 TA, and X = [(--1), (0), (1), (2)] 
for scope-4 TA. 
Hence, in what follows, when we speak of the one-dimensional binary scope-n TA 
we shall mean that X has been chosen as [(--1), (0), (1) ..... (n -- 2)]. 
If we let ~ be the set of all finite patterns for E 1 with respect o B, and c~ be the 
(unique) primitive configuration, then the main results of this report can be stated 
as follows. ~r C ~, d(")(%) = ~, for all n ~> 4. 3 The ease for ~r is still open. 
Many related results will also be established along the way. 
V. THE INCOMPLETENESS OF SCOPE-2 TA 
The eight possibIe elements of T for d ~ are specified by the following eight 
local transformations: 
0"0 0"2 0"4 0-6 0-8 <rio 0-12 0"14 
00 0 0 0 0 0 0 0 0 
01 0 1 0 1 0 1 0 1 
10 0 0 1 1 0 0 1 1 
11 0 0 0 0 1 1 1 1. 
r~ will denote the element of T specified by 0-i, i = 0, 2 ..... 14. Although the arguments 
for any local transformation for the scope-n TA are n tuples in B ~, we shall generally 
omit commas for simplicity. Note that the subscripts have been obtained from the 
table columns considered as binary numerals. This convention will be carried over 
for the scope-3 transformations a well, e.g., %o4 is the identity mapping on C for 
scope-3 TA. Note also that the table for 0-i can easily be constructed given i. For 
r i ~ T, i will always be even. 
We now proceed to establish that there are finite patterns that cannot be generated 
from c~, by eaccz~. 
L~MMA 1- Let c' be a configuration such that 01011 appears in consecutive cells 
of E 1. Then for any i = O, 2, 4, 8, or 14, there is no configuration c such that Cr  i = C'. 
We use 'C' to indicate proper inclusion. 
57I/4/2-4 
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Proof. We shall treat the case for rl4 ; the others are handled in a similar fashion. 
Assume cr14 = c' where 01011 is contained in cells j + l , j  + 2,..., j  + 5 for c'. 
From the definition of "14, and from the fact that we have chosen X = [(--1), (0)], 
if such a c exists, then c(j) and c(j + 1) must contain 00. This requires that c(j + 2) = 1. 
Since cr14(10 ) ---- cq4(ll ) = 1, there can be no such configuration c. : : 
LEMMA 2. For any configurations c, c', if cr 8 = c', then for any i ~ E 1, c(i) is 
uniquely determined given c ( i -  1) and c'(i); also c(i) is uniquely determined given 
c(i + I) and c'(i + 1). 
Proof. The first statement follows from the fact that ~6(10)5~,e(l l )  and 
o6(00 ) :/6 e6(01 ). The second statement follows from the fact that ~6(01)5 z~ cre(ll) 
and ~8(00) :# as(10) .  : : 
It will be convenient to represent (one-dimensional) patterns as follows: I f  c ~ 0 
is such that c(k + i) = b,, 1 ~< i ~ j, for some integer k and positive integer j, 
and if c(k + i) = 0 for all i < I and all i > j, then [c] can be represented by 
O bl b~ "" b~ O. 
LEMMA 3. For any configuration c, if [cr6] = 0 1 0 1 1(0 1 1)" 0, n = 0, 1, 2,..., 
then e is not a finite configuration. 
Proof. Assume [c'] = [c, d = 0 1 0 1 1(0 1 1) n 0, for some n. If  the leftmost 1 
(which we henceforth denote by 1L) in c' is in cell i, (i.e., c'(i) = 1 and c'(j) = 0 
for all j < i), then by the definition of ~8, either c(i --  1) = 1 and c(i) = 0, or else 
c(i -- 1) = 0 and c(i) = 1. 
Case .4 [c(i --  1) = 1 and c(i) = 0]. Since c(i -- 1) = 1 and c'(i -- 1) = 0, we 
have by Lemma 2 that c(i -- 2) = 1. Assume that for any j > 1, c(i - -  j )  = 1 and 
e'(i - - j )  ---- 0 and again by Lemma 2, c( i -  j -  1) = 1. Therefore, c' contains an 
infinite repetition of ones to the left and, hence, is not finite. 
Case B [c ( i - -1 )=0 and c( i )=  1]. We shall say that c', where [c'] = 
0 1 0 1 1(0 1 1) n 0, "contains n occurrences of 0 1 1 to the right of 1 0 1 1." We 
prove now that for any n, if [c'] =[cre]  = 0 1 0 1 1(0 1 1) n 0, then if the rightmost 1 
(abbreviated from now on by IR) of the k-th occurrence (0 <~ k <~ n) of 0 1 1 to the 
right of 1 0 1 1 is in cell ik, for e', then c(ik) = 1. We say that 1R in 1 0 1 1 is the 
1~ of the zero-th occurrence of 0 1 1 to the right of 1 0 1 1. 
Let the leftmost 1 of c' be in cell i, then e'(i + 1) ---- 0 and c(i) = 1 and c(i + I) 
is thereby determined (Lemma 2) to be 1. c'(i + 2) = I and e(i + 1) = 1 requires 
that c(i + 2) = 0. c'(i + 3) = 1 and c(i + 2) ~ 0, requires that c(i + 3) = 1. This 
verifies the above claim for k = 0. Assume for any k, 0 < k .< n, if 1R of the k-th 
occurrence of 0 1 1 is in cell i~, then c(ik) ---- 1. But then c'(i~ + 1) = 0 and c(i~) = 1 
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requires that c(ik + I) = 1. Continuing as above, we find that c(ik + 3) = 1, and 
our claim is proven. 
Now if c'(j) = IR, then c'(j q- 1) = 0 and c(j) = 1 requires (Lemma 2) that 
c(j + 1) = 1. c'(j + 2) = 0 and c(j -]- 1) = 1 requires that c(j + 2) = I, etc. There- 
fore, c contains an infinite repetition of ones to the right and hence is not finite : : 
THEOREM 4 [The incompleteness of ~r ~r C ~,  i.e., there are patterns 
that cannot be generated from e~ on ~r 
Proof. Note that ~10 and rt,. preserve patterns. ~'10 is the identity on C, and ~'12 
merely "shifts" any configuration one cell to the right. Hence, T10 and Tta are useless 
for the problem at hand. For any n, if ~J 1 0 1 1(0 1 l)n0 is in ~r then there 
exists a sequence ~ = ~,q, rq ..... ~'i~, in (T)* such that [c,~] = 0 1 0 1 I(0 1 1)"0. 
Since finite configurations are preserved by the elements of T, there must be a c ~ C 
such that [c~j  = 0 1 0 1 1 (0 1 1)" 0. But this is impossible by Lemmas 1 and 3. : : 
VI. SOME FURTHER PROPERTIES OF SCOPE-2 TA  
For any set S C C let ~r = Uc~s ~r 9 Note that for any S _C C if all the 
patterns 0 1 0 1 1(0 1 1)n0 are in dt2~(S), then these patterns must all be in S. 
Hence, if S is such that z~r = .~, S must be an infinite subset of (7. This 
establishes 
THEOREM 1. For any finite set S, S C O, ~r C ~.  
Using the analogy with formal systems, we can interpret his as saying no finite 
axiomatization of ,~ is possible for d (21. 
In applications uch as biological modeling or pattern generation, one would not 
only be interested in whether or not a particular configuration could be attained by 
the array, but also whether or not it could be attained by a "monotonic growth." 
Organisms generally grow monotonically, and efficient pattern generations would 
tend to be monotonic. Mathematically, this problem has some application to the 
question of decidability of the sets of generable patterns. 
By the length of c c C, lg(c), we mean the nonnegative integer j - -  i + 1, where 
c(i) = In and c(j) = 1R. If  c(i) = 0 for all i cE  1, then lg(c) = 0. The length of 
a pattern will be the length of any representative configuration. We say that pattern 
[c] is generated from c~ on scope-n TAd {" = (B, E 1, X, T) by a strictly monotone 
production if there exists a sequence c~ = c o , q .... , Cm = C such that lg(ci) < Ig(ci+l), 
cizs, = ci+l , ri, ~ T, 1 <~ i < m. I f  lg(ci) <~ lg(Ci+l ) for 1 ~< i < m, then the 
production above is said to be monotone. Let zzg~(c~) and ~r denote the set 
of all patterns generated from cv by strictly-monotone and monotone productions, 
respectively. 
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LEMMA 2. 
Proof. 
010 o I 110 is in ~2~(c , )  but  in ss /~(c , ) .  
~,]=010, 
c2r14 =q,  ~ =0111 O, 
E3T6=C4, ~]=010010,  
q rs :  q ,  ~]=0 l 10  I 1 O, 
q re= q ,  [q ] :O  1011010,  
q~=c v, ~] :  0100101 O, 
c7T6=~, ~s] :  011011110,  
QTs=C ~, ~]= 01  O01110.  
Note that lg(cs) = 7 and lg(cg) = 6. We complete the proof by showing that for 
any c E C, if cr  = c 9 , then r = % and It] = [cs]. Using the same procedure as in 
the proof of Lemma V.1, we can show that for i = 2, 4, or 14, there is no c such 
that c~-~ =- c 9 . If there is a configuration c such that cre = c 9 and if cg(i ) = 1L ,  
then c(i  - -  1) and c( i )  must contain, respectively, either 01 or 10. 01 leads to 
[c] =011101 i l " -and  101eads to [c] . . . .  I I I00010111 both of which 
are infinite. If for some c, c~ s = c9, and if q(i) = I t ,  then c( i  - -  1) and c(i) must 
contain 11. By an argument similar to the one used to prove Lemma V.2, we can 
show that c is uniquely determined and [c] = 011011110 = [ca]. : : 
LEMMA 3. 
P,oo/. 
0 1 o 1 o o 10 is in .~ ' (c , )  
[%] = 0 
c3~, = c, [c,] = 0 
q~=c5 [c5]=0 
c5r [q ]=0 
ce~=c7 [cd=0 
Note that lg(ce) =/g(cT). It can be shown as 
but  not  in ~2~ dsM(C,). 
lO, 
l lO ,  
1110,  
10010,  
110110,  
1011010,  
1010010.  
in theproofo fLemmaV. l ,  thatthere 
is no c such that cr i  - -  c7,  for i = 8 or 14. If for some c, cre =- c~, and if c7(i) = 1 z , 
then c( i  - -  1) and c(i) must contain either 01 or 10. The first possibility implies, 
as before, that c is not finite; the second possibility implies that lg(c) = lg(c~). I f  
there is a c e • such that cr ,  = c T , then it can be shown that c( i  - -  1) -= c( i  + 4) = 1, 
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hence lg(c) >~ lg(c~). Finally, if there is a c e C such that c,a = c~, and if c~(i) = IL, 
then c(i) = 1. I f  c is to be shorter than c7, then c(i + 4) and e(i + 5) must contain 0 0 
or 1 0. Since 0.2(00) ---- 0.2(10) ---- 0, this is impossible. : : 
We have now established 
THEOREM 4. ~r C ~r C ~r C :~. 
VII. SOME PROPERTIES OF SCOPE-3 TA 
In this section and in the next we shall present some results relating to the com- 
pleteness problem for scope-3 TA. For example, we shall establish here that 
(a) ~sM(C~) C ~,  and if d(s~(S)  ---- ~ then S must be an infinite set. The question of 
whether or not ~ta~(c~) ---- ~ is still open in spite of a great deal of effort. 
We begin this section by showing that a pattern exists that cannot be generated 
from c~ by the scope-3 TA with a strictly-monotone production. 
It  is easy to see that the local transformations 0.240,0.204, and 0.170, specified below 
define parallel transformations ("left shift," "identity," and "right shift") such that 
for all c c C, if c is taken by any one of them to c', then [c] ---- [c']. Hence, for the 
problem of pattern generation these transformations can be ignored. 
0"240 0"204 0.170 
000 0 0 0 
001 0 0 1 
010 0 1 0 
011 0 1 1 
100 1 0 0 
101 1 0 1 
110 1 1 0 
111 1 1 1. 
For any 9 ~ T (for scope-3 TA), we say that 9 has property R (property L) if, and 
only if, for any a, b ~ B, 0.(Oab) 5/= 0.(lab) [0.(ab0) :fi: 0.(abl)], where 0. defines 7. 
Let fl = a l ,  a 2 ..... a~, ai ~ B, 1 ~ i ~ k. We will say that c contains fl (at j)  if 
c(j + i) = ai, 1 ~ i <~ k. Also, we will say that fl blocks ~- if for every c' that contains fl 
there does not exist a c such that cr ---- c'. 
LEMMA 1. There exists a finite sequence of elements of B, e.g., 
= 000101 I001000110111011110010101001101, 
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that blocks any scope-3 parallel transformation i 7` -- {Z~04} that does not have property 
R orL. 
Proof. For any given fl = ax, % .... , an, a~ E B, 1 ~< i ~< k, and any z ~ 7' -- {r204} 
(r~04 is the identity mapping on C and is an exception), it can be shown that the 
procedure below will stop with a verification that/3 blocks r if, and only if, /3 does 
block r (see the proof procedure of/.,emma V. 1). 
Step 1. List above a I all triples (blbzb3)~ B s such that a(blb2bs) = al ,  where 
defines r. If there is no such triple, the process terminates with the conclusion that/3 
blocks r, otherwise go to Step 2. 
Step i (1 < i ~< k). List above a~ all triples (dld~/a) ~ B a such that ~dldzds) = a i 
and for some b ~ B, (bdld~) has been listed above a~_ 1 during Step i - -  1. I f  i < k 
and at least one triple can be listed above a~, go to Step i -q- 1. I f  no triples can be 
listed above ai then the process terminates with the conclusion that/3 blocks z. I f  
i ---- k and at least one triple can be listed above an then the process terminates with 
no conclusion. 
By inspection of the table specifying any ~ defining some 9 E 7` it can be readily 
determined whether or not ~- has property R orL. The following are all transformations 
in 7` -- {~'2o4) with property R or L or both: rao , re0, ~se, r,0, rz0~, rl0~, rZZ0, r150, 
z154, f lu  , rX~ 0 (right shift), ~'xa0, z2xo, and r~0 (left shift). Using the above procedure 
it can be verified that ~ : 00010110010(30110111011110010101001101 blocks any 
~- ~ T --  {~'~o4} not having property R or L. : : 
It might be noted that a has been constructed by combining some short strings 
each of which blocks only certain transformations. A procedure leading to the shortest 
string that can be used in place of ~, is known but tedious. We suspect he length 
of ~ is close to being the shortest. Although Lemma 1 can be generalized to more 
general TA, we do not need this here. 
].,EMMA 2. Let c be in C with c(i) = 1L and c(j) = 14, and let 9 ~ 7`. I f  CT = C', 
c'(k) : 14 and c'(p) = IL , then k ~ j + 1 and p >/ i  --  1, hence lg(c') <~ lg(c) + 2. 
Proof. These are simple consequences of the fact that if a is a local transformation 
defining some T ~ 7`, then a(000) : 0. : : 
The following descriptive technique will be useful for illustrating some of the 
discussions to follow. The examples below should suffice to make the positional 
display conventions clear. 
Suppose [c] = 0 1 0 0 1 1 0 1 0 1 1 0 and c is transformed by ~'44 to c' then we can 
write 
[c] =01001 10101 10 
~'] =010010111100,  
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where a symbol in [c] is written directly above a symbol in [c'] if these symbols 
represent the contents of the same cell for c and d. 
If  we are interested only in the relative positions of 1L and la for c and c', then 
we would write 
[c] =01- -10  
[~'] =0 l - -  lO0,  
where the line between the l 's indicates we are unconcerned with the symbols between 
the l's. 
THEOREM 3. CS) (a) ta~ C ~SM(%) C ~M (c~), hence ~SM(C~) ~. 
Proof. The pattern 
[c'] = 010101110001011001000110111011110010101001101101010 
is shown in Appendix A to be in d~(%) .  Since the finite string ~ of Lemma 1 is 
contained in consecutive cells for c', it follows that if there is some c such that CT : c', 
* ~ T -- {~'~o4}, then 9 must have property R or L. I f  lg(c) < lg(c'), then by Lemma 2, 
one of the following cases below (that show relative positions of c and c') must hold. 
Case A. 
Case B 
Case C 
=01- -100  
V] =Ol - - lO .  
=001- - I0  
V] = 01- -10 .  
[c] =001 100 
[c'] =01- -10 .  
The only possible transformations with property R or L that could take c to c' in 
the manner of Case A are ~'8o, TlSO, and ~'lso 9 This follows from the fact that Case A 
requires that any transformation taking c to c' in this way have a local transformation 
that takes 001 to 0 and 100 to 1. In a similar way, it follows that only rio 2 , ~h~, and 
r166 are possible for Case B, and only r3o , r86 , rgo, r15o, T154 , and r~l o are possible 
for Case C. 
Assume Crl8 o = c' in the manner of Case A, and c'(i) = 1n. Clearly c( i -  2), 
c( i -  1), and c(i) contain 001, respectively. From the definition of rzso, in order 
that the triple in c(i -- 1), c(i), and c(i + 1) determine the 1 in c'(i), c(i + l) must be 1. 
In order that the triple in e(i), e(i + 1), and c(i + 2) determine the 0 in c'(i + 1), 
c(i + 2) must be O. Continuing in this way, we find that there is no possible bit 
for c(i + 4) such that c(i + 2), c(i + 3), and c(i + 4) determine the 1 in c'(i + 3). 
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We can conclude, that there is no c such that c~'ls 0 = c' consistent with the form 
of Case A. 
Using exactly the same technique, starting with lz of c' when 7 has property R 
(as above), and starting with lit of c' when ~ has property L (moving leftward), we 
can show that no c exists such that crl~ o ---- c' for Case A, no" c exists such that 
cri = c', for i ---- 106 or 166 for Case B, and i ---- 30, 86, 154, or 210 for Case C. 
(Note that this technique is to apply the procedure used in the proof of Lemma 1 
for only certain triples listed above the starting symbol.) 
At this point only ~'60 for Case A, *1o2 for Case B, and ~90 and ~'15o for Case C have 
yet to be considered. We now show that no finite c exists such that cr6o = c' for 
Case A. In a similar way, it can be shown that no finite c exists for 7102 for Case B, 
or for 79o or T150 for Case C. 
Assume c~'so ---- c' and c'(i) = 1L and c'(j) ---- IR.  c ( i -  1) and c(i), respectively, 
must contain 01 for Case A. Although both 010 and 011 are taken by %o to 1, c(i + 1) 
must be 1 in order for *e0 to produce the 0 in cell i + 1 for c'. Again, although both 
110 and 111 are taken by %o to 0, c(i + 2) must be 0 in order for ~'n0 to produce 
the 1 in cell i + 2 for c'. At each step another bit of c is uniquely determined, hence 
some c does exist such that cl"e0 = c'. Continuing, we eventually find that c(j - -  1), 
c(j), and c(j + 1) do not contain 100, respectively, as required by Case A. We are 
forced to conclude that c is not finite. : : 
Without much difficulty, it can be shown that [c'] of Theorem 3 can be replaced 
by any pattern of the form 
01010111 (000)hi01 I001000110111011110010101001101101010, 
for n = 1, 2 ..... and the proof of Theorem 3 will carry through unaffected. This 
implies 
THEOREM 4. For any finite subset S C_ O, ~(S)  C d{~)(c~), hence ~r C ~.  
Each incompleteness result discussed so far was obtained by constructing a 
configuration c' such that for any parallel transformation z, of interest for the case 
at hand, there was no c such that cz = c', satisfying appropriate constraints. Note 
the relation of this to the Garden-of-Eden problem, e.g., we have shown that any 
TA  of the form ({0, 1}, E 1, [(k), (k + 1)], {~-}), where 7 is nontrivial, has Garden-of- 
Eden configurations. We shall see now that we cannot make this statement if we 
replace neighborhood index [(k), (k + 1)] above by [(k), (k + 1), (k + 2)]. 
THEOI~ 5. For any c' e C there exists a c ~ C and a ~'i, i : 30, 118, 120, or 180, 
such that tg(c) ~ Zg(c') and cT, = c'. 
This result shows that the proof procedure we have been using cannot be extended 
-~m) and hence not to d (s). The proof of Theorem 5 is rather lengthy and is to a M, 
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presented in Appendix B. It involves constructing a state graph such that if one 
follows the path specified by the consecutive symbols of any c' 6 C from IL to 1R , 
then from information contained in the consecutive nodes traversed, one can construct 
a c ~ C and choose a r~ satisfying the theorem. 
VI I I .  SOME PRODUCTIONS IN SCOPE-3 TA  
In this section we indicate some production schemes possible in d~3)(cp) which 
should give some insight into the extent of ~r and which should illustrate 
some of the difficulties involved in designing transformation sequences which will 
generate desired patterns in ~(3~(%). 
For the convenience of the reader, the local transformations defining the trans- 
formations used in this section are listed below. 
0'140 0156 O'IM 0"198 0"206 0"220 0"224 0"226 0"238 
000 0 0 0 0 0 0 0 0 0 
001 0 0 0 1 1 0 0 1 0 
010 1 1 1 1 1 1 0 0 1 
011 1 l 0 0 1 1 0 0 1 
100 0 I 0 0 0 1 0 0 0 
101 0 0 0 0 0 0 1 I 1 
I10 0 0 I 1 1 1 1 1 1 
111 1 1 1 1 1 1 1 1 1. 
LEMMA 1. For any positive integer n, 0 I" 0 e zar 
Proof. [e~r22o "-1] = 0 I" 0. 
PROPOSITION 2. For any positive integers nx , mx , n2, 0 1,1 0"~ 1"* 0 ~ s/~(cv) .  
ml+nl--1 ml+nt--2 hi--1 
Proof. I f  n 2 ~ n 1 , then c~r220 rl~'rx~ "1"220 produces the required pattern 
as follows: 
ml+n2-1 
r22 o applied to (1) yields 
rlaa applied to (2) yields 
010 .  (1) 
0 1 "~§ 0. (2) 
0 1 0 1 '~1+'~'-1 0. (3) 
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0 1 0 ml+nl-1 1 n'-n~+l O. (4) 
n1--1 rmo applied to (4) yields the required pattern. 
If n I < n 2 , then the required pattern is similarly produced by 
mr+rig--1 mt+nt--2 at--1 
% ~'~os ~'z~ rt4o %06 9 : : 
LEMM^ 3. For  any posi t ive integers m 1 , m 2 ,..., ink_ 1 , 
0 1 0 '~* 1 On' "" 1 0 n}-" 1 O ~ ~3~ (%). 
Proof. 
0 1 ml+m*+'''+"~-l+x 0 (1) 
is by Lemma 1 in ~a}(c,).  r l~ applied to (1) yields 
0 1 0 1 '~1+",+'''+'~.-~ 0. (2) 
rat-1. [Note that 1L in (1) is shifted one cell to the left in going from (1) to (2).] r t~ apphed 
to (2) yields 
0 1 0 '~1 1 '~s+'~+'''+m~-l+l 0. (3) 
~-~ applied to (3) yields 
0 1 0 "~ 1 0 1 m'+'~+'+'~-~ 0. (4) 
(Here the two leftmost l's have been shifted left.) , , ,-t r l~ applied to (4) yields 
0 1 0 "1 1 0" '  1 m'+'''+'~-~+l 0. (5) 
Continuing as above, i.e., by applying 
ms-1 ma--I mr,-1--] 
7"226 TIM T226 gll)6 ".. T226 T196 
we arrive at the required pattern. : : 
PROPOSITXON 4. For  any posi t ive integers n~ , n2 ..... n~ , 
0 1 "~ 0 1"' 0 "" 1 "~ 0 is in ~r 
Proof.  By Lemma 3 there is a r such that 
[e, ~ = 0 1 0 "t I 0"  1 "" 0 "~-~ 10. (1) 
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nra Let n,, be the max of ni, 1 ~ i <~ k. Then r~ o applied to (1) yields 
0 1 "1 0 1 "'  0 -'" 1 "~-~ 0 1 "" 0. (2) 
If  n~ =nm,  we are finished. If  n~ 7/= nm, then 1"" [on the right of (2)] must be 
shortened to l "~. This can be accomplished by applying r~a -~ to (2). : : 
LEMMA 5. If each mi , 1 ~ i ~ k -- 1, is greater than 1, and each ns , 1 ~ j ~ k, 
is odd, then 
0 1 "~ 0 "~ 1 "~ 0"1 "'" 1 "~-~ 0 "~-~ 1 "~ 0 as in ~r 
Proof. Let h i = 1 and h" = (10) "-1 l(h a = 10101, h 4 ----- 1010101, etc.), and let 
Ix] be the smallest integer not less than x. By Lemma 3, 
0 h r"~/~l 0'nl h r"*/21 0 "s "'" h r"~-~/21 0 mk-~ hr"~/~l 0 is in t~3)(c~). 
By applying Tin, to this, we obtain the required pattern. : : 
By Lemma 5, and one application of T2~0, we have 
PROPOSITION 6. For any ni , 1 ~ i ~ k, and any mj , l ~ j ~ k -- I, 
0 (1 1)"' 0 ":  (1 1)"' ' 0 " ' - '  (1 1) "~ 0 /s in ~r 
Notice that Proposition 6 shows that a simple "encoding" of any pattern is included 
in d~3)(c~). 
LEMMA 7. I f  each n i , 1 ~ i ~ k, is either exactly two, or greater than three, 
and if each m~ , 1 ~ j ~ k -- 1, is greater than one, then 
0 1 "~ 0 "~ 1 ~" 0 m" "'" 1 "~-~ 1 '~" 0 is in .;.r 
Proof. Let [ca] be a pattern satisfying the above form. Let [c~] obtained from 
[c1] by replacing each substring 1 m in [ca] , ni ~ 5 and ni odd, by 1% 0 1%, where 
nq,  hi. ~ 2, both are even and nq + nq + 1 : ni. By Proposition 6, [c~] as in 
.~r and [Ca] = [C~r~]. : :  
PROPOSITION 8. For 1 ~ i ~ hand 1 ~ j ~ k -- 1, any of the following conditions 
implies that 
0 1'*~ 0~ I" '  On" . .  1"*-~ 0"*-~ I"* 0 as in ~r (cp). (3) 
(A) None of the ni equals 1, 2, or 4. 
(B) None of the ni equals 1, or 3, and none of the m s equals 1. 
(C) None of the ni equals 2, and none of the m s equals 1 or 2. 
(D) None of the n~ equals 1 and none of the m~ equals |, 2, or 3. 
(E) None of the m s equals 1, 2, 3, or 4. 
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Proof. Case B is exactly that covered by Lemma 7. Any pattern of the form 
required by Case A can be obtained from a pattern of the form required by Case B 
by one application of r2~ o . Finally, the patterns atisfying Cases C, D, and E can be 
obtained from patterns atisfying Case B by one, two, or three applications of ~'uo- : : 
Figure 1 is a schematic presentation of the results in Proposltion 8. 
MINIMUM 
n i 
(1%)  
I 2 3 4 J 5 6 . . . . .  
MINIMUM mj (015) 
FIO. 1. Schematic summary of Proposition 8. 
IX .  A PATTERN DECOMPOSITION LEMMA 
By a configuration in standard decomposition we shall mean one that defines a 
pattern of the form 0 ~ fl 0 where for some n, m >~ O, c, = ~1~2 ... ~ ,  and each 0q 
is either a finite sequence of zeros of any length or the finite sequence 1 1 O; and 
fl = fllfl2 "'" fl,~, and each/3 i is either a finite sequence of zeros or the finite sequence 
1 0 0. In other words c ~ C is in standard ecomposition if, and only if, 
[c] =01100"1100"" '1100"1000"1000"" '1000"10 ,  
where each occurrence of O* is any finite sequence of zeros, including the sequence 
of zero length. 
Lemma 1 below is established through several emmas and propositions, many 
having some intrinsic interest. For readability we have placed these results in 
Appendix C. It is noted here that a great deal can be said about pattern decomposition. 
Here we limit ourselves only to that used to contribute to our completeness results. 
Lemma 1 plays a central role in Sections X and XI below. 
A COMPLETENESS PROBLEM FOR TA 153 
LEMMA 1. For any c ~ C there exists a configuration Ca in standard decomposition 
such that Ca~ : c where ~ ~ ( T)* is composed only from the scope-3 parallel transforma- 
tions 7/'166 and 7x8 o . 
It is noted in passing that any c c C can be transformed to a configuration in 
standard form by a finite number of applications of 7166 and rxso, but we do not 
need this result here. 
X, THE COMPLETENESS OF SCOPE-4 TA 
In this section we shall establish that ~r162 = ~.  
PROPOSITION 1. For any c ~ C in standard decomposition, there exists a finite 
sequence ~ of scope-4 parallel transformations such that c,~ = c. 
Proof. Let [c] =01 10 "1 1 10" ' l  1 " "0  n , l  0"~10 m~ 1 " "0  m.10,  n, >7 1, 
1 <~i<~r, mj~2,  1 <~j<~s, r , s~O.  
With respect to the TA (B, E ], [(--1), (0), (1), (2)], T), it will be convenient o 
specify any element of T by giving the set of sequences of length four that are trans- 
formed by a to 1, where a is the local transformation defining the element of T. For 
example, 7~, specified by {0010,0011,0100,0110,0111, 100, 1110, 1111}, is the 
0000 0 
0001 0 
0010 1 
0011 1 
0100 l 
01091 0 
0110 1 
0111 1 
1000 0 
1001 0 
1010 0 
1011 0 
1100 1 
l l01 0 
1110 1 
I l l l  1. 
element of T specified by 
Consider 
m will be specified later. 
[c~-~--'] = 0 1 -~ O. ( l )  
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Let rb be specified by {0001, 0011, 1001, 1011, 1101, 1111, 1110}. % applied to (1) 
yields 
0 1 1 0 1 "-~ 0. (2) 
Let *c be specified by {0110, 1101, 1100, 100, 1110, l l I l}. % applied n I - -  1 times 
to (2) yields 
0 1 1 0 "t 1 m-"1-1 0. (3) 
% applied to (3) yields 
0 1 1 0 "1 1 1 0 1 '~-"1-~ O. (4) 
r applied n z -- 1 times to (4) yields 
0 1 1 0 "t 1 1 0"  1 " - " r ' -2 .  (5) 
n| - - I  n(--1 nr--1 
Continuing in this way, i.e., by applying %% rb~'c "" rb% to (5), we arrive at 
()1 lO  "1 1 10"'  "" 1 I0"" 1"' (L (6) 
where m' = m - -  n l  - -  n2 . . . .  nr - -  r. 
Let *a be specified by {0011, O110, 1011, I 111, 1110, 0010}. *a applied to (6) yields 
0 1 1 0 "1 1 1 0"' "'" 1 1 0"  1 0 1 " ' -20.  (7) 
*c applied m 1 -- 1 times to (7) yields 
0 1 1 0 "~ 1 1 0"  "-" 1 1 0"  1 0 "1 l" '-r"rxO. (8) 
ra~-I  ma-i m a. 1--1 
By applying ~'~r c 7dr  c "'" Talc - to (8) yields 
#_ 
01 10"11 1 0"' "" 1 1 0"  1 0"~ 1 0 " '  ' ' '  1 0"'-~ 1 " 0, (9) 
whereto" = m'  - -  m 1 -  m 2 . . . .  ms_  x - s +  1. 
Let ~-, be specified by {001 I, 0110, 0010}. r, applied to (9) yields the desired pattern 
[c] provided m was initially chosen so that m"/> 3. The special cases where r or s 
is zero can be easily handled. : : 
Corollary IX.3.1, established that for any c E C some cs in standard decomposition 
can be transformed to c by some sequence ~: of scope-3 transformations. From this 
result, Proposition 1, and the fact that all scope-n transformations are included in 
the set of all scope-m transformations, m >/n, we have 
THEOREM 2. ~/(4~(%) = ~.  
COROLLARY. For  any  n >i 4,  d ( " ) (%)  = #~. 
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XI. A COMPLETENESS RESULT FOR Two-DIMENSIONAL BINARY TA 
In this section we shall outline a proof of the following result. 
THEOm~M 1. There exists a two-dimensional binary TA (B, E 2, X, T) such that for 
any c E (7 there is a ~ ~ (T)* such that [c,~] = [c]. 
More explicitly, our proof outline will be an informal discussion of how for any 
given c ~ (7 one can construct as a function of c, configurations c~ and c R , and how one 
can specify Ct, ~:~, ~:s ~ (T)* and r' ~ T such that [c~r = [cs], [cs~:a] = [cR], and 
[cR~'~s] = [c], hence the ~: required by the theorem would be ~:l~:2r'~:s. 
Let M = (B, E ~, X, T), where 
X = [(--5, 1), (--4, l) ..... (3, l), (4, 1), 
(--5, 0), (--4, 0),..., (3, 0), (4, 0), (--5, --1), (--4, --I),..., (3, --1), (4, --1)], 
i.e., X defines a rectangular neighborhood of height three and width ten. 
By row j in E z, j ~ Z, we shall mean the two-way infinite sequence of cells 
.... (--2, j), (--1, j), (0, j), (1, j), (2, j),. . . .  
With respect o M, for any c c (7 there exists a c a e (7 such that for each j, the 
restriction of c d to row j is a configuration in standard decomposition, or is such 
that ca(i,j) = 0 for all i t  Z, and there is a ~:s ~ (T)* such that Car = c. A rigorous 
proof of this would be tedious, but from the results in Appendix C it should be 
clear how this could be done, e.g., the local transformation defining the terms in ~:3 
could be independent of all components of X except (--1, 0), (0, 0), (1, 0); and could 
be defining, in effect, T16 6 and rls 0 . Some sequence of applications of ri't6 and 
ri-sl0 applied to c would lead to the desired c a . 
Let R" be the set of cells of E 2 enclosed by the smallest rectangle with vertical 
and horizontal sides where all cells i such that ca(i) = 1 are included in R". Let 
(m+l ,n+l ) ,  (m+s,n+l ) ,  (m+s,n+r) ,  and (m + l, n + r) be the cells at 
the corners of R". We can assume that r and s are both greater than one, since the 
theorem is easily established for r or s equal to one. Let R' be the rectangle R" 
extended on the left so as to include only the additional column of cells (m, n + 1), 
(m, n + 2),..., (m, n + r). Now let R be the rectangle formed by extending R' so as 
to include four more columns on the left and then one line of cells on the bottom. 
The four "corner" cells in R would be (m -- 4, n), (m + s, n), (m + s, n + r), and 
(m -- 4, n + r). An example is given in Fig. 2(b). 
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9 R"  
0 0 0 0 0 0 0 0"0- 0 0 0 0~ 0 0 
~ o 0 0 0 0 0 0  1 0 0 0 0 0 0  0 O0000000 O0 00000~ 
O011000OO000OI /0  
I10110100010000 
0 O0 O00000000 O000 
(o )  C d 
R R / R/l 
o~oooooooo  
oi, , , lO lOOOOOOOOOOOOOOl l l  o 
9 . . oL ,  , , IO lOO,  ,ooooooooo ,11 /o . . .  
~ ~ ~ J ~ o J ~ o ~ o 9 q Lo_o_  O lO 
OU I t i t I I , , , I t i I i I , ,]o I' ' ' t~176 ~ ' : ? :  :=_ - :g J  0 
0 0 0 0 0 0 0 0  0 0 0 0 0 0 0 0 0 0 0  O0 
(b )  C z 
9 , . /R" 
000 00000000000000 IO 000  
o i? oo oli oo , ,  , , ' ,  0 I I I I t 0 0 I 
0 I I I I 0 O0 I I 0 I I I 0 I I I 0 I 0 
0 I I I I I 0 I I 0 I 0 0 0 I 0 0 
0 I I I I I I I I I I I I I I I I I I I 0 
(c )  C R 
FIG. 2. A construction of Ce from Cd. 
Let q be the configuration defined using R', R', R, and cd, as follows: 
(a) I f  i e R - -  R', then q( i )  = 1. 
(b) If i e R' -- R', then q( i )  ~- O. 
(c) If i e R", then q( i )  = ca(i). 
(d) If i e R, then cx(i ) = 0. 
[See Fig. 2(a) and (b) for an example of this.] 
Let cR be constructed from c z as follows9 For any (i, j ) c  E 2, let cR(i , j )  = q(i, j )  
with the following exceptions. If (i + 1, j), (i q- 2, j),..., (i q- k -- 1, j), k >~ 6, form 
a maximal contiguous horizontal ine of cells all in R and all containing O's in c,,  
i.e., each of the cells (i, j) and (i + k, j) either contain a 1 or are not in R, then the 
contents of cells (i + 2, j), (i + 3, j) ..... (i + k -- 2, j) are altered in the following 
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way to obtain c~. The unique string of length k-3 from the set (specified by regular 
expression) 111 u (1110)* (A u 0 u 00 w 000) is placed in the consecutive cells 
(i + 2, j),..., (i q- k --  2, j). [See Fig. 2(c).] 
Let cs ~ C be defined by: cs(i) =- 1 if i 6 R and cs(i) = 0 if i ~ R. Clearly there is 
a r ~ (T)* such that c~r 1 = c,.  We shall argue now that a r ~ (T)* exists such 
that c8r 2 = cx. 
Only cell (m + s, n + r) in c~ would have a neighborhood state a of the form 
0000000000 
1 1 1 1 1 1 0000 
1 1 1 1 1 1 0000.  
We can find a r ~ T that will change the contents of this cell to that required in cR, 
say a l ,  leaving all other cell contents unaltered. Call the resulting configuration c~ 1~. 
Only one cell, namely (m + s -- 1, n q- r) will have a neighborhood state in c~ 1~ of 
the form 
0 0 0 0 0 0 0 0 0 0  
1 1 1 1 1 1  axO00 
1 1 1 1 1 1 1 0 0 0 ,  
where a 1 ~ B. The contents of 
a 26 B, by some r e T giving a 
neighborhood state of the form 
0 0 
1 1 
1 1 
this cell can be changed 
configuration c s(2~. Again, 
as required by c R , say to 
~ has a only one cell in c 8 
0 0 0 0 0 0 0 0  
1 1 1 1 a~a l0  0 
1 1 1 1 1 1 0 0 .  
The contents of this cell can be changed to that required by c~ by some r ~ T. In the 
next steps (along row n § r) there will in each case be a unique neighborhood state 
of the form 
0 0 0 0 0 0 0 0 0 0 
1 1 1 1 1 1 ai+ 3 ai+ 2 ai+a ai 
1 1 1 I 1 1 1 1 1 1. 
This follows since the definition of c~ guarantees that not all of ai+ 3 , a i+ 2 , a~+ x , at 
can be ones. When a neighborhood state of the form 
0 0 0 0 0 0 0 0 0 0 
0 1 1 1 1 0 ak+a a,+, ak+x a, 
0 1 1 1 1 1 1 1 1 1 
s It will be convenient to represent neighborhood states by showing the contents of the 
neighborhood cells spatially arranged as the cells are visualized as being arranged in the array. 
57x/412-5 
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exists, this process of altering row n + 9 is terminated. At this point there will be 
a unique neighborhood state of the form 
asa4a3aaa lO 000 
I I 1 1 1 0 0 0 0  
1 1 1 1 1 0 0 0 0 ,  
where not all of as,  a4, a3, as,  a 1 are ones. A r ~ T can be found that will change 
the 1 below a I as required in c a . We can now move along row n + r - -  1 and at 
each step there will be a unique neighborhood state of the form 
ai+ 8 ai+ 7 a,+ 6 a i+ 5 ai+ 4 a i+ a ai+ a at+ 1 af 
1 1 t 1 1 b~+a bi+~ bt+x b~ 
1 1 1 1 l d,+3 di+i di+l di, 
where the a's, b's, and d's are in B, not all the b's are l 's and there is a k, 
i + 8 >/k  >~ i + 4 such that a~ = 0. Continuing this process in turn on each row 
in R except the bottom row of R, we arrive at a configuration that can be changed 
to c R by changing the contents of any cell i from 0 to 1 if cell i is part of a contiguous 
sequence of cells ( j  + 1, k), ( j  + 2, k) ..... (j + t, k), where t />  3, each containing a 1. 
But this can be done in one step by some ~" ~ T. Hence, there exists a ~:z such that 
Cs~ z = oR, and c~,~x~2r'~3 =- c. : : 
Extending Theorem 1 for TA  of higher dimension is possible by a similar process. 
XI I .  CO~CLUmNG REMARKS 
Although this report was concerned mainly with what we called one-dimensional 
binary scope-n TA, in Section XI we indicated how a completeness result could 
be obtained for higher dimensional TA, but again with the binary state alphabet. 
There is little known at present concerning the completeness problem for TA  with 
nonbinary state alphabets beyond the following which was established in a slightly 
different framework in [13]. 
THEOREM 1. Let (A, E 1, X, T) be such that for some k ~ Z, k and k + 1 are among 
the components of X,  and #(A)  : 2" for some m >~ 2, then {[c] ] c~ = c for some 
~ (T)*} = {[c] I c ~ C). 
We moved past the scope-2 TA rather quickly, showing only that there exist 
patterns not generable in such structures. There are, however, a number of open 
questions one could formulate, e.g., how can one characterize pattern sets generable 
by scope-2 TA  ? Are these decidable sets ? We might note that not all symmetric 
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patterns are in ~r e.g., 011010110 r162 and not only symmetric 
patterns are in ~(2)(c~), e.g., 01001010 ~ ~r 
We concerned ourselves here exclusively with contiguous neighborhood structure, 
and although a good deal is known about neighborhood structure in TA [15]-[18], 
there are many open questions here as well, e.g., would a one-dimensional binary TA 
with X = ((0), (1), (3), (4)) be capable of generating any pattern ? 
The question of whether certain set inclusions are proper or not has not been studied 
yet, e.g., for S C C, ~r C ~r ~ ~r or ~r C ~) (c~)  ~ ~(~ 
As we mentioned earlier, the pattern decomposition phenomenon appears to have 
a good deal of intrinsic interest. It might be noted here that had we defined w' (see 
Appendix C) by: for any c e C, cTr' = (crle~) r18o, the results would have been altered 
slightly. For example, Theorem C.13 would have appeared as follows. 
THEOREM C.13'. Let c ~ C and let Q ,  c 2 .... be the sequence of predecessors of c 
under ~'. Then for some n, c'* is of the form 
010"110"**'"0"*'10 p l O1110 "1101110 ~* 
9 "0m, 101110q110 k~ 110~* ""0k~ 110,  
where r ,s , t  >~0, n~ >/2, t ~<i ~r ;  m~ ~> 1, I ~< i ~<s; k~ >~ I, 1 <~i <~t, and 
p, q > 1. Also, c,+j is of the same form except p and q are replaced by p + j and q + L 
respectively, j = 1,2 ..... 
A configuration i  standard ecomposition would then have defined a pattern of 
the form 
010 '.110 "~ .-" 0"' 10 '~ 110 "I 110 "z "-" 0 "~ 110. 
If one considers, for any c e C, the sequence of successors of c under ~- then it 
can be shown that eventually one will arrive at a pattern of the form 
010 "L10 ".5 ''' 0 ' '10  ~111010 " '111010 "~.." 
0"'1 11010 q110 ~1 I0  ~2''-0 ~'110,  
where ni >~ 2, mi ~ 1, and ki ~ 1. r, s, or t may be 0. 
If one uses r.' instead when the pattern eventually reached will be of the form 
0110"1110 "2" ' '0" '110~0101110"1010111 
0 "2" ' '0  m~ a l0  k l l0  k~'' '0 ~*10, 
where ni >~ 1, mi ~ 1, and k i >~ 2. Again, r, s, or t may be 0. 
In both of these cases an analog of Theorem C. 13 may be stated. 
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It seems interesting to interpret in the following way the results just presented. 
If one places any finite pattern into a tessellation space with a constant "environment," 
the pattern will decompose (or dissolve) into atomic "pieces" in a specific way, and 
in some cases will leave a "residue." The residues are in all cases composed of identical 
minimal pieces that do not dissolve in the constant environment. However, momentary 
alterations in the environment will cause the residue to dissolve into the atomic 
pieces as well. 
The reader is referred to [23] (which is an enlarged version of [22]) for some 
suggestions on certain other directions for research on both structural and behavioral 
aspects of tessellation structures. 
APPENDIX  A:  ThE  MONOTONIC GENERATION OF [r FOR THEOREM V I I .3  
A monotonic generation of [c'] from % is accomplished by the following sequence 
of transformations: 7166 , 715 r , 7166 , ra54 , r154 , 7150 , 715 r , rXS 0 , 790, r lS 0 , 7210 , 790,  
7120 ) 7166 ) "/'120 , 766 ) 7154 , 7210 , 7166 , 7160 , 7166 ) 7180 ) 7210 ) 7"86 , 7120 ) 7166 , "riB0 ) 7166 , 
7154 ) 7180, 7166, 7166, 7166, 7180, 7180, 7180 ) 790, 1"166 , T180, 7166 ) 7180 ) 790 ) 7180 ) 7166 9 
The generation was checked on the Mobidic computer by Mr. Roy Mattson and 
the printout of the successive configurations appears as Fig. 3. 
APPENDIX  B: THE PROOF OF THEOREM V I I .5  
With respect to the TA ~(3) = (B, E l, [(--1), (0), (1)], T), if for any c, c' ~ 0 and 
re  T, c7 = c' and lg(c) <~ lg(c'), then the relative positions of IL and 1R for c and c' 
must be (from Lemma VII.2) as indicated in one of the cases below. 
[c ] - - - - -O l~ 100 (A) 
V] =01- -10 ,  
[e] = 001  - -  10 (U) 
[~'] = 01 - -  1 O, 
[c] =001 100 (c)  
[c'] - -01 - -10 ,  
[d = 001 - -  10 (D) 
[e'] =01- -  100,  
[c] = 01 - -  1 o 0 (E) 
[c'] =001 - -10 ,  
M = o 1 - -  1 o (F) 
[c'] =Ol~lO.  
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0000000000000000000000100000000000000000000000000000 
0000000000000000000011010000000000000000000000000000 
0000000000000000000100110000000000000000000000000000 
0000000000000000001011101000000000000000000000000000 
0000000000000000010011000100000000000000000000000000 
0000000000000000111100101110000000000000000000000000 
0000000000000001111011001101000000000000"000000000000 
0000000000000000110100100011100000000000000000000000 
0000000000000001110011010110110000000000000000000000 
0000000000000000101000111001001000000000000000000000 
0000000000000001000101011110110100000000000000000000 
0000000000000010101000010010110010000000000000000000 
0000000000000001010100001001111001000000000000000000 
0000000000000011111100011010110011000000000000000000 
0000000000000010000110011101111011100000000000000000 
0000000000000111001011100100001000110000000000000000 
0000000000001110110011011010D10101101000000000000000 
0000000000010110011101001001100000100100000000000000 
0000000000111000101011011010000001101100000000000000 
0000000000010100111100100111000000010010000000000000 
0000000000111101011001101010000000110110000.000000000 
0000000000011011100100011111000000001001000000000000 
0000000000101001111010'101111100000010110100000000000 
000000000110111000101010000011000011001.0110000000000 
0000000001111011000101010000111000111001111000000000 
0000000010110100001111110001010001010010110000000000 
0000000011001110000111101001111001111011001000000000 
0000000100010100001011011010110010110100011000000000 
000000101010001001001001000010110010001011.0100000000 
0000001111110021011011011000110010110011001110000000 
0000010111100100100100100001000111000100010100000000 
0000111011001101101101100011001010001100111100000000 
0001010100010010010010000100011110010001011000000000 
00011-11110011011011011000110001101011001100100000000 
0000111101000100100100100001000011100100010110000000 
0000011011100110110110110001100001010110011001000000 
0000111010111110110110111011110010000111111110100000 
0001010111011101001001010101100110001011111101100000 
0001111010101011101101111110010001001101111010010000 
0010110111111101010010111100110011010010110110110000 
0011001011111011111011011010001000111011001001001000 
01111100100010100010110110010101011"01011110110110100 
0011101011001111001100100101111110011101101001001110 
0101011100010110010001101110111100101010011011010100 
Flo. 3. The successive configurations in the generation of c'. 
With respect to d (a), if cr = c', then by the substring of c associated with symbol 
c'(i)for r we will mean the triple made up ofc( i  - -  1), c(i), and c(i + 1), in that order. 
This is of course the argument transformed by o to c'(i), where ~ defines r. 
For finite configurations c and c', if Cr3o = c' and lg(c) <~ lg(c'), then the substring 
of c associated with Or. (i.e., the zero to the immediate left of 1L) of C' is uniquely 
determined to be 000. This follows from the easily verified fact that only Case (C) 
could hold for ra0 in the given situation. 
For finite configurations c and c', if cr18 o : c' and l g (c )~ lg(c'), then after 
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verifying that in this situation only Case (A) or Case (E) is possible, it follows that 
only 001 or O11 could be the substring of c associated with 0/. of c'. 
Similarly, only 001 or 010 could be the substring oft  associated with Or. of c' for ra20, 
and only 000 could be the substring of c associated with OL of c' for Tns, both subject 
to the requirement that/g(c) ~< lg(c'). 
In summary, for the monotonic ase only the following ~rmsarepo~ible. 
= 0oo i  lO0, 
It'] = [c~] = 0~1 10, 
~] =0001 loO, 
~'] =[cwm] = 0~1 10, 
= 000101- -100 ,  
or [~ =000100 100, 
or ~=000011- -100 ,  
V] =[cr~ = 000~1 10, 
=00111- -100 ,  
or ~ =00010- -100 ,  
V] = ~ = 0o~1 10. 
We now construct a graph G as follows. Each node is represented by a circle divided 
into four quadrants, and each quadrant isassociated with a transformation as indicated 
in Fig. 4(a). 
One node of G will be called the initial node, or node 0. Each quadrant of the 
circle designating node 0 will contain certain pairs of binary digits determined as 
follows. For any finite configurations c and c' such that cr~ = c', i = 30, 118, 120, 
or 180, and/g(c) ~</g(e'), a~ is written in the quadrant associated with r~ of the 
circle representing node 0 if, and only if, aaa~ is the substring of c associated with 
0L oft'. 
Node 0 will, therefore, be represented asseen in Fig. 4(b). 
There will be an arc labeled 1 from node 0 to node 1. For i = 30, 118, 120, or 180, 
is written in quadrant associated with ri for node 1 if, and only if, oi(ala~) = 1, 
where o~ is the local transformation defining T~, and ~1~ is in the quadrant associated 
with ~ for node 0. There is no arc labeled 0 leaving node 0. 
Now, in general, each node j, j > 0, will have two arcs leaving it, one labeled 0, 
the other labeled 1. If there is an arc labeled fl leaving some node j, then the node 
that this arc goes to is represented by a circle where, for i = 30, 118, 120, or 180, 
the quadrant associated with ~q contains a~ if and only if o~(~xa~as) = fl and axa 2 
appears in the quadrant associated with ri for node j. If no pairs qualify for some 
quadrant of this circle, then ~ is written into the quadrant. If for Ta0, ~1~0, or 7as o
(not rm), four pairs can be written in the quadrant, then a U is written into the 
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Ft0. 4. The Graph G. 
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quadrant instead of the four pairs. We name this node with some positive integer 
not already used to name some other node if no U symbols appear in a quadrant, 
otherwise we do not label the node with an integer and we shall refer to any such 
node as a U node. No arcs will leave U nodes in G. The entire graph 67 is given 
in Fig. 4(b). 
LEMMA 1. Let ~1, o~ ,..., ~, be a sequence of arc labels that determines a path on G 
from node 0 to a U node. Then for any m, and any sequence [31, [32 ,..., [3m, [3~ ~ B, 
1 <~ i <<. m, there exists a c ~ C and a ~'~, i ~= 30, 120, or 180, such that 
[c~,] = O ~ ~ .. .  ~ .  [3113~ "'" [3,,0. 
Proof. From the construction of G, it is easily seen that if n x na "'" ~n is a sequence 
of labels that specifies a path leading from node 0 to a U node with the U in the 
quadrant for ~-, then there must exist a sequence of pairs 7ff3,727s, YzT~ ,..., 7n-xTn, 
7-7,+I such that 7fit is in the quadrant for z of node 0. Following the arc labeled a t 
from node 0 would lead to a node with 727s in the quadrant for r. Following the 
arc labeled o~ from this node would lead to a node with 7374 in the quadrant for r, etc. 
Finally, the arc labeled ~,~ would lead to the U node. It can easily be verified that 00 
must always be one of the four substrings giving rise to a U node. From this fact, 
and since o(000) = 0 where ~ defines r, it follows that there is some ~'0 E B such 
that [el = 0 70 71 Y2"'" Yn+l 0 and [e'] = 0 a x o~... ~n 0 and ez = e'. 
In constructing raph G, had we not written U in the quadrants and instead 
continued constructing an extended graph (call it G'), then any arc leaving what 
would have been a U node would go to a node that again contains the four substrings 
in the same quadrant. This follows again from property R. Hence, any node reached 
on G' by following any path from a node with four substrings in some quadrant 
would lead to another node with four substrings in the corresponding quadrant. 
The Lemma then follows by an argument similar to the one above now for G'. : : 
L~WMA 2. The sequence of nodes of G determined by following any (infinite) path 
of the form ax o~ ... ~ O, ni ~ B, 1 <~ i <~ n, starting with node O, must eventually lead 
to a U node or else eventually become constant in node 6 or constant in node 15. 
Proof. Since the sequence of path labels eventually becomes constant in 0, one 
can check on G that from any node if one follows a path of O's, one is lead to either 
a U-node, to node 6, or to node 15. Since that latter two nodes loop on themselves 
with O's, the Lemma is proven. : : 
THEOREM 3 (Theorem VII.5). For any c' ~ C, there exists a ~,  i = 30, 118, 120, 
or 180, and there exists a c ~ C such that lg(c) ~ lg(c') and c~ = c'. 
Proof. Since c' is finite, [c'] is of the form 0 al ~2 "'" an 0, the cq being binary 
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digks and a x = 1. From Lemma 2 there must be some k for which the path on G 
specified by a 1 a, ... an O k leads from node 0 to either a U node or else to node 6 
or node 15. In the former case, the theorem is proven by Lemma 1. In the latter 
case, for either node 6 or node 15, there is some quadrant, of the circle representing 
the node, that contains 00. Let r be the transformation representing that quadrant. 
From the construction of G there must be a sequence of pairs of binary digits, 
7172,  Y,73 ,..., 7 ,+k-Wn+, ,  7~+kTn+k+l such that 7~+k = 7,,+k+1 = 0 and 717, is in the 
quadrant of node 0 associated with z, Y27z is in the quadrant associated with r of 
the node reached from node 0 by following the arc labeled a 1 , 7s)'4 is in the quadrant 
associated with r of the node reached from the last node by following the arc labeled 
a2, etc. Finally, following the arc labeled by the last 0 in the sequence a1 a~..., a,~ 0 k 
leads to node 6 or node l 5. Then it is easily seen that there is a 70 and a c e C such 
that [c] = 0 Y0 Y~ "'" Y,~ 0 and cr  = c' and the theorem is proven. : : 
APPENDIX C: THE DETAILS OF THE DECOMPOSITION RESULTS 
Our purpose here is to establish Lemma IX.1. This is accomplished after a series 
of preliminary results, many suggesting some interesting interpretations. 
PROPOSITION 1. For any  c e C there is a unique q e C such that  ca~-ls o = c and  
a unique c 2 ~ C such that  c~.q6 e = c. 
Proof .  For the case of ras 0 , it is easily verified that the orientation of IR for c 1 
and any c such that c = Cl,lS 0 must be as shown below. 
[q ]  - -  10  
[C] = [flTlSO] - -  - -  l 0. 
Since rlso has property R, the symbols of q to the left of IR of c I are uniquely 
determined by the symbols of c to the left of 1R of c. Hence, the uniqueness of c 1 
is established. The three consecutive symbols of c I mapped by ale 0 into IL of c must 
be one of 010 ,  I 00,  101,  or 111.  These four possibilities determine the following 
four forms for [q] and [c]. 
[q] - -0010 100,  
[qr18o] = [c] : 001  10, 
[Cl] = 00  I 100  100,  
[C1T180] = [C] = 0 0 0 0 1 10, 
[q] =001 101- - - -100 ,  
[ClTI80] = [r = 0 0 0 0 1 10, 
[Cl] =001 1 l - - - -  100 ,  
[ClT180] = [C] = 0 0 0 1 1 0. 
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Note that in each case c 1 is finite. The case for ~1~ is essentially the same argument 
above replacing R, I4 ,  and 1L by L, I r  and 14. : : 
The reader can verify that r18 0 and r16 6 are the only nomrivial scope-3 bijections 
on (7 (the transformations yielding identity mappings of ~ being the trivial trans- 
formations). 
Let ~r be the transformation on C defined by: For any c ~ C 
Although it can be shown that rr is not a scope-3 transformation, we do not need 
this result here. 
rr is, of course, a scope-5 transformation. I  general, for any scope-n transformations 
Pl and pa, Pips is a scope-(2n -- 1) transformation. 
The specification of the local transformation defining ,r is 
00000 0 
00001 0 
00010 1 
00011 0 
00100 0 
0010!  0 
00110 0 
00111 1 
01000 0 
01001 0 
01010 1 
01011 0 
01100 I 
01101 1 
01110 1 
01111 0 
10000 0 
10001 0 
10010 1 
10011 0 
10100 1 
10101 1 
10110 0 
10111 1 
11000 1 
11001 1 
11010 0 
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11011 1 
11100 1 
11101 1 
11110 0 
I1111 1. 
As an immediate consequence of Proposition 1 we have 
COROLLARY 1.1. For any c' ~ O there is a unique c ~ C such that c~r = c'. 
By the sequence of predecessors of a configuration c under ~r we mean the sequence 
c t , c  2 ,c  8, . . .wherecl~r = c, czTr =c  t,ca2r =c  2, .... 
When dealing with ~r below, we shall use the scope-5 neighborhood index 
X = [(--2), ( - -1),  (0), ( l),  (2)], i.e., if on = c', then c'(i) is determined from c(i -- 2), 
t(i --  1), c(i), c(i q 1), and c(i + 2). 
L~MM^ 2. I f  for some cOO,  c(i) :- IL,  and if c l ( i -  1) = IL where c x = c,r -1, 
then in the sequence cx , c~ .... of predecessors of c under ~r, c~(i --  j )  = l L for all j >1 I. 
Also, each pattern defined from a cj,  j >~ l, is of the form 
0110 10. 
Proof. Assume e and cn -1 = q have the forms 
[q] = [c~r -1] ~ O0001cx~8- -  
[c] - -  00000 1 - - ,  
where oK, fl ~ B. I f  a is the local transformation defining 7r, then since o(00010) = 1 
and a(0011]) = 1, a = 1 and fl = 0. Given any [cj] of the form 0 1 1 0 with 
e~( i - - j )  = IL,  assume that c j+ l ( i - j - - k )  = 1L for some k > 0 (c~+ffr = c~). 
Consider the substring 00001 of c~ containing IL. Since c~( i - - j -  k -  2) --- 
c~(i -- j -- k --  l) : c~( i - - j - - k )  :0 ,  and since o(00010)- - - -o(00l l l )  = 1, if 
follows that [ej+l] must be of the form 0 1 I 0 - - .  Since ~(01101) : ~(01100) = 1, 
cj(i - - j  -- k + l) = l, and since cj(i j )  : IL,  we can conclude: If  h > 0, then 
k : 1. Now assume k ~ 0. Since o(00001) :0 ,  k > --2. There are two cases 
left to be considered: h =0 and k : -1.  If k : --1, then [G] and [cj+l] are of 
the forms 
[Cj+l] = 00000 1 
[c~] =0001 I0  - -  
Since o(00011) =- 0, ~ = 0. Since ~00100) = o(00101) - -  0, k = --1 is impossible. 
If  k = 0, then [ci] and [cj.l] are of the forms 
[cs+d = 0001 ~ y - -  
[c;] =ooo i  lO - -  
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Since o(00010) = 1, a = 1. Since o(O0110) = O,/3 = 1. Since o(01111) = O, y = O. 
Finally, since o(11101) = e(ll lO0) = 1, k = 0 is impossible. : : 
COROLLARY 2.1. I f  for some c E C, c(i) = lz  and the pattern defined from c is of 
the form 0 1 1 0 - - - ,  then in the sequence cx, c2 .... of predecessors of c under ~r, 
e~(i - - j )  = It.for all j >~ 1, and each pattern defined from a c~, j ~ 1,/s of the form 
0110- -10 .  
LEMMA 3. 1f for some c ~ C, c(i) = 1R , and if  q( i  + 1) ---- 1R where q =crr  -1, 
then in the sequence cl , cz ,... of predecessors of c under rr, cj(i + j )  = 1R for all j >/ 1. 
Also, each pattern defined from a c~, j >/ 1, is of the form 
01 0010.  
The proof of this lemma is very much like the proof of the last one and is omitted. 
COROLLARY 3.1. I f  for some c ~ C, c(i) = IR and the pattern defined from c is of 
the form ~ 00  1 O, then in the sequence cl ,  cz .... of predecessors of c under rr, 
cj(i q- j )  = 1R for all j >/ 1, and each pattern defined from a c~ , j >~ 1, is of the form 
01- -oo10.  
LEMMA 4. Let c ~ C with c(i) = Ix.. I f  cx = c~r -1 and q( j )  = IL , then j >~ i -- 1. 
Also, if c(i) = IR and q( j )  = 1~ , then j <~ i + I. 
Proof. Let q and c be such that 
[c,~ -1] = [c d = 0 0 0 0 0 1 ~x ~2 0% 
It] =0000000 
Since o (00010) :  1, nx : 1. Since a(O0111) :  1, 0%=0.  Since o(01100)= 
o(01101) = 1, there is no 0% for this situation. The proof of the second part of the 
Lemma is similar. : : 
LEMMA 5. Let c I = c~r -1 and suppose c(i) = c(i + 1) = O for some i. I f  the substring 
of c a associated with c(i) is in the set {00110, 00011, 00001, 00000}, then the substring 
of c I associated with c(i + I) is also in this set. 
Proof. This can be easily verified from the definition of ~r. : : 
LF.MMA 6. Let c ~ C and c I = c*r -t. The substring of q associated with OL of c is 
in the set {00110, 0001 l, 00001, 00000}. 
Proof. The substring of c x associated with any 0 three or more cells to the left 
A COMPLETENESS PROBLEM FOR TA 169 
of 0L of c must be 00000. This follows easily from Lemma 4, Corollary IX. 1.1, and 
the fact that tr(00000) = 0. Let cell i contain such a 0 for c, then the substrings 
that can possibly be associated with cells i, i + 1, i + 2, i + 3, and i + 4, no matter 
what string c is, are shown below. 
00110 00110 
00011 00011 00011 
00001 00001 00001 00001 
00000 00(~ 00000 00000 00000 
0 0 0 0 0 
cell i cell i + 1 cell i q- 2 cell i + 3 cell i + 4. 
The proof is completed by a simple induction argument using Lemma 5. 
COROLLARY 6.1. Let c  9  and q = cTr -1. The substring of q associated with 1L 
of c is in the set {00010, 00111, 01100, 01101}. 
LEMMA 7. Let [c] be of the form 0 1 1 0 a I ~2 "'" a~ O, k >/0,  ~ 9 B, 1 ~ i ~< k, 
and let c 1 = c~r -1. Then [q] = 0 1 1 0/31/33-"/3m O,for some m ~ O,/3~ 9 B, 1 <~ i ~ m, 
and the relative positions of [c] and [ca] are 
[c~ "-1] = [Cl] = 0 1 1 0 /31 /32-  
[c] =001 10 ~x- -  
- -  ! 
= , -1 m I f  [c'] 0 c~ 1%-"  ~k 0 and c x' = c ~r , where [q'] = 0 fix' flz' "'" tim' O, then m' = 
and/3/  = f14 , 1 <~ i <~ m, and the relative positions of [c'] and [q'] are 
[c1'] = O/3, . /3,  
[c'] = 0 0 ~1 - -  
Proof. Suppose c~ 1 = 0. Then the possible substrings of c 1 that can be associated 
with the symbols 0L to al of c are 
10000 00000 
11000 10001 00001 
01101 11001 10011 00011 
00110 01100 11011 10110 00110 
0L 1L 1 0 ~1 ---- 0. 
From Lemma 6 the possible substrings associated with ~i for c' are also limited to 
these same substrings. The substring that actually is to be associated (from Corollary 
IX.I.1 it is unique) with ~1 is determined by ~2 "'" ~ 0, and hence must be the same 
for q and q' .  It follows that m' -~ m and the/3/ =/3 i ,  1 ~ i ~< m. 
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Suppose ~a = 1. Then the possible substrings of c a that can possibly be associated 
with the symbols 0L to al of c are 
10000 00010 
11000 10001 00111 
01101 11001 10011 01100 
00110 01100 11011 10110 01101 
0L 1L 1 0 ~1 = 1. 
From Corollary 6.1, the possible substrings associated with ~1 for c' are also limited 
to these same substrings. The rest of the proof follows in the same way as above. : : 
COaOLLARY 7.1. Let [c] be of the form O 1 10 m 1 10 nt ".  1 10",  1 1 0 ~a "'" ~ O, 
r >1 O, n i >/ 1, 1 ~ i ~ r, k >1 O, cq E B, 1 ~ i <~ k. Let q = cTr -a ,  then [q] = 
0 1 1 0 ~, 1 1 0"1 ... 1 1 0 "2 1 1 0131 ""[3,,O, forsomera >~ O, andsorae[3iEB, 1 <~ i <~ m, 
and the relative positions of [c] and [q] are 
[crr -a] =[q]  =01 10 0110131/32-  
[c] =001 10 01 10 aa- -  
I f  [c'] = 0 cq ~ "" % 0 and q '  = c'zr -1, zvhere [c(] ~- 0 [3a' "'" fin' 0, then m' = m 
and [3 i' = [3i, 1 <~ i <~ m, and the relative positions of [c'] and [q'] are 
[ca,] = 0 [31 [3~- -  
[c'] = O 0 ~a - - - -  
L~MMA 8. Let q =crr  -1 and suppose c(i) = c(i --  1) = O for some i. l f  the substring 
of c a associated with c(i) is in the set {00100, 01000, I0000, 00000}, then the substring 
of c a associated with c(i --  1) is also in this set. 
Proof. This can be easily verified from the definition of ~r. : : 
LEMMA 9. Let c E C and c I = crr -1. The substring of c a associated with OR of c is 
in the set {00100, 01000, 10000, 00000}. 
Proof. The substring of c 1 associated with any 0 three or more cells to the right 
of OR must be 00000 (from Lemma 8 and Corollary IX.I.1). Let cell i contain 0R, 
then the substrings associated with cells i, i + 1, i + 2, and i + 3 are 
00000 
10000 00000 
01000 10000 00000 
00100 01000 I0000 00000 
o,  o o o 
cell i cell i + 1 cell i + 2 cell i + 3 
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COROLLARY 9.1. Let c E C and c x = c~1 .-1. The substring of c I associated with I R 
of c is in the set {11000, 10100, 00010, 10010}. 
LZavtMA I0. Let [e] be of the form 0 % .-. % a 10010,k~>0,a I~B,  1 ~ i~<k,  
and let q = crr -1. Then[q] = Off,. ""fl2fll 00  10, for some m >~ O, fli ~ B, 1 <~ i <~ m, 
and the relative positions of [c] and [q] are 
[ s = [Cl] - -  - -~2/~100 I 0 
[c ]=- -~x0 0100.  
I f  [c'] = 0 %- . .  % al 0 and c 1' = c'./i --1, where [q'] = 0/3~,, ... /32' /31' 0, then m' = m 
and ~,' = ~, , 1 <~ i <~ m, and the relative positions of [c'] and [q'] are 
[C1 t] = - -  ~2 ~10 
[e] =- -~10 O. 
Proof. Suppose ~x 1 =- 0. Then the possible substring of c I that can be associated 
with symbols 0s to ax of c are 
00000 00000 
00100 00100 00001 
01000 01000 01001 00010 
10000 10000 10001 10010 00100 
a 1 = 1 0 0 IR OR. 
From /_,emma 9 the possible substrings associated with al for c' are also limited to 
these same substrings. The substring that actually is to be associated with a I (from 
Corollary IX. I . I  it is unique) is determined by 6 % "" %,  and hence must be the 
same for c x and q' .  It follows that m' --= m and the/3~ =/3{, 1 ~< i ~< m. 
Suppose o~ 1 -- 1. Then the possible substrings of c I that can possibly be associated 
with the symbols OR to o h of c are 
00010 00000 
10010 00100 00001 
10100 01000 01001 00010 
11000 10000 10001 10010 00100 
~1 = 1 0 0 1R Os. 
From Corollary 9.1, the possible substrings associated with ~1 for c' are also limited 
to these same substrings. The rest of the proof follows in the same way as above. : : 
COROLLARY 10.1. Let [c] be of the form 0 % "" % ~1 0"" 1 0 "'-1 1 "'" 0"' 1 O, 
r <~0, n 1 <~2, 1 <~i<~r, k<~O, a~r 1 ~ i<~k.  Let q =crr -1. Then [cl] = 
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0 [3,~'" flz [~ 0~ 1 0 "'-z I "'" 0 ~ 1 0 ~ l O, for some m ~ O, and some [3 i ~ B, 1 ~ i ~ m, 
and the relative positions of [c] and [cd are 
[el] =- -~2~10100 0010 
[c ] - - - -~10 100- -0100.  
I f  [c'] = 0 ~ ' - -  a~ ~a 0 and c 1' = c'rr -~, where [c'] = 0 fire, "" ]3~' ~a' 0, then m' = m 
and ~ '  = ~,1  <~ i ~ m. 
We can summarize what has been proven up to this point as follows. Let 
[c] = 0110 ~ I 10  n~ "- 110  ~, 8a .-. 3~ 0 m~ 10 TM "'" 0 m" 10, where each ni is greater 
than zero, each mi is greater than one, and the 3's are arbitrary elements of {0, 1}. 
I f  q = cw -t, then [q] and its relative position to [c] is 
[ca] = 0 1 1 0 "~ - - 0  1 1 0 0 " - t  ~1 "'" ~/~+2 0ml--1 0 1 0~t'--I 0 1 
[c] = 0 0 1 1 0 "~ 0 1 1 0 "-~ 0 8x "" 3~ 0 0 "~-x 1 - -  0 0 '~'-~ 10 0, 
and the substring Yt "'" Yk+2 of q is determined solely from the substring 81 "" 8k 
of c as if [c] were 0 81 "" 8k 0. 
In Lemma 3 we showed that when la  for any c ~ C is in a cell i and when 1~ for 
e I = crr -1 is in cell i + 1, then [cl] is of the form - -  ~ On 0 1 0, n /> 1, where 
is in a cell j ,  j < i. We have seen that the substring 0 0 1 containing IR will continue 
to move right in the sequence of predecessors for rr and will not influence the symbols 
to its left. Also, from Lemma 2, when 1L for any c ~ C is in a cell i and when 1L for 
q = err -1 is in a cell i - -  1, then [ca] is of the form 0 1 1 0 '~ n n >~ 1, where 
is in a cell j ,  j > i. We have seen that the substring 1 1 0 containing 1L will continue 
to move left in the sequence of predecessors for rr and will not influence the symbols 
to its right. 
By the rr-decomposition remainder of c, c ~ C, we mean the substring ~a "'" a~, 
k >/0 ,  of c of shortest length where o~ a = n~ = 1 and if k >~ 3, then ~ % % =/& 1 1 0 
and ak-2 ~-1  ~ 3 ~ 0 0 1, when [c] is considered to be of the form 
8 1 1 0 '~t -" 1 1 0 ~" ~1 "'" ~k 0 '~1 1 0 TM 1 "'" 0 '~" 1 0, 
r ~0,  ni>~ 1, 1 < i~<r ,s>~0,  m~-~2,  1 ~<j~<s.  We have proven 
PROPOSITION 11. Let c ~ C, and let q ,  c 2 ,... be the sequence of predecessors of c 
under w. Then if ~l, ~2~ "'" ~k, is the 7r-decomposition remainder for c i ,  i = 1, 2,. . ,  
then if for c~ we have that ~1~ is not in a cell to the left of that which will contain ~,  
and ~ is not in a cell to the right of that which contains ~ . 
This proposition tells us that in the sequence of predecessors of c for ~r the length 
of the w-decomposition remainder will never increase from one step to the next, 
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hence is monotone decreasing. Therefore, the sequence of remainder lengths will 
eventually either go to zero, or will become constant. 
THEOREM 12. For any c ~ C, if in the sequence ofpredecessors under 7r the sequence 
of 7r-decomposition remainder lengths becomes constant, hen these remainders will become 
constant in the form 111010 ~,1 11010 '~2' ' '0  ~'11 101,  n~ >~ 1, 1 ~ i~t ,  
t ~ O. Also, if the remainder becomes constant and if cell i contains the leftmost symbol 
of the remainder, then cell i will continue to hoM this leftmost symbol in the sequence 
of predecessors f om then on (in other words, the remainder is then held fixed in the same 
cells). 
Proof. From Lemma 2, Corollary 6.1, and the definition of ~, if the ~r-decomposi- 
tion length is constant going from some c ~ C to c x = c~r -1, then [cx] must be of the 
form 
[q] - -0011 10- -  
[c] O01 
I f  c~ = cffr -1, then [c2] is of the form 
[c2]-- 0011 I0 
[q] 0 O1 1 1 
I f  c s = c~rr -1, then [ca] is of the form 
lea] - -00111010- -  
[ c2] - -001110 
I f  Q = czar -1, then [c4] is of one of the following forms: 
[4] - -0011101000 
[c4'] - -0011101001- - ,  
[q] - -0011101011- - ,  
[ca] - -00111010 
It is easy to show that [Q] would lead to a [C4(7T--1) 2] of the form 
- - 0 0 t  t i01011 t Ol 0 - - ,  
[Q'] would lead to a [Q'(lr-1) 2] of the form 
- -00111010011 I01- - ,  
r It --11 and [c~] would lead to a [ca. j of the same form as [c~]. By an induction argument 
we can conclude that if in the sequence of predecessors, the remainder is to be of 
constant length, then it must be of the form 
1110 lO~ll 11010 ~z On'l 1101,  
wheren i>~ 1, 1 ~<i~<r .  
57~[41z-6 
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We shall refer to remainders of this form as reduced remainders, and to zr-decom- 
positions with reduced remainders as reduced zr-decomposi.tions. A 7r-decomposition 
with a null remainder will be referred to as a standard decomposition. 
The following theorem summarizes what has been proven so far. 
THEOREM 13. Let c e C, and let c a , c~ .... be the sequence of predecessors of c under f t .  
Then there exists a k, k >~ 1 such that for any n, n >~ k, c'` is a standard decomposition, 
i.e., [c'`] is of the form 
1 1 0 "1 1 1 0 n~ "'" 0 ~" 1 1 0 ~ 1 1 1 0 1 0 TM 1 1 1 0 1 0 TM 
9 "0  '~ '111010 q lO  k i lO k* l ' ' 'O  k*lO, 
where r, s, t ~0;  ne ~ 1, 1 ~< i <~ r; m i >1 1, 1 ~ i ~ s; k i >~ 2, 1 ~ i ~ t; and 
p, q > 1. Also [c~+~] is of the same form as [c'`] except p and q are each replaced by 
p + j and q + j, respectively, j = 1,2 ..... 
We now proceed to show that for any c ~ C there exists a standard ecomposition c' 
and a finite sequence ~: of scope-3 transformations such that c'~: = c. 
LEMMA 14. Let c be a reduced zr decomposition with a nonnull remainder and let 
c' = c(r~e) 2. Then c' is a ~r decomposition with a nonredueed remainder of length equal 
to that of the remainder of c. 
Proof. We shall show now that for any reduced zr decomposition 
[c] =0110 "`1110 "2' ' '0 "110  ~111010 "x111010 '~ 
9 "0  m'l 11010 q l0  k l l0  k21 . - .0  k) 10 
(r, s, t ~/0;  n~ 1, 1 ~ i <~ r; ms ~ 1, 1 <~ i ~ s; k~ ~ 2; 1 <~ i <~ t; p, q > l) 
when c is transformed by (~-]-~e) ~ the resulting pattern will have a form, 
01 I0  '~110 n . . . .  0 n ,110  p~l%' ' 'au0  q l0  k~10 k~l " '0  k t l0 ,  where ~ ieB ,  
1 ~ i ~ u, and where u is equal to the length of the remainder of e. Also "a ~ "'" ~u 
is determined solely by the remainder of c. We now argue that ~ ---- ~ = 1 and 
that u is the length of the remainder of c. 
It can be verified that the forms and relative positions of [c] and [cz~'~s ] are 
[c~-~6 ] = 0010 "`1010 "` 2 - -  0 "` r 010  ~ 01  
[c] - - - -0110 ~1110 ~ 0 '~110 ~11101- -  
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Since the substr ing of cT~-01e associated with the leftmost 1 of the remainder of c is 001, 
we can proceed to verify that [c] and [Crlsle] are related as follows: 
[crllo] = O 0 1 0 '~l 
[c] = 0 1 1 0 ~ 
- - - -010111 
- -111010 
In a similar way we can verify 
[c(r~2e) 2] = 000 1 
[c~1~] = 0 0 ~ 0 
010 ~ - 0  n~OlO 'O lO1110 m~-l, 
110 ~ - 0  '~ '110"1110100 "~-1, 
0 q - lO110 k~-~O110 kr2 -O110,  
0 q -11000 k~-21000 k2-2 -  1000.  
that [cr-f2e] and [c(ri~l) 2] are related as follows: 
10 ~-101 10 ~2-101 1 - - - -01  10 ~-1, 
00 ~-11000 ~2-1100-1000 p-l, 
0 1 1 1 1 10m~-I 0 1 1 1 1 1 0 m~- l -  0 | 1 1 1 l O q-1 
1 0 1 1 1 0 0 m'-I 1 0 1 1 1 0 0 m ~ - l -  1 0 1 1 1 0 0 q-1 
0 l 0 klO 1 0 k~ 0 k~O l 
l lO  k~l lO  k~ 0 k~l lO .  :: 
THEOREM 15 (Lemma IX. 1). For any c ~ C, there exists a c' ~ C defining a pattern c' 
in standard decomposition, 0 1 1 0 n~ 1 1 0 TM "'" 0 n" 1 1 O n 1 0 "~ 1 0"~ "'" 0 m81 0, such 
that c'~ = c for some finite sequence ~ of scope-3 transformations. 
Proof. I f  c 1 = c(~z-1) 'v is a r r  decomposit ion of c with a reduced remainder,  then 
obtain c 2 = c1(7i26) 2. I f  c3 = c~(~rs~)  is a zr decomposit ion with a reduced remainder, 
the length of its remainder must be less than that of c~. By continuing this process 
a finite number  of t imes we must arrive at a pattern [c'] that can be transformed 
to c by a sequence of z18 o and r~s transformations. : : 
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