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In the paper, a reproducing kernel method of solving singular integral equations (SIE) with
cosecant kernel is proposed. For solving SIE, diﬃculties lie in its singular term. In order to
remove singular term of SIE, an equivalent transformation is made. Compared with known
investigations, its advantages are that the representation of exact solution is obtained in
a reproducing kernel Hilbert space and accuracy in numerical computation is higher. On
the other hand, the representation of reproducing kernel becomes simple by improving
the deﬁnition of traditional inner product and requirements for image space of operators
are weakened comparing with traditional reproducing kernel method. The ﬁnal numerical
experiments illustrate the method is eﬃcient.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
In recent years, numerical methods on solving singular integral equations (SIE) have been paid attention by many
scholars. This type of equations is presently encountered in a wide range of mathematical models. Some of the ﬁelds of
application are physical, ﬂuid mechanics and fracture mechanics (see [1–3]).
In the known investigations, SIE of the second kind with Cauchy kernel is of the form
a(x)ϕ(x) + b(x)
π
1∫
−1
ϕ(t)
t − x dt + λ
1∫
−1
k(t, x)ϕ(t)dt = f (x), −1< x< 1, (1.1)
where a(x),b(x),k(x, t), f (x) are given Hölder-continuous functions and unknown function is Hölder-continuous. For sepa-
rating singularity of ϕ , weigh functions are introduced (see [4]) as
w1(t) = z(t)
r(t)
, w2(t) = 1
z(t)r(t)
(1.2)
where r(t) =√a2(t) + b2(t) > 0, z(t) is a standard function of Eq. (1.1). Standardized equation is obtained as
a(x)w1(x)ϕ(x) + b(x)
π
1∫
−1
w1(t)
ϕ(t)
t − x dt + λ
1∫
−1
w1(t)k(t, x)ϕ(t)dt = f (x), −1< x< 1. (1.3)
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on Eq. (1.1) including the collocation method, spline method, Galerkin method and so on [5–7].
SIE with Hilbert kernel is of form
a(x)ϕ(x) + b(x)
2π
2π∫
0
ϕ(t) cot
1
2
(t − x)dt + λ
2π∫
0
k(t, x)ϕ(t)dt = f (x), x ∈ [0,2π), (1.4)
where ϕ ∈ H2π . Ioukimidis proposed a numerical method under constant a,b as w1 = 1 using (1.2). Later, there are numer-
ical methods proposed in [8,9].
This paper is concerned with numerical evaluation for singular integral equations with cosecant kernel of the form
a(x)ϕ(x) + b(x)
2π
2π∫
0
ϕ(t) csc
1
2
(t − x)dt + λ
2π∫
0
k(t, x)ϕ(t)dt = f (x), x ∈ [0,2π), (1.5)
with
r(t) =
√
a2(t) + b2(t) = 0, (1.6)
where a,b ∈ H2π , k ∈ H2π , λ is a given constant, and it is required to ﬁnd the solution ϕ in H2π (see [10,11]).
So far, the study on Eq. (1.5) is only limited in some discussions on its characteristic equation [12]. A new method of
solving solution for SIE with cosecant kernel is proposed in a reproducing kernel Hilbert space in this paper. It is called
reproducing kernel method. The work is organized as follows. A RKHS W [0,2π ] is introduced in Section 2. The representa-
tion of exact solution for SIE with cosecant kernel is obtained in Section 3. Section 4 illustrates two numerical experiments.
It is shown that the reproducing kernel method proposed in this paper is eﬃcient.
2. A reproducing kernel Hilbert spaceW [0,2π ]
In the section, a RKHS W [0,2π ] is introduced for solving Eq. (1.5). The representation of reproducing kernel becomes
simple by improving the deﬁnition of traditional inner product (see [13]) in W [0,2π ].
Space W [0,2π ] is deﬁned by
W [0,2π ] = {u | u : [0,2π ] → R, u′ ∈ AC[0,2π ], u[0] = −u[2π ], u′′ ∈ L2[0,2π ]}.
The inner product and the norm in W [0,2π ] are of forms
〈
u(x), v(x)
〉= u(0)v(0) + u′(0)v ′(0) +
b∫
a
u′′(x)v ′′(x)dx, u, v ∈ W [0,2π ], (2.1)
and
‖u‖ = 〈u(x),u(x)〉1/2, u ∈ W [0,2π ].
W [0,2π ] is a complete reproducing kernel Hilbert space.
Subsequently, the representation of the reproducing kernel is provided by
Rx(y) =
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
−12y3+72xy(2+y)−x3(y3−12)+16π3(6−y3+6xy+3xy2)+6π((2+y)(x3 y−12y)+(y3−12)(x2+2x))
48(3+3π2+2π3)
+ 12π2(3x2 y(2+y)+2y3−12)
48(3+3π2+2π3) , y  x,
12y3+72xy(2+y)−x3(y3−12)−16π3(−6−x3+6xy+3x2 y)+6π((2+y)(x3 y−12y)+(y3−12)(x2+2x))
48(3+3π2+2π3)
+ 12π2(3xy2(2+x)+2x3−12)
48(3+3π2+2π3) , y > x.
(2.2)
In fact, from inner product (2.1) and formula of integration by parts, it holds that
〈
u(y), Rx(y)
〉= u(0)Rx(0) + u′(0)R ′x(0) +
2π∫
0
u′′(y)R ′′x (y)dy
= u(0)Rx(0) + u′(0)R ′x(0) + u′(y)R ′′x (y)
∣∣2π
0 − u(y)R(3)x (y)
∣∣2π
0
+
2π∫
u(y)R(4)x (y)dy.0
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following equalities are necessary.
R(4)x (y) = δ(y − x), (2.3)
Rx(0) + R(3)x (0) + R(3)x (2π) = 0, R ′x(0) − R ′′x (0) = 0, (2.4)
R(2)x (2π) = 0, Rx(0) + Rx(2π) = 0. (2.5)
From (2.3), it has R(4)x (y) = 0 as y = x. λ4 = 0 is its characteristic equation. Then the representation of the reproducing
kernel is assumed by
Rx(y) =
{
c1 + c2 y + c3 y2 + c4 y3, y  x,
d1 + d2 y + d3 y2 + d4 y3, y > x,
(2.6)
where coeﬃcients ci,di {i = 1,2,3,4}, could be determined by solving the following differential equations⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
Rx(x+ 0) = Rx(x− 0),
R ′x(x+ 0) = R ′x(x− 0),
R(2)x (x+ 0) = R(2)x (x− 0),
R(3)x (x+ 0) − R(3)x (x− 0) = 1,
Rx(0) + R(3)x (0) + R(3)x (2π) = 0,
R ′x(0) − R ′′x (0) = 0,
R(2)x (2π) = 0,
Rx(0) + Rx(2π) = 0.
(2.7)
3. Exact solution of SIE with cosecant kernel inW [0,2π ]
In this section, exact solution of Eq. (1.5) is obtained by deﬁning operators A, B : W [0,2π ] → L2[0,2π ]. Compared with
traditional reproducing kernel method, the deﬁnitions of operators weaken requirements for image space (see [14]).
3.1. Transformation of Eq. (1.5)
Diﬃculties of solving Eq. (1.5) lie in its singular term. But the singular term is integrable in sense of Cauchy principle
value. It holds that
2π∫
0
csc
t − x
2
dx = 4 ln
∣∣∣∣cot x4
∣∣∣∣, 0< x< 2π. (3.1)
An equivalent transformation is made for Eq. (1.5), it has
a(x)ϕ(x) + b(x)
2π
2π∫
0
(
ϕ(t) − ϕ(x)) csc t − x
2
dt
+ b(x)
2π
ϕ(x)
2π∫
0
csc
t − x
2
dt + λ
2π∫
0
k(t, x)ϕ(t)dt = f (x). (3.2)
Substituting (3.1) in (3.2), it obtains
a(x)ϕ(x) + b(x)
2π
2π∫
0
(
ϕ(t) − ϕ(x)) csc t − x
2
dt
+ 2b(x)
π
ϕ(x) ln
(
cot
x
4
)
+ λ
2π∫
0
k(t, x)ϕ(t)dt = f (x) (3.3)
where (ϕ(t) − ϕ(x)) csc (t−x)2 = 2ϕ′(x) while t = x. Note that limx→0 ln(cot x4 ) = ∞, it is required ϕ(x) satisﬁes
lim
x→0ϕ(x) ln
(
cot
x
4
)
= 0. (3.4)
It means singular term have been removed. So the problem of solving Eq. (1.5) is converted to solving Eq. (3.3).
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In order to solve Eq. (3.3), operators A and B are deﬁned by
(Aϕ)(x) a(x)ϕ(x) + b(x)
2π
2π∫
0
(
ϕ(t) − ϕ(x)) csc t − x
2
dt
+ 2b(x)
π
ϕ(x) ln
(
cot
x
4
)
+ λ
2π∫
0
k(t, x)ϕ(t)dt (3.5)
where if t = x, then
(
ϕ(t) − ϕ(x)) csc (t − x)
2
= 2ϕ′(x). (3.6)
If ϕ(x) ∈ W [0,2π ], k(x, t) ∈ C[0,2π ] × [0,2π ], then Linear operators A, B map W [0,2π ] into L2[0,2π ].
3.3. Exact solution of Eq. (1.5)
In order to obtain the exact solutions of Eq. (3.3), deﬁne
ψi(x) =
[
AyRx(y)
]
(xi), i = 1,2, . . . ,
where {xi}∞i=1 is dense in [0,2π ]. Hence, one gets
ψi(x) = a(xi)Rx(xi) + b(xi)2π
2π∫
0
(
Rx(t) − Rx(xi)
)
csc
t − xi
2
dt
+ 2b(xi)
π
Rx(xi) ln
(
cot
xi
4
)
+ λ
2π∫
0
k(t, xi)Rx(t)dt. (3.7)
In above form, if t = xi , (Rx(t) − Rx(xi)) csc t−xi2 = 2 ∂Rx(t)∂t |t=xi .
Theorem 3.1. {ψi(x)}∞i=1 is complete in W [0,2π ] if {xi}∞i=1 is dense in [0,2π ].
Proof. From ∂
2Rx(t)
∂t2
∈ C[0,2π ] × [0,2π ], it holds ∫ 2π0 ∂2Rx(t)∂t2 dt ∈ C[0,2π ] and
∫ 2π
0
∂Rx(t)
∂t dt ∈ AC[0,2π ]. Similarly,
since ( ∂
2Rx(t)
∂t2
− ∂2Rx(t)
∂t2
|t=xi ) csc t−xi2 ∈ C[0, xi) ∪ C(xi,2π ], it follows that ψ ′′i (x) ∈ C[0, xi) ∪ C(xi,2π ]. Subsequently,
ψ ′i (x) ∈ AC[0,2π ] and ψ ′′i (x) ∈ L2[0,2π ]. So ψi+1(x) ∈ W [0,2π ] (i = 1,2, . . .).
On the other hand, if for any u(x) ∈ W [0,2π ], it has〈
u(x),ψi(x)
〉= 0, i = 1,2, . . . ,
namely
〈
u(x),ψi+1(x)
〉= 〈u(x), (AyRx(y))(xi)〉
= Ay
〈
u(x),
(
Rx(y)
)〉
(xi)
= [Ayu(y)](xi) = 0. (3.8)
From the density of {xi}∞i=1 and uniqueness of solution on Eq. (3.3), it follows that u(x) ≡ 0. So {ψi(x)}∞i=1 is complete
in W [0,2π ]. 
Apply Gram–Schmidt orthonormalization of {ψi(x)}∞i=1:
ψ¯i(x) =
i∑
k=1
βikψk(x), (3.9)
where βik are coeﬃcients of Gram–Schmidt orthonormalization and {ψ¯i(x)}∞ is an orthonormal system.i=1
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(i) the exact solution of Eq. (3.3) could be represented by
ϕ(x) =
∞∑
i=1
i∑
k=1
βik f (xk)ψ¯i(x), (3.10)
(ii) the approximate solution
ϕn(x) =
n∑
i=1
i∑
k=1
βik f (xk)ψ¯i(x), (3.11)
and ϕ′n(x) converge uniformly to the exact solution ϕ(x) and its derivative ϕ′(x) respectively.
Proof. (i) Let ϕ(x) be solution of Eq. (3.3) in W [0,2π ]. From {ψ¯i(x)}∞i=1 is an orthonormal system, ϕ(x) could be expressed
Fourier series
ϕ(x) =
∞∑
i=1
〈
ϕ(x), ψ¯i(x)
〉
ψ¯i(x). (3.12)
Substituting (3.9) into (3.12), it holds that
ϕ(x) =
∞∑
i=1
i∑
k=1
βik
〈
ϕ(x),ψk(x)
〉
ψ¯i(x) (3.13)
where
〈
ϕ(x),ψk(x)
〉= [Ayϕ(y)](xk) = Aϕ(xk) = f (xk). (3.14)
Therefore, form (3.10) is the exact solution of Eq. (3.3).
(ii) Note that
∥∥Rx(y)∥∥2 = 〈Rx(y), Rx(y)〉= Rx(x),∥∥∥∥∂Rx(y)∂x
∥∥∥∥
2
=
〈
∂Rx1 (y)
∂x1
,
∂Rx2 (y)
∂x2
〉∣∣∣∣
x1=x2=x
= ∂
2
∂x1∂x2
Rx1 (x2)
∣∣∣∣
x1=x2=x
. (3.15)
Since Rx(x), ∂
2
∂x1∂x2
Rx1 (x2)|x1=x2=x are continuous function with respect to x in [0,2π ], one gets
∣∣ϕn(x) − ϕ(x)∣∣= ∣∣〈ϕn(y) − ϕ(y), Rx(y)〉∣∣

∥∥ϕn(x) − ϕ(x)∥∥ · ∥∥Rx(y)∥∥
 M1
∥∥ϕn(x) − ϕ(x)∥∥ (3.16)
and
∣∣ϕ′n(x) − ϕ′(x)∣∣=
∣∣∣∣
〈
ϕ′n(y) − ϕ′(y),
∂
∂x
Rx(y)
〉∣∣∣∣

∥∥ϕn(x) − ϕ(x)∥∥ ·
∥∥∥∥ ∂∂x Rx(y)
∥∥∥∥
 M2
∥∥ϕn(x) − ϕ(x)∥∥, (3.17)
where M1,M2 > 0 are constants. Hence, if ‖ϕn(x) − ϕ(x)‖ → 0 as n → ∞, the approximate solution ϕn(x) and ϕ′n(x) con-
verge uniformly to the exact solution ϕ(x) and its derivative ϕ′(x) respectively. 
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Numerical results of Example 4.1
Node ϕ |ϕ − ϕ280| ϕ′ |ϕ′ − ϕ′280|
π
10 0.156434 1.23211E-9 0.493844 3.78514E-8
π
5 0.309017 1.23462E-9 0.475528 3.74251E-8
3π
10 0.45399 2.41233E-9 0.445503 2.53568E-9
2π
5 0.587785 3.24481E-9 0.404508 4.16673E-8
π
2 0.707107 4.34244E-9 0.353553 8.35512E-9
3π
5 0.809017 3.4311E-10 0.293893 3.25751E-8
7π
10 0.891007 3.34275E-9 0.226995 6.35124E-8
4π
5 0.951057 2.16331E-9 0.154508 5.89753E-9
9π
10 0.987688 2.2773E-10 0.0782172 4.12353E-10
Table 2
Numerical results of Example 4.2
Node ϕ |ϕ − ϕ300| ϕ′ |ϕ′ − ϕ′300|
π
10 0.156434 2.58291E-9 0.493844 1.24616E-8
π
5 0.309017 8.98167E-9 0.475528 3.14329E-8
3π
10 0.45399 5.00123E-9 0.445503 1.57812E-9
2π
5 0.587785 7.23081E-9 0.404508 5.19717E-8
π
2 0.707107 4.39824E-9 0.353553 2.38912E-9
3π
5 0.809017 2.78239E-10 0.293893 1.78251E-8
7π
10 0.891007 1.79271E-9 0.226995 1.89112E-8
4π
5 0.951057 5.67281E-9 0.154508 2.19873E-9
9π
10 0.987688 2.39173E-10 0.0782172 1.10323E-10
4. Numerical experiments
Example 4.1. Let us consider a SIE with cosecant kernel
3ϕ(x) + 1
π
2π∫
0
ϕ(t) csc
1
2
(t − x)dt + 5
2π∫
0
t + x
2
ϕ(t)dt = 10(x+ π) + 2cos x
2
+ 3sin x
2
. (4.1)
sin x2 is exact solution of Eq. (4.1) with Eq. (4.2). The approximate solution ϕ280(t) and ϕ
′
280(t) are obtained by using the
form (3.11). All computations are performed using the Mathematica software package and numerical results are presented
in Table 4.1.
Example 4.2. Another SIE with cosecant kernel is of form
cos xϕ(x) + 1
2π
2π∫
0
ϕ(t) csc
1
2
(t − x)dt +
2π∫
0
cos
t + x
2
ϕ(t)dt = cos x
2
+ (cos x− π) sin x
2
. (4.2)
sin x2 is exact solution of Eq. (4.1) with Eq. (4.2). The approximate solution ϕ300(t) and ϕ
′
300(t) are obtained by using the
method proposed in the paper. Numerical results are presented in Table 4.2.
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