Abstract
Introduction
Brain computer interface is an area of research that has recently received much attention. A brain computer interface is a way of using an individual's thought processes to control computer or electromechanical hardware without using overt muscle activities [1] [2] [3] . This type of system has the potential to provide a new form of communication and control options for individuals paralyzed from high-level spinal cord injury, severe neuromuscular disorders, or amyotrophic lateral sclerosis (ALS). The methods and utility of a BCI are currently being investigated in the field of rehabilitation [3] [4] [5] and neurorobotics [6] [7] [8] .
A kind of brain computer interface system based on analysis of EEG. Generally, the EEG has poor spatial resolution and low signal-to-noise ratio (SNR) of any evoked response embedded within ongoing background activity. To distinguish signals of interest from the background activity various feature extraction methods have been applied, including band power calculations [9] , adaptive autoregressive models (AAR) [10] [11] [12] [13] , common spatial filters (CSP) [14] [15] [16] [17] and recently wavelet transforms [18] [19] [20] [21] . Using the extracted features of interest, two main classification methods have been used, linear and nonlinear classification. Linear discrimination analysis (LDA) [22] [23] [24] is a commonly used method for classification. Neural networks [25] [26] [27] [28] and support vector machines [29] are two main nonlinear classification methods. Regardless of the specific methods employed for feature extraction or classification, substantial between-subject variability in classification accuracy is often observed, e.g. [11, 30] , so far there is no best way for all subjects.
In this paper, we use short-term Fourier transform for the adaptive time-frequency analysis and energy entropy have been applied to feature extraction. Furthermore, we describe a method based on the statistical theory to perform classification of ERPs elicited under different stimulation conditions and the result has been compared with using back-propagation neural networks and support vector machines to perform classification.
Materials and Methods

Subjects and EEG recording
The dataset of BCI competition 2003 was used in this investigation. This dataset was provided by Graz University of Technology, which included three subjects: K3b, L1b and K6b.
The recording was made with a 64-channel EEG amplifier from Neuroscan, using the left mastoid for reference and the right mastoid as ground. The EEG was sampled with 250 Hz, it was filtered between 1 and 50Hz with Notchfilter on. Sixty EEG channels were recorded according the scheme in figure 1.
Figure 1. Position of EEG electrodes
The subject sat in a relaxing chair with armrests. The task was to perform imagery left hand, right hand, foot or tongue movements according to a cue. The order of cues was random. The experiment consists of several runs (>= 6) with 40 trials each after each; after trial begin, the first 2s were quite, at t=2s an acoustic stimulus indicated the beginning of the trial, and a cross "+" is displayed; then from t=3s an arrow to the left or right was displayed for 1s; at the same time the subject was asked to imagine a left hand, right hand, tongue or foot movement, respectively, until the cross disappeared at t=7s (Figure 2) . Each of the 2 cues was displayed 10 times within each run in a randomized order. 
Time-frequency analysis
The original EEG signal was time domain signal and the signal energy distribution was scattered. The signal features was buried away in the noise. In order to find the features, the EEG signal was subjected to time-frequency (TF) analysis. The goal of TF analysis was to give a description of the signal energy as a function of time and frequency. A good TF representation aids to extract features correctly and easily.
In this study, the TF distribution (TFD) was constructed from short-term Fourier transform (STFT), which used function Spectrogram in Matlab toolbox. Figure 3 showed the energy distribution on electrode C3, Cz and C4 in the time-frequency domain for the four types of motor imagery. The first column showed energy distribution of electrode C3,and the second and third column respectively showed those of Cz and C4. The first row referred to the TFDs when the subject was asked to imagine left-hand movement and the second to the fourth row were those corresponding to imagining right-hand movement, foot movement and tongue movement. During the left-hand imaginary movement, the energy concentrated in the 10 to 15 Hz frequency band on electrode C3, and it maintained to the end of imagining. In the same band on electrode C4, the energy only concentrated in the early stage of imagination (about 0 ~ 0.6 s). On the contrary during the right-hand imaginary movement, the energy concentrated in the 10 to 15 Hz frequency band on electrode C3 only in the early stage of imagination (about 0 ~ 0.6 s), but it maintained to the end of imagining on electrode C4. For the foot imaginary movement and the tongue imaginary movement, the energy distribution on electrode C3 are similar to electrode C4.
Energy entropy
Shannon entropy
The conventional definition of the Shannon entropy was described in terms of the temporal distribution of signal energy in a given time window. The distribution of energy in a specified number of data values intervals was described in terms of the probabilities in signal space { i p } where i p was the probability that i a X = , so entropy for discrete random variable X was defined as
The entropy of a random variable reflected the degree of disorder that the variable possessed. The more uncertain the variable was, the greater its entropy.
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Energy entropy
Short-term Fourier transform was a time-frequency analysis, which could analyze non-stationary timevarying signals on frequency domain and time domain at the same time, so the dynamic change of signal energy with time could be observed. Energy Entropy defined on the basis of this could characterize signal complexity with the changes in time, and also many of the characteristics in frequency domain, which had a good time-frequency local capabilities. 
Fisher distance
As mentioned earlier, the dataset used in this study include four types of imaginary movement. In this paper, any two of them was classified.
The Fisher class separability criterion [31] was used preparatory to extract features. The Fisher distance of two classes was calculated as where µ was equalizing value and σ was variance.
The Fisher distance was often used to denote differences between classes in classification research. The bigger the fisher distance was, the more notable the difference was. The difference between different types of motor imagery EEG signals was not obvious because of instability of EEG, coupled with the impact of noise, the features with large fisher distance might be features of motor imagery, and the features with
In order to make the selected features included the essential character of motor imagery as much as possible; the concept of the contribution was introduced in this paper, which was calculated as
where n t was the contribution, and n S was summation of first n larger fisher distances. Figure 4 showed the curve of n S with the increase in n .
The sample set was divided into training set R and testing set T. For training set R, calculated of initial feature collection P. When The distance between every feature in P of every training sample to the same feature of the other samples was calculated for effective feature collection Pex(x=1, 2). Calculating distance between the jth feature of sample k to the same feature of the two classes training samples as follows: Testing sample features bias matrix Pc was calculated as follows:
Which class of the testing sample was conclude by the number of "1" and "2" in matrix Pc .
Back-Propagation Neural Networks
Multilayer back-propagation neural networks were trained to classify any two of the four classes motor imagery EEG. The two classes were coded by 1 output unit. The hidden layer consisted of 20 units. The input layer had 200 units, 100 representing a channel and 100 for another.
The traingdx learning algorithm has been used to train the network, which uses gradient descend with momentum and variable learning rate in batch learning mode. Gradient descend with momentum can avoid a shallow local minimum and a variable learning rate can make the learning as fast as possible while maintaining stability. The batch learning was used to update the network weights after all training data was presented.
For each of the three subjects, a series of neural networks were trained to 99.99% classification accuracy using 50% of the trials (training set). Subsequently, the trained network was used to classify the remaining 50% of trials (testing set).
Support Vector Machines
The SVM proposed by Vapnik [32] has been studied extensively for classification, regression and density estimation. They are a method for creating functions from a set of labeled training data. The function can be a classification function with binary outputs or it can be a general regression function. We will restrict ourselves to classification functions. For classification, SVMs operate by finding a hypersurface in the space of possible inputs. This hypersurface will attempt to split the positive examples from the negative examples. The split will be chosen to have the largest distance from the hypersurface to the nearest of the positive and negative examples. Intuitively, this makes the classification correct for testing data that is near, but not identical to the training data.
In this paper, RBF kernel function was used in SVM, through which non-linear mapping can be achieved, and the model is not too complicated because it has few parameters. The same entering feature and performance evaluation index with BP neural networks was used when SVM was used as classifier.
Results
Energy entropy
The energy entropy of four types of motor imagery EEG in C3 and C4 electrodes was revealed in Figure 5 .
Motor imagery started from the third second and ended at the seventh second according to stimulate model in figure 2 . The imagination process was continuous in the four seconds. EEG energy transformation trend was different between imagery types, which incarnated by Energy entropy. Figure 5 showed that the energy entropy was significantly different between imagery left hand movement and right hand movement on electrode C3 and C4.
Classification accuracy
Four types of motor imagery was compartmentalized into two pairs (LR, LF, LT, RF, RT, FT). Each pair had been classified, and the highest classification accuracy was revealed in tables 1, which included the classification accuracy of three subjects (K3b, K6b, L1b) in different type combination. The position of electrodes saw in figure 1. The classification accuracy was the highest one between any two of all electrodes.
Application of Energy Entropy in Motor Imagery EEG Classification
Jianfeng Hu, Dan Xiao, Zhendong Mu Table 1 showed that classification accuracy was different between subjects on the same EEG signal processing and classification method. Classification accuracy of different electrode combinations showed that the highest classification accuracy appeared in different electrode combinations between subjects. For example, the highest classification accuracy of imagery left hand movement and tongue movement appeared in electrode combination (17, 9) for K3b, (34, 28) for K6b and (18, 9) for L1b.
The highest average classification accuracy of the three subjects was revealed in tables 2. 
Classification methods Compare
Back-propagation neural networks and support vector machine were applied to classify the four types of motor imagery EEG for K3b, L1b and K6b. The Table 3 showed that classification accuracy using our method was significantly higher then using backpropagation neural networks or support vector machine in any type combination for the three subjects.
Disscussion
The ability to classify motor imagery EEG signals has important theoretical and practical implications for both basic and applied research, which could be used to generate better input and feedback signals for brain computer interfaces in clinical applications.
The results of the studies related with the EEG signals classification indicated that all of the methods used for feature extraction have different performances and no unique robust feature has been found [19, 27, 29, 33] .
Therefore, the EEG signals classification was considered as a typical problem of classification with diverse features. The present study dealt with five-group classification problem, which is the assignment of segments to one of five predetermined groups.
The results presented in figure 5 showed that motor imagery EEG signals can be extracted using energy entropy. With energy entropy and our classification method, an average of 85% classification accuracy of the six type combination and the three subjects was achieved, which showed extracted features from energy entropy offer clear advantages for classification. The results presented in table 3 showed that our classification method has done a good job in this situation. Moreover, we believe that the current discrimination performance may be further improved because a rather crude fisher distance was used to extract features. Some useful feature may be lost.
In future work, we plan to further improve motor imagery EEG classification performance by other feature extracting method and try few trials even single-trial classification. 
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