In this paper, a class of linear functional differential systems with aftereffect, continuous and discrete times, and impulses (impulse hybrid systems) is considered. The focus of attention is on the structure of the Cauchy operator to the hybrid system under consideration and the representation of their components. Those allow one to give the representation of all trajectories of the hybrid system and to formulate conditions of the solvability for control problems in various classes of controls, to obtain estimates of the attainability sets under constrained control, and to study general linear boundary value problems for the solvability. A detailed description of all components to the Cauchy operator is given and their properties are studied. For the components with continuous time, some conditions of the continuity with respect to the second argument are obtained which is related to deciding on a class of controls. The main results are based on constructions of the Cauchy matrices to systems with continuous time and difference systems.
Introduction
The class of systems under consideration covers many systems that arise in mathematical modelling of economic dynamics processes and includes various kinds of models with aftereffect such as integro-differential systems, systems with distributed and lumped delay and allows one to take into account the response of the system to external impulse disturbances.
The system under consideration includes two types of variables simultaneously, namely, the state variables depending on the continuous time, t ∈ [0, T ], and the variables with dependence on the discrete time, t ∈ {0, t 1 , . . . , t N , T }. In such a situation, the term "hybrid systems" is of frequent use. As this term has many different senses, we follow the author of [1, 2] and apply the more definite term "continuous-discrete systems". It should be noted that, in the above works, a detailed motivation for the study of certain classes of continuous-discrete systems as well as some examples of the urgent applied problems such as stabilization, observability, and controllability problems are presented. For further results on the problems mentioned we refer the reader to [24] [25] [26] and the references therein.
First we describe the class of continuous-discrete systems in detail and define the operators and the spaces where they act. The focus of attention is on the representation of the general solution. We derive the main relationships for the fundamental matrix and the Cauchy operator, investigate their structure and describe an approach to studying the properties of the separate components.
The results obtained here form the basis for the study of control problems and boundary value problems for continuous-discrete systems with aftereffect and develop the previous results presented in [10, 15, 17-19, 21, 22] . In the sequel, we follow the notation and the definitions of those works. § 1. A class of continuous-discrete functional-differential equations with aftereffect Let us introduce the Banach spaces where the operators and the equations are considered and describe the main subject. |v(s)| n ds, where | · | n (or | · | for short if the dimension value is clear) stands for the norm in R n . The symbol V we use for the integrating operator:
Next we fix the set {τ 1 , . . . , τ m }, 0 < τ 1 < . . . < τ m < T , and define the space DS n (m) = = DS n [0, τ 1 , . . . , τ m , T ] (see [4, 7] ) as the space of piecewise absolutely continuous functions x : [0, T ] → R n representable in the form
Thus the elements of DS n (m) are absolutely continuous on each of [0, τ 1 ), [τ 1 , τ 2 ), . . . , [τ m , T ] and continuous from the right at the points τ 1 , . . . , τ m . Under the norm
Let us recall [6] that, for any linear bounded operator T : DS n (m) → L n , the operator Q : L n → L n defined by Q = T V is called the principal part of T .
The space DS n (m) was introduced in the theory of impulse systems by A. Anokhin [4] and came into use as the basis for a new approach to studying wide classes of problems. Here we restrict ourselves to some remarks only and refer the reader to [6] for more details. The theory of differential equations with discontinuous solutions was initiated by J. Kurzweil in [11] , where the "generalized ordinary differential equations" are considered. Nowadays this theory is highly developed, see, for instance, [5, 27] . Within the framework of this theory, the impulse equations are considered in the class of functions of bounded variation, and the solutions are defined as functions that satisfy an integral equation with either the Lebesgue-Stieltjes integral or the Perron-Stieltjes one. The integral equations in the space of functions of bounded variation are studied in detail in the monograph [28] . Let us recall that any function of bounded variation has the representation as the sum of an absolutely continuous function, a jump function, and a singular one. Thus, dealing with functions from DS n (m), we fix a finite number of jump points and omit the singular component that does not arise in many applied problems, say, in economic dynamics [9, 23] .
Next we fix the set {t 0 , t 1 , . . . , t µ },
We consider the systemẋ
where the linear operators T ij , i, j = 1, 2, are defined as follows below. 
where elements of matrices B 1 j , j = 0, , . . . , µ, are summable on [0, T ]. As usual, we put l i=k F i = 0 for any F i , if l < k.
where elements of matrices K 2 i are measurable and essentially bounded on
The Cauchy operator and the fundamental matrix of a continuous-discrete functional differential system with impulse impact
In the sequel we use some results of [7, 8, 12, 13] concerning the equatioṅ
and results of [3] concerning the equation
Recall that the homogeneous equation
where
E n is the identity (n × n)-matrix, each column x 0i (t) of the (n × (n + mn))-matrix X 0 (t) is the solution to the Cauchy probleṁ
Here
. The solution to (2.1) with the initial condition x(0) = 0 has the representation where C 1 (t, s) is the Cauchy matrix of the operator d/dt − T 11 . This matrix can be defined and constructed as the solution of the equation
with the condition C 1 (s, s) = E n , or as the solution of the integral equation
can be expressed in terms of the resolvent kernel R(t, s) to the kernel K 1 (t, s). Namely,
The general solution to (2.1) is of the form
with arbitrary α ∈ R n+mn . As for (2.2), the following analogs of the above given relationships take place: the fundamental matrix Z(t i ), i = 0, . . . , µ, to the homogeneous equation ( 
is the solution of the initial problem
The Cauchy matrix C 2 (i, j) is defined by
and gives the representation of the solution to (2.2) with the initial condition z(t 0 ) = 0,
In the sequel we put C 2 (i, j) = 0, if j > i. Thus the general solution of (2.2) has the representation
with arbitrary β ∈ R ν . Now consider the homogeneous equatioṅ
The principal part of the operator T = T 11 + T 12 C 2 T 21 is integral and Volterra with the kernel K(t, s) = K 1 (t, s) + K 2 (t, s) (see below (2.10), (2.11)). It is easy to see that this kernel satisfies the condition K. Recall that the Cauchy matrix of (2.7) is completely defined by the kernel K(t, s).
Denote the fundamental matrix of (2.7) by X, and let C 1 be the Cauchy operator of this equation.
MATHEMATICS 2019. Vol. 29. Issue 1 Theorem 1. The general solution of the continuous-discrete system (1.1) has the representation
where the fundamental matrix X and the Cauchy operator C are defined by the equalities
Here the operator components X ij and C ij , i, j = 1, 2, are defined by the equalities 
Substituting the right-hand side of the latter equality for z on the right-hand side of (1.1) we obtaiṅ
or, changing the order of terms,
In what follows we will use the representation of the operator T 12 C 2 T 21 . This one is obtained after calculating successively all values for arbitrary x ∈ DS n (m):
(2.10)
Let us write the first term on the right-hand side of the latter equality in the form where the kernel
satisfies the condition K. It follows from (2.5) that x = X α + C 1 T 12 Z β + C 1 T 12 C 2 g + C 1 f. Thus, turning back to z, we have
Now with the use of (2.8) and (2.9) we obtain the statement of the theorem. 
. The representation of the Cauchy matrix components
As is shown in [6, p. 68; 8, p. 57], the properties we study here are of considerable importance in different questions of the theory of functional differential equations. In particular, the smoothness of the Cauchy matrix in the first argument answers the question of differentiability under the integral in the integral representation for the components with continuous time, the properties of the Cauchy matrix as a function of the second argument impact onto conditions of the continuous dependence of solutions on the initial point in time and the true smoothness of the control function under the study of various classes of control problems. To study the above-mentioned properties, we derive here an explicit representation for the components of the Cauchy operator to the continuous-discrete system in the terms of matrices C 1 and C 2 .
1. The representation of C 11 = C 1 ,
does not need any discussion since all properties of C 1 (t, s) are defined by the properties of the kernel K(t, s). Some of them are described below.
2. The representation of the operator C 12 = C 1 T 12 C 2 . By definition we have
With the use of the characteristic function χ (t j ,T ] (s) we rewrite the latter expression in the form
which is more convenient for the foregoing change of summation order. Once the order has been changed, we obtain
This gives
3. The representation of the operator C 21 = C 2 T 21 C 1 . First we calculate (T 21 C 1 f )(t i ) for an arbitrary element f ∈ L n :
It should be noted that the second and the third terms of T 21 do not take part in the representation obtained since any image of C 1 takes zero initial value and zero jumps ∆ k . Finally, we get
4.
The representation of the operator C 22 = C 2 + C 2 T 21 C 1 T 12 C 2 . Let us use the representation of T 12 C 2 :
From this it follows that:
Taking into account C 2 (i, j) = 0, if j > i, we rewrite this in the form
The representations (3.1), (3.2), (3.4), (3.5) of the Cauchy operator components for (1.1) make it possible to describe their properties, which are useful in the study of boundary value problems and control problems for continuous-discrete systems. In this case the components with continuous time C 1 (t, s) and C 1 (t, s) F l (s) are of principal interest. For the second term, the properties of the Cauchy matrix depend on the additional factor F l (s) whose properties are derived from (3.2) . That is why we dwell on the properties of C 1 (t, s) in more detail. It should be noted that the absolutely continuity of this component follows immediately from its definition. It is noted before that the properties of C 1 (t, s) as a function of the second argument are completely defined by the corresponding properties of the kernel
where K 1 (t, s) is the kernel of the principal part to the right-hand side of the subsystem with continuous time, and the kernel K 2 (t, s) is defined by (2.11) . The theorems we give below are formulated in the terms of K(t, s), they are analogs to the theorems from [13, p. 58-64] . For all these theorems, in addition to the condition K, the following condition BV is assumed to be fulfilled:
for almost every t ∈ [0, T ], the elements k ij (t, Before we establish some properties of C 1 (t, s) as a function of the second argument, it should be noted that in the general case C 1 (t, ·), being the kernel of an integral operator, is defined in a class of equivalent functions. So it can be changed on any set of zero measure with no impact on values P r o o f. In [16, p. 40-44] it is shown that, for a kernel K(t, s) with the condition K, its resolvent kernel R(t, s) satisfies this condition too with another majorant κ(t) = d κ(t), where the constant d can be calculated. Taking into account this and (2.4), we can find a nonnegative matrix M such that the inequality C 1 (t, s) M holds. Here and in the sequel, for a matrix A = {a ij }, ⌊A⌋ stands for {|a ij |}. For any partition 0 s 1 · · · s m t we have
which gives the statement of the theorem. 
Let us estimate the left-hand side of the latter:
Under the conditions of the theorem with the use of the estimate C 1 (t, s) M we can apply the Lebesgue theorem to the right-hand side of the latter as s → s 0 , which completes the proof. The first term equals zero as the integral is absolutely continuous in the limits. As for the second, we have t s 0 C 1 (t, τ ) K(τ, s 0 − 0) dτ.
Thus we arrived at Recall that the Cauchy matrix possesses the property that the equality t s 0
implies f (t) = 0 for almost all t ∈ [s 0 , t 1 ] which completes the proof of the necessity. As for the sufficiency, it can be proved in the same way as in the proof of Theorem 3.
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