When using molecular markers to study genetic variation, either the sampled individuals can be analysed individually or the individuals can be pooled and only the pools analysed (pooled samples). A theoretical investigation was carried out into the use of pooled samples in the detection of alleles and providing maximum likelihood estimates of allele frequency. The results show that, in many cases, pooled samples are more ecient than samples of individuals. Of the dierent pool sizes studied, small pools containing two or three individuals showed the smallest expected squared error of allele frequency estimates.
Introduction
Genetic variation is of fundamental importance in many areas of basic and applied biology. It is a prerequisite for evolution, both in natural systems and in the process of breeding crops and domestic animals, as well as being the basis for genetic ®ngerprinting. Accordingly, there has been an interest in studying genetic variation in arbitrary populations and species. This has only been possible in recent decades through the introduction of dierent marker techniques. The development of such DNA-based marker systems as restriction fragment length polymorphism (RFLP), random ampli®ed polymorphic DNA (RAPD), AFLP and microsatellites, in particular, has made it possible to access the pattern of variation in virtually any organism. A daunting aspect of such investigations, on the other hand, has been the large number of individuals it has been necessary to investigate in order to obtain adequate estimates of dierent population parameters. Because many DNAbased marker systems are quite expensive, the total cost of any such project limits the number of accessions that can be screened.
One approach that might possibly increase the amount of information obtained for a given amount of time and money invested is to pool individuals and then analyse these pools, which are termed bulked or pooled samples. Although such a strategy necessarily means information on single individuals being lost, this may be compensated for, in some cases, by a greater accuracy in the estimates of various population parameters. Use of pooled samples has been evaluated and found useful in many dierent applications. Churchill et al. (1993) studied the value of pooled samples for the high-resolution mapping of DNA markers. Darvasi & Soller (1994) recommended the use of pooled samples in the mapping of QTLs, using a method they termed selective DNA pooling. The merits of pooled samples in detecting and describing genetic variation have been studied using isozymes (Nemec & Stary, 1984) , RAPDs (Yu & Pauls, 1993; Sweeney & Danneberger, 1994; Kongkiatngam et al., 1996) , RFLPs (Kidwell et al., 1994) and microsatellites (LeDuc et al., 1995) . The last investigations compared the levels of variation found in groups of individuals when studied as pooled samples and when studied individually. Kraft et al. (1997) used pooled samples in an RFLP study of genetic variation in sugar beet and also used simulations to evaluate the use of pooled samples. It is dicult, however, to draw any general conclusions about pooled samples from these studies, because the use of the method has been evaluated in only very speci®c situations.
It should be noted that estimating allele frequencies in populations of polyploid taxa is very similar to the use of pooled samples for estimating allele frequencies in diploid populations. A DNA sample from a tetraploid individual, for example, can be viewed as a pooled sample of two diploid individuals. In electrophoretic surveys of genetic variation in polyploid organisms, an attempt is often made to estimate the number of copies of dierent alleles in each individual. If this is not possible, the maximum likelihood estimator of allele frequencies is the same as the estimator for pooled samples presented here.
We have attempted to evaluate the use of pooled samples in studies of genetic variation in a more general way. When the number of copies of dierent alleles in each pool can be quanti®ed accurately, through using software for image analysis, for example, the use of pooled samples is fairly straightforward. In the present study, we examine instead the worst possible case, that is of it only being possible to score alleles as being present or absent in the pools. Because the number of dierent alleles observed in a sample and the estimates of allele frequencies form the basis for many parameter estimators in population genetics, we analysed the eciency of pooled samples in ®nding as many of the alleles in a population as possible and in estimating allele frequencies.
Methods

Model
We consider a sexual, random-mating population of diploid individuals for which genetic variation in the population is to be analysed using a co-dominant marker system such as RFLP or microsatellites. We assume that the size of the sample that can be analysed in an investigation is limited by either monetary or time considerations, and we therefore keep the sample size b ®xed. The random sample can consist either of b individuals or of b pools. When the samples consist of pools, the number of individuals in each pool is denoted by n. The total number of dierent alleles observed in a sample is designated as a. When the sample consists of pools, these alleles are represented by x 1 ,¼,x a gene copies in the respective pools, such that i x i 2n. The values of x 1 ,¼,x a , however, are unknown, alleles only being scored as either present or absent in a pool, there thus being no quantitative assessment within the pools. Also, if many individuals are contained in a pool, an allele represented by a single gene copy may not be visible. Accordingly, we introduce p min , which is the minimum relative frequency that an allele must have in a pool to be visible, and x min , which is the minimum number of gene copies required for an allele to be visible. If a pool is of limited size, so that an allele represented in the pool by a single gene copy can be detected, i.e. if 2n p min £ 1, then x min 1.
Estimating allele frequencies
If the sample consists of individuals, then the maximum likelihood estimate of the allele frequency in the population p is the frequency of the allele in the sample (Weir, 1996) . This estimate is unbiased, its variance in samples obtained from randomly mating populations being given by p p1 À pa2, where b is the sample size (Weir, 1996) . When the sample consists of pools, it is more complicated to estimate allele frequencies, because one only has observations then of the presence or absence of dierent alleles within the pools. Under the assumptions given in the model, the overall likelihood function for observing a given pattern of the presence or absence of a particular allele within b pools will be v i1 v i , where L i is the likelihood function for the ith pool. This function has the form v i
, where x j 0,¼,(x min A 1) if the jth allele is not observed in the ith pool, and
kT j x k if the jth allele is observed in the pool. The summations in the likelihood function are constrained by the requirement j1 x j 2n. Maximum likelihood estimates of allele frequencies ( p 1 Y F F F Y p ) for an observed distribution of presence or absence of alleles among b pools are found by maximizing the likelihood function with respect to p 1 ,¼,p a . The expectations for these estimates can be calculated for speci®c situations as E p i Pr i p i , where X i are all possible patterns of the presence or absence of alleles within the pools and p i is the allele frequency estimate corresponding to the ith outcome. Similarly, the squared errors can be calculated as SE p i Pr i p i À p 2 , where p i is the allele frequency estimate corresponding to X i and p is the true allele frequency.
The calculations of expectations and squared errors for estimates of allele frequencies based on pooled samples are not very handy when there are more than two alleles or more than ®ve pools in the samples, because the number of possible outcomes increases rapidly. Such situations were evaluated here instead by simulations. Random gene copies were drawn from populations with ®xed allele frequencies to form pooled samples, maximum likelihood estimates of allele frequencies being calculated for these pools. These estimates were compared with the correct allele frequencies in the simulated population, mean squared errors being calculated by repeating this procedure 1000 times.
Results and discussion
Probability of ®nding different alleles
One important aspect of a population analysis is the detection of rare alleles. Despite their not contributing much to genetic variation when measured in terms of expected heterozygosity, the presence of such alleles can be of considerable theoretical and practical importance. Given the terminology applied above, the probability of ®nding a speci®c allele in a single pool is
where p is the frequency of the allele in the population investigated, and 2n is the number of gene copies in the pool. If a single copy of the allele is visible in the pool, i.e. if x min 1, the formula reduces to P f 1 A (1 A p) 2n . The ®rst issue to be investigated is what pool size relative to x min is optimal, i.e. whether it is optimal to use a pool size for which x min 1 or to use a larger pool. To investigate this, we ®rst introduce m 1/p min , i.e. the maximum size of a sample of gene copies for which a single copy of a speci®c allele is detectable. In a pool of km gene copies, k copies are required for the allele to be detected and, in a pool of km + d gene copies, where 0 < d < m, k + 1 copies are required for detection. It is obvious then that P f is maximized when the pool size is a multiple of m. We compared pools of size m, 2m and 3m for three dierent values of p min (Fig. 1) . For all values of p min , the pool of size m had the highest probability of alleles with a frequency <p min being found, whereas the opposite is true for alleles with a frequency >p min . If the aim of a study is to ®nd all the common alleles in a population, it is desirable to have pools that are as large as practically possible. For all pool sizes, however, the probability of ®nding common alleles is rather high, especially if samples of several pools are used. Therefore, if one wishes to ®nd as many alleles as possible of those present in the population, it is most ecient to use pools of size m.
Because the most ecient pools are those in which all the alleles are detected, it is simple to compare pools with samples of individuals. The only important parameter other than allele frequency is the total number of genes sampled, i.e. 2nb. The overall formula for the probability of ®nding an allele then is P f 1 A (1 A p) 2nb . This formula has well-known properties. In Fig. 2 , the relation between P f and p is shown for dierent values of 2nb. Clearly, pooled samples are very ecient for ®nding as many dierent alleles as possible. For example, if p min 0.10, the probability of ®nding a rare allele among ®ve individuals will obviously be the same regardless of whether they are analysed individually or as a pool.
Estimates of allele frequencies Ð simple cases
The expected values of estimates of allele frequencies based on pooled samples depend on many dierent parameters, speci®cally on the number of individuals in each pool (n), the number of pools in the sample (b), the detection level (p min ) and the allele frequencies and inbreeding coecients in the population sampled. It would be highly impractical to study all possible combinations of these parameters. Let us start, therefore, by analysing some simple cases in which b 5, p min 0.10, only two dierent alleles are present and the populations are assumed to mate randomly. Two parameters, the allele frequencies, p, and the pool sizes, n, are allowed to vary. The relationship between the true allele frequencies and the expected allele frequency estimates for several pool sizes is shown in Fig. 3 . The results show clearly that estimates based on pooled samples are biased and that the bias increases with an increase in the number of individuals in the pools. When there are only two alleles in the population, with frequencies of 0.2±0.8, large pools almost always detect both alleles, the estimates thus being close to 0.5. The frequencies of rarer alleles, on the other hand, are underestimated in larger pools, because the frequencies of rare alleles in a particular pool will only rarely exceed p min , so that the estimates are close to zero. We endeavoured to improve the allele frequency estimates using the jackknife method, which is often known to reduce bias. Although, in our case, the jackknife estimates were sometimes slightly less biased than the standard estimates, the bias of the jackknife estimates was higher at other times. In addition, in some cases, the jackknife estimates were either less than zero or more than one. Accordingly, the jackknife method does not appear to be eective in the present situation. Thus, judging from the bias only, samples of individuals clearly seem to be better than pools, the former resulting in unbiased estimates. When estimates are evaluated in terms of expected squared errors, which include both the bias and the variance of the estimates, however, a dierent picture emerges (Fig. 4) . The expected squared errors are then smaller for estimates based on small pools than for those based on individuals, probably because the estimates based on pooled samples have smaller variances. It seems very reasonable for the variance of the pooled samples to be smaller, as a greater number of individuals are then included in the sample. For all tested allele frequencies, pools consisting of two individuals were the only ones for which the expected squared errors were always found to be smaller than the variances of the individuals.
Estimates of allele frequencies Ð general cases
The results presented above are for comparisons between estimates based on either ®ve pools or ®ve individuals. These assumptions will now be relaxed by varying sample size and the number of alleles in the population. Because, in all the situations studied so far, it is the small pools (n < 5) that had the smallest expected squared errors, we will concentrate on pools with two to ®ve individuals per pool.
The expected squared errors were calculated for dierent sample sizes, b, of pools and were then compared with the expected squared errors for the same sample size of individuals. For b > 5, simulations were used to estimate the expected squared errors of estimates based on pooled samples. In most of the cases studied, 
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the expected squared errors were smaller for pools than for individuals (Table 1) . When more than two dierent alleles were modelled per population, the expected values for estimates based on pooled samples were calculated by simulations. The number of possible combinations of allele frequencies increases dramatically when the number of alleles increases to more than two. We chose to investigate only two combinations, one with a strongly skewed distribution of allele frequencies and the other with a more even distribution. The pools of two individuals performed very well and always had mean squared errors of allele frequency estimates that were smaller than the expected squared errors of estimates based on the same number of individuals instead of on pools (Table 2) . Because other sets of allele frequencies studied gave similar results (data not shown), it appears that pooled samples also work well when many dierent alleles are present. In general, therefore, it seems best to use pools of two or three individuals.
Detection level
The minimum frequency needed for an allele to be visible, p min , can vary from one situation to another and must be determined empirically. Investigations in our laboratory have shown p min to be »10%, which is what we have used in our evaluation of pooled samples. Using instead a p min of 5% or of 15% yielded similar results (data not shown). The pools of two or three individuals were not aected by the change in p min , because all the copies are visible in such small pools. Such pools always performed better than larger pools. Larger pools, on the other hand, can be aected greatly by a change in p min . As long as all the gene copies in a pool are detected, the bias in the estimates will increase when the number of individuals in the pool is increased (Fig. 3) . When the pool size is increased above the level at which a single copy of an allele can no longer be detected, the bias decreases. Further increasing the pool size increases the bias, until two copies of an allele are no longer detected. At such a level, the bias then decreases. However, in pools of two or three individuals the expected squared error is always smaller still. In addition, because of small variations in experimental conditions, an allele will sometimes be detected in a pool even though its frequency in the pool is not above p min . Because the bias in such cases increases, it is not advisable, in practice, to use pool sizes that are close to the breakpoint at which an additional gene copy is needed to detect an allele. Table 1 Expected squared errors of estimates of allele frequencies ( p) for several dierent sample sizes (b) and for pool sizes of 2, 3, 4 and 5 individuals per pool 
Inbreeding
The maximum likelihood estimator used in this study is based on the assumption of random mating. If inbreeding has occurred in the population studied, so that there is an excess of homozygotes, this will be very dicult to detect in a sample of pools. Therefore, we used simulations to investigate the eect of inbreeding on our estimator. As populations become more inbred, the expected squared errors of estimates of allele frequencies based on samples of individuals tend to increase (e.g. Weir, 1996) . This was also often found to be true for samples of small pools, the larger pools being aected much less (data not shown). The increase in expected squared error is caused by inbreeding eectively reducing the number of independent gene copies in the pool. With complete inbreeding, each individual in the pool represents only a single randomly chosen gene copy instead of two, as in a randomly mating population. In the case of complete inbreeding, the optimal pool size should thus be twice as large as for randomly mating populations. It is possible, therefore, to compensate for the increase in mean squared errors in inbred populations by using larger pools. Our allele frequency estimator is based on the assumption of random mating. If one has prior knowledge of the inbreeding level in the population, one can adjust the likelihood function by including this information, allowing better estimates of allele frequencies to be obtained. This correction has a rather small impact on the estimates, however, even when inbreeding is complete (data not shown).
Applicability of results
Estimates of allele frequencies and the numbers of observed alleles in a sample are often used to estimate other population parameters. Estimates of these other parameters will of course be aected by the accuracy of the allele frequency estimates, for example. We also investigated the eciency of pooled samples in the estimation of one population parameter that is commonly used, that of expected heterozygosity, H 1 A p 2 . The results were very similar to those for the allele frequency estimates. Once again, for all the situations investigated, pools of two or three individuals had smaller expected squared errors than samples of individuals (data not shown). It seems reasonable to assume that this is also true for most other estimates of population parameters that are based on allele frequency estimates, such as those of genetic distances between populations. The expected squared errors of the estimates based on pooled samples were calculated for 1000 repeats of a simulation performed for two dierent sets of true allele frequencies. Values in bold are for situations in which the pools result in expected squared errors as low as in the samples of individuals or lower still.
POOLED SAMPLES 493
Ó The Genetical Society of Great Britain, Heredity, 82, 488±494.
