ABSTRACT The in-cessation trend of railways ramification calls for railway sensing on an urgent basis. Railway sense is required to keep suspecting potential danger in a large scope and provide a safe transportation environment. The fundamental infrastructure to realize railway sensing comprises of space and terrestrial integrated network (STIN) nodes, such as high-speed railway, trackside equipment, unmanned aerial vehicle, airship, and remote sensing satellite. This architecture needs to support diverse applications flexibly and ensure efficient infrastructure management. Inspired by the philosophy of software-defined network, which attempts to give more flexibility to networks, we propose a software-defined sensing and integrated architecture for such a network. We decouple the railway sensing application from the physical infrastructure. Besides, we designed centralized controllers to manage physical facilities and supply APIs of data processing, including acquisition, transmission, computation, and storage. Various applications can share common infrastructure with such properties, and each of these applications can customize its data acquisition, transmission, and computing by requesting APIs of controllers. This paper includes discussions of the design details of the proposed architecture and benefits. We also proposed some open problems and the potential solutions to solve them, which we hope to provide railway sensing research in a new direction.
I. INTRODUCTION
The length of transmission lines, such as railway lines, petroleum pipelines and electrical power transmission lines, has dramatically increased in recent years. According to the International Union of Railways (UIC) report that the length of world's total railway has reached 1.05 million kilometers in 2016 [1] . The main motivations for laying such transport systems include efficient and safe operations in economical manner. However, some features of the transmission lines including large scale and poor geographical environment that make patrolling and monitoring of railway, environments,
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and its operation more difficult and expensive. The existing terrestrial manual detection system of railway exhibits many drawbacks, such as limited detection sensors deployment, blind spots in time and space, and the results are subjective. These persisting problems need to be fixed to guarantee efficient & sustainable monitoring for safe railway operation.
Transmission lines sensing is one of the most effective solutions to tackle these problems. From the service perspective, sensing applications with different QoS requirements should be implemented economically and flexibly. However, the standalone terrestrial sensor network cannot meet the needs of transmission line sensing applications [2] . First, the coverage of terrestrial sensing platforms and networks in highways and rural mountainous terrains is poor [3] . Because it is very expensive to deploy sensing platforms and network facilities in sparsely populated areas. Instead, the combination of existing unmanned aerial vehicle (UAV), airship, remote-sensing satellites (RSS), and tracking & data relay satellite system (TDRSS) can effectively provide transmission line sensing and detection because of their large coverage [4] . For example, the first advantage is the footprint of a remote-sensing satellite that can be several hundred kilometers, which is equivalent to several thousands of LTE microcell base stations [5] , [6] . Also, different transmission line sensing applications cannot be achieved through a single technology. For example, a safe railway operation sensing application is necessary to monitor the area around the track to prevent the occurrence of geological disasters such as landslide, collapse, mud rock flow, karst, and surface subsidence. It is also necessary to monitor the operating condition of High Speed Rail (HSR), for instance, its location, speed, acceleration, and check the condition of track infrastructure (rail fasteners). The sensory informations cannot be acquired only by terrestrial sensors, and necessitate to be acquired by combination of aerial and terrestrial-based sensing platforms. Fig. 1a illustrates a typical scenario of railway sensing application. If the state of the train, infrastructures, and environment along the line are known, then risk can be reduced significantly. STIN is able to realize railway sensing. With the emergence of internet of things, various sensor platforms are connected to the internet, and we can obtain the data pertaining to railway operation, infrastructure, and environment in real time and enabling efficient monitoring railway system. For instance, the aerial detection platforms, such as remote sensing satellite, airship, UAV have deployed various sensors to obtain measurements, monitor disaster situations, weather data, and analyze the safety status [7] . The sensors carried in aerial platforms are special nodes, like optical remote sensors, infrared remote sensors, microwave remote sensors, and so on. The terrestrial detection platforms are equipped with many sensors, including camera, acceleration, velocity sensor, temperature sensor, locating device on the train to keep the infrastructure along the railway safe [8] . In addition to external sensor platform, the trains can be equipped with a set of sensors for monitoring acceleration, velocity, temperature, and locating devices to acquire the train's status data to guarantee healthy operation [9] . The features of different sensor platforms are compared in Table 1 .
Currently, the STIN has had great success [10] . However, before leveraging full advantage of STIN, there are still some challenges to be handled. As shown in Fig.1 , there are many kinds of sensor platforms, including train based, terrestrial, and aerial sensor platforms. Besides, the processing ability varies among above mentioned different sensor platforms, coupled with limited data acquiring capability data that can vary as the time and space change [11] . The STIN infrastructure is complicated as it involves different kinds of forwarding nodes (i.e., aerostat, tracking, and data relay satellite) and different wireless links (i.e., narrow band, broadband, tracking telemetering, and command) [12] , [13] . Moreover, the topology changes dynamically and the links between nodes may be unstable in the STIN [14] . All of aforementioned facts make it difficult to ensure reliable transmission. Also, the platform with single dedicated function and fixed positions result in low resource utilization and small application domain, which inspire us to design the kind of STIN that can avoid these problems and guarantee sustainable development as well as meeting diverse application requirements.
In this regard, software defined network (SDN) [15] and network function virtualization (NFV) [16] are considered promising enabler technologies to solve the discussed problems. The SDN separation feature of the data plane and the control plane is leveraged, and the control logic of the forwarding node is implemented in the logical centralized controller. The network operators developed the latest control scheme based on the northbound interface to optimize SDN network resources usage, and provide different quality of service (QoS) guaranteed network services for applications. While the NFV technology enabled network operators to deploy network functions flexibly and dynamically by abstracting the hardware functions into software and run in general purpose processors. NFV middleboxes include deep packet inspection (DPI), agency, firewall, and IDP in standard virtual machines. The data traverses through a preset middlebox sequence (known as service chain) under the guidance of the controller.
Inspired by SDN and NFV, we propose a software-defined sensing, transmission and computing (SD-STC) integrated architecture. On the basis of SDN, SD-STC decouples the control logic from data plane devices and use a controller, which is logically centralized, to control the devices via standard interface. NFV based middleboxes, are used to process data flow via standard virtual machines. The data will be processed by preset function nodes. Particularly, SD-STC develops the software-defined approach, which used to be used in networking, and now can be used to sensor platforms, computing, and storing functions, regards data acquisition, transmission, computing, and storing in sensing application as virtual functions in service chain. Hence, this provides well-defined APIs to support railway sensing applications. For better understanding the usage of the proposed architecture, Fig. 1b illustrates the complete concept. The basic infrastructure consists of three parts including cloud servers (data center), forwarding devices (network nodes), and sensor platforms. On top of this infrastructure, each service chain carried with sensing data flows is preset according to the multiple deployed railway sensing applications. Data acquisition, transmission, and processing are carried out by the APIs of servers, which simplifies deploying a new application, shields various underlying physical devices, and enables cost reduction through sharing infrastructure. All of the attributes enable SD-STC to support diverse application requirements efficiently and facilitate smart railway sensing.
In this work, we realize railway sensing implementation in STIN. First, we propose a SD-STC architecture along its services' design. Next, we analyze open problems, and their potential solutions in realizing railway sensing. Our contributions in this paper are manifold: open problems in realizing railway sensing and presents potential solutions.
• Through extensive simulations, we validate through comparison with the current sensing architecture that our proposed SD-STC architecture will reduce 58.3% maximum link load. Moreover, simulation results reveal that the proposed architecture can improve the coverage ratio of applications by 103.7%.
The rest of this paper is organized as follows. First, we analyze current railway sensing applications, issues, and trends. Next, we introduce the proposed SD-STC architecture, followed by open issues and potential solutions. At last, we show the benefits of SD-STC through quantitative analysis, followed by the concluding remarks.
II. STATE OF THE ART AND PROBLEM
A. RAILWAY SENSING: STATE-OF-THE-ART Fig. 1b shows three common railway sensing applications, which include disaster, infrastructure status, and train operation status monitoring. These applications can be regarded as a composition of three parts: data acquisition, transmission as well as processing. Particularly, deploy different sensors in the STIN can acquire data of disaster affected area, infrastructure status and train operation status. Then the acquired data will be stored/processed by transmitting to remote servers. Typically, the sensor nodes transmit data to a gateway, which will send that data to a long-distance server through STIN [17] . The virtual network function that will be visited by data flow can be deployed on the server connected by STIN nodes. For example, filtering undesired data at the terrestrial sensors [18] , assisting aerial triangulation through GPS at the train sensors, decompressing, and decoding data at the terrestrial sensors.
Currently, above three subsystems are developed based on application-oriented methods [19] , [20] . Specifically, it depends on developers' need to purchase or develop requirements-based sensor platforms, which typically include acquire-data sensors, power modules, microwave communication terminals, and routing gateways to connect peripheral sensors. In addition, specific sensor firmware needs to be customized. Downes et al. [21] designed a platform, which can be considered by the developers to dedicate the computing and networking infrastructure.
B. PROBLEMS ANALYSIS
Following are the drawbacks of aforementioned applicationoriented approach:
1) PLATFORMS' CAPABILITIES AND DIFFERENCES
First, there are many kinds of processing platforms, each one has different processing ability that varies as the time and space change. Second, the applications need sensor data through various sensing platforms. In fact, not only when some of the applications need the same type of data can they share the platform, but also when they don't need the same data can they share a platform to reduce total cost.
2) THE NETWORK IS HETEROGENEOUS AND INFLEXIBLE
First, there are several kinds of network chains in STIN. The terrestrial network includes: wired network, wireless sensing network, cellular network, and internet of vehicles. The air network includes measurement and control links, broadband links, narrow-band links, and so on. Second, the STIN nodes and the relay node are dynamic, through which the UAV sensing data is transmitted back to the ground, may be an aerostat at time ''a'' and replaced by a communication satellite at time ''b''. Under this complex network, it is very difficult to achieve high utilization of network resources, ensure high reliability of network transmission, and guarantee finegrained QoS for each application. Third, these infrastructures and applications are tightly coupled, that is, applications are hardwired on sensor platforms, networks, and servers. Any changes related to the application may require the redevelopment or re-customization of the physical infrastructure. This undoubtedly increases the capital expenditure and hinders potential innovative applications.
3) SINGLE FUNCTION AND LOW RESOURCE UTILIZATION OF SENSING NODES
As there are many kinds of dedicated sensors in the STIN. For example, UAV are used mainly for patrolling of railways, and determine any foreign objects by image recognition. Similarly, airships are simply used to forward or relay UAV sensor data. Above these two remote sensing satellites are situated to obtain infrared images via infrared remote sensors. Considering their limited functions and monitoring scope of different sensor platforms make resource utilization low. Coupled with the application's control logic is hardwired, improving resource utilization through optimizing the strategies of data collection, transmission, and processing is difficult. Moreover, if applications do not need sensor data, still sensory data will be sent to remote servers that consume resources such as power and network bandwidth.
C. THE TRENDS
The Internet architecture is continuously evolving to meet the challenges of low network resource utilization, inflexibility, and difficult network evolution with the increasing number of users and applications. The architecture of the STIN should consider the changing trends of the Internet.
1) PHYSICAL INFRASTRUCTURE SHARING
The STIN infrastructures are expensive, and sensing service providers have difficulty deploying these devices on large scale basis. Therefore, such infrastructures can be shared by supporting multiple vendors operators to run their applications, which can reduce costs significantly. Cloud service providers provide different levels of infrastructure sharing: i.e., IaaS, PaaS, and SaaS. These application developers can deploy their applications and don't have to build their own physical infrastructure. We envisioned to share expensive infrastructure in the STIN and reduce the capital expenditure (CAPEX) and operational expenditure (OPEX). 
2) THE DECISIVE GLOBAL VIEWER SOFTWARE-DEFINED NETWORK
The SDN implements the separation of control and data plane, and optimizes network performance flexibly through logically centralized network control. Encouraged by this, SDN has evolved Internet of Things (IoT) [19] , [22] , vehicular ad-hoc network (VANET) [23] , and cyber physical systems (CPS) [24] . Through supporting for various wireless communication means, e.g., cellular network, zigbee, bluetooth, wireless, and so on, the critical issue of uninterruptedly providing quality services in complex heterogeneous VANET environment have been solved by Software-Defined VANET architecture [25] which comes under the broad category of Software-Defined Cyber-Physical Systems (SD-CPS) [26] . Differ from the particularity of the vehicle-mounted environment in SD-VANET, the railway sensing technology based on the STIN network mainly focus on the large-scale periodic monitoring of satellites, locality enhanced monitoring of airships, and flexible monitoring of UAVs. In the STIN, as the physical infrastructure is complicated, therefore, leveraging SDN flexible control to manage the infrastructure is essential.
3) THE PREVALENCE OF NETWORK FUNCTION VIRTUALIZATION
NFV deploys network functions such as firewalls, agents, and intrusion detection systems on virtual machines through virtualization technologies, which reduces the costs significantly [16] , [27] . For STIN, it is necessary to utilize the NFV to realize sensor data processing among UAVs, aerostat, rail, and data center, which makes transmission of sensing information safer and better.
4) THE RISING OF API
The use APIs to share physical infrastructure is becoming a consensus. For example, network controllers [28] provide northbound APIs to develop applications. Application developers can develop infrastructure-based applications by calling APIs, without the need to purchase or develop physical infrastructure. In addition, API shields the underlying heterogeneous network infrastructure and makes it transparent, which greatly simplifies the process and reduces the time of developing a new applications. This character shows that STIN, particularly sensor platforms, needs to provide APIs and the ability so that it can flexibly develop for applications.
III. SD-STC: ARCHITECTURE OVERVIEW AND SYSTEM DESIGN A. ARCHITECTURE OVERVIEW
We propose a software-defined sensing, transmitting and computing architecture as shown in Fig. 2 . SD-STC comprises of three layers including layers of physical infrastructure, control, and application.
1) PHYSICAL INFRASTRUCTURE LAYER
This layer includes three types of physical entities such as sensor platforms, network nodes, compute & storage nodes. The sensor platform includes a terrestrial sensor platform, a train sensing platform, and an air sensing platform. The network nodes include UAV, airship, remote sensing satellites, terrestrial stations, and switches/routers. Computing and storage nodes include locomotive, onboard, and standard servers. With the basic functions and resources, these equipments can sense the environment of the rail transmission network, transfer data between nodes, and extract the information in need for processing. Whereas, they do not decide the action, instead, they receive decisions from the control layer through the southbound interface.
2) CONTROL LAYER
The control layer connects both of the two layers: infrastructure and application. It manages physical devices through southbound interfaces and provides the application with various services through northbound. Besides, it can furnish applications the services of data acquisition, transmission, and processing.
3) APPLICATION LAYER
Developers use the provided APIs to build railway sensing programs. For example, they can preset the process of data collection, transmission, calculation, and storage without changing the configuration in the physical device, which greatly reduces the developing period of a new application. In addition, CAPEX will be greatly reduced by sharing physical infrastructure.
B. SENSOR PLATFORM AND DATA ACQUISITION SERVICE
Data acquisition services gives information for applications, such as data types, targeted geographical areas, and duration. The controller gets data by automatically configuring the sensor platform. As shown in Fig. 3a, for instance, the application may ask for photos of key components such as rail fasteners at Lhasa Railway Station. The application can also specify type-related properties, such as infrared images, photos of key components, and train speed. The data acquisition service provides an API, and the application can query the available data according to the characters, for example, the data type, the geographical area, as well as the time when the data was generated.
Under the SD-STC, there are three kinds of sensing platforms: train sensing platform, terrestrial sensing platform, and aerial remote sensing platform. Both of the sensor platforms are equipped with multiple types of sensors that can be shared by many applications. For instance, an aerial remote sensing platform includes both optical remote sensors and temperature sensors, which can significantly reduce the total number of deployed sensor platforms. As shown in Fig. 4c , the sensors are divided into special platform sensors and general platform sensors. For example, optical remote sensing sensors belong to special platform sensors that can only be deployed on aerial sensing platforms. The temperature sensor is a general platform sensor. It can be deployed not only on the aerial sensing platform but also on the train sensing platform and the terrestrial sensing platform. The sensor controller know well of all sensor platforms. More concretely, the controller has the specific information of location, capabilities, and real-time status of each sensor within the sensor platform. Hence, it can dynamically customize configuration to meet application requirements and dynamically activate or deactivate sensors to reduce energy consumption.
C. NETWORK AND DATA TRANSMISSION SERVICE
The data is transmitted in the network. As applications could require different types of cloud data centers, such as PaaS, IaaS, and SaaS, they should transmit specified sensor data to the appropriate destination. As shown in Fig. 3b , there are some specific performance requirements. For instance, a transportation application that guaranty real-time monitoring of train operation, must be aware of current operational data of the train, which means, the data transmission should be low-latency. Besides, an application requires reservation of bandwidth to offer real-time monitoring of infrastructures and guarantee error free transmission of the video. Data transmission services provide applications with APIs to specify their needs, mainly including two aspects like destination and QoS parameters. We specify destinations with IP address, and provide basic transmissions, delay-sensitive transmissions, and bandwidth-guaranteed transmissions for QoS specifications.
In order to implement data transmission services, the forwarding device needs to support OpenFlow and is managed and controlled by the SDN controller. The controller needs to ensure that delay-sensitive application data has high priority in the transmission scheduling process and reserves bandwidth resources for application with huge flow. In addition, with the development of NFV, the network needs to ensure on-path data processing, e.g., train sensing data encryption and UAV infrared image compressing. The API should give applications the authority to specify the service chain [29] , such as the network functions and dependency that a flow VOLUME 7, 2019 needs to traverse. Fig. 3b illustrates three examples about data transmission service request.
D. CLOUD DATA CENTER AND DATA PROCESSING SERVICE
Further, railway sensing application data is stored and processed using the resources provided by cloud computing service models: Infrastructure-, Platform-and Software-asa-Service (IaaS, PaaS and SaaS). As railway sensing applications would require them simultaneously, we argue that a cloud should provide infrastructure, platform and software services, and offer APIs to utilize them together. Asper the examples shown in Fig. 3c , image recognition is used on the received orbit photos of the infrastructure monitoring application to determine any foreign objects on the rails, and observe key components status such as rail track fasteners, and then store the photos. Therefore, an image recognition platform and storage system is needed that are provided by PaaS and IaaS, respectively. The train operating condition monitoring application stores the received sensor data firstly, and then uses a custom program for data processing. Thus, it requires storage and virtual machines facilitated by IaaS. The geological hazard monitoring application needs to perform an aerial triangulation of sensor data in a certain area and gets its display. For this purpose, aerial triangulation platform and visualization software are required and facilitated by PaaS and SaaS, respectively.
The cloud controller masters the resource pool and has all information of it, for example, the servers that hold a specific platform as well as the remaining resources. The cloud controller provides a data processing service API that allows the application to specify the required resources, including software entities, specific operating platforms, and virtual machines, it is responsible for mapping application resource requests to the underlying server resource pool.
IV. OPEN PROBLEMS AND POTENTIAL SOLUTIONS A. SOUTHBOUND INTERFACE DESIGN
With the goal, realizing SD-STC, the controllers apply the southbound interface to communicate to the physical devices, such as OpenFlow used by network nodes. For computing and storing nodes, the southbound interface is decided by the control system. Comparing the designing of forwarding devices and servers, higher device heterogeneity of sensor platforms makes it more difficult to design a southbound interface. Besides, the energy cost should be reduced.
We proposed an ensemble of sensing process abstraction and middlebox software. At the beginning of which, the sensor controller is decoupled from the sensor platform by abstracting the data acquisition, processing and transmission process of the sensor platform. Moreover, an example of abstracting the data collection is illustrated in Fig. 2a . Second, given the different control interfaces of distinct sensor platform, the differences are masked by the middlebox software conversion before the abstraction and standardization of the sensing process. In addition, the middlebox software should be deployed in the controller. As the controller becomes inactive, it will reduce the interaction frequency with sensing platforms to save energy.
B. CONTROL LAYER DESIGN
The control layer should have attributes like easy expansion, high robustness, and perform well. In SD-STC, the communication between the layer of control and physical depends how the application perform and whether it is flexible to control. Which means, as more physical devices and applications get involved to the process, the control layer should expand accordingly. Furthermore, the control layer should be robust enough, and for that purpose, redundant controllers are deployed to ensure system robustness. On the other hand, we can expand the control plane laterally, that is, the programmer can place controllers at different sites to reduce the interaction delay with infrastructures. Further, vertical extension in the control plane [30] can be done, where a certain part of devices will be managed by one controller, so we can use different kinds of controllers. In fact, previous research works have proposed software-defined paradigms for aerial, vehicular, and terrestrial networks separately [2] , [31] - [33] . Thus, we can use three controllers to control terrestrial sensing platforms, train sensing platforms, and aerial sensing platforms, respectively, and use orchestration controllers to coordinate them.
C. NFV MIDDLEBOX DEPLOYMENT
In SD-STC, NFV middlebox deployment needs to be optimized to maximize network performance. In NFV, data processing starts from the switch and is sequentially directed to the servers deployed on the middlebox in the service chain, instead of selecting the shortest path for forwarding. This brings more delay and bandwidth consumption. Due to the dynamic movement of forwarding nodes in the STIN, the link delay and bandwidth change dynamically. It is possible to model the STIN and optimize the deployment of middlebox to improve the network performance.
Middlebox deployment strategies should be designed to handle the problems of unstable air link and low aerial processing capacity. The terrestrial sensing platform is fixed, while the aerial sensing platform and the train sensing platform are both mobile and appear in a certain area with a certain probability. If virtual network function is deployed on aerial server, such as data encryption, it is necessary to take into account the probability. Redundant backup deployment of NFV middlebox is one of the solutions. Deploying middlebox over all the aerial nodes in a specified period of time will improve the robustness.
D. MOBILITY MANAGEMENT
The remote sensing satellite revolved around the earth in less than 130 minutes, and the high-speed trains run with the speed of 300 km/h. The dynamic character of the node leads a sensing platform switches from one gateway to another. The gateways may be controlled by different controllers, to realize mobility management function, these controllers will be coordinated by the control plane.
Wu et al. [34] have proposed a solution. If the physical controllers are distributed, the mobility management can be realized through preserving a controller network based on structured coverage. We can coordinate the controllers of each mobile sensor platform by using the orchestration controller, which can direct the handover between the former controller and the new one when the platform is connected with a gateway mastered by the new controller.
E. CONFLICT RESOLUTION AND OPTIMIZATION FOR THE SENSOR PLATFORM
In SD-STC, there will be a conflict when different applications request data from the shared sensor platforms. For example, one environmental monitoring application can request infrared images from the Lhasa region every thirty minutes, well another geological disaster monitoring application can also request infrared images in the Lhasa region, but with different sampling rates, for example, once every five minutes. When the conflict occurs, the sensor controller will make decisions about the response of the request and the resolution of the conflict.
To avoid conflicts, the controller can deploy only one application on a sensor, which seems low efficiency when sensor data is needed by different applications. If the environmental monitoring application samples once every 4 minutes and the geologic hazard monitoring application wishes to sample every 6 minutes, the controller can generate a string of sampling time points, such as 3 minutes, 5 minutes, 7 minutes, and 9 minutes, so that the sensor can be shared by both Applications A and B. That is, the controller provides every sensor with a conflict resolver, passes the application's sensor setup requirements to the corresponding sensor's conflict solver. The conflict resolver generates the appropriate configuration according to the current configuration. If the conflict is not resolved, the configuration request is then rejected.
F. QOS ENABLED TRAFFIC SCHEDULING
In SD-STC, there are some problems to be resolved to achieve end-to-end QoS guaranteed data transmission. First, the queues for QoS enforcement in forwarding devices are inadequate, such as relayed satellite band, aerostat broadband and narrowband. Problems may occur when a large number of QoS requirements arrive. Besides, designing efficient traffic scheduling algorithms in multi-type and multi-rate heterogeneous networks is difficult as well. We propose two strategies to tackle these problems. First, reducing the requirements for queues by quantifying QoS demand, and the statistics of applications' requirements is the basis to conduct it. Second, taking the rest of QoS queues in each forwarding node into account, which may increase the complexity of traffic scheduling problem.
G. RESOURCE MAPPING IN CLOUD DATA CENTERS
In SD-STC, the cloud controller makes the decision about mapping application requests to different servers. For example, the infrastructure state sensing application performs image recognition first and then stores image data. The cloud controller decides on which server to perform data processing and then store data. In general, the application's calculation and storage constraints include: server capacity, storage capacity, computing power, as well as which type of virtual/ software/platform machine that the server can host. The optimization goals of deploying application include reducing energy consumption by using fewer servers, mapping requirements to different servers to balance their load, and allowing computing and storage nodes to host more applications to improve the revenue.
One challenge is that sometimes different objectives are in conflict with each other, which is a multi-objective optimization problem, we cannot achieve them simultaneously, i.e., load balancing and energy saving. It is possible to develop appropriate algorithms to resolve the conflicts.
V. CASE STUDY AND QUANTITATIVE ANALYSIS A. SELECTED SCENARIO
In this section, we show the advantage of SD-STC by conducting cases study and quantitative analysis. As shown in Fig. 4a , the testing field consists of a 5x6 rectangular rail transit network areas. Sensor platforms includes: terrestrial sensing platform, train sensing platform, aerial sensing platform, and general sensing platform. The general sensing platform can be deployed on fixed terrestrial facilities, trains nodes and air nodes. We considered five rail network sensing applications: geological disaster monitoring, train operation status monitoring, infrastructure status monitoring, trackside environmental monitoring, and weather monitoring. Each vehicle and rectangle deploy one or zero sensor platform. Each high-speed railway and aerial node appears with a constant probability in a particular rectangular area during a cycle that is shown in Fig. 4e There are 4096 highspeed railway and aerial nodes in our simulation, with the constant probability setting as 1/100 and 1/1000, respectively. The terrestrial sensing platform, train sensing platform, and aerial sensing platform's coverage capacity were set to be 1, 3, 300 rectangular, respectively. In addition, we use a network consisting of eight forwarding devices to connect there data centers. The rate of data is shown in 4b with applications' processed data. First, the data is stored, and then following platforms will process the data including the aerial triangulation platform, the image recognition platform, and the virtual machine.
B. QUANTITATIVE ANALYSIS 1) DATA ACQUISITION
To illustrate the advantages of SD-STC, we considered four random cases. Each deployment case randomly selects a random number of sensors from the set of sensors that VOLUME 7, 2019 the corresponding sensing platform can carry. For example, as shown in Fig. 4c , the train sensing nodes are randomly selected from a set of sensors, such as temperature, humidity, PM2.5 sensors on GPS, speed, and acceleration sensors. The sensor is deployed on the sensing platform based on the application requirements, such as more sensors the platform embed, more applications can share it. For each deployment scenario and each rectangular area, working high-speed railway and aerial nodes randomly select a sensor platform to deploy. In addition, we randomly generate 6 applications for each type of sensor platform. Each application randomly determines its sensors requirement from the corresponding sensor set.
Then we count the average coverage by calculating the ratio of the area where the sensing platform covers to the entire area of the rail transit network that needs to be detected. As shown in Fig. 5 , the results of average coverages of the same application on different sensor platform deployment cases are different. For example, the application 1 in Fig. 5a , the coverage ratio of application 1 with four deployment cases by terrestrial sensor platforms are 0.59, 0.05, 0.22 and 0.58, and the average coverage rate with case 2 is obviously lower than that of the other three cases. This is because case1 uses SD-STC technology, which enables multiple sensors share a sensor platform, and multiple applications share a sensor. Case 2 is a deployment whose coverage ratio of applications is even less than an application-oriented architecture whose coverage ratio can reach 0.2. Comparing with the current sensing architecture, the average coverage ratio of application 1 will improve 82.4% on average. The average coverage ratio with four cases are 0.6, 0.11, 0.29 and 0.59, which is in accordance with SD-STC architecture. If platform carries more sensors, the coverage ratio will be higher. For the same sensor platform deployment case, the average coverage of different applications is also different. For example, as shown in Fig. 5a , the coverage of the five applications with case 1 is 0.6, 0.59, 0.38, 0.8, and 0.58. The high coverage rate of application 4 is result from most of the sensor platforms carrying the sensors that application 4 requires. The average coverage ratio of five applications are 0.36, 0.44, 0.25, 0.56, and 0.37. Overall the average results with four cases are consistent with simulation results with case 1, which suggests that the coverage ratio is determined by the number and generality of the corresponding sensor. On comparison of Figs. 5a,5b and 5c, the average coverage based on the terrestrial sensing platform is higher than that of the aerial sensing platform, the aerial sensing platform is higher than the train sensing platform. Similarly, the average coverage of three type of sensor platforms, i.e., terrestrial, aerial, and HSR-based platforms are 0.39, 0.13, and 0.01. This is because the terrestrial sensing platform is fixed, and the aerial sensor platform appears in a certain area with the probability of 1/1000. The coverage area of the aerial sensing platform is 300 and the coverage area of the train sensing platform is 3. Compared with the current sensing architecture, our proposed architecture can improve 103.7% coverage ratio of applications in different type of sensor platforms on average.
2) DATA TRANSMISSION
In our proposed system four gateways are deployed. In Fig. 4d , we exhibit the sampling rate distinguishes by application and time. The data is sent to the nearest gateway, and from there to the corresponding data center. There are three cases named as traditional, SDDA, and SD-STC. The traditional case corresponds to the current Internet of things architecture, where the configuration is constant and the network transmits data by using the shortest path. Different from traditional case regarding configuration, the SDDA comprises of changeable configuration but still transmits data by using the shortest path. The SD-STC corresponds to the proposed software-defined STIN architecture, in which the optimization of data transmission is dynamic.
As is shown in Fig. 5d . In the traditional architecture, the total link data load keeps unchanged, so that total data rate does not change. This is due to the fixed configuration of each sensor platform. Whereas the SD-DA can turn off the sensor at night or reduce the sampling rate when it is not needed. While SD-STC can also reduce the maximum link load by migrating the traffic to the free link from the high-load link because the software defined network can realize the dynamic and global optimization [35] . In specific, the maximum link load is decreased for 50%, 62.5%, and 75% during the following durations, i.e., 6:00-20:00, 20:00-24:00, and 00:00-06:00, respectively; it reduces the load averagely by 58.3% per hour.
3) DATA PROCESSING
In selected scenarios, data storage, platforms, virtual machines, and visual software are from different data centers, which means traversing different data centers to process data, incurring high network cost, and increasing the data processing time. Instead, the proposed SD-STC aims to solve these problems by giving a data center with the ability to provide these resources.
From above simulation results, our proposed SD-STC architecture can effectively balance the link loads with balancing strategies in SDN controller in comparison with traditional and SD-DA. Moreover, the results reveal that our proposed architecture will significantly improve the coverage ratio of applications.
VI. CONCLUSION
In the paper, we focused on designing the STIN architecture based on railway sensing. Specifically, we proposed a software-defined sensing, networking, computing, and storing integrated architecture which decouples applications from the physical infrastructure. Railway sensing applications can dedicate acquiring, transmitting, and computing data for their own. The architecture makes control and manage the physical infrastructure flexibly, at the same time simplifies the application development process.
