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Abstract
We define and study the properties of observables associated to any
link in Σ × R (where Σ is a compact surface) using the combinatorial
quantization of hamiltonian Chern-Simons theory. These observables are
traces of holonomies in a non commutative Yang-Mills theory where the
gauge symmetry is ensured by a quantum group. We show that these
observables are link invariants taking values in a non commutative algebra,
the so called Moduli Algebra. When Σ = S2 these link invariants are pure
numbers and are equal to Reshetikhin-Turaev link invariants.
Preprint CPTH: RR 367-07-95
1 Introduction
Since the fundamental discovery by V.Jones in 1984 of a new link invariant,
there has been a tremendous interest and activity in low dimension topology
using field theory techniques. The original definition of the Jones Polynomial
was purely combinatorial and a geometrical understanding of it was finally given
by E.Witten in 1989 [21]. He showed that the Jones polynomial could be in-
terpreted as the correlation function of Wilson loops (i.e traces of holonomies)
in Chern-Simons theory. His work opened a new area of research in what is
now called three dimensional topological field theory. Although this theory is
purely topological (i.e in a hamiltonian picture the hamiltonian is zero) and
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therefore contains no dynamics, the quantization of this theory is not at all a
trivial task, mainly because there is no direct procedure to quantify this theory.
The original method of E.Witten is a brilliant use of path integrals, heuristic
regularization (by a framing) of Wilson loops and relations with conformal field
theory. Although very appealing and having far reaching consequences, his for-
malism is not at all mathematically well defined and this is one of the reasons
why many researchers in this field have used other approaches. These meth-
ods can be roughly divided in two classes: perturbative and non-perturbative
methods. On the one hand perturbative methods have continuously attracted
interest [14] and have provided many interesting recent results: generalization
of Gauss invariants, connections with Vassiliev invariants [6] etc... On the other
hand, the geometrical quantization program and combinatorial methods are the
main approaches to quantize nonperturbatively Chern-Simons theory. Combi-
natorial methods, introduced by Reshetikhin-Turaev [16] and Turaev-Viro [19]
give explicit representations of abstract amplitudes satisfying algebraic relations
of a topological field theory. The essential ingredient in their approach is the
representation theory of modular Hopf algebras which provides family of num-
bers satisfying Yang Baxter equation, 6-j identities etc... These combinatorial
methods, although completely well defined, are losing completely the relation-
ship with Chern-Simons theory.
In our work we will continue the study of a different type of quantization,
named combinatorial quantization of Hamiltonian Chern Simons theory, which
has been introduced by V.V.Fock and A.A.Rosly [13] and further developped
by A.Y.Alekseev and al in [3, 4, 5] and ourself [10]. This quantization can
be thought of as being a lattice regularization of Chern Simons theory in the
spirit of Wilson. After quantization, gauge invariance is replaced by gauge
invariance under a quantum group, and the lattice variables, group elements
before quantization, are replaced by elements of a non commutative algebra.
The final and central object of our study is a two dimensional non commutative
Yang Mills theory. Elements of this program was already described in the
abelian case in [12].
In section 2 of this work we give a summary of works on non commutative
two dimensional Yang Mills theory. We associate to each compact triangulated
surface Σ a lattice gauge theory which is covariant under a quantum gauge
group. The algebra Λ of gauge fields is non commutative because matrix ele-
ments of gauge fields associated to arbitrary edges are non commuting. Locality
is however preserved in the sense that matrix elements of gauge fields associated
to edges having no boundary points are commuting elements. Wilson loops as-
sociated to non self-intersecting loops on the surface are defined and it is shown
that these Wilson loops are gauge invariant elements. A non commutative ana-
logue of the Yang Mills action is built following the lines of A.A.Migdal. In the
weak coupling regime, exponential of this action is an analogue of the Dirac
delta function which selects gauge fields with zero curvature. This theory is
therefore a topological field theory and the algebra of observables (the Moduli
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algebra) ΛCS of this theory is expected to be a new description of the algebra of
observables of Hamiltonian Chern Simons theory, i.e when the three manifold
is equal to Σ×R.
In section 3 we generalize this construction to the case where the loop is
an arbitrary framed link L in Σ × [0, 1]. We obtain observables associated to
these framed links which behave as desired: they are gauge invariant and are
invariant under ambiant isotopy. As a result we obtain a new type of ribbon
invariants which are not pure numbers but take their values in the algebra ΛCS.
This algebra is non commutative except in the case Σ = S2 where it is one
dimensional. In that case the ribbon invariants take their value in the field C.
The last part of our work gives the proof that these invariants in the case
where Σ = S2 are the Reshetikhin-Turaev invariants.
2 Summary of works on noncommutative two
dimensional Yang Mills theory
In this section we will make constant use of results obtained in [3, 10, 4]. Let
Σ be a compact connected oriented surface and let T be a triangulation of Σ.
Let us denote by F the faces of T , by L the set of oriented edges and V the
set of points (vertices) of this triangulation. If l is an edge, −l will denote the
opposite edge and we have {l,−l} ⊂ L.
If l is an oriented edge it will be convenient to write l = xy where y is the
departure point of l and x the end point of l.We will write y = d(l) and x = e(l).
Let A be a quasitriangular Hopf algebra such that each finite dimensional
A-module is semisimple. Let Irr(A) be the set of all equivalency classes of finite
dimensional irreducible representations, in each of these classes α˙ we will pick
out a particular representative α. Let us denote by
α
V the vector space on which
acts the representation α.
We will denote by α¯ (resp. α˜) the right (resp. left) contragredient rep-
resentation associated to α acting on
α
V ⋆ and defined by: α¯ = tα ◦ S (resp.
α˜ = tα ◦ S−1). We will also denote by 0 the representation of dimension 1
related to the counit ǫ.
Let, as usual, denote R =
∑
i ai ⊗ bi the universal R matrix of A and let
us define the invertible element u of A by u =
∑
i S(bi)ai (properties of u can
be found in [11].) Two important elements of A are the ribbon central element
v defined by v2 = uS(u) and the element µ = uv−1. It will be convenient to
define the endomorphism
α
µ= α(µ) and the complex number vα by α(v) = vα1.
If (β) ∈ Irr(A)×n we will use the notation
(β)
V to denote the space
(β)
V = ⊗ni=1
βi
V
and
(β)
µ = ⊗ni=1
βi
µ.
Let R′ = σ(R) where σ is the permutation operator acting on A⊗A, we will
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use the standard notation:
R(+) = R, R(−) = R′−1 (1)
The q−dimension of α is defined by [dα] = tr(α(µ)).
Let (
α
e i|i = 1...dim
α
V ) be a particular basis of
α
V , and (
α
e i|i = 1...dim
α
V )
its dual basis. We will define the linear forms
α
g ji =<
α
e j |α(.)|
α
e i > .
The existence of R implies that they satisfy the exchange relations:
αβ
R12
α
g1
β
g2=
β
g2
α
g1
αβ
R12, (2)
also equivalent to:
αβ
R(−)
α
g1
β
g2=
β
g2
α
g1
αβ
R(−), (3)
where
αβ
R = (α⊗ β)(R) and
αβ
R(−) = (α⊗ β)(R(−)).
Let Γ be the restricted dual of A : it is by definition the Hopf algebra
generated as a vector space by the elements
α
g ij .
The action of the coproduct on these elements is:
∆(
α
g ij) =
∑
k
α
g ik⊗
α
g kj . (4)
α
V can be endowed with a structure of right comodule over Γ :
∆α(
α
ei) =
∑
j
α
ej ⊗
α
g ji . (5)
Let α, β be two fixed elements of Irr(A), by assumption finite dimensional
representations are completely reducible, therefore we can write:
α⊗ β =
⊕
γ∈Irr(A)
Nγαβ γ. (6)
Let us define, for each γ, (ψα,βγ,m)m=1...Nγαβ a basis of HomA(
α
V ⊗
β
V,
γ
V) and
(φγ,mα,β )m=1...Nγαβ a basis of HomA(
γ
V,
α
V ⊗
β
V) :
α
V ⊗
β
V
ψα,βγ,m
−→
γ
V
φγ,m
′
α,β
−→
α
V ⊗
β
V . (7)
We have the relation:
α
g1
β
g2=
∑
γ,m
φγ,mα,β
γ
g ψα,βγ,m. (8)
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We can always assume that these interwiners satisfy the following relations:∑
m,γ
φγ,mα,β ψ
α,β
γ,m = idα
V⊗
β
V
(9)
ψα,βγ′,m′φ
γ,m
α,β = id γV
δmm′δ
γ
γ′ (10)
φγ,mβ,α = λαβγP12
αβ
R−121 φ
γ,m
α,β (11)
ψβ,αγ,m = λ
−1
αβγψ
α,β
γ,m
αβ
R21P12 (12)
ψβ,αγ,m =
∑
m′
(M−1)m
′
m
[dγ ]
1
2 [dβ ]
1
2
[dα]
1
2
(ψβ,β¯0 ⊗ id γ
V
)(idβ
V
⊗ φα,m
β¯,γ
) (13)
φγ,mβ,α =
∑
m
Mmm′
[dγ ]
1
2 [dβ ]
1
2
[dα]
1
2
(idβ
V
⊗ ψβ¯,γα,m′)(φ
0
β,β¯ ⊗ id γV
) (14)
where λαβγ = (vαvβv
−1
γ )
1/2 and M ∈ GL(Nγαβ).
Definition 1 (Gauge symmetry algebra) Let us define for z ∈ V , the Hopf
algebra Γz = Γ× {z} and Γˆ =
⊗
z∈V Γz . This Hopf algebra is “the gauge sym-
metry algebra.”
If z is a vertex we shall write
α
gz to denote the embedding of the element
α
g in
Γz.
In order to define the non commutative analogue of algebra of gauge fields
we have to endow the triangulation with an additional structure [13], an order
between edges incident to each vertex, the cilium order.
Definition 2 (Ciliation) A ciliation of the triangulation is an assignment of
a cilium cz to each vertex z which consists in a non zero tangent vector at z. The
orientation of the surface defines a canonical cyclic order of the links admitting
z as departure or end point. Let l1, l2 be links incident to a common vertex z,
the strict partial cilium order <c is defined by:
l1 <c l2 if l1 6= l2,−l2 and the unoriented edges cz, l1, l2 appear in the cyclic
order defined by the orientation.
If l1, l2 are incident to a same vertex z we define:
ǫ(l1, l2) =
{
+1 if l1 <c l2
−1 if l2 <c l1
Definition 3 (Gauge fields algebra) The algebra of gauge fields [3] Λ is the
algebra generated by the elements
α
u(l)ij with l ∈ L, α ∈ Irr(A), i, j = 1 · · ·dim
α
V
and satisfying the following determining relations:
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Commutation rules
α
u (xy)1
β
u (zy)2
αβ
R12 =
β
u (zy)2
α
u (xy)1 (15)
α
u (xy)1
αβ
R−112
β
u (yz)2 =
β
u (yz)2
α
u (xy)1 (16)
αβ
R12
α
u (yx)1
β
u (yz)2 =
β
u (yz)2
α
u (yx)1 (17)
∀ (yx), (yz) ∈ Lx 6= z and xy <c yz
α
u (l)
α
u (−l) = 1 (18)
∀ l ∈ L,
α
u (xy)1
β
u (zt)2 =
β
u (zt)2
α
u (xy)1 (19)
∀ x, y, z, t pairwise distinct inV
Decomposition rule
α
u (l)1
β
u (l)2 =
∑
γ,m
φγ,mα,β
γ
u (l)ψβ,αγ,mP12, (20)
0
u (l) = 1, ∀l ∈ L. (21)
Gauge covariance of gauge fields comes from the the property that Λ is a
right Γˆ algebra comodule defined by the morphism of algebra Ω : Λ→ Λ⊗ Γˆ :
Ω(
α
u (xy)) =
α
gx
α
u (xy)S(
α
gy). (22)
The subalgebra of gauge coinvariant elements of Λ is denoted Λinv. Moreover it
can be shown that
α
u (−l) =
α
µ −1t
α¯
u (l). If z is a vertex we will define Ωz : Λ→
Λ ⊗ Γz to be equal to Ωz = (id ⊗ pz)Ω, where pz : Γ → Γz is the morphism of
algebra defined by pz = ⊗x∈V,x 6=zǫx.
It was shown (provided some assumption on the existence of a basis of Λ of
a special type) that there exists a unique non zero linear form h ∈ Λ⋆ satisfying:
1. (invariance) (h⊗ id)Ω(a) = h(a)⊗ 1 ∀a ∈ Λ
2. (factorisation) h(ab) = h(a)h(b)
∀a ∈ ΛX , ∀b ∈ ΛY , ∀X,Y ⊂ L, (X ∪ −X) ∩ (Y ∪ −Y ) = ∅
(we have used the notation ΛX for X ⊂ L to denote the subalgebra of Λ gener-
ated as an algebra by
α
u (l) with l ∈ X and α ∈ Irr(A)).
It can be evaluated on any element using the formula:
h(
α
u (l)ij) = δα,0 (23)
where 0 denotes the trivial representation of dimension 1, corresponding to the
counit.
6
It is convenient to use the notation
∫
dh instead of h. The following formula
is quite important :
h(
α
u (l)1
α
µ2
α
u (−l)2) =
1
[dα]
P12. (24)
We will use this linear form h in section 4 to compute link invariants.
A path P (resp. a loop P ) is a connected path (resp. a loop) in the graph
attached to the triangulation of Σ, it will also denote equivalently the continuous
curve (resp. loop) in Σ defined by the links of P. Following the definition for
links, the departure point of P is denoted d(P ) and its endpoint e(P ). A colored
path is a couple (P, α) where P is a path and α is an element of Irr(A). In the
rest of this work, we will use as a shortcut the word path instead of colored
path. This should cause no confusion.
Properties of path and loops such as self intersections, transverse intersec-
tions will always be understood as properties satisfied by the corresponding
curves on Σ.
Let x0, · · ·xn be points of V such that xi+1xi is an edge of the triangulation,
this collection of points defines a path P = [xn, ..., x0], with departure point x0
and end point xn. In [10] we defined the sign ǫ(xi, P ) = ǫ((xi+1xi), (xixi−1)).
If P is a simple path P = [xn, · · · , x0] with x0 6= xn, we can define the
holonomy along P by
α
uP= v
1
2
∑
n−1
i=1
ǫ(xi,P )
α
1∏
p=n
α
u (xpxp−1). (25)
When C is a simple loop C = [xn+1 = x0, xn, · · · , x0], we will define the
holonomy along C by
α
uC= v
1
2 (
∑
n
i=1
ǫ(xi,C)−ǫ(x0,C))
α
0∏
p=n
α
u (xp+1xp). (26)
In [10] we defined an element of Λ, which we called Wilson loop attached to
C :
α
WC= tr(
α
µ
α
uC). (27)
This element is gauge invariant and moreover it does not depend on the
departure point of the loop C. This last property can be easily shown using
another equivalent expression of
α
WC :
α
WC= ωα(C)trα
V
⊗n+1(
α
µ ⊗n+1
1∏
i=n
Pii−1(
1∏
j=n
α
u (xj+1xj)jAj)
α
u (x1x0)0) (28)
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where Aj is the matrix R
(ǫ(xj,C))−1
jj−1 and ωα(C) = v
− 12 (
∑
x∈C
ǫ(x,C))
α .
The equivalence between relations (27) and (28) uses the simple identity:
tr1(
α
µ1 P12(α⊗ α)(R
(ǫ)−1)) = vǫαidα
V
(29)
where ǫ = ±1.
Remark 1: Compared to our first definition of ωα(C) in [10], we have used a
different normalisation, they are related by a simple factor vα. The normalisation
of the Wilson loops is discussed in [10] in great details.
Remark 2: Expression of the type (28) is reminiscent of the formulas of [15]
for the conserved charges in the context of quantum lax pairs.
It can be shown that
α
WC satisfies the following fusion relation:
α
WC
β
WC=
∑
γ∈Irr(A)
Nγαβ
γ
WC (30)
where C is any simple loop.
It was also shown that the following commutation relations hold
[
α
WC ,
β
WC′ ] = 0 (31)
when C,C′ are simple loops without transverse intersections.
The geometrical content of this last result is very natural and explained in
the sequel.
Remark: we can define the algebra Λ for any type of graph provided that
the graph is endowed with a total order of the link incident to each vertex.
In particular we can consider any triangulation of any manifold of dimension
greater than three, and define a non commutative lattice gauge theory associated
to it. Unfortunately in that case we lose the property (31) which is of central
importance to define a non commutative Yang Mills action commuting with
gauge invariant elements. This is the reason which prevent us to extend the
present formalism to higher dimensions.
Although the structure of the algebra Λ depends on the ciliation, it has been
shown in [3] that the algebra Λinv does not depend on it up to isomorphism.
This is completely consistent with the approach of V.V.Fock and A.A.Rosly: in
their work the graph needs to be endowed with a structure of ciliated fat graph in
order to put on the space of graph connections Al a structure of Poisson algebra
compatible with the action of the gauge group Gl. However, as a Poisson algebra
Al/Gl is canonically isomorphic to the space MG of flat connections modulo
the gauge group, the Poisson structure of the latter being independent of any
choice of r-matrix [13].
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In [10] we introduced a Boltzmann weight attached to any simple loop C
and defined by:
δC =
∑
α∈Irr(A)
[dα]
α
WC . (32)
It was shown that this element satisfies a delta function property:
δC
α
uC
i
j = δijδC . (33)
We were led to define an element aYM , generalizing to our setting the expo-
nential of the Yang Mills action in the topological limit and defined by:
aYM =
∏
f∈F
δ∂f
(note that from the relation (31) the elements of this product are pairwise
commuting).
This element satisfies the equation:
aYM
α
uC= 1aYM , (34)
for each homologically trivial simple loop on Σ. This element is the non commu-
tative analogue of the projector on the space of flat connections. The argument
leading to commutation relation (31) can be generalized, and it was proved in
[4] that δ∂f for f ∈ F is a central element of Λinv.
The algebra ΛCS = Λ
invaYM was shown [4] to be independent , up to
isomorphism, of the triangulation. As a result it was advocated that ΛCS is the
algebra of observables of the Chern Simons theory on the manifold Σ×R. This
is supported by the topological invariance of ΛCS (i.e this algebra depends only
on the topological structure of the surface Σ and not on the triangulation) and
the flatness of the connection.
This geometrical representation of ΛCS is particularly appealing. In partic-
ular the element
α
WC that we already built should be interpreted as being the
observable associated to Wilson loop of horizontal curves, i.e loops in Σ× {t}.
The time t, which is the third coordinate in Σ×R, manifests itself in the alge-
braic point of view as an element used to order the observables: if C1, · · · , Cn
are colored loops on Σ, the element WC1 · · ·WCn is the observable associated to
the link L = ∪ni=1{(Ci, ti)} where t1 < · · · < tn. Note that we are free to choose
any time ti provided that they respect the order t1 < · · · < tn, this relative
independance on the time variable is a simple consequence of the vanishing of
the hamiltonian of Chern-Simons theory.
In particular, if C and C′ are curves on Σ with no intersection points, the
curve (C, t) and (C′, t′) never intersect, as a result we obtain that
α
WC
β
WC′=
β
WC′
α
WC (35)
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which is the result (31) (note that this last result was proved in the more general
case where there is no transverse intersections).
Our aim is now to construct in the algebra ΛCS the observables related to
Wilson loop associated to any link in Σ× [0, 1].
Remarks: 1. In order to simplify our work we have assumed that the surface
has no punctures. This situation can be handled using vertical lines as shown
in [4].
2. The definition of the element δC assumes that the algebra A has a finite
number of irreducible representations. Unfortunately we want to apply our
formalism to the case where A = Uq(G). When q is generic we can however
formally bypass this technical problem using the formal properties of δC such
as (33). The only infinity which can possibly occur comes from the square of
δC due to the relation:
δ2C = (
∑
α∈Irr(A)
[dα]
2)δC (36)
.
The only sensible way to cure this problem seems to work with q being a root
of unity and to truncate the spectrum either by quotienting by an appropriate
ideal or by using the formalism of weak quasi Hopf algebra as shown in [3, 4].
3 Construction of observables WL associated to
links L in Σ× [0, 1]
3.1 Links and chord diagrams
A link in Σ × [0, 1] is an embedding of (S1)∪p into Σ × [0, 1]. On the set of
links we can define a composition law [18], denoted ∗ defined as follows: let
j[a,b] be any increasing diffeomorphism from [0, 1] to [a, b], and let us denote
j¯[a,b] = idΣ × j[a,b], the composition L ∗ L
′ is defined by
L ∗ L′ = j¯[0, 12 ](L) ∪ j¯[ 12 ,1](L
′) (37)
which is an element of
Σ× [0,
1
2
] ∪Σ×{ 12} Σ× [
1
2
, 1] = Σ× [0, 1].
When the links are considered up to ambiant isotopy this composition is as-
sociative and admit the empty link as unit element. This composition law is
commutative if and only if Σ is homeomorphic to the sphere.
In the sequel we will use as a shortcut the term link to denote a colored link in
Σ×[0, 1] (a link in Σ×[0, 1] with an element of Irr(A) attached to each connected
components of L) such that the projection of L on Σ is a union of loops on Σ in
generic position (i.e no more than double points and transverse intersections at
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these points). Let us denote by (
i
L)i=1···p the connected components of the link
L, αi ∈ Irr(A) the color of this component, and by
i
P the colored loop obtained
by projecting
i
L on Σ. It is very convenient to associate to the link L a colored
chord diagram [20, 9, 1] which will encode intersections of the loops
i
P . This
chord diagram is constructed as follows: the projection of the link on Σ defines
p colored loops on Σ with transverse intersections, this configuration of loops
defines uniquely a colored chord diagram by the standard construction. Let us
denote by (
i
S)i=1···p the coloured circles of the chord diagram. Each circle
i
S
is oriented, we will denote by (
i
yj)j=1···ni the intersection points of the circle
i
S
with the chords. We will assume that they are labelled in such a way that
i
yj
appears before
i
yj+1 with respect to the cyclic order defined by the orientation
of the circles. Let Y = ∪pi=1{
i
yj , j = 1 · · ·ni}, we define a relation ∼ on the set
Y by :
y ∼ y′ if and only if y and y′ are connected by a chord. (38)
We will denote by ϕ the immersion of the chord diagram in Σ, in particular we
have
i
P= ϕ(
i
S). Each intersection point of the projection of L on Σ has exactly
two inverse images by ϕ in the chord diagram and these points are linked by a
unique chord. If p, q are two points of
i
S we will use the notation [pq] to denote
the oriented arc segment of
i
S having q as departure point and p as endpoint.
In the rest of this work we will assume that ϕ[
i
yj+1
i
yj ] contains at least two
links, for all i, j. This allows us to find a point
i
zj∈
i
S such that
i
zj∈]
i
yj
i
yj−1 [
and ϕ(
i
zj) is a vertex of the triangulation. This is a purely technical assumption
which could be easily removed. Each circle
i
S is the union of 2ni oriented arc
segments of type [
i
yj
i
zj ] and [
i
zj
i
yj−1], let us denote by Si this family of segments,
S = ∪pi=1Si and Z = ∪
p
i=1{
i
zj , j = 1 · · ·ni}.
ϕy3
i
z 3
i
z
1
i
y 2
i
z 4
i
y4
i
y2
j
z2
j
z1
j
y
1
j
y
1
i z 2
i
Fig 1
11
To each segment s = [pq] of Si we will as usual denote its end point e(s) = p
, its departure point d(s) = q and associate to s the vector spaces Vq− and Vp+
such that Vq− = Vp+ =
αi
V .
If a is a point of Y ∪ Z, we define s(a+) (resp s(a−)) to be the unique
element of S such that e(s(a+)) = a (resp d(s(a−)) = a). We shall also use the
arc segment s(a) = s(a+) ∪ s(a−).
Let a ∈ Y ∪ Z, and ξ ∈ {+,−}, we define l(aξ) to be the link of the path
φ(s(aξ)) incident to φ(a).
S being a finite set, we choose on it a total ordering and denote by ⊳ the
strict ordering associated to it. This ordering allows us to define two vector
spaces V− and V+ :
V− =
⊗
s∈S
Vd(s)− =
⊗
x∈Y ∪Z
Vx− andV+ =
⊗
s∈S
Vd(s)+ =
⊗
x∈Y∪Z
Vx+ , (39)
where the order in the tensor product is taken relativ to ⊳.
Let a, b ∈ Y ∪ Z and ξ, η ∈ {+,−}, and assume that φ(a) = φ(b), we will
use as a shortcut the notation:
ǫ(aξbη) = ǫ(l(aξ), l(bη)). (40)
We define the space ΛS by :
ΛS = Λ⊗
⊗
s∈S
Hom(Vd(s)− ,Ve(s)+) (41)
where the order in the tensor product is taken with respect to ⊳.
Let a, b ∈ Y ∪ Z and ξ, η ∈ {+,−}, we shall always use the notation Paξbη
to denote the permutation operator exchanging the vector spaces Vaξ and Vbη
in a tensor product of vector spaces.
If s is an element of Si we denote by js the canonical injection js : Λ ⊗
Hom(Vd(s)− ,Ve(s)+) →֒ ΛS .
Let us define two types of holonomy along s:
• us ∈ Λ⊗Hom(Vd(s)− ,Ve(s)+) is defined by us = uϕ(s), (the right handside
has already been defined so that there is no risk of confusion).
• Us ∈ ΛS is defined by Us = js(uϕ(s)).
We have to introduce both of these holonomies because in the rest of this
work some of the constructions are easier to formulate with Us whereas some
are easier to work with us. These two points of view were already appearing in
our previous work. Indeed if C is a closed path then WC which is defined by
(27) can also be written as (28). The expression (27) only uses the holonomies
u(l) ( playing the role of variables us) whereas expression (28) uses only the
variables u(l)j (playing the role of variables Us.) The definitions and notations
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we are explaining in this section have been designed to include automatically
the auxiliary space previously labelled by a number. As a result the holonomy
Us is labelled by a segment s and the auxiliary space is also labelled by the same
segment. This has the advantage to greatly simplify the notations. The price
to pay is that we have to choose a total order on S (the order ⊳).
To formulate the exchange relations satisfied by the Us we will introduce one
more definition:
Definition 4 Let a, b two points of Y ∪Z such that a ∈
i
S, b ∈
j
S and φ(a) = φ(b),
let us define the endomorphism:
R(a
ξbη) ∈ End(Vaξ ⊗ Vbη) (resp End(Vbη ⊗ Vaξ)) if s(a
ξ) ⊳ s(bη) (resp if
s(bη) ⊳ s(aξ)) by:
R(a
ξbη) =
{
(αi ⊗ αj)(R(ǫ(a
ξbη))) if s(aξ) ⊳ s(bη)
Paξbη (αi ⊗ αj)(R
(ǫ(aξbη)))Paξbη if s(b
η) ⊳ s(aξ)
From the previous definitions, the endomorphism R(a
ξbη) acts on the space
Vaξ ⊗Vbη or Vbη ⊗Vaξ depending of the order of s(a
ξ) and s(bξ) with respect to
⊳. It will be sometimes useful to use the notation R
(aξbη)
cρdσ to denote the element
R or R′−1 (depending on the order of s(aξ) and s(bη) with respect to <c)
represented on the space Vcρ⊗Vdσ or Vdσ ⊗Vcρ (depending on the order of s(cρ)
and s(dσ) with respect to ⊳. Note that the relation R
(aξbη)
cρdσ R
(bηaξ)
dσcρ = 1⊗1 always
holds true.
Proposition 1 (General exchange relations) The elements Us, s ∈ S sat-
isfy the following exchange relations in ΛS :
R(y
+
1 y
+
2 )U[y1z1]U[y2z2] = U[y2z2]U[z1y1] , ∀[y1z1], [y2z2] ∈ S, y1 ∼ y2,
U[z1y1]R
(y−1 y
+
2 )−1U[y2z2] = U[y2z2]U[y1z1], ∀[y1z1], [y2z2] ∈ S, y1 ∼ y2
U[z1y1]U[z2y2]R
(y−1 y
−
2 ) = U[z2y2]U[z1y1], ∀[z1y1], [z2y2] ∈ S, y1 ∼ y2
Us1R
(d(s1)
−e(s2)
+)−1Us2 = Us2Us1 , ∀s1, s2 ∈ S, e(s2) = d(s1), ϕ(d(s2)) 6= ϕ(e(s1))
U[y1z1]R
(z−1 z
+
1 )−1U[z1y2] = U[z1y2]R
(y−2 y
+
1 )−1U[y1z1], , ∀[y1z1], [z1y2] ∈ S, y1 ∼ y2
Us1Us2 = Us2Us1 , ∀s1, s2 ∈ S, φ(s1) ∩ φ(s2) = ∅
Proof: It follows straightforwardly from the definition of Us and the exchange
relations of the gauge fields u(l). ✷
Up to now we have not used the information coming from the topology of
the link i.e over and under crossings of the projected paths
i
P . This will be
encoded in the following definition:
Definition 5 Let < be any fixed strict total order on Y, we define a family
{R(y)}y∈Y of elements of
⊗
s∈S Hom(Vd(s)− ,Ve(s)+) as follows: let {y, y
′} be
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any pair of points of Y such that y ∼ y′, we can always assume (otherwise we
just exchange y and y′) that y < y′,
R(y) =
{
R(y
−y+)−1 if ϕ(s(y)) is above ϕ(s(y′))
R(y
+y′+)R(y
−y+)−1R(y
−y′+)−1 if ϕ(s(y)) is under ϕ(s(y′))
(42)
R(y
′) =
{
R(y
′−y′+)−1 if ϕ(s(y)) is above ϕ(s(y′))
R(y
′−y′+)−1R(y
−y′−)R
(y′−y+)
y′−y−
if ϕ(s(y)) is under ϕ(s(y′))
(43)
This definition defines completely the elements R(y) for any y ∈ Y. Similarly if
z is an element of Z we will define R(z) = R(z
−z+)−1.
The reader can legimately find the definition of R(y) obscure, this definition
should be clear after reading the next lemmas.
At this point it is very important to understand that R(y) depends on nu-
merous orderings namely:
• the total order < on Y
• the total order ⊳ on S
• the partial order coming from the ciliation
• the under and overcrossings of the projection of the link.
We will sometimes write R(y)(<) to make explicit the dependance in < .
Let us define the cyclic permutation operator:
i
σ= Pi
z1+
i
y1
+
ni∏
j=2
Pi
z1+
i
zj+
Pi
z1+
i
yj
+
.
We now have defined the framework necessary to associate to L an element
of Λ denotedWL which generalizes the construction of Wilson loops. We denote
by <l the strict lexicographic order induced on Y by the enumeration of the
connected components of L and a choice of departure point for each of these
components, i.e
i
yp<l
j
yq if and only if i < j or (i = j and p > q.)
Let us denote the holononomy along the circle
i
S by
i
U= ω(
i
S)U
[
i
z1
i
yni ]
R(
i
yni )(<l)U
[
i
yni
i
zni ]
R(
i
zni )(<l)U
[
i
zni
i
yni−1 ]
· · ·U
[
i
y1
i
z1]
, (44)
where ω(
i
S) = v
− 12
∑
ni
p=1
ǫ(φ(
i
yp),
i
P )+ǫ(φ(
i
zp),
i
P )
αi .
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This holonomy generalizes the holonomy we associated in [10] to simple
loops: the elements R(y) contain all the information on the relative crossings of
the projection of the link L.
Let y be a point of Y such that y ∈
i
S, let [zy] = s(y−) and [yt] = s(y+), we
can define the holonomy
U (y) = v
− 14 (ǫ(ϕ(z),
i
P)+2ǫ(ϕ(y),
i
P)+ǫ(ϕ(t),
i
P))
αi U[zy]R
(y)U[yt]. (45)
which is such that
i
U=
2∏
m=ni
(U (
i
ym)R(
i
zm))U (
i
y1). (46)
The following important lemmas describe the commutation relations of the
elements U (y) which explains the definition of R(y).
Lemma 1 Let y be a point of Y in
i
S and let us denote by y′ the point of
Y connected by a chord to y, and assume that y < y′. We have the following
commutation relations:
• If s(y) ∩ s(y′) = ∅ and ϕ(s(y)) is above ϕ(s(y′)) then
U (y)U (y
′) =
∑
r
βry′+R
(y′+y+)U (y
′)R(y
′−y+)−1U (y)R(y
′−y−)S2(αry−) (47)
where R(y
−y′+) =
∑
r α
r
y− ⊗ β
r
y′+
,
• if s(y) ∩ s(y′) = {z}, with z = d(s(y)) = e(s(y′)) and ϕ(s(y)) is above
ϕ(s(y′)) then:
U (y)R(z
−z+)−1U (y
′) =
∑
r
βry′+R
(y′+y+)U (y
′)R(y
′−y+)−1U (y)R(y
′−y−)S2(αry−).
(48)
Let a, b be two distincts points of Y we denote by τa,b < the total order on
Y obtained from < by permuting a and b.
The first relation can also be written:
• if y and y′ are points of Y linked by a chord such that s(y) ∩ s(y′) = ∅
with y < y′ and ϕ(s(y)) above ϕ(s(y′)) :
U (y)(<)U (y
′)(<) =
∑
r
βry′+U
(y′)(τy,y′ <)U
(y)(τy,y′ <)R
(y−y′+)−1
y−y′−
S2(αry−)
(49)
where R(y
−y′+) =
∑
r α
r
y− ⊗ β
r
y′+
.
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• if y and y′ are points of Y linked by a chord such that s(y) ∩ s(y′) = ∅
with y < y′ and ϕ(s(y)) under ϕ(s(y′)) :
U (y)(<)U (y
′)(<) =
∑
r
βry+U
(y′)(τy,y′ <)U
(y)(τy,y′ <)S(α
r
y′−)R
(y′−y+)
y′−y−
.
(50)
(Similarly if s(y)∩s(y′) = {z} with z = d(s(y)) = e(s(y′)) the last two equations
hold true if one replaces the left handside by U (y)R(z
−z+)−1U (y
′)).
Proof:
This lemma is a direct consequence of the following computation:
U[zy]R
(y−y+)−1U[yt]U[z′y′]R
(y′−y′+)−1U[y′t′] =
= U[yt]U[zy]U[y′t′]U[z′y′]
=
∑
i
U[yt]U[zy]β
i
y′+R
(y−y′+)−1S2(αiy−)U[y′t′]U[z′y′]
=
∑
i
βiy′+U[yt]U[y′t′]U[zy]U[z′y′]S
2(αiy−)
=
∑
i
βiy′+R
(y′+y+)U[y′t′]U[yt]U[z′y′]U[zy]R
(y−y′−)S2(αiy−)
=
∑
i
βiy′+R
(y′+y+)U[y′t′]U[z′y′]R
(y′−y+)−1U[yt]U[zy]R
(y−y′−)S2(αiy−)
=
∑
i
βiy′+R
(y′+y+)U[z′y′]R
(y′−y′+)−1U[y′t′]R
(y′−y+)−1U[zy]R
(y−y+)−1U[yt]R
(y′−y−)S2(αiy−).
Equations (47,48) are a straightforward consequence of the previous computa-
tions and the definition of R(y). ✷
Lemma 2 Let y1, y2 be two points of Y not connected by a chord and let y
′
1, y
′
2
be the points of Y such that y1 ∼ y
′
1, y2 ∼ y
′
2, if we assume s(y1) ∩ s(y2) = ∅,
we have the following relation:
U (y1)(<)U (y2)(<) = U (y2)(<)U (y1)(<). (51)
Moreover if we assume y1 < y2 and {y′1, y
′
2} ∩ {y ∈ Y, y1 < y < y2} = ∅ the last
relation can also be written:
U (y1)(<)U (y2)(<) = U (y2)(τy1,y2 <)U
(y1)(τy1,y2 <). (52)
Of course if s(y1) ∩ s(y2) = {z} with z = d(s(y1)) = e(s(y2)) the previous
equations hold true if we replace the left handside by: U (y1)(<)R(z
−z+)−1U (y2)(<
).
Proof:The first part follows straightforwardly from the definition ofR(y) and
the assumption s(y1)∩ s(y2) = ∅. The second part comes from the fact that the
relative order of yi and y
′
i with respect to < is the same as the one with respect
to τy1,y2 < . ✷
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3.2 Definition and first properties of the observables WL
associated to a link L ⊂ Σ× [0, 1]
Definition 6 (Generalized Wilson loops) To each link in Σ× [0, 1] satisfy-
ing the assumptions of section (3.1) we associate an element WL of the algebra
Λ by the following procedure: let us denote by WL the element
WL = µS
p∏
i=1
i
σ
p∏
i=1
i
U ; (53)
where µS =
⊗
s∈S µe(s)+ .
From the definition of
i
σ it follows that: WL ∈ Λ⊗Hom(V−,V+).
The Wilson loop associated to the link L is defined by WL = trV−WL where
trV− means the partial trace over the space V− after the natural identification
V+ = V−. It will be convenient to write
WL = Trq(
p∏
i=1
i
U) (54)
When L is a simple loop in Σ×{t}, the element WL we just defined is equal
to the Wilson loop we already defined by equation (27).
This element satisfies very important properties which are contained in the
following theorem:
Theorem 1 Let L be a link in Σ×[0, 1] thenWL does not depend on the labelling
of the components nor on the choice of departure points of the components. As
a result W is a function on the space of links with values in Λ. Moreover this
mapping takes its value in Λinv.
If L and L′ are two links, we have the morphism property:
WL⋆L′ =WLWL′ . (55)
Proof:
We will first show that WL is invariant under relabelling of the connected
components of the link. It suffices to show that WL is invariant under the
exchange of
i
S and
i+1
S for all i. Let j = i+ 1, we can write
WL = Trq(A
i
U
i+1
U B)
= Trq(AU
(
i
yni )R(
i
zni ) · · · U (
i
y1)U
(
j
ynj )R(
j
znj ) · · · U (
j
y1)B).
Let
(ij)
< l denote the lexicographic order associated to the labelling of the con-
nected components after the exchange of
i
S and
i+1
S , it is obtained from the
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first lexicographic order <l by exchanging the points
i
yni<l · · · <l
i
y1 with the
points
j
ynj<l · · · <l
j
y1 . In order to prove invariance under the permutation of
the connected components it suffices to show that:
Trq(AU
(
i
yni )(<l)R
(
i
zni ) · · · U (
i
y1)(<l)U
(
j
ynj )(<l)R
(
j
znj ) · · · U (
j
y1)(<l)B) =
= Trq(AU
(
j
ynj )(
(ij)
< l)R
(
j
znj ) · · · U (
j
y1)(
(ij)
< l)U
(
i
yni )(
(ij)
< l)R
(
i
zni ) · · · U (
i
y1)(
(ij)
< l)B).
The proof goes as follows: if
i
y1 is not connected to any
j
ym then we deduce from
the second lemma that:
U (
i
y1)(<l)U
(
j
ynj )(<l)R
(
i
znj ) · · · U (
j
y1)(<l) =
= U
(
j
ynj )(τ i
y1,
j
ynj
<l)U
(
i
y1)(τ i
y1,
j
ynj
<l)R
(
j
znj ) · · · U (
j
y1)(<l) =
= U
(
j
ynj )(τ i
y1,
j
ynj
<l)R
(
j
znj )U (
i
y1)(τ i
y1,
j
ynj
<l) · · · U
(
j
y1)(τ i
y1,
j
ynj
<l) =
= U
(
j
ynj )(
nj∏
p=1
τ i
y1,
j
yp
<l)R
(
j
znj ) · · · U (
j
y1)(
nj∏
p=1
τ i
y1,
j
yp
<l)U
(
i
y1)(
nj∏
p=1
τ i
y1,
j
yp
<l).
Let τq denote the permutation τq =
∏nj
p=1 τ iyq,
j
yp
, we just have proved that if
i
y1 is not connected to any
j
ym we have:
Trq(AU
(
i
yni )R(
i
zni ) · · · U (
i
y1)U
(
j
ynj )R(
j
znj ) · · · U (
j
y1)B) =
= Trq(AU
(
j
ynj )(τ1 <l)R
(
j
znj ) · · · U (
j
y1)(τ1 <l)U
(
i
yni )(τ1 <l)R
(
i
zni ) · · · U (
i
y1)(τ1 <l)B).
This last equation still holds true even if
i
y1 is connected by a chord to
j
ym . We
will show it if m = nj , the other cases are treated with the same method.
Let us assume first that ϕ(s(
i
y1)) is above ϕ(s(
j
ym)) and apply lemma 1:
Trq(AU
(
i
yni )R(
i
zni ) · · · U (
i
y1)U
(
j
ynj )R(
j
znj ) · · · U (
j
y1)B) =
=
∑
r
Trq(AU
(
i
yni )R(
i
zni ) · · ·R(
i
z2)βr
j
y
+
nj
U
(
j
ynj )(τ1 <l)U
(
i
y1)(τ1 <l)×
R
(
i
y1
− jynj
+)
i
y1
−
j
ynj
−
S2(αrj
ynj
−
)R(
j
znj ) · · · U (
j
y1)B) =
=
∑
r
Trq(β
r
j
y
+
nj
AU (
i
yni )R(
i
zni ) · · · R(
i
z2)U
(
j
ynj )(τ1 <l)U
(
i
y1)(τ1 <l)×
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R(
j
znj ) · · · U (
j
y1)BR
(
i
y1
− jynj
+)
i
y1
−
j
ynj
−
S2(αrj
ynj
−
)) =
= Trq(AU
(
i
yni )R(
i
zni ) · · · R(
i
z2)U
(
j
ynj )(τ1 <l)U
(
i
y1)(τ1 <l)R
(
j
znj ) · · · U (
j
y1)B)
= Trq(AU
(
i
yni )R(
i
zni ) · · · R(
i
z2)U
(
j
ynj )(τ1 <l)R
(
j
znj ) · · · U (
j
y1)(τ1 <l)U
(
i
y1)(τ1 <l)B) =
= Trq(AU
(
i
yni )(τ1 <l)R
(
i
zni ) · · · U (
j
y1)(τ1 <l)U
(
i
yni )(τ1 <l)R
(
i
zni ) · · · U (
i
y1)(τ1 <l)B).
If ϕ(s(
i
y1)) is under ϕ(s(
j
ym)) we use the same type of proof but use instead
relation (48).
Up to now we have shown that we can move U (
i
y1) to the right with an
exchange of <l into τ1 <l . The same arguments apply as well to U (
i
y2) up to
U (
i
yni ). We finally end up with the following equation:
Trq(AU
(
i
yni )R(
i
zni ) · · · U (
i
y1)U
(
j
ynj )R(
j
znj ) · · · U (
j
y1)B) =
= Trq(AU
(
j
ynj )(
1∏
p=ni
τp <)R
(
j
znj ) · · · U (
j
y1)(
1∏
p=ni
τp <)×
U (
i
yni )(
1∏
p=ni
τp <)R
(
i
zni ) · · · U (
i
y1)(
1∏
p=ni
τp <)B),
which establishes the result because
(ij)
< l =
∏1
p=ni
τp < . This ends up the proof
that WL is invariant under relabelling of the connected components of L.
Let us prove now that WL is invariant under the choice of departure points
of the curve
i
P used to define WL. From the first part of the theorem that we
just have proved, we can write:
WL = Trq(U
(
i
yni )R(
i
zni ) · · · U (
i
y1)A). (56)
Once again the idea of the proof is to use lemmas 1 and 2 to move U (
i
yni ) to the
right.
Let us define ci <l the strict order deduced from <l by applying a cyclic
permutation to
i
yni , · · · ,
i
y1 such that
i
yni−1 ci <l · · · ci <l
i
y1 ci <l
i
yni .
Assume first that
i
yni is not connected to any of th points
i
yp, we can therefore
write, from lemma 2:
U (
i
yni )R(
i
zni )U
(
i
yni−1) · · · U (
i
y1) =
= U
(
i
yni−1 )U (
i
yni )R(
i
zni−1) · · · U (
i
y1)
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= U
(
i
yni−1 )R(
i
zni−1) · · · U (
i
yni )U (
i
y1)
= U
(
i
yni−1 )R(
i
zni−1) · · · U (
i
y1)R(
i
z1)U (
i
yni )
which is equal to:
U
(
i
yni−1)(ci <l) · · · U
(
i
y1)(ci <l)R
(
i
z1)U (
i
yni )(ci <l). (57)
This proof does not work, but the result is still true, if exceptionally ni = 2.
In that case one has to generalize lemma 2 to the case where s(y1) ∩ s(y2) =
{z, z′}, z 6= z′. We leave the details to the reader.
Assume now that
i
yni is connected to one of the points
i
yp, and let us choose
p = ni−1 to show the structure of the proof:
WL = Trq(U
(
i
yni )R(
i
zni ) · · · U (
i
y1)A) =
= Trq(U
(
i
yni−1)(τ i
yni
i
yni−1
<l)U
(
i
yni )(τ i
yni
i
yni−1
<l)R
(
i
zni−1) · · · U (
i
y1)A)
using lemma 1 and the property of the quantum trace.
Finally we obtain:
WL = Trq(U
(
i
yni−1 )(τ i
yni
i
yni−1
<l)R
(
i
zni−1) · · · U (
i
yni )(τ i
yni
i
yni−1
<l)U
(
i
y1)(τ i
yni
i
yni−1
<l)A)
= Trq(U
(
i
yni−1)(τ i
yni
i
yni−1
<l)R
(
i
zni−1) · · · U (
i
y1)(τ i
yni
i
yni−1
<l)R
(
i
z1)U (
i
yni )(τ i
yni
i
yni−1
<l)A)
= Trq(U
(
i
yni−1)(ci <l)R
(
i
zni−1) · · · U (
i
y1)(ci <l)R
(
i
z1)U (
i
yni )(ci <l)A).
It is easy to show using the same method that this result holds as well
whatever the value of p can be.
We have shown that we can always replace the departure point
i
z1 by its
neighboor
i
zni . As a result, by a trivial induction, it proves that WL is invariant
under the change of departure point of each connected components.
Let us now show that WL is a gauge invariant element. It is easy to show
that WL is a co-invariant element under the coaction Ωx where x ∈ V \ ϕ(Y ) :
this is the same standard proof of prop.2 in [10]. The only non trivial part
comes from the points of ϕ(Y ), i.e the intersection points of the loops
i
P .
Let y ∈ Y , according to the previous part of the proof, we can always write
WL = trq(U (y)AU (y
′)B) where y ∼ y′, ϕ(y) above ϕ(y′) and A and B are
elements of the algebra Λ containing no variable
α
u (l) with l incident to ϕ(y).
We have:
Ωϕ(y)(WL) =
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= Trq(U[zy]S(gy−)R
(y−y+)−1gy+U[yt]AU[z′y′]S(gy′−)R
(y′−y′+)−1gy′+U[y′t′]B)
= Trq(U[zy]gy+R
(y−y+)−1S(gy−)U[yt]AU[z′y′]gy′+R
(y′−y′+)−1S(gy′−)U[y′t′]B)
= Trq(gy+U[zy]R
(y−y+)−1S(gy−)gy′+U[yt]AU[z′y′]R
(y′−y′+)−1S(gy′−)U[y′t′]B)
=
∑
i
Trq(gy+U[zy]R
(y−y+)−1S(gy−)β
i
y′+R
(y−y′+)−1S2(αiy−)gy′+U[yt]A
U[z′y′]R
(y′−y′+)−1S(gy′−)U[y′t′]B)
=
∑
i
Trq(β
i
y′+gy+U[zy]R
(y−y+)−1S(gy−)R
(y−y′+)−1gy′+U[yt]A
U[z′y′]R
(y′−y′+)−1S(gy′−)U[y′t′]BS
2(αiy−))
=
∑
i
Trq(α
i
y+β
i
y′+gy+U[zy]R
(y−y+)−1gy′+R
(y−y′+)−1S(gy−)U[yt]A
U[z′y′]R
(y′−y′+)−1)S(gy′−)U[y′t′]B)
= trq(R
(y−y′+)−1
y+y′+
gy+gy′+U[zy]R
(y−y+)−1R(y
−y′+)−1U[yt]A
U[z′y′]R
(y′−y′+)−1)U[y′t′]BS(gy−)S(gy′−))
= Trq(gy′+gy+R
(y−y′+)−1
y+y′+
U[zy]R
(y−y+)−1R(y
−y′+)−1U[yt]A
U[z′y′]R
(y′−y′+)−1U[y′t′]BS(gy−)S(gy′−))
= Trq(R
(y−y′+)−1
y+y′+
U[zy]R
(y−y+)−1R(y
−y′+)−1U[yt]A
U[z′y′]R
(y′−y′+)−1U[y′t′]B).
As a result we get Ωϕ(y)(WL) ∈ Λ⊗1. Applying (id⊗ ǫ) and using the comodule
definition, it follows that: Ωϕ(y)(WL) =WL ⊗ 1, i.e WL is an element of Λ
inv.
Let L,L′ two links of Σ × [0, 1], and {
i
SL i = 1, · · · , pL}, (resp. {
i
SL′ i =
1, · · · , pL′} ) be the circles associated to the chord diagramm of L (resp. L′).
The family of circles of the chord diagram of L ∗ L′ is the union {
i
SL i =
1, · · · , pL} ∪ {
i
SL′ i = 1, · · · , pL′}. We can choose a labelling of the circles of the
chord diagram of L ∗L′ such that those of L appear before those of L′. Because
ϕ(L) is above ϕ(L′) the expression of R(y) such that ϕ(y) ∈ ϕ(L) ∩ ϕ(L′) do
not connect L and L′ i.e R(y) = R(y
−y+)−1. From the definition of WL∗L′ we
immediately get WLL′ =WLWL′ . This fact is the final step in the proof of the
theorem. ✷
As already explained in section 2, when L is a simple loop in Σ×[0, 1], WL has
two equivalent expressions: the first one, called ” expanded form” (eq.28), can be
written as a partial quantum trace over the space Λ⊗
⊗
s∈S Hom(Vd(s)− ,Ve(s)+)
, whereas the second one (eq.27), called ”contracted form”, is expressed as
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a partial quantum trace over the space Λ ⊗
⊗p
i=1 End(
αi
V ). Relation between
them is a direct consequence of the following result:
if A ∈ Hom(X,Y) and B ∈ Hom(Y,Z) then BA = trY (PY,ZB ⊗A).
The definition of WL for arbitrary links is naturally defined in terms of
the Us, it can of course be written in terms of a quantum partial trace over
Λ⊗
⊗p
i=1 End(
αi
V ), the expression is quite messy, the only essential point being
that we can switch from one expression to the other. This contracted form
enjoys the following property:
Lemma 3 Assume that there exists a connected open path P ⊂
i
P such that
1. e(P ) and d(P ) are not intersection points of the projected link
2. ∀y ∈ ϕ−1(P ) and y′ ∈ Y \ ϕ−1(P ) with y ∼ y′, φ(s(y)) is above φ(s(y′)),
then the Wilson loop associated to L can be uniquely written as
WL = trαi
V
(
αi
µv
− 12 ǫ(e(P ),
i
P )
αi uPv
1
2 ǫ(d(P ),
i
P)
αi A), (58)
where A is an element of Λ ⊗ End(
αi
V ,
αi
V ) which components are linear combi-
nations of the matrix element of (
α
u (l))l∈φ(L)\P with coefficients depending only
on the set of links in φ(L) \ P and the ciliation at each vertex of φ(L) \ P. A
path satisfying properties 1) and 2) will be said to be ”on top” of the link L.
Proof:From the theorem (1), we can always assume that P ⊂
1
P , and from the
independance under the choice of the φ(z) for z ∈ Z, we can always assume that
e(P ) = φ(
1
z1). As a result we can write: WL = Tr(µS
∏p
i=1
i
σ U (1)
∏p
j=2 U
(j)).
Because P is on the top of L we have R(y) = R(y
−y+)−1 if y ∈ Y and ϕ(y) ∈ P.
Using the formula
trV
e(s
+
2
)
(µe(s+2 )
us1R
(d(s1)
−e(s2)
+)−1us2) = v
ǫ(φ(e(s2)),
1
P )
α1 us1us2 , (59)
we obtain the desired result ✷.
Proposition 2 (Regular isotopy) The element ŴL =WL
∏
F∈F δ∂F of ΛCS
depends only on the regular isotopy class of the link L, i.e it satisfies the Reide-
meister moves of type 0,2,3.
Proof:Let us first show an already interesting result in itself: if L,L′ are two
links In |sigma×R, L1 (resp. L′1 ) are connected curves included in L (resp.L′)
and P (resp. P ′) are the projections of L1 (resp L
′
1) such that:
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• L \ L1 = L′ \ L′1
• φ(L) \ P = φ(L′) \ P ′
• e(P ) = e(P ′), d(P ) = d(P ′) and none of these points are intersection
point
• P (resp. P ′) is on top of L (resp. L′)
• the curve C = PP ′−1 is a closed simple homologically trivial curve,
then the following equality is true:
ŴL = ŴL′ . (60)
In order to show this easy result let us denote e = e(P ) = e(P ′) and d =
d(P ) = d(P ′), and assume that P and P ′ are colored by αi.
From the definition of a path being on top of L, we have:
∏
F∈F
δ∂FWL =
∏
F∈F
δ∂F trαi
V
(
αi
µ v
− 12 ǫ(e,L)
αi uP v
1
2 ǫ(d,L)
αi A)
=
∏
F∈F
δ∂F v
− 12 ǫ(e,L)+
1
2 ǫ(d,L)+
1
2 ǫ(e,C)−
1
2 ǫ(d,C)
αi ×
× trαi
V
(
αi
µ (v
− 12 ǫ(e,C)
αi uP v
1
2 ǫ(d,C)
αi uP ′−1)uP ′A)
=
∏
F∈F
δ∂F v
− 12 ǫ(e,L)+
1
2 ǫ(d,L)+
1
2 ǫ(e,C)−
1
2 ǫ(d,C)
αi ×
× tr
⊗j
αi
V
(
αi
µ uCuP ′A)
=
∏
F∈F
δ∂F v
− 12 ǫ(e,L)+
1
2 ǫ(d,L)+
1
2 ǫ(e,C)−
1
2 ǫ(d,C)+
1
2 ǫ(e,L
′)− 12 ǫ(d,L
′)
αi ×
× tr
⊗j
αi
V
(
αi
µ v
− 12 ǫ(e,L
′)
αi uP ′v
1
2 ǫ(d,L
′)
αi A)
=
∏
F∈F
δ∂FWL′ .
The last line comes from the identity:
ǫ(e, C) + ǫ(e, L′)− ǫ(e, L) = 1. (61)
This ends the proof of the intermediate result.
The proof of Reidemeister moves of type 0,2,3 is a direct byproduct of the
previous result, the proof of all these moves being easily reduced to move an
open strand on the top of the link. ✷.
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In [4] it was shown that if T and T ′ are two ciliated triangulations of Σ, the
algebra ΛCS(T ) and ΛCS(T ′) are isomorphic. Let us denote iT ,T ′ : ΛCS(T )→
ΛCS(T
′) this isomorphism, it was shown that this isomorphism preserves the
linear form h: if a ∈ ΛCS(T ) then h(a) = h′(iT ,T ′(a)) where h (resp. h′ ) is the
linear invariant form on Λ(T ) (resp. on Λ(T ′)).
Proposition 3 (Invariance under the change of triangulation) Let T and
T ′ two triangulations of Σ, and let R(T , T ′) be any triangulation which is a com-
mon refinement of T and T ′. Let L (resp L′) be links in Σ such that L resp.(
L′) has all its projected components composed with links of T resp.(T ′). If L
and L′ are related by a finite set of moves of type 0, 2, 3 involving the triangula-
tion R(T , T ′) then: iT ,T ′(ŴL) = ŴL′ . A direct consequence of this result is the
equality of expectation values, i.e: h(ŴL) = h
′(ŴL′).
Proof: this is a direct consequence of proposition 2 and the expression of iT ,T ′ .
✷
The only move which can not be deduced from proposition2 is the first move.
Although being reduced to the move of strand on top of the link, the strand P
which is moved to P ′ is such that e(P ), d(P ) are elements of φ(Y ) or PP ′−1 is
not a simple curve. So we cannot apply directly the intermediate result.
In the next theorem we study the behaviour of ŴL under the move of type
1.
Proposition 4 (Type I moves) Let L be as usual a link in Σ× [0, 1] and
i
P
the set of projected curves on Σ and let L∝± be another link whose projection
i
P ∝± differs from
i
P by a move of type I (see fig 2) applied to a curve colored
by αi, we have the following relation:
ŴL∝± = v
±1
αi ŴL. (62)
y
y’
z 2
z 3
z1
y
y’
z 2
z1
z 3
L Lα−α+
Fig 2
Proof:Let C denote the closed curve C = φ([y′z2]) ∪ φ([z2y]), we have:
δCWL∝+ =
= δCv
− 12 ǫ(z1
−z1
+)+ 12 (ǫ(y
−y+)+ǫ(z2
−z2
+)+ǫ(y′−y′+))+ 12 ǫ(z3
−z3
+)
αi ×
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× trαi
V
(
αi
µ u[z1y]u[yz2]u[z2y′]u[y′z3]A)
= δCv
− 12 ǫ(z1
−z1
+)− 12 (ǫ(y
−y+)+ǫ(z2
−z2
+)+ǫ(y′−y′+))+ 12 ǫ(z3
−z3
+)
αi ×
× tr
Vz2⊗Vy⊗Vy′⊗
αi
V
(Pz+1 y′+
Pz+1 z2+
Pz+1 y+
α
µy+
α
µz2+
α
µy′+
αi
µ ×
× u[z1y]R
(y−y+)−1u[yz2]R
(z2
−z2
+)−1u[z2y′]R
(y′−y′+)−1u[y′z3]A)
= δCv
− 12 ǫ(z1
−z1
+)− 12 (ǫ(y
−y+)+ǫ(z2
−z2
+)+ǫ(y′−y′+))+ 12 ǫ(z3
−z3
+)
αi ×
× tr
Vz2⊗Vy⊗Vy′⊗
αi
V
(Pz+1 y′+
Pz+1 z2+
Pz+1 y+
α
µy+
α
µz2+
α
µy′+
αi
µ ×
× u[yz2]R
(z2
−z2
+)−1u[z2y′]u[z1y]R
(y′−y−)R(y
′−y′+)−1u[y′z3]A)
= δCv
− 12 ǫ(z1
−z1
+)− 12 (ǫ(y
−y+)+ǫ(y′−y′+))+ 12 ǫ(z3
−z3
+)+ 12 ǫ(y
′−y+)
αi ×
× tr
Vy⊗Vy′⊗
αi
V
(Pz+
1
y′+Pz+
1
y+
α
µy+
α
µy′+
αi
µ ×
× v
− 12 ǫ(y
′−y+)
αi u[yz2]v
1
2 ǫ(z2
−z2
+)
αi u[z2y′]u[z1y]R
(y′−y−)R(y
′−y′+)u[y′z3]A)
= δCv
− 12 (ǫ(z1
−z1
+)− 12 (ǫ(y
−y+)+ǫ(y′−y′+))+ 12 ǫ(z3
−z3
+)+ 12 ǫ(y
′−y+)
αi ×
× tr
Vy⊗Vy′⊗
αi
V
(Pz+1 y′+
Pz+1 y+
α
µy+
α
µy′+
αi
µ ×
× id(V
y+ ,Vy′− )
u[z1y]R
(y′−y−)R(y
′−y′+)−1u[y′z3]A) =
(after the use of δCv
− 12 ǫ(y
′−y+)
αi u[yz2]v
1
2 ǫ(z2
−z2
+)
αi u[z2y′] = δC id(Vy+ ,Vy′− )
where id(V
y+ ,Vy′− )
denote the identity endomorphism )
= δCv
− 12 (ǫ(y
−y+)+ǫ(y′−y′+))−ǫ(y′−y−)+ǫ(y′−y′+)− 12 ǫ(y
−y′+)+ 12 ǫ(y
′−y+)
αi ×
× trαi
V
(
αi
µ v
− 12 ǫ(z1
−z1
+)
αi u[z1y]v
1
2 ǫ(y
−y′+)
αi u[yz3]v
1
2 ǫ(z3
−z3
+)
αi A)
= v
− 12 (ǫ(y
−y+)+ǫ(y′−y′+))−ǫ(y′−y−)+ǫ(y′−y′+)− 12 ǫ(y
−y′+)+ 12 ǫ(y
′−y+)
αi δCWL
From the relation:
ǫ(y′−y′+) + ǫ(y−y′−) = ǫ(y−y′+) + 1,
we can write:
−
1
2
(ǫ(y−y+) + ǫ(y′
−
y′
+
))− ǫ(y′
−
y−) + ǫ(y′
−
y′
+
)−
1
2
ǫ(y−y′
+
) +
1
2
ǫ(y′
−
y+) =
=
1
2
(ǫ(y′−y+) + ǫ(y+y−) + ǫ(y−y′+) + ǫ(y′+y′−)) + 1 = 1,
which leads to δCW
∝+
L = vαiδCWL. We finally obtain the relation:
ŴL∝+ = vαiŴL. (63)
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The proof in the other case is very similar and it can be shown that:
ŴL∝− = v
−1
αi ŴL. (64)
✷
From propositions 2 and 3 we immediately obtain that ŴL is a ribbon in-
variant, the link being endowed with the “blackboard framing” associated to
the projection Σ× [0, 1]→ Σ. Let ni be the writhe of the ribbon defined by Li,
Propositions 2 and 3 imply that
I(L) =
p∏
i=1
v−niαi ŴL (65)
is a link invariant element of the algebra ΛCS.
A particularly simple situation appears when Σ = S2, because in that case
WL is essentially a number.
Indeed let Σ = S2, then from the independence of the algebra structure
of ΛCS under the choice of graph [4] we obtain that ΛCS(S
2) is an algebra
of dimension 1, (this comes from the fact that S2 is homeomorphic to a disk
whose boundary has been identified to a point). As a result we get ΛCS(S
2) =
C
∏
f∈T δ∂f . We then deduce that:
ŴL = wL
∏
f∈T
δ∂f , (66)
with wL ∈ C.
This number wL satisfies the following equation:
wL∗L′ = wLwL′ , (67)
which is a trivial consequence of the identityWLWL′ =WL⋆L′ and dimΛCS(S
2) =
1.
In the next section we will show that wL is the Reshetikhin-Turaev invariant
(denoted RT (L)) of the framed link L.We will have therefore a new description
of these invariants in term of traces of holonomies of flat connections in the
spirit of the work of E.Witten.
When Σ is not homeomorphic to S2, ΛCS is no more a trivial algebra. It is
then a quantization of the space Fun(Hom(π1(Σ), G)/G,C), a presentation by
generators and relations being given in [4]. This presentation is simply obtained
by generalizing the definition of Λ to arbitrary cell decomposition of the surface.
By taking the simplest one, i.e one 2-cell, 2g edges and one point, these authors
have obtained a nice presentation of the Moduli algebra. This description is
one of the step to obtain the complete set of irreducible unitary representation
of ΛCS (even with punctures) as described in [5]. We also have to mention the
work [18, 2] for other interesting constructions related to quantization of the
moduli space of flat connections.
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4 Relation between the observables WL with L ⊂
S2 × [0, 1] and Reshetikhin-Turaev invariants
The aim of this section is to show that in the case of the sphere the invariant
of link wL is equal to Reshetikhin-Turaev invariant of the ribbon (endowed
with the blackboard framing) associated to L. The idea of the method is very
simple: because ŴL = wLaYM , we obtain wL = h(wLaYM )/h(aYM ). It remains
to integrate wLaYM over all links of the triangulation. This is quite technical,
the final answer being just the Reshetikhin-Turaev invariant of the link L in the
shadow world.
Before explaining this proof we will first show that when A = Uq(sl2) and L is
a link colored with the fundamental representation then wL = q
3
2
∑
i
niP (L, q2)
where P (L, z) is the Jones polynomial of the link L.
Proposition 5 (Skein relations-Jones Polynomial) Let L+, L−, L0 be links
in Σ× [0, 1] which coincide outside a ball and look as in (fig 3) inside the ball.
L0_L+ L_ L’0
Fig 3
In addition assume that A = Uq(sl2) and that the links L+, L−, L0 have all
their components colored with the fundamental representation of A. We have the
skein relations:
q
1
2 ŴL+ − q
− 12 ŴL− = (q − q
−1)ŴL0 . (68)
Moreover:
wL = q
3
2
∑
i
niP (L, q2) (69)
where P (L, z) is the Jones polynomial of the link L in the variable z.
Proof:Let us assume first that yp and yq belongs to the same circle of the chord
diagram. We can write:
U (1) = U[zn+1yn]R
(y−n y
+
n )−1U[ynzn]AU[zp+1yp]R
(y−p y
+
p )−1U[ypzp]B. (70)
Using this notation we obtain:
WL+ = Trq(
∏
i
U (i))
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= Trq(U[zn+1yn]R
(y−n y
+
n )−1U[ynzn]AU[zp+1yp]R
(y−p y
+
p )−1U[ypzp]BC)
= Trq(U[ynzn]U[zn+1yn]AU[ypzp]U[zp+1yp]BC)
= Trq(U[ynzn]AU[zn+1yn]β
(y−n y
+
p )
y+p
R(y
−
n y
+
p )−1S2(α
(y−n y
+
p )
y−n
)U[ypzp]U[zp+1yp]BC)
= Trq(β
(y−n y
+
p )
y+p
U[ynzn]AU[ypzp]U[zn+1yn]U[zp+1yp]S
2(α
(y−n y
+
p )
y−n
)BC)
= Trq(U[ynzn]AU[ypzp]U[zn+1yn]U[zp+1yp]R
(y−n y
+
p )
y−n y
−
p
BC)
= Trq(U[ynzn]AU[zp+1yp]R
(y−p y
+
p )−1U[ypzp]U[zn+1yn]R
(y−p y
−
n )R
(y−n y
+
p )
y−n y
−
p
BC)
= Trq(U[ynzn]AU[zp+1yp]R
(y−p y
+
p )−1U[ypzp]BR
(z−
n+1z
+
n+1)−1U[zn+1yn]R
(y−p y
−
n )R
(y−n y
+
p )
y−n y
−
p
C).
Using the same method, we can check that:
WL− = Trq(U[zn+1yn]R
(y+n y
+
p )R(y
−
n y
+
n )−1R(y
−
n y
+
p )−1U[ynzn]A×
× U[zp+1yp]R
(y−p y
+
p )−1R(y
−
n y
−
p )R
(y−p y
+
n )
y−p y
−
n
U[ypzp]BC)
= Trq(U[ynzn]AU[zp+1yp]R
(y−p y
+
p )−1U[ypzp]BR
(z−
n+1
z+
n+1
)−1U[zn+1yn]R
(y−p y
+
n )
y−p y
−
n
R
(y+n y
+
p )
y−n y
−
p
C).
From the standard expression of R in the fundamental representation
R = q−
1
2 (q
2∑
i=1
Eii ⊗ Eii +
2∑
i6=j
Eij ⊗ Eji + (q − q
−1)E12 ⊗ E21) (71)
we obtain:
q
1
2R(y
−
p y
−
n )R
(y−n y
+
p )
y−n y
−
p
− q−
1
2R
(y−p y
+
n )
y−p y
−
n
R
(y+n y
+
p )
y−n y
−
p
= (q − q−1)R
(y−p y
+
p )
y−p y
−
n
Py−n y−p .
As a result we get:
q
1
2WL+ − q
− 12WL− =
= (q − q−1)Trq(Py+n y+p U[ynzn]AU[zp+1yp]R
(y−p y
+
p )−1U[ypzp]BR
(z−
n+1
z+
n+1
)U[zn+1yn]R
(y−p y
+
p )
y−p y
−
n
C)
= (q − q−1)Trq(Py+n y+p U[ynzn]AU[zp+1yp]U[ypzp]BR
(z−
n+1
z+
n+1
)U[zn+1yn]C)
The effect of the permutation operator after taking the trace is to identify the
points y−n with y
+
p and y
−
p with y
+
n , therefore,
q
1
2WL+ − q
− 12WL− = (q − q
−1)WL0′
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where WL′
0
is the obvious generalization of the construction of Wilson loop
to the link L′0 (ambiant isotopic to L0) whose projection has a non tranverse
intersection at φ(yp) (see fig 3).
We can now conclude that:
q
1
2 ŴL+ − q
− 12 ŴL− = (q − q
−1)ŴL0 . (72)
Similar arguments would also lead to the same result when yp and yq do not
belong to the same circle.
One can easily compute the factor vf in the fundamental representation, we
get vf = q
− 32 , as a result we obtain that i(L) = q
3
2
∑
i
niwL is a link invari-
ant, satisfying the skein relations q2i(L+) − q−2i(L−) = (q − q−1)i(L0). From
uniqueness of link invariants satisfying these axioms we get i(L) = P (L, q2). ✷.
We can now sketch a proof of the equality wL = RT (L) in the case where
A = Uq(sl2) for any colour of the components of L.We will assume for simplicity
that L has only one component. Let
α
L #
β
L be the cabling of the framed knot L
with two components coloured by α and β. It can be shown (it is not completely
obvious) that we have:
Ŵ (
α
L #
β
L) =
∑
γ
NγαβŴ (
γ
L) (73)
this last equation generalizes the fusion equation (eq. 30) to the case of links.
From the structure of the fusion ring of sl(2) (it is a polynomial algebra in one
variable), we immediately obtain that we can write:
Ŵ (
α
L) =
m∑
n=0
Aα(n)Ŵ (
f
L #n) (74)
with Aα(n) ∈ C. But we also have the same fusion equation for Reshetikhin
Turaev invariant (this is trivial from the quasitriangularity property), as a result
we also get:
RT (
α
L) =
m∑
n=0
Aα(n)RT (
f
L #n) (75)
with the same Aα(n) as in (eq. 74). It remains to use the equality RT (L
′) =
wL′ = P (L
′, q2) for any link with arbitrary components coloured with the fun-
damental representation to obtain the equality RT (L) = wL for any knot L
arbitrarily colored. When L has more than one components, it is easy to see
that a generalization of this proof works as well.
In the rest of this section we will give the proof of the theorem announced
at the beginning i.e in the case of the sphere the invariant of link wL is equal
to Reshetikhin-Turaev invariant. This result is quite technical and the details
are not particularly interesting in themselves.
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Let L be a link in D× [0, 1] where D = [−1, 1]2 and let choose a braid with n
colored strands which closure gives L.We will denote by
i
Qi=1,···,n the projections
of the strands on D and assume that they are in generic positions. Let βi be
the colour of the strand
i
Q, these βi takes their values in the set {αj}. Let ∆ =
[0, 1]× [0, 12 ] be the domain depicted in the picture where all the crossings of the
i
Qi=1,···,n are located, and divide ∆ in r strips ∆j = D∩([0, 1]×[
r−j
2r ,
r−j+1
2r ]), 1 ≤
j ≤ r such that in each of these strips there is only one crossing. Let us
denote by Cj and C
′
j the upper horizontal part and lower horizontal part of
the boundary of ∆j and by Lj and Rj the left vertical part and right vertical
part of the boundary of ∆j . Let us also define ∆0 = (D \ ∆) ∩ {(x, y), y ≥ 0}
and ∆r+1 = (D \ ∆) ∩ {(x, y), y ≤ 0}. It will be convenient to use the paths
i
Qj=
i
Q ∩∆j , for j ∈ {0, · · · , r + 1}. In each of the domain ∆j the piece of the
link is an elementary braid composed of n strands with at most one crossing.
We now construct a cell decomposition of D as follows:
• the set V of vertices is defined to be
V = {x ∈ ∂(∆i∩∆j) 0 ≤ i ≤ j ≤ p+1}∪(∪i
i
Q)∩(∪p+1j=0∂∆j))∪i,i′ (
i
Q ∩
i′
Q)
(76)
• the set F of faces of the cell decomposition is defined to be the set of
connected components of D \ (∪i
i
Q ∪p+1j=0∂∆j).
The ciliation at each vertex is shown on the following figure:
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Let us denote by βin , · · · , βi1 , in this order (from left to right), the incoming
colors of the curves {
i
Qj , i = 1 . . . n} according to fig 5 below, and denote by the
couple (mj ,mj − 1) the location of the elementary braid (in order to simplify
the notations we have put m = mj in some of the formulas below).
0fffff m-2n-1 mn
f ’
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We can define an element Bj for 0 ≤ j ≤ r + 1
Bj ∈ Λ⊗ End(
βi1
V ⊗ · · ·⊗
βin
V ,
βi1
V ⊗ · · ·
βim
V ⊗
βim−1
V ⊗ · · ·
βin
V ) (77)
defined by:
Bj = v(Bj)Pmm−1u(
in
Qj)n · · ·u(
im
Qj)mu(
im−1
Q j)m−1 · · ·u(
i1
Qj)1
if
im
Qj is above
im−1
Q j and 1 ≤ j ≤ r, (78)
Bj = v(Bj)Pmm−1u(
in
Qj)n · · ·u(
im−1
Q j)m−1u(
im
Qj)m · · ·u(
i1
Qj)1
if
im
Qj is under
im−1
Q j and 1 ≤ j ≤ r, (79)
Bj = v(Bj)u(
in
Qj)n · · ·u(
im
Qj)mu(
im−1
Q j)m−1 · · ·u(
i1
Qj)1
if j = 0 or r + 1 (80)
with
v(Bj) =
n∏
k=1
v
1
2 ǫ(d(
ik
Qj),
ik
Q)
βik
if j 6= 0 and v(Bj) =
n∏
k=1
v
− 12 ǫ(d(
ik
Q0),
ik
Q)
βik
if j = 0.
It is not difficult to see that:
Lemma 4 WL can be expressed as:
WL = tr(β)
V
(
(β)
µ
0∏
j=r+1
Bj). (81)
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where (β) = (βn, · · · , β1). ŴL can also be written:
ŴL = (
∏
f∈F
δ∂f )WL = tr(β)
V
(
(β)
µ
0∏
j=r+1
B̂j), (82)
where we have defined B̂j = (
∏
f∈F∩∆j
δ∂f )Bj .
Proof:The reader is invited to prove it. It is not difficult and uses only the
exchange relations between the edge variables u(
i
Qj). ✷
Our strategy will consist in showing that ŴL = (
∏
f∈F δ∂f )tr(β)
V
(
(β)
µ
∏0
j=r+1Bj)
can also be written as:
ŴL = (
∏
f∈F
δ∂f )tr(β)
V
(
(β)
µ
0∏
j=r+1
Rˇj) (83)
where Rˇj is the matrix Pmm−1(βm⊗βm−1)(R±) associated to the colored braid
generator defined by the strip ∆j . This will be sufficient to show that wL =
RT (L). However this is not at all a trivial result and we will use integration
over the links of the cell decomposition to obtain it.
Using again the commutation properties of proposition 1 and the specific
choice of ciliation, we have:
B̂j =
∏
f∈F∩∆j
δ∂fBj =
= v(Bj)Pm,m−1(
m+1∏
k=n
δ∂fku(
ik
Qj)kδ∂fmδ∂f ′m−1δ∂fm−1u(
im−1
Q j)m−1u(
im
Qj)m
1∏
k=m−2
δ∂fku(
ik
Qj)k
We will first establish a formula giving the expression of∫
B̂j
∏
l∈L∩{
i
Qj ,i=1,...,n}
dh(u(l)) (84)
in term of specific elements of the algebra Λ (which will be described in the
sequel) and in term of the R matrix expressed in the shadow world.
Let us denote by R
(±)
pq
 ν3 b′ ν4c a
ν2 b ν1
, where p, q, a, b, c, b′ are irreducible
representations of A and ν1, ν2, ν3, ν4 are integers labelling multiplicities, the
value of
pq
Rˇ±1 in the shadow world, i.e
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ψb
′p
a,ν4(ψ
cq
b′,ν3
⊗ idb′
V
)(id c
V
⊗
pq
Rˇ±1)(φb,ν2cp ⊗ id q
V
)φa,ν1bq = R
(±)
pq
 ν3 b′ ν4c a
ν2 b ν1
 id a
V
,
(85)
Lemma 5 The result of integration over gauge fields associated to interior links
of a plaquette P = A ∪B ∪ C ∪B′ describing an overcrossing:
A
B
C
x’ z’
zx
a
b
c
qp
y
b’
B’
Fig 6
has the following expression:
∫
dh(u(xy))dh(u(yz′))dh(u(zy))dh(u(yx′))δ∂Aδ∂Bδ∂Cδ∂B′
p
u (xyz′)2
q
u (zyx′)1
= (vpvq)
− 12
∑
a,b,c,b′∈Irr(A)
ν1,ν2,ν3,ν4
[dc](
vavb′
vbvc
)
1
2
R(+)pq
 ν3 b′ ν4c a
ν2 b ν1
TP
 ν3 b′ ν4c a
ν2 b ν1

where TP
 ν3 b′ ν4c a
ν2 b ν1
 is an element of Λ ⊗ End( qV ⊗ pV, qV ⊗ pV) defined
by:
TP
 ν3 b′ ν4c a
ν2 b ν1
 = tr c
V
(
c
µ
c
u (x′x)φb,ν2cp
b
u (xz)φa,ν1bq
a
u (zz′)ψb
′p
a,ν4
b′
u (z′x′)ψcqb′,ν1
cq
R′). (86)
In the case of an undercrossing the same formula is valid after the exchange of
p
u (xyz′)2
q
u (zyx′)1 in
q
u (zyx′)1
p
u (xyz′)2 and R
(+) in R(−).
Proof:
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We first show the identity:
δ∂Aδ∂Bδ∂Cδ∂B′(
p
u (xyz′)1
q
u (zyx′)2−
p
u (xzz′)1
q
u (zz′x′)2) = 0 (87)
which is a simple consequence of the flatness condition and the particular choice
of ciliation.
Indeed,
δ∂Aδ∂Bδ∂Cδ∂B′
p
u (xyz′)1
q
u (zyx′)2 =
= δ∂Bδ∂Cδ∂B′
p
u (xy)1v
1
2 ǫ((xy)(yz))
p δ∂A
p
u (yzz′)1
q
u (zyx′)2
= δ∂Aδ∂Bδ∂Cδ∂B′
p
u (xyzz′)1
q
u (zyx′)2
= δ∂Aδ∂Bδ∂Cδ∂B′
p
u (xzz′)1
q
u (zyx′)2
= δ∂Bδ∂C
p
u (xzz′)1δ∂Aδ∂B′
q
u (zyx′)2
= δ∂Aδ∂B′δ∂Bδ∂C
p
u (xzz′)1
q
u (zz′x′)2
Therefore we obtain:∫
dh(u(xy))dh(u(yz′))dh(u(zy))dh(u(yx′))δ∂Aδ∂Bδ∂Cδ∂B′ ×
p
u (xyz′)1
q
u (zyx′)2 = δ∂P
p
u (xzz′)1
q
u (zz′x′)2
where P denote the plaquette A ∪B ∪B′ ∪C.
After the use of the decomposition rules of gauge fields elements we obtain:
δ[x′xzz′]
p
u[xzz′]
q
u[zz′x′](vpvq)
1
2 =
=
∑
c
[dc]trVc(
c
µ
c
u[x′x]
c
u[xz]
c
u[zz′]
c
u[z′x′])(
p
u[xz]
p
u[zz′])(
q
u[zz′]vq
q
u[z′x′]) =
=
∑
c
[dc]vqtrVc(
c
µ
c
u[x′x]
c
u[xz]
p
u[xz]
pc
R′
c
u[zz′]
p
u[zz′]
q
u[zz′]
pc
R−1
qc
R−1
c
u[z′x′]
q
u[z′x′]) =
=
∑
cbab′
[dc]vqtrVc(
c
µ
c
u[x′x]φ
b
cp
b
u[xz]ψ
pc
b
pc
Rˇ φbcpφ
a
bq
a
u[zz′]ψ
qb
a
bq
Rˇ
−1
ψpcb
cp
Rˇ−1
pq
R′ φb
′
cq
b′
u[z′x′]ψ
qc
b′ Pcq) =
=
∑
c,b,a,b′
[dc]trVc(
c
µ
c
u[x′x]φ
b
cp
b
u[xz]φ
a
bq
a
u[zz′]ψ
b′p
a
b′
u[z′x′]ψ
cq
b′
cq
R′)R(+)pq
 b′c a
b
 (vavb′
vbvc
)
1
2
which establishes the result previously announced, (in order to improve the
check of this proof we have deliberately omited multiplicities). ✷
Let ∆j2,j1 = ∪
j2
j=j1
∆j for 1 ≤ j1 ≤ j2 ≤ p, we can write ∂∆j2,j1 = Cj1 ∪
Rj2,j1 ∪ C
′
j2 ∪ Lj2,j1 where as usual Rj2,j1 and Lj2,j1 denote the right vertical
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part and left vertical part of the boundary of ∆j2,j1 . It will be convenient to
choose for each (β) ∈ Irr(A)×n , γ0, γn ∈ Irr(A) a particular basis, denoted
{ψρ, ρ ∈ I(β)(γn, γ0)} of the spaces HomA(
γn
V ⊗
(β)
V ,
γ0
V ), recursively defined by:
{ψσ(ψ
γn+1βn+1
γn,m ⊗ id(β)
V
), σ ∈ I(β)(γn, γ0), γn ∈ Irr(A),m = 1, .., N
γn
γn+1βn+1
} is
the basis {ψρ, ρ ∈ I(βn+1,···,β1)(γn+1, γ0)}.
We will also define a basis {φρ, ρ ∈ O(β)(γ0, γn)}), of the spaces HomA(
γ0
V
,
γn
V ⊗
(β)
V )) recursively defined by: {(φγn,mγn+1βn+1 ⊗ id(β)
V
)φσ , σ ∈ O(β)(γn, γ0), γn ∈
Irr(A),m = 1, .., Nγnγn+1βn+1} is the basis {φρ, ρ ∈ O
(βn+1,···,β1)(γn+1, γ0)}.
If ψ is an element of HomA(
γn
V ⊗V (β),
γ0
V ) and φ is an element of HomA(
γn
V
⊗
(β)
V ,
γ0
V ) we have
ψ ◦ φ = aψ,φidγ0
V
(88)
where aψ,φ ∈ C. We will use the notation < ψ, φ > to denote the number aψ,φ.
The previous choices of basis assure that< ψρ, φσ >∈ {0, 1} if ρ ∈ I(β)(γn, γ0)
and σ ∈ O(β)(γ0, γn).
We will now associate to each domain ∆j2,j1 , an element of Λ ⊗ Hom(
γn
V
⊗
(β′)
V ,Vγ0) defined by:
I∆j2,j1 (ρ) = ψρ
γn
u (x′n+1 · · ·x
′
0x0)0
1∏
i=n
β′i
u(xi · · ·x
′
0x0)n−i+1 (89)
and an element of Λ⊗Hom(Vγ0 ,
γn
V ⊗
(β)
V ) defined by:
O∆j2,j1 (σ) =
n∏
i=1
βi
u(xi · · ·x0)i
γn
u (x′n+1xn+1 · · ·x0)0φσ. (90)
With these elements we can build a generalisation of the element T intro-
duced in lemma (5) by:
T∆j2,j1
 ρ′γn γ0
ρ
 = trγn
V
(
γn
µ O∆j2,j1 (ρ)I∆j2,j1 (ρ
′)) (91)
where (β), (β′) are elements of Irr(A)×n , γ0, γn are elements of Irr(A) and
ρ ∈ O(β
′)(γ0, γn) and ρ
′ ∈ I(β)(γn, γ0) according to the picture below:
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These elements are satisfying remarkable properties which are collected in
the next three lemmas:
Lemma 6 Let j1, j2, j3 be integers such that 1 ≤ j1 ≤ j2 ≤ j3 ≤ r the following
relation holds:
∫
T∆j3,j2
 σ′′γ′n γ′0
σ′
 T∆j2,j1
 ρ′γn γ0
ρ
 ∏
l∈L∩Cj2
dh(u(l)) =
=
1
[dγn ]
δγ0,γ′0δγn,γ′nT∆j3,j1
 σ′′γn γ0
ρ
 < ψρ′ , φσ′ > (92)
where (β), (β′), (β′′) are elements of Irr(A)×n, γ0, γn, γ
′
0, γ
′
n are elements of
Irr(A) and ρ ∈ O(β)(γ0, γn), ρ′ ∈ I(β
′)(γn, γ0). σ
′ ∈ O(β
′)(γ′0, γ
′
n) and σ
′′ ∈
I(β
′′)(γ′n, γ
′
0).
Lemma 7 Consider the strip ∆j and let us denote (β) = (βin , · · · , βi1) the
incoming representations.
The formula of lemma (5) can be extended to the case of a strip ∆j∫ n∏
k=1
dh(u(
ik
Qj))B̂j =
∑
γ0,γn∈Irr(A)
ρ′∈I(β)(γn,γ0)
ρ∈O(β)(γ0,γn)
[dγn ]T∆j
 ρ′γn γ0
ρ
 < ψρ′ , Rˇjφρ >
(93)
Lemma 8 (Closure of the braid)∫ ∏
l∈(L\∂D)∩(∆0∪∆r+1)
dh(ul)tr(β)
V
(
(β)
µ B̂r+1T∆
 ρ′γn γ0
ρ
 B̂0) =
=
γ0
W ∂D< ψρ′ , φρ > (94)
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The proofs of these lemmas are not very difficult and are left to the reader.
They imply the following proposition:
Proposition 6 (Reshetikhin-Turaev invariant) Let L be a link in D×[0, 1],
the element ŴL can be written
ŴL = wL
∏
f∈F
δ∂f (95)
where wL = RT (L).
Proof:From lemmas (6,7) we obtain:
∫ ∏
l∈(∆\∂∆)∩L
dh(ul)
1∏
j=r
B̂j =
∑
γ0,γn∈Irr(A)
ρ′∈I(β)(γn,γ0)
ρ∈O(β)(γ0,γn)
T∆
 ρ′γn γ0
ρ
 < ψρ′ , 1∏
j=r
Rˇjφρ > .
(96)
Using lemma (8) we get:
∫ ∏
l∈(D\∂D)∩L
dh(ul)tr(β)
V
tr(
(β)
µ
0∏
j=r+1
B̂j) =
∑
γ0,γn∈Irr(A)
ρ′∈I(β)(γn,γ0)
ρ∈O(β)(γ0,γn)
[dγn ]
γ0
W ∂D< ψρ′ , φρ >< ψρ′ ,
1∏
j=r
Rˇjφρ > .
(97)
From the relation:
∑
γn∈Irr(A)
ρ′∈I(β)(γn,γ0)
ρ∈O(β)(γ0,γn)
[dγn ] < ψρ′ , φρ > φρ(idγn
V
⊗A)ψρ′ = [dγ0 ]idγ0
V
tr(β)
V
(
(β)
µ A) (98)
which holds for everyA ∈ End(
(β)
V ) (this relation is a consequence of relations
(13,14) on the Clebsh-Gordan maps (see proposition 14 of [10])) we obtain:∫ ∏
l∈(D\∂D)∩L
dh(ul)tr(β)
V
tr(
(β)
µ
0∏
j=r+1
B̂j) = (
∑
γ0
[dγ0 ]
γ0
W ∂D)tr(β)
V
(
(β)
µ
1∏
j=r
Rˇj)
(99)
which is the last step in the proof. ✷
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5 Conclusion
In this work we continued the analysis of combinatorial quantization of hamilto-
nian Chern-Simons theory. We have defined elements of the observable algebra
ΛCS which are associated to any link in Σ × R. These elements are expected
to be the precise definition of the Wilson loop elements in E.Witten formalism.
This is supported by the fact that they are ribbon invariants and that their
expectation value when Σ = S2 is precisely the Reshetikhin-Turaev invariant of
the link. In the next work [8] we have studied this combinatorial approach when
the 3-manifold M is arbitrary. It will be much more convenient to work with
a Heegaard splitting of M rather than using a surgery presentation. If Σg and
f ∈Mod(Σg) is any Heegaard splitting of M we can associate an element af of
ΛCS(Σg) which expectation value gives an invariant of M , which can be shown
to be the Reshetikhin -Turaev invariant of M . This invariant can be expressed
as the partition function of a non commutative lattice gauge theory associated
to a cellular decomposition of M . One important technical point which we will
have to develop is the truncation of the spectrum when q is a root of unity.
The expression of the observables associated to any link that we have found is
derived from few principles: gauge invariance, independance under the choice of
departure points. We expect that similar arguments will lead to the construction
of observables associated to links with arbitrary self crossings. This could shed
lights on the construction of states in the canonical quantization program of
pure gravity [7].
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