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Abstract
Sensitivity measures quantify the extent to which the distribution of a model
output is affected by small changes (stresses) in an individual random input factor.
For input factors that are dependent, a stress on one input should also precipitate
stresses in other input factors. We introduce a novel sensitivity measure, termed
cascade sensitivity, which captures the direct impact of the stressed input factor
on the output, as well as indirect effects via other input factors that are dependent
on the one being stressed. In this way, the dependence between inputs is explicitly
taken into account. Representations of the cascade sensitivity measure, which can
be calculated from a single Monte Carlo sample, are provided for two types of stress:
a) a perturbation of the distribution of an input factor, such that the stressed input
follows a mixture distribution, and b) an additive random shock applied to the input
factor. These representations do not require simulations under different model
specifications or the explicit study of the properties of the model’s aggregation
function, making the proposed method attractive for practical applications, as is
illustrated through numerical examples.
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1 Introduction
Sensitivity analysis is concerned with the attribution of the uncertainty of a model
output to the uncertainties of a model input (Saltelli et al., 2008). Principal tools in
sensitivity analysis are sensitivity measures (also importance measures), which assign to
each input factor a score, ranking the input factors according to their ability to influence
(a probabilistic summary of) the output, see Borgonovo and Plischke (2016) for an
extensive review. For variance-based sensitivity measures, for example, the input factors
are distinguished by their ability to effect the output’s variance (Saltelli, 2002). In this
paper, and typical in financial risk management applications, the output distribution is
summarised through a risk measure, such as the Value-at-Risk (VaR) or the Expected
Shortfall (ES).
One way to assess the extent to which an input factor affects the output distribution,
is to considers partial (Gaˆteaux) derivatives of the risk measure applied to the output
in the direction of a stressed version of the input factor (Samuelson, 1941; Helton,
1993; Hong, 2009; Tsanakas and Millossovich, 2016). The choice of stress on the input
factor depends on the objective of the sensitivity analysis, and commonly consists of
either an additive shock applied to the input factor or a perturbation of its distribution
(Borgonovo and Plischke, 2016; Glasserman and Ho, 1991; Saltelli et al., 2008).
It is known that sensitivity measures defined as partial derivatives do not fully
account for interactions among (or dependence between) input factors, and extensions
have so far focused on higher order derivatives, see Borgonovo and Plischke (2016) and
references therein. However, dependence structures between the input factors might
substantially impact the sensitivity to an input factor. In particular, a stress on an
input factor should also precipitate stresses in other input factors that are dependent
on it. In financial risk management, for example, a sensitivity measure that accounts for
the indirect effects of the dependence between input factors is particularly valuable for
assessing systemic risk, which is concerned with contagion effects that spread through
the financial market and distress the whole financial system.
We propose a novel sensitivity measure, termed cascade sensitivity, defined as the
partial derivative of the risk measure applied to the output, in the direction of a stressed
input factor, which explicitly accounts for the dependence of other input factors on the
one being stressed. Underpinning the cascade sensitivity framework is a variation of the
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inverse Rosenblatt transform (Rosenblatt, 1952), enabling a stress on one input factor
to spread through the entire input vector, changing all its components according to the
input vectors’ structure.
We provide explicit analytical representations of the cascade sensitivity to two types
of stresses on input factors; a) a perturbation of the distribution of an input factor, such
that the stressed input factor follows a mixture distribution, and b) an additive random
shock applied to the (tail of the) input factor itself. These representations allow for a
straightforward implementation of the cascade sensitivity on one Monte Carlo sample,
requiring only the explicit knowledge of the distribution function and the density of
the output and of the input factor of interest. Hence, our proposed cascade sensitivity
framework is suitable for various practical applications.
Related literature that focus on sensitivity as a directional derivative of a risk mea-
sure applied to the output in direction to an input factors include: Hong (2009); Hong
and Liu (2009) for the popular VaR and ES risk measures, Antoniano-Villalobos et al.
(2018) consider sensitivity to input parameters, while Wang et al. (2018); Tsanakas
(2009) study Haezendonck-Goovaerts and entropic risk measures for linear portfolios,
respectively. Cao and Wan (2017) analyse derivatives of expected utility in connection
to optimal portfolio selection, while Gourieroux et al. (2000, 2006) consider directional
derivatives of distortion risk measures with respect to parameter uncertainty for linear
aggregation functions.
A paper close to ours is Tsanakas and Millossovich (2016), focusing on sensitivity
analysis when the underlying stress on the input factor is an additive shock. We refer
to Cont et al. (2010) for a financial application when the stressed input factor follows
a mixture distribution. As far as the authors are aware, while the inverse Rosenblatt
transform is used in various contexts, the idea of applying it to measure indirect effects
of dependence between input factors for sensitivity purposes, is novel. An notable excep-
tion is Mai et al. (2015), who study model robustness through introducing uncertainty
via a transformation of the input vector.
The paper is organised as follows. Section 2 introduces the notation and mathemat-
ical framework. Section 3 defines the cascade sensitivity measure as a partial derivative
of the output with respect to a stressed input factor, via a variation of the inverse
Rosenblatt transform.
Section 4 is devoted to the calculation of the cascade sensitivity for different stresses
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on the input factor. In particular, we provide representations of the cascade sensitivity
for two specific stresses that allow for calculations on a single Monte Carlo sample. The
applicability of the cascade sensitivity framework is showcased in Section 5 via a non-
linear insurance portfolio. We conclude, in Section 6, with an illustration of the cascade
sensitivity to a commercially used London Insurance Market portfolio. All technical
assumptions are provided in the Appendix A.
2 Preliminaries
Throughout the paper we work with a probability space (Ω,A, P ) and a random vector
X = (X1, . . . , Xn) representing input factors. We denote by Fj the marginal distribution
function of the input Xj , j = 1, . . . , n, and by F the joint distribution function of X.
It is assumed that the joint density f of X exists and we denote by fj the density
of input factor Xj , j = 1, . . . , n. The vector of input factors, X, is mapped by an
aggregation function, g : Rn → R, assumed to be almost everywhere differentiable, to
the (univariate) output Y = g(X). We write H,h for the distribution function and
the density of the output Y , respectively. For any random variable W , we denote
by UW a standard uniform random variable comonotonic to W . In the case when
W has a continuous distribution function, it holds UW = FW (W ), where FW is the
distribution function of W . For any n-dimensional vector W , we denote by W−j =
(W1, . . . ,Wj−1,Wj+1, . . .Wn) its sub-vector deprived of the jth component.
We consider the framework where the output Y = g(X), representing a decision
variable, is summarised through a risk measure, and aim to quantify the sensitivity of
the risk mearsure applied to the output with respect to an input factor. Risk measures
are tools in financial risk management to assess different levels of risk severity (Artzner
et al., 1999; Fo¨llmer and Schied, 2011). Here we work with the class of distortion risk
measures introduced by Wang (1996); Acerbi and Tasche (2002), which are defined, for
a random variable Y , through
ργ(Y ) =
∫ 1
0
F−1Y (u)γ(u)du = E(F
−1
Y (UY )γ(UY )),
where γ : [0, 1]→ [0,∞) is a normalised weight function such that ∫ 10 γ(u)du = 1. The
widely used distortion risk measure VaR of a random variable Y at level α ∈ (0, 1)
is defined as the left α-quantile, VaRα(Y ) = F
−1
Y (α) or through the weight function
γ(u) = δα(u), for the Dirac measure δα, defined by
∫ 1
0 l(x)dδα(x) = l(α) for any function
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l and 0 < α < 1. The ES, also called Conditional Value-at-Risk, at level α ∈ [0, 1) arises
from γ(u) = 11−α1{u>α}, thus has representation ESα(Y ) =
1
1−α
∫ 1
α F
−1
Y (u)du.
The objective of this paper lies in the study of the sensitivity of ργ(Y ) to input factor
Xi, 1 ≤ i ≤ n. For simplicity, we fix i ∈ {1, . . . , n} for the rest of the paper, such that
sensitivity to the same input is considered throughout. We call a stress to input factor
Xi a family of random variables Xi,ε(ω) = K(Xi(ω), ω, ε), for ε ≥ 0, ω ∈ Ω and some
mapping K, that is almost everywhere differentiable in ε, for ε in a neighbourhood of
0, and satisfies K(x, ω, 0) = x, for all x ∈ R and almost all ω ∈ Ω. In particular, for any
stress Xi,ε, it holds that (X1, . . . , Xi,ε, . . . , Xn)|ε=0 = X a.s. We denote by Fi,ε, ε ≥ 0,
the distribution function of Xi,ε.
A typical choice of a stress is to apply a random shock Z to the input factor Xi,
such that Xi,ε = Xi + εZ (Tsanakas and Millossovich, 2016). Alternatively, the distri-
bution function of the input factor, Fi, can be perturbed. Adding uncertainty via the
distribution function of the input factor is conceptually different from adding a shock to
the input factor, and a common technique used in Bayesian (Gustafson et al., 1996) and
robust (Hampel et al., 2011) statistics. Such a perturbation can be constructed starting
from a family of distribution functions Fi,ε, ε ≥ 0, that is continuously differentiable
in ε, admits a density for all ε in a neighbourhood of 0, and fulfils Fi,0 = Fi. We then
define the stress to input factor Xi through a perturbation by Xi,ε = F
−1
i,ε (Z), for a
standard uniform random variable Z. Depending on the choice of Z, the stress may
not only distort the input factor Xi but might also change the dependence structure
of the input vector X. A natural choice, which we consider in the sequel, is Z to be
comonotonic to Xi, generating perturbations of the form Xi,ε = F
−1
i,ε (UXi), thus not
altering the dependence between input factors.
3 Sensitivity measures
3.1 Marginal sensitivity
To assess the sensitivity to input Xi, we consider sensitivity measures formed by a
directional derivative of the risk measure applied to the output distribution, in the
direction of a stress to an input factor.
Definition 3.1. For a stress Xi,ε and a distortion risk measure ργ , we define the
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marginal sensitivity to input factor Xi by
Si(X, g, ργ) = ∂
∂ε
ργ
(
g(X1, . . . , Xi,ε, . . . , Xn)
)∣∣
ε=0
,
whenever the derivative exists.
The general form of the marginal sensitivity is known in the literature (Hong and
Liu, 2009) and stated in the next proposition for completeness. It consists of an expecta-
tion involving the derivative of the stress, the gradient of the aggregation function in the
direction of the stressed input factor and a weighting according to the chosen risk mea-
sure. Further work, closely related to ours, is Hong (2009); Tsanakas and Millossovich
(2016); Antoniano-Villalobos et al. (2018).
Proposition 3.2. Given a stress Xi,ε and under Assumptions A.1 in the appendix, the
marginal sensitivity to input factor Xi is
Si(X, g, ργ) = E
( ∂
∂ε
Xi,ε
∣∣
ε=0
gi(X)γ(UY )
)
,
where gi(x) =
∂
∂xi
g(x) denotes the partial derivative of the aggregation function in the
ith component and ∂∂εXi,ε(ω) =
∂
∂εK(Xi(ω), ω, ε), for almost all ω ∈ Ω.
Proof. See Hong (2009); Hong and Liu (2009).
Remark. Our framework also includes sensitivity to expected utility, considered in Cao
and Wan (2017). Note that for the trivial weight function γ ≡ 1, the distortion risk
measure reduces to the expectation, i.e. ρ1(·) ≡ E(·). Thus, for an utility function
u : R→ R, we can then write
E(u(g(X)) = ρ1
(
(u ◦ g)(X)),
implying, that expected utilities are a special case of our framework, with aggregation
function u ◦ g : Rn → R and an expectation risk measure.
3.2 Cascade sensitivity
The marginal sensitivity, defined as a directional derivative, does not account for in-
teractions among input factors (Borgonovo and Plischke, 2016), since it assumes that,
apart from the stressed input factor, all other marginal input distributions are unaltered.
We provide a novel sensitivity measure, termed cascade sensitivity, that incorporates
indirect effects induced by the dependence between the input factors, and is constructed
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in the following way. Given i ∈ {1, . . . , n}, we call the subsequent representation an
inverse Rosenblatt transform of the input vector X (Rosenblatt, 1952; Ru¨schendorf and
de Valk, 1993)
X = ψ(Xi,V ) =
(
ψ(1)(Xi,V ), . . . , ψ
(n)(Xi,V )
)
a.s., (1)
for a differentiable function ψ = (ψ(1), . . . , ψ(n))> : Rn → Rn and a (n− 1)-dimensional
random vector V = (V1, . . . , Vn−1), consisting of independent standard uniform random
variables, independent of Xi. Note that for ψ
(j), 1 ≤ j ≤ n, to be differentiable
in the first component, it is sufficient that the joint density f is almost everywhere
differentiable.
We denote byRi the family of inverse Rosenblatt transforms ofX withXi as starting
variable as in (1), that is Ri = {(ψ,V ) | X = ψ(Xi,V ) as in (1)}. An inverse Rosen-
blatt transform can be explicitly constructed, for example, through the composition of
the Rosenblatt transform with the standard construction (Ru¨schendorf and de Valk,
1993; Rubinstein and Melamed, 1998). For r = 1, . . . , n and J ⊆ {1, . . . , n}\{r}, denote
by Fr|J(· | xj , j ∈ J) the conditional distribution function of Xr given Xj = xj , j ∈ J .
Then, for fixed i, it holds a.s. that
X1 = F
−1
1|i (V1 |Xi) = ψ(1)(Xi,V ),
X2 = F
−1
2|i,1(V2 |Xi, X1) = ψ(2)(Xi,V ),
X3 = F
−1
3|i,1,2(V3 |Xi, X1, X2) = ψ(3)(Xi,V ),
...
Xi = ψ
(i)(Xi,V ),
...
Xn = F
−1
n|1,...,n−1(Vn−1 |X1, . . . Xn−1) = ψ(n)(Xi,V ),
where ψ(i) is the identity function in the first argument. Note that in the above con-
struction, each random variable Xj depends on Xi both directly and indirectly through
X1, . . . , Xj−1.
Deploying an inverse Rosenblatt transform of the vector X = ψ(Xi,V ), (ψ,V ) ∈
Ri, we stress input factor Xi and obtain
Xi,ε = ψ(Xi,ε,V ) =
(
ψ(1)(X1,ε,V ), . . . , ψ
(n)(X1,ε,V )
)
, (2)
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and observe that the stress Xi,ε is carried through the entire input vector, changing all
factors according to their dependence on Xi,ε, resulting therefore in a cascading effect.
Cascade sensitivity measures extend the marginal sensitivity framework and stress the
entire input vector via (2), taking the dependence of the other input factors on the one
being stressed into account.
Definition 3.3. For a stress Xi,ε, (ψ,V ) ∈ Ri and a distortion risk measure ργ , we
define the cascade sensitivity to input factor Xi by
Ci(X, g, ργ) = ∂
∂ε
ργ
(
g
(
ψ(Xi,ε,V )
))∣∣
ε=0
,
whenever the derivative exists.
The set Ri is not a singleton, in particular the inverse Rosenblatt transform is not
invariant under permutation of the order of conditioning. However, as the next result
shows, the cascade sensitivity does not depend on the choice of (ψ,V ) ∈ Ri.
Proposition 3.4. If the cascade sensitivity exists for one (ψ,V ) ∈ Ri, then it exists
and admits the same value for all other transforms (φ,U) ∈ Ri.
Proof. Consider a stress Xi,ε and (ψ,V ), (φ,U) ∈ Ri. Note that V and U can be
chosen to be independent of the stress Xi,ε. For a function l : Rn → R such that the
following expectation exists, it holds that, for all ε > 0,
E
(
(l ◦ψ)(Xi,ε,V )
)
= E
(
(l ◦ψ)(Xi,V )
fXi,ε(Xi)
fi(Xi)
)
= E
(
(l ◦ φ)(Xi,U)
fXi,ε(Xi)
fi(Xi)
)
= E
(
(l ◦ φ)(Xi,ε,U)
)
.
Thus, for all ε > 0, ψ(Xi,ε,V ) and φ(Xi,ε,U) follow the same distribution and therefore
∂
∂εργ
(
g
(
ψ(Xi,ε,V )
))∣∣
ε=0
= ∂∂εργ
(
g
(
φ(Xi,ε,U)
))∣∣
ε=0
.
The cascade sensitivity decomposes into the marginal sensitivity and additional com-
ponents reflecting, statistical as well as functional, dependence between inputs.
Proposition 3.5. Given a stress Xi,ε, (ψ,V ) ∈ Ri, and under Assumptions A.1 in the
appendix, the cascade sensitivity to input factor Xi is
Ci(X, g, ργ) = E
( ∂
∂ε
Xi,ε
∣∣∣
ε=0
(g ◦ψ)1(Xi,V )γ(UY )
)
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= Si(X, g, ργ) +
∑
j 6=i
E
( ∂
∂ε
Xi,ε
∣∣∣
ε=0
gj(X)ψ
(j)
1 (Xi,V )γ(UY )
)
,
where (g ◦ψ)1(xi,v) = ∂∂xi g(ψ(xi,v)) =
∑n
j=1 gj(x)ψ
(j)
1 (xi,v).
Proof. This is a corollary of Proposition 3.2.
Remark. The cascade sensitivity framework also includes sensitivity to uncertain sta-
tistical parameters of input factors (Antoniano-Villalobos et al., 2018). Let Fi|Θi(·|θi)
denote the conditional distribution of Xi given parameter Θi = θi. Then it holds almost
surely that
Xi = F
−1
i (Ui | Θi) = η(Θi, Ui), (3)
for a function η : R2 → R and a standard uniform random variable Ui independent of Θi.
Hence, instead of stressing the input factor Xi, we can perturb the parameter Θi and Ui
via representation (3), in this way reflecting the sensitivity of ργ(Y ) to the parameter
and process uncertainty of Xi, respectively.
3.3 Comparison of the marginal and cascade sensitivity
For input factors that are independent, the cascade sensitivity reduces to the marginal
sensitivity, irrespectively of the aggregation function or the choice of risk measure. The
cascade sensitivity dominates the marginal sensitivity, given positive dependence of the
input vector, a non-decreasing aggregation function and a suitable stress.
We recall that a random vector W is said to be conditionally increasing in sequence
(CIS), if for all j = 2, . . . , n, E(l(Wj) | W1 = w1, . . . ,Wj−1 = wj−1) is a non-decreasing
function of w1, . . . , wj−1, for all non-decreasing function l for which the expectation
exists (Mu¨ller and Stoyan, 2002).
Proposition 3.6. Let (ψ,V ) ∈ Ri and under Assumptions A.1 in the appendix, the
following hold:
1. If Xi is independent of X−i, then Ci(X, g, ργ) = Si(X, g, ργ).
2. If the vector (Xi, Xpi(1), . . . , Xpi(n)) is CIS for a permutation pi on {1, . . . , n}/{i},
the aggregation function is component-wise non-decreasing and ∂∂εXi,ε
∣∣
ε=0
≥ 0
a.s., then Ci(X, g, ργ) ≥ Si(X, g, ργ).
Proof. Case 1: an inverse Rosenblatt transform is given by ψ(1)(Xi,V ) = F
−1
1 (V1),
ψ(2)(Xi,V ) = F
−1
2|1 (V2 | X1), . . . , ψ(i)(Xi,V ) = Xi, . . . , ψ(n)(Xi,V ) =
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F−1n|1,...,i−1,i+1,...,n−1,(Vn−1 | X1, . . . , Xi−1, Xi+1, . . . , Xn−1). Thus, ψ(j), j 6= i, do not
depend on Xi and we obtain Ci(X, g, ργ) = Si(X, g, ργ) by uniqueness of the cascade
sensitivity, see Proposition 3.4.
Case 2: let pi be a permutation on {1, . . . , n}/{i}. Then (Xi, Xpi(1), . . . , Xpi(n)) being
CIS implies that the conditional distributions Fpi(j)|i,pi(1),...,pi(j−1)(· | Xi = xi, Xpi(1) =
xpi(1), . . . , Xpi(j−1) = xpi(j−1)) are non-increasing in xi. Therefore the quantile func-
tions F−1pi(j)|i,pi(1),...,pi(j−1)(· | Xi = xi, Xpi(1) = xpi(1), . . . , Xpi(j−1) = xpi(j−1)) are non-
decreasing in xi and ψ
(j)(Xi,V ), 1 ≤ j ≤ n, are non-decreasing functions of Xi and
thus ψ
(j)
1 (Xi,V ) ≥ 0 for 1 ≤ j ≤ n. The additional assumptions guarantee that all sum-
mands of the formula of the cascade sensitivity in Proposition 3.5 are non-negative.
Examples of stresses with non-negative gradient include additive shocks Xi,ε = Xi+
εZ, for Z ≥ 0 a.s.. Other examples are perturbations Xi,ε = F−1i,ε (UXi) with Fi,ε =
(1 − ε)Fi + εFˆi, ε ≥ 0, studied in Section 4.1, whenever the distribution Fˆi first order
stochastically dominates Fi.
Note that by independence of the cascade sensitivity on the choice of (ψ,V ) ∈ Ri,
it is enough in Proposition 3.6 case 2 that the vector (Xi, Xpi(1), . . . , Xpi(n)) is CIS for
one permutation pi. Examples of vectors that are CIS, which is a dependence concept
of the copula alone (Mu¨ller and Scarsini, 2001, Prop. 3.5), include the multivariate
normal distribution, whose inverse covariance matrix contains non-positive off-diagonal
elements, the multivariate logistic, gamma and negative binomial distributions. We also
refer to Karlin and Rinott (1980) for further examples of multivariate totally positive of
order 2 distributions, a slightly stronger dependence concept than CIS.
4 Calculation of the cascade sensitivity
4.1 Stressing through a perturbation
We consider a stress on the input factor Xi through perturbing its distribution, such
that the stressed input follows a mixture distribution. Then, the cascade sensitivity
can be calculated in a way that circumvents the gradient of the aggregation function
composed with the inverse Rosenblatt transform of the input vector, which appears in
Proposition 3.5.
Proposition 4.1. Let (ψ,V ) ∈ Ri and define the perturbation Xi,ε = F−1i,ε (UXi),
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where Fi,ε = (1 − ε)Fi + εFˆi, ε ≥ 0, for a continuous distribution function Fˆi. Under
Assumptions A.1 in the appendix, the cascade sensitivity to input factor Xi is
Ci(X, g, ργ) = E
[Fi(Xi)− Fˆi(Xi)
fi(Xi)
(g ◦ψ)1(Xi,V )γ(UY )
]
= E
[H(Y )− Hˆ(Y )
h(Y )
γ(H(Y ))
]
,
where Hˆ denotes the distribution function of Yˆ = g(ψ(Xˆi,V )), with Xˆi = Fˆ
−1
i (UXi).
Proof. For all 0 < u < 1 it holds that (Glasserman and Ho, 1991, Thm. 1.3)
∂
∂ε
F−1i,ε (u)
∣∣
ε=0
=
u− Fˆi(F−1i (u))
fi(F
−1
i (u))
and we have almost surely
∂
∂ε
Xi,ε
∣∣
ε=0
=
∂
∂ε
F−1i,ε (UXi)
∣∣
ε=0
=
Fi(Xi)− Fˆi(Xi)
fi(Xi)
. (4)
Thus, applying Proposition 3.5 gives the first representation.
To see the second representation, define, for all ε ≥ 0, the random variable X¯i,ε =
Xi1A+Xˆi1Ac , where Xˆi = Fˆ
−1
i (UXi), A ∈ A is independent ofX and V , with P (A) = ε
and Ac = Ω\A. Then, X¯i,ε and the stress Xi,ε follow the same distribution function Fi,ε.
By independence of Xˆi and V , the random vectors ψ(X¯i,ε,V ) and ψ(Xi,ε,V ) are equal
in distribution for all ε > 0. Thus, the cascade sensitivity to the stress Xi,ε is equal to
the cascade sensitivity to the stress X¯i,ε. To calculate the latter, note that the stressed
output, g(ψ(X¯i,ε,V )) = Y 1A + g(ψ(Xˆi,V ))1Ac , follows the mixture distribution (1−
ε)H+εHˆ, where Hˆ denotes the distribution function of g(ψ(Xˆi,V )). The representation
of the cascade sensitivity to stress X¯i,ε follows from a similar argument as in (4).
We provide the representation of the cascade sensitivity for the two most common
distortion risk measures in practice, VaR and ES.
Corollary 4.2. Let (ψ,V ) ∈ Ri and define the perturbation Xi,ε = F−1i,ε (UXi), where
Fi,ε = (1 − ε)Fi + εFˆi, ε ≥ 0, for a continuous distribution function Fˆi. Denote by Hˆ
the distribution function of Yˆ = g(ψ(Xˆi,V )), with Xˆi = Fˆ
−1
i (UXi). Then the following
hold:
1. Under Assumptions A.1 i)− iv) for q = α in the appendix, the cascade sensitivity
to input factor Xi for VaRα, 0 < α < 1, is
Ci(X, g,VaRα) = α− Hˆ(H
−1(α))
h(H−1(α))
.
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2. Under Assumptions A.1 i)− vi) for q = α in the appendix, the cascade sensitivity
to input factor Xi for ESα, 0 ≤ α < 1, is
Ci(X, g,ESα) = 1
1− α
[
E
((
Yˆ −H−1(α))
+
)
− E
((
Y −H−1(α))
+
)]
.
Note that the second representation of the cascade sensitivity in Proposition 4.1
and the formulae in Corollary 4.2, do not require the knowledge of the gradient of the
aggregation function, but, instead, of the distribution function Hˆ. This distribution
function can be interpreted as that of a distorted output, in particular if Fˆi is more
disperse than Fi.
Rewriting the representation of the cascade sensitivity in Proposition 4.1, we obtain
Ci(X, g, ργ) =
∫ (
H(y)− Hˆ(y))γ(H(y))dy, (5)
where the integral is over the support of Y . Thus, the cascade sensitivity can be seen
as a measure of the difference of the distributions of the output Y and the distorted
output Yˆ = g(ψ(Xˆi,V )), weighted according to the choice of the risk measure ργ . For
the ES risk measure, for example, the difference is integrated over the right tail of the
distributions, that is over {y > H−1(α)}. Formula (5) also implies that the cascade
sensitivity is robust to small changes in the weight function γ of the distortion risk
measure. In particular, the cascade sensitivities for the risk measures VaRα and ESα
are robust in α.
4.2 Stressing through an additive shock
The representation of the cascade sensitivity to stressing input factor Xi through a
shock Xi,ε = Xi + εZ is immediate from Proposition 3.5. The choice of the shock Z is,
however, not unique and should be aligned with the purpose of the sensitivity analysis.
Tsanakas and Millossovich (2016) argue that the only meaningful shocks are functions
of Xi. We consider shocks comonotonic to input Xi, specifically, Xi,ε = Xi + εk(Xi),
for non-decreasing Lipschitz continuous functions k : R→ R with Lipschitz constant 1.
This choice of shock leads to a representation of the cascade sensitivity, similar to that
of Proposition 4.1, without involving the aggregation function’s gradient.
Examples of additive shocks as above include stressing the tails of an input factor:
Xi,ε = Xi+ ε(Xi− t1)1{Xi≤t1}+ ε(Xi− t2)1{Xi≥t2}, for t1 ≤ t2 ∈ R. Alternatively, for a
unimodal input factor Xi with mode m, one may define Xi,ε = Xi + ε(Xi−m). Scaling
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deviations from the mode preserves, to some extent, the shape of the distribution of
Xi. For example, if input factor Xi ∼ N(µ, σ2), then Xi,ε ∼ N(µ, (1 + ε)2σ2), while
for an exponentially distributed input factor, Xi ∼ Exp(λ), the stressed input follows
Xi,ε ∼ Exp( λ1+ε).
Proposition 4.3. Let (ψ,V ) ∈ Ri and define the stress Xi,ε = Xi + εk(Xi), for a
non-decreasing Lipschitz continuous function k : R→ R with Lipschitz constant 1, that
satisfies k(x) ≤ 0 on the set where fi(x) is non-decreasing and k(x) ≥ 0 on the set where
fi(x) is non-increasing. Under Assumptions A.1 in the appendix, the cascade sensitivity
to input factor Xi is
Ci(X, g, ργ) = E
[H(Y )− H˜(Y )
h(Y )
γ(H(Y ))
]
,
where H˜ denotes the distribution function of Y˜ = g(ψ(X˜i,V )), with X˜i = F˜
−1
i (UXi)
and distribution function F˜i(x) = Fi(x)− k(x)fi(x), x ∈ R.
Proof. By Lemma A.2, F˜i is indeed a distribution function and we denote its density by
f˜i. Define ξ(y) = γ(H(y)), y ∈ R. Using independence of Xi and V and the definition
of F˜i, the cascade sensitivity to stress Xi,ε can be written as
Ci(X, g, ργ) = E(k(Xi)(g ◦ψ)1(Xi,V )ξ(Y ))
= E
(∫
R
k(x)(g ◦ψ)1(x,V )ξ(g(ψ(x,V )))fi(x)dx
)
= E
(∫
R
(Fi(x)− F˜i(x))β(x)dx
)
,
where we denote β(x) = (g ◦ ψ)1(x,V )ξ(g(ψ(x,V ))) and B(s) =
∫ ess supXi
s β(x)dx
hence suppressing the dependence on V . Applying Fubini, we obtain
E
(∫
R
(Fi(x)− F˜i(x))β(x)dx
)
= E
(∫
R
∫
R
(
fi(s)− f˜i(s)
)
1{s≤x}dsβ(x)dx
)
= E
(∫
R
(
fi(s)− f˜i(s)
)
B(s)ds
)
= E(B(Xi))− E(B(X˜i)).
Applying the change of variable u = g(ψ(t,V )) we obtain
B(Xi) =
∫ ess supXi
Xi
β(t)dt
=
∫ ess supXi
Xi
(g ◦ψ)1(t,V )ξ(g(ψ(t,V )))dt
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=∫ ess supY
Y
ξ(u)du,
and similarly, B(X˜i) =
∫ ess sup Y˜
Y˜
ξ(u)du. Thus, using Lemma A.3 the cascade sensitivity
becomes
Ci(X, g, ργ) =
∫
R
(1− H˜(y))ξ(y)dy −
∫
R
(1−H(y))ξ(y)dy
=
∫
R
(H(y)− H˜(y))γ(H(y))dy
= E
(H(Y )− H˜(Y )
h(Y )
γ(H(Y ))
)
.
The cascade sensitivity for the risk measures VaR and ES when stressing an input
factor via Xi,ε = Xi + εk(Xi), for a function k fulfilling the assumptions in Proposition
4.3, are analogous to Corollary 4.2, replacing Hˆ with H˜.
The representation of the cascade sensitivities in Proposition 4.3 involves a weighted
difference of the distribution functions H˜ and H, similarly to Proposition 4.1. Thus,
calculating the sensitivity to a shock Xi,ε = Xi + εk(Xi), corresponds to comparing the
output Y with the distorted output Y˜ = g
(
ψ(F˜−1i (UXi),V )
)
, where F˜i(x) = Fi(x) −
k(x)fi(x), x ∈ R. The next proposition shows that, provided that E(k(Xi)) ≥ 0,
F˜−1i (UXi) dominates Xi in increasing convex order, so that the distorted output Y˜
could be seen as more conservative than Y , when g is non-decreasing and X positively
dependent. Recall that a random variable W dominates Z in increasing convex order,
Z icx W , if E(l(Z)) ≤ E(l(W )), for all increasing convex functions l : R → R such
that the expectations exist (Mu¨ller and Stoyan, 2002).
Proposition 4.4. Let Xi have finite expectation and define the random variable X˜i
with distribution function F˜i(x) = Fi(x)−k(x)fi(x), x ∈ R, as in Proposition 4.3. Then
the following hold:
1. If E(k(Xi)) ≥ 0, then Xi icx X˜i.
2. If 0 < ess sup k(Xi), then Xi does not dominate X˜i in increasing convex order.
Proof. Applying Lemma A.2 we see that F˜i is a distribution function. Note that X˜i
dominates Xi in increasing convex order, Xi icx X˜i, if and only if E((X˜i − t)+) ≥
E((Xi − t)+) for all t ∈ R. For case 1: let t ∈ R and apply Fubini,
E
(
(X˜i − t)+
)− E((Xi − t)+) = ∫ ∞
t
(x− t)(f˜i(x)− fi(x))dx
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=∫ ∞
t
∫ ∞
t
(
f˜i(x)− fi(x)
)
1{u≤x}dxdu
=
∫ ∞
t
(
Fi(u)− F˜i(u)
)
du
=
∫ ∞
t
k(u)fi(u)d(u)
= E(k(Xi)1{Xi>t}).
Recall that k is a non-decreasing function, thus if k(t) ≥ 0, the above expectation is non-
negative. If k(t) < 0, we have that E(k(Xi)1{Xi>t}) ≥ E(k(Xi)), which is non-negative
by assumption.
To see case 2: note that E(k(Xi)1{Xi>t}) is negative if and only if
E(k(Xi) | Xi > t) < 0 for all t ∈ R,
which is a contradiction to the assumption that 0 < ess sup k(Xi).
Consider an input factor that is symmetric around zero and the stress Xi,ε = Xi +
ε(Xi − t1)1{Xi≤t1} + ε(Xi − t2)1{Xi≥t2} for t1 < 0 < t2, such that the density of the
input is non-decreasing on {x ≤ t1} and non-increasing on {x ≥ t2}. Then, Proposition
4.4 case 1, is fulfilled if t2 < |t1|. For a one-sided stress of an input factor, that is
Xi,ε = Xi + ε(Xi − t)+, t > 0, Proposition 4.4 case 1 is always satisfied. For an
unimodal input factor Xi with mode m and stress Xi,ε = Xi + ε(Xi −m), Proposition
4.4, case 1 holds if E(Xi) ≥ m, and case 2 is satisfied if m < ess supXi.
4.3 Numerical evaluation via importance sampling
In practical applications, when the marginals and the copula of the input vector are
separately specified and estimated, the calculation of an inverse Rosenblatt transform
of X may be available. For example the R package copula (Hofert et al., 2017) provides
the inverse conditional distribution functions for Archimedean and elliptical copulas.
An algorithm for the computation of the inverse Rosenblatt transform of canonical and
D-vine copulas is presented in (Aas et al., 2009, Algorithm 5 and 6), and for R-vine
copulas in Schepsmeier (2015). So that ψ(Xˆi,U) and ψ(X˜i,U) in Propositions 4.1 and
4.3, respectively, can explicitly be calculated.
A computationally expensive aggregation function, however, might render a direct
calculation of the cascade sensitivity unfeasible, as Propositions 4.1 and 4.3 require the
evaluation of Yˆ = g
(
ψ(Xˆi,V )
)
and Y˜ = g
(
ψ(X˜i,V )
)
, respectively. For example, in
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a Monte Carlo simulation setting with sample size M , the calculation of the cascade
sensitivity to one input factor requires an inverse Rosenblatt transform and M evalu-
ations of Yˆ or Y˜ . Fortunately, using importance sampling, the distribution functions
Hˆ, H˜ can be computed on the same Monte Carlo sample without the need to explicitly
calculate an inverse Rosenblatt transform. It holds that, for t ∈ R,
Hˆ(t) = E
(
1{g(ψ(Xˆi,V ))≤y}
)
= E
(
1{Y≤t}
fˆi(Xi)
fi(Xi)
)
, (6)
where fˆi denotes the density of Fˆi and
fˆi(Xi)
fi(Xi)
play the role of importance weights. Note
that, due to independence of Xˆi and V , the importance weights are a function of Xi
only. An analogous formula holds for H˜. Thus, starting with a Monte Carlo sample
of the input vector X and the knowledge of the density fˆi or f˜i, the calculation of the
cascade sensitivity is straightforward without the need to calculate an inverse Rosenblatt
transform of X. Specifically, the cascade sensitivity in Propositions 4.1 (4.3), can be
estimated through the following procedure
1. Sample M multivariate scenarios x1 = (x11, . . . x
1
n), . . . ,x
M = (xM1 , . . . x
M
n ) from
input vector X and calculate the corresponding realisations of the output y1 =
g(x1), . . . , yM = g(xM ).
2. Estimate the distribution function and density of the output Y , for example
through the empirical distribution function and a Kernel density estimator
H
emp
(t) =
1
M
M∑
j=1
1{yj≤t}, t ∈ R,
h
emp
(t) =
1
M
M∑
j=1
κ(t− yj), t ∈ R,
for a suitable kernel κ.
3. Estimate the cascade sensitivity by
Cempi =
1
M
M∑
j=1
γ(H
emp
(yj))
hemp(yj)
(
H
emp
(yj)− 1
M
M∑
k=1
fˆi(x
k
i )
fi(xki )
1{yk≤yj}
)
.
Alternatively, representation (5) of the cascade sensitivity allows for a calculation
without the need to estimate h.
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5 Application to a non-linear insurance portfolio
5.1 The insurance portfolio
The marginal and the cascade sensitivity measures are illustrated on the following insur-
ance portfolio. An insurance company has two lines of business X1, X2 that are subject
to the same multiplicative factor X3. On its loss, L = X3(X1 + X2), the insurance
company has a reinsurance contract with deductible d = 380 and limit l = 30. The
insurance portfolio includes another line of business X4, also subject to the factor X3.
Thus, the total loss faced by the insurer is
Y = L−min{(L− d)+, l}+X3X4.
The two lines of business, X1, X2 follow a Log-Normal(µ = 4.98, σ
2 = 0.232) distribu-
tion with mean 150 and standard deviation 35. X3 is Log-Normal(µ3 = −0.005, σ23 =
0.12) distributed with mean 1 and standard deviation 0.1. The line of business X4 is
Gamma(100,1) distributed with mean 100 and standard deviation 10 and is indepen-
dent of X1, X2 and X3. The sub-vector X−4 = (X1, X2, X3) is dependent through a
Gaussian copula with correlation matrix
R =

1 0.3 0.8
0.3 1 0
0.8 0 1
 .
All calculations in this section are based on a simulated Monte Carlo sample of size
M = 100, 000. We consider the marginal and cascade sensitivity to input factors X1
and X2 for the risk measures VaR and ES. Both input factors X1 and X2 are stressed by
applying the shock Xi,ε = Xi+ ε(Xi−m), where m = 138.5 is the mode of either. Note
that X1 and X2 follow the same (unimodal) distribution and the aggregation function
is symmetric in X1, X2, but the dependence structure is not; X1 is highly correlated to
X3, while X2 is independent of X3.
The effect of the asymmetric dependence structure of the input factors on the
marginal and the cascade sensitivities respectively, is shown in Figures 1 and 2. Fig-
ure 1 displays the marginal and cascade sensitivity of the risk measure VaRα, 0.075 <
α < 0.925, to both input factors X1 and X2. The marginal and cascade sensitivities
to X1 and X2 for the risk measure ESα, 0.075 < α < 0.925, are plotted in Figure 2.
For α ≥ 0.5, in Figures 1 and 2, the cascade sensitivity to input factor X1, C1, is seen
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Figure 1: Marginal and cascade sensitivity of the risk measure VaRα, 0.075 < α < 0.925,
for input factorX1 (left) and input factorX2 (right), for stressXi,ε = Xi+ε(Xi−m), i =
1, 2.
to be substantially larger than the marginal sensitivity, indicating that the marginal
sensitivity does not reflect the indirect effects of the dependence between risks factors.
For the ESα risk measure, the marginal and the cascade sensitivity to input X1
exceed, for all severity levels α, the respective sensitivity measures for X2. Thus the
marginal and the cascade sensitivity for ESα produce consistent ranking of the input
factors. The VaRα risk measure, however, does not provide a consistent ranking between
the marginal and the cascade sensitivity to input factors X1 and X2, see also Section
5.2 for further discussion.
A criticism of sensitivity measures defined as partial derivatives is, that for input
factors on different scales, no conclusion can be drawn regarding their relative impor-
tance (Antoniano-Villalobos et al., 2018). In the insurance portfolio example, inputs X1
and X2 follow the same distribution and thus are stressed in exactly the same fashion,
allowing for a direct comparison of S1,S2 and C1, C2. In Section 6 we provide a frame-
work, that allows to consistently stress input factors and which is independent of the
distributional assumptions of the input vector.
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Figure 2: Marginal and cascade sensitivity of the risk measure ESα, 0.075 < α < 0.925,
for input factorX1 (left) and input factorX2 (right) for stressXi,ε = Xi+ε(Xi−mi), i =
1, 2.
5.2 Cascade sensitivity via importance sampling
In this section we provide the analytical formulae of the marginal and the cascade
sensitivity. First, note that the gradient of the aggregation function is given by(
X31{L<d}∪{L>l+d}, X31{L<d}∪{L>l+d}, (X1 +X2)1{L<d}∪{L>l+d} +X4, X3
)
.
The marginal sensitivities for the risk measures VaRα and ESα to input factors Xi, i =
1, 2, following Proposition 3.2, are thus
Si(X, g,VaRα) = E
(
(Xi −m)X31{L<d}∪{L>l+d}1{Y=H−1(α)}
)
,
Si(X, g,ESα) = 1
1− αE
(
(Xi −m)X31{L<d}∪{L>l+d}1{Y >H−1(α)}
)
.
To calculate the cascade sensitivity, we apply Proposition 4.3, using the importance
sampling routine of Section 4.3. The cascade sensitivities for the risk measures VaRα
and ESα to input factors Xi, i = 1, 2, are given by
Ci(X, g,VaRα) = 1
h(H−1(α))
[
α− E
( f˜i(Xi)
fi(Xi)
1{Y≤H−1(α)}
)]
, (7a)
Ci(X, g,ESα) = 1
1− α
[
E
( f˜i(Xi)
fi(Xi)
(
Y −H−1(α))
+
)
− E
((
Y −H−1(α))
+
)]
. (7b)
The distorted densities f˜i, i = 1, 2, are equal and given by
f˜i(x) =
x−m
x
(
1 +
ln(x)− µ
σ2
)
fi(x), x > 0. (8)
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Figure 3: Densities f1, f˜1, defined in equation (8), for the input factor X1 and the
distortion X˜1, respectively.
Figure 3 displays the densities f1, f˜1 of input factor X1 and its distortion X˜1, respec-
tively. As seen in the plot, the density f˜1 places more emphasis on the tails of the input
factor, separating the probability mass away from m.
The left plot in Figure 4 shows the importance weights f˜1(X1)f1(X1) against the input
factor X1. The importance weights are zero at the mode of X1 and give more weight
to high and low realisations of X1. The right plot of Figure 4 depicts the importance
weights against the output Y , indicating the positive dependence between X1 and Y .
Note that the importance weights inflate both high and low values of the output.
The empirical distribution functions Hemp of the output Y and H˜emp of the distorted
output Y˜ = g
(
ψ(X˜1,V )
)
are displayed in Figure 5. The crossing of the distribution
functions is due to the importance weights accentuating both high and low realisations
of Y . Figure 5 enables a visual interpretation of the cascade sensitivity, as the integrated
difference of H˜ and H, weighted according to the risk measure, see equation (5). Thus,
it illustrates why the cascade sensitivity of the VaRα, Figure 1, is negative for α fulfilling
H(α) < H˜(α). The cascade sensitivity for ESα, Figure 2, on the other hand is positive
for all 0 ≤ α < 1, since the difference of the distribution functions is integrated over
{y > H−1(α)}.
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Figure 4: Importance weights f˜1(X1)f1(X1) against input factor X1 (left) and output Y (right),
used for the calculation of cascade sensitivity by importance sampling.
5.3 Cascade sensitivity via the inverse Rosenblatt transform
We continue with the discussion of the insurance portfolio example to provide further
insight by calculating the cascade sensitivity via an inverse Rosenblatt transform. Note
that the representation of the cascade sensitivity in Proposition 4.3 does not require an
inverse Rosenblatt transform of the input vector. However, due to the Gaussian copula
structure, an inverse Rosenblatt transform is easily obtained in analytical form. Recall
that X = (X−4, X4), where X−4 is independent of X4, has Log-Normal marginals and
a Gaussian copula with correlation matrix R. An inverse Rosenblatt transform of the
input vector can be obtained through the Cholesky decomposition of R = DD>, where
D =
(
di,j
)
1≤i,j,≤3 =

1 0 0
0.3 0.95 0
0.8 −0.25 0.54
 .
Thus, we can write
X1 = exp{µ+ σZ},
X2 = exp
{
µ+ σ
[
d2,1Z + d2,2 Φ
−1(V1)
]}
,
X3 = exp
{
µ3 + σ3
[
d3,1Z + d3,2 Φ
−1(V1) + d3,3 Φ−1(V2)
]}
,
X4 = F
−1
4 (V3),
for a standard normal random variable Z with distribution function Φ and a vector of
independent standard uniform random variables V = (V1, V2, V3). Hence, an inverse
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Figure 5: Empirical distribution function of the output Y, H, and the empirical distribu-
tion function of the distorted output Y˜ = g(ψ(X˜1,V )), H˜, calculated using importance
sampling, (6).
Rosenblatt transform of X = ψ(X1,V ), (ψ,V ) ∈ R1, is given by
ψ(1)(X1,V ) = X1,
ψ(2)(X1,V ) = X
d2,1
1 exp{µ(1− d2,1) + σd2,2 Φ−1(V1)},
ψ(3)(X1,V ) = X
d3,1
σ3
σ
1 exp
{
µ3 − σ3
[
µ
d3,1
σ
+ d3,2 Φ
−1(V1) + d3,3 Φ−1(V2)
]}
,
ψ(4)(X1,V ) = F
−1
4 (V3).
To calculate the cascade sensitivity to input factor X2, we need an inverse Rosenblatt
transform of X starting with input factor X2. First, we reorder the input vector to
(X2, X1, X3, X4), exchanging input factors X1 and X2. The corresponding correlation
matrix and the Cholesky decomposition of the reordered input vector are given by
R∗ =

1 0.3 0
0.3 1 0.8
0 0.8 1
 , D∗ = (d∗i,j)1≤i,j≤3 =

1 0 0
0.3 0.95 0
0 0.84 0.54
 ,
with R∗ = D∗D∗>. Analogously to the above construction, an inverse Rosenblatt
transform of X = φ(X2,U), for (φ,U) ∈ R2, is given by
φ(1)(X2,U) = X
d∗2,1
2 exp{µ(1− d∗2,1) + σd∗2,2 Φ−1(U1)},
φ(2)(X2,U) = X2,
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φ(3)(X2,U) = exp
{
µ3 + σ3
[
d∗3,2 Φ
−1(U1) + d∗3,3 Φ
−1(U2)
]}
,
φ(4)(X2,U) = F
−1
4 (U3),
where we write U = (U1, U2, U3). Note that we used above that d
∗
3,1 = Corr(X1, X3) =
0.
The partial derivatives of both (ψ,V ) ∈ R1 and (φ,U) ∈ R2, are displayed in
Table 1. Note that d2,1 = d
∗
2,1 = Corr(X1, X2) = 0.3, thus the terms reflecting the
indirect effects of the dependence between the input factors are scaled according to
their correlation with the stressed input factor.
Table 1: Derivative of the inverse Rosenblatt transforms of input vectorX, (ψ,V ) ∈ R1
and (φ,U) ∈ R2. Note that in ψ(j)1 the derivative is taken with respect to X1 while in
φ
(j)
1 it is taken with respect to X2.
j = 1 j = 2 j = 3 j = 4
ψ
(j)
1 1 Corr(X1, X2)
X2
X1
Corr(X1, X3)
σ3
σ
X2
X1
0
φ
(j)
1 Corr(X1, X2)
X1
X2
1 0 0
The cascade sensitivities for the VaRα risk measure to input factors X1 and X2 are
given by Proposition 3.5:
C1 = S1 + Corr(X1, X2)E
(X2
X1
(X1 −m)X31{L<d}∪{L>l+d}1{Y=H−1(α)}
)
+
σ3
σ
Corr(X1, X3)E
(X3
X1
(X1 −m)
(
(X1 +X2)1{L<d}∪{L>l+d} +X4
)
1{Y=H−1(α)}
)
,
C2 = S2 + Corr(X1, X2)E
(X1
X2
(X2 −m)X31{L<d}∪{L>l+d}1{Y=H−1(α)}
)
.
The cascade sensitivity C1 includes the terms accounting for the dependence between
X1, X2 and X1, X3, while C2 only incorporates the term reflecting dependence between
X2, X3, explaining the higher value of C1.
5.4 Influence of indirect dependence between input factors
We illustrate the indirect effects of the dependence structure of the input vector on the
marginal and cascade sensitivity, by considering different correlations between input
factors X1 and X3. The marginal and cascade sensitivities to X1 and X2 for the risk
measure ES0.9 and for Corr(X1, X3) = 0.0, ..., 0.8, are calculated using (7) and reported
23
in Table 2. In the last two columns of Table 2, we state
Cj−Sj
Cj , j = 1, 2, that is,
the percentage of the cascade sensitivity that stems from the indirect effects of the
dependence between the input factors.
While the absolute values of the marginal and the cascade sensitivity measures
cannot be compared in a direct manner, their relative change for different correlation
coefficients provides some insight. As seen in Table 2, both the marginal and the cascade
sensitivity to input factor X1 increase with the correlation between X1 and X3, where
the extent of change is more substantial in C1 than in S1. The marginal sensitivity
to input factor X2 is constant, implying that S2 does not account for changes of the
dependence between X1 and X3. This is in contrast to the cascade sensitivity to input
factor X2, which increases by 5%, thus indicating that the correlation between X1 and
X3 plays a role in the cascade sensitivity to input factor X2.
Table 2: Marginal and cascade sensitivity for the ES0.9 with Corr(X1, X3) = 0.0, ..., 0.8.
Corr(X1, X3) S1 S2 C1 C2 C1−S1C1 C2−S2C2
0.0 46 45 55 55 0.20 0.22
0.2 54 45 76 55 0.29 0.18
0.4 63 45 101 56 0.38 0.20
0.6 71 45 129 57 0.45 0.21
0.8 80 45 159 58 0.50 0.22
6 Application to a black box model
This section illustrates the applicability of the cascade sensitivity measure to a black
box model: a setting where an analyst has no access to the full specification of either
F or g, but only to a set of input / output simulations. Such a situation is common in
insurance applications. The model represents a London Insurance Market portfolio loss
of 72 input factors, measured on the same scale, and is currently in use by a participant
in the market. The analysis is based on a Monte Carlo sample of size M = 500, 000,
provided to us by the model owner, consisting of simulated observations from input
vector X and output Y . We do not have access to the marginal nor the joint distribution
of the input vector, indeed, the input factors are themselves output of different models.
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To allow for a comparison between the cascade sensitivities to different inputs, we
require a consistent way of stressing the 72 input factors. To this end, each input
factor Xj is transformed to a standard normal random variable Zj , comonotonic to Xj ,
through
Xj = F
−1
j (Φ(Zj)), j = 1, . . . , 72. (9)
Note that equation (9) allows to stress the input factors through distorting the standard
normal random variables Zj , j = 1, . . . , 72,. Applying an additive shock Zj,ε = Zj(1+ε)
to the standard normal random variables Zj , for all j = 1, . . . , 72, stresses the input
factors in a consistent fashion. The cascade sensitivity to input Xj , with shock Xj,ε =
F−1j (Φ(Zj,ε)), is then given by Proposition 4.3 with
Y˜ = g
(
ψ
(
F−1j (Φ(Z˜j)
)
,V
)
, for (ψ,V ) ∈ Rj ,
where Z˜ follows distribution function Φ˜(x) = Φ(x) − xΦ′(x), x ∈ R. The distorted
output distribution function H˜ of Y˜ , and thus the cascade sensitivities, can easily be
calculated via importance sampling, by the algorithm in Section 4.3. In particular it
holds that
H˜(y) = E
(
1{Y≤y}
Φ˜′(Zi)
Φ′(Zi)
)
.
Recall that the algorithm in Section 4.3 does not require the explicit knowledge of
the distribution of the input factors, the inverse Rosenblatt transform of X nor the
derivative of the aggregation function, hence making the cascade sensitivity framework
applicable to a black box model setting. Figure 6 displays the cascade sensitivities
for the 72 input factors for the risk measure ES0.9 including 90% confidence intervals,
calculated using bootstrap based on 500 simulations.
7 Conclusion
We propose a novel sensitivity measure, termed cascade sensitivity, defined as a direc-
tional derivative of a distortion risk measure applied to the model output in direction
to a stressed input factor. The cascade sensitivity captures not only the direct impact
of the stressed input factor on the output but also the indirect effects arising via de-
pendence with other input factors. Through examples, we show that the dependence
between input factors may substantially contribute to the cascade sensitivity of a par-
ticular input.
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Figure 6: Cascade sensitivity for the ES0.9 of the London Market portfolio, including
90% confidence intervals.
We provide representations of the cascade sensitivity that allow for a straightforward
calculation on one Monte Carlo sample and without the knowledge of the gradient
of the aggregation function. In particular, we consider stresses consisting of either
an additive shock to an input factor or a perturbation, such that the stressed input
factor follows a mixture distribution. These representations of the cascade sensitivity
make implementation of the proposed sensitivity measure numerically efficient and,
thus, attractive for applications in practice.
A Appendix
Assumption A.1. Let ργ be a distortion risk measure, 0 < q < 1, and Xi,ε, ε ≥
0, a stress. With abuse of notation, we denote the stressed input vector by Xi,ε =
(X1, . . . , Xi,ε, . . . , Xn) for the marginal sensitivity and Xi,ε = ψ(Xi,ε,V ), (ψ,V ) ∈ Ri,
for the cascade sensitivity, respectively. We write Yi,ε = g(Xi,ε) for the stressed output
and denote its distribution function by Hi,ε.
i) There exists a random variable W with E(W ) < +∞, such that |Yi,ε2 − Yi,ε1 | ≤
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W |ε2 − ε1| for all ε1, ε2 > 0 in a neighbourhood of 0.
ii) The derivative with respect to ε of Yi,ε exists with probability 1 for all ε > 0 in a
neighbourhood of 0.
iii) For all ε > 0 in a neighbourhood of 0, Yi,ε has a continuous density in a neigh-
bourhood of H−1(q). The derivative of the distribution function with respect to
ε exists and is continuous (in both arguments) at H−1(q).
iv) For all ε > 0 in a neighbourhood of 0, the function E
(
∂
∂εYi,ε |Yi,ε = y
)
is continuous
at y = H−1(q).
v) It holds P
(
Yi,ε = H
−1
i,ε (q)
)
= 0 for all ε > 0 in a neighbourhood of 0.
vi) The function H−1i,ε (q) is differentiable for all ε > 0 in a neighbourhood of 0.
vii) The aggregation function g is invertible in at least one argument, say the jth, and
Xj has a conditional density given X−j .
viii) P (Hi,ε(Yi,ε) ∈ Dγ) = 1, where Dγ is the set where the weight function γ is
differentiable.
ix) ∂∂εH
−1
i,ε is bounded for all ε > 0 in a neighbourhood of 0.
Lemma A.2. Let Z be a random variable with distribution FZ , density fZ and k : R→
R a non-decreasing Lipschitz continuous function with Lipschitz constant 1, that satisfies
k(x) ≤ 0 on the set where fZ(x) is non-decreasing and k(x) ≥ 0 on the set where fZ(x)
is non-increasing. Then F˜Z(x) = FZ(x) − k(x)fZ(x), x ∈ R, defines a distribution
function.
Proof. By Lipschitz continuity of k, it holds −(k(y) − k(x)) ≥ −(y − x), for all x < y.
Let a, b ∈ R such that fZ is non-decreasing on [a, b], then it holds for all a ≤ x < y ≤ b
that
F˜Z(y)− F˜Z(x) =
∫ y
x
fZ(u)du− k(y)fZ(y)− (k(y)− k(x))fZ(x) + k(y)fZ(x)
≥
∫ y
x
(
fZ(u)− fZ(x)
)
du− k(y)(fZ(y)− fZ(x))
≥ 0.
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Similarly, for a, b ∈ R such that fZ is non-increasing on [a, b], we have for all a ≤ x <
y ≤ b
F˜Z(y)− F˜Z(x) =
∫ y
x
fZ(u)du− (k(y)− k(x))fZ(y)− k(x)fZ(y) + k(x)fZ(x)
≥
∫ y
x
(
fZ(u)− fZ(y)
)
du+ k(x)
(
fZ(x)− fZ(y)
)
≥ 0.
For x < y, for which fz is not monotone on [x, y], we define the partition x = m1 ≤ · · · ≤
mr = y such that fZ is monotone on [mj ,mj+1], for all j = 1, . . . , r − 1. Then, we can
write F˜Z(y)− F˜Z(x) =
∑r−1
j=1 F˜Z(mj+1)− F˜Z(mj), and thus F˜Z is indeed a distribution
function.
Lemma A.3. Let K : R → R be an absolutely function with representation K(x) =∫ x
b κ(s)ds for all x ≥ b, where κ is a non-negative function and b ≥ −∞. Then, for any
random variable Z ≥ b a.s. with E(K(Z)) <∞ it holds that
E(K(Z)) =
∫ +∞
b
κ(s)P (Z > s)ds.
Proof. For any b ≥ −∞ we obtain using Fubini
E(K(Z)) = E
( ∫ Z
b
κ(s)ds
)
= E
( ∫ +∞
b
κ(s)1{Z≥b}ds
)
=
∫ +∞
−∞
κ(s)P (Z > s)ds.
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