Introduction {#Sec1}
============

As we know the fuzzy differential equations *FDE* are one of the important part of the fuzzy analysis theory that play major role in numerical analysis. For example, population models (Guo et al. [@CR43]), the golden mean (Datta [@CR26]), quantum optics and gravity (El Naschie [@CR33]), control chaotic systems (Feng and Chen [@CR41]; Jiang [@CR45]), medicine (Abbod et al. [@CR4]; Barro and Marin, [@CR10]). Recently, some mathematicians have studied *FDE* (Abbasbandy and Allahviranloo [@CR1]; Abbasbandy et al. [@CR2]; Abbasbandy et al. [@CR3]; Allahviranloo et al. [@CR8]; Bede [@CR11]; Bede and Gal [@CR12]; Bede et al. [@CR13]; Buckley and Feuring [@CR15]; Buckley and Jowers [@CR16]; Buckley et al. [@CR17]; Chalco-Cano and Romn-Flores [@CR18]; Chalco-Cano and Romn-Flores et al. [@CR19]; Chapko and Johansson [@CR21]; Chen and Ho [@CR22]; Cho and Lan [@CR24]; Congxin and Shiji [@CR25]; Diamond [@CR27]; Diamond [@CR28]; Ding et al. [@CR29]; Dubois [@CR31]; Dou and Hon [@CR32]; Fard [@CR35]; Fard and Bidgoli b; Fard and Bidgoli [@CR39]; Fard and Kamyad [@CR37]; Fard et al. [@CR38]; Fei [@CR40]; Jang et al. [@CR44]; Jowers et al. [@CR46]; Kaleva [@CR47], [@CR48], [@CR49]; Lopez [@CR51]; Ma et al. [@CR52]; Mizukoshi et al. [@CR53]; Oberguggenberger and Pittschmann [@CR56]; Papaschinopoulos [@CR57]; Puri and Ralescu [@CR58]; Seikkala [@CR60]; Solaymani Fard and Ghal-Eh [@CR61]; Song et al. [@CR62]). The fuzzy partial differential equations *FPDE* are very important in mathematical models of physical, chemical, biological, economics and other fields. Some mathematicians have studied solution of *FPDE* by numerical methods (Afshar Kermani and Saburi [@CR5]; Allahviranloo [@CR6]; Barkhordari Ahmadi and Kiani [@CR9]; Buckley and Feuring [@CR14]; Chen et al. [@CR23]; Farajzadeh et al. [@CR34]; Moghadam and Jalal [@CR54]; Rouhparvar et al. [@CR63]; Verma et al. [@CR64]). In this work, we present the Picard method to solve the Cauchy reaction-diffusion equation as follows:

With fuzzy initial condition:

The structure of this paper is organized as follows: In section "Basic concepts", some basic notations and definitions in fuzzy calculus are brought. In section "Description of the method", Eqs.(1,2) are solved by Picard method. The existence and uniqueness of the solution and convergence of the proposed method are proved in section "Existence and convergence analysis" respectively. Finally, in section "Numerical examples", the accuracy of method by solving some numerical examples are illustrated and a brief conclusion is given in section "Conclusion".Figure 1**The results of Example 5.1 for ((*x*, 0.6, 0.1),(x, 0.6, 0.1)).**

Basic concepts {#Sec2}
==============

Here basic definitions of a fuzzy number are given as follows, (Allahviramloo [@CR7]; Dubois and Prade [@CR7]; Kauffman and Gupta [@CR50];[@CR55];[@CR65])

Definition 2.1 {#Sec3}
--------------

An arbitrary fuzzy number in the parametric form is represented by an ordered pair of functions which satisfy the following requirements: (i)is a bounded left-continuous non-decreasing function over \[0,1\],(ii)is a bounded left-continuous non-increasing function over \[0,1\],(iii)

Definition 2.2 {#Sec4}
--------------

For arbitrary fuzzy numbers, we use the distance (Hausdorff metric) (Goetschel and Voxman [@CR42]) and it is shown (Puri and Ralescu [@CR59]) that (*E*^**1**^, D) is a complete metric space and the following properties are well known:

Definition 2.3 {#Sec5}
--------------

Consider,. If there exists such that then is called the *H*- difference of and, and is denoted by (Bede and Gal [@CR12]).

Proposition 1 {#Sec6}
-------------

If is a continuous fuzzy-valued function then is differentiable, with derivative (Bede and Gal [@CR12]).

Definition 2.4 {#Sec7}
--------------

(see (Bede and Gal [@CR12])) Let and *x*~0~ ∈ (*a*, *b*). We say that is generalized differentiable at *x*~0~ (Bede-Gal differentiability), if there exists an element, such that: i)for all *h* \> 0 sufficiently small, ∃ *f*(*x*~0~ + *h*) ⊖ *f*(*x*~0~), ∃ *f*(*x*~0~) ⊖ *f*(*x*~0~ − *h*) and the following limits hold:orii)for all *h* \>V0 sufficiently small, ∃ *f*(*x*~0~) ⊖ *f*(*x*~0~ + *h*), ∃ *f*(*x*~0~ − *h*) ⊖ *f*(*x*~0~) and the following limits hold:oriii)for all *h*\>0 sufficiently small, ∃ *f*(*x*~0~ + *h*) ⊖ *f*(*x*~0~), ∃ *f*(*x*~0~ − *h*) ⊖ *f*(*x*~0~) and the following limits hold:oriv)for all *h* \> 0 sufficiently small, ∃ *f*(*x*~0~) ⊖ *f*(*x*~0~ + *h*), ∃ *f*(*x*~0~) ⊖ *f*(*x*~0~ − *h*) and the following limits hold:

Definition 2.5 {#Sec8}
--------------

Let. We say is (i)-differentiable on (*a*, *b*) if is differentiable in the sense (i) of Definition (2.7) and similarly for (ii), (iii) and (iv) differentiability.

Definition 2.6 {#Sec9}
--------------

(see (Chalco-Cano and Romn-Flores [@CR18])) Let and *x*~0~ ∈ (*a*, *b*). A point *x*~0~ ∈ (*a*, *b*) is said to be a switching point for the differentiability of, if in any neighborhood *V* of *x*~0~ there exist points *x*~1~ \< *x*~0~ \< *x*~2~ such that "(type 1) is differentiable at *x*~1~ in the sense (*i*) of Definition (2.6) while it is not differentiable in the sense (*ii*) of Definition (2.6), and is differentiable at *x*~2~ in the sense (*ii*) of Definition (2.6) while it is not differentiable in the sense (*i*) or Definition (2.6), or(type 2) is differentiable at *x*~1~ in the sense (*ii*) of Definition (2.6) while it is not differentiable in the sense (*i*) of Definition (2.6), and is differentiable at *x*~2~ in the sense (*i*) of Definition (2.6) while it is not differentiable in the sense (*ii*) or Definition (2.6)."

Proposition 2 {#Sec10}
-------------

(see (Chalco-Cano and Romn-Flores [@CR18])) Let and *x*~0~ ∈ (*a*, *b*). If *x*~0~ ∈ (*a*, *b*) is a switching point for the differentiability of of type 1, then is differentiable at *x*~0~ in the form (*iv*).If *x*~0~ ∈ (*a*, *b*) is a switching point for the differentiability of of type 2, then is differentiable at *x*~0~ in the form (*iii*).

Definition 2.7 {#Sec11}
--------------

A triangular fuzzy number is defined as a fuzzy set in *E*^1^, that is specified by an ordered triple *u* = (*a*, *b*, *c*) ∈ *R*^3^ with *a* ≤ *b* ≤ *c* such that are the endpoints of *r*-level sets for all *r* ∈ \[0, 1\], where and. Here,, which is denoted by *u*(1). The set of triangular fuzzy numbers will be denoted by *E*^1^.

Definition 2.8 {#Sec12}
--------------

(see (Chalco-Cano and Romn-Flores [@CR18])) The mapping for some interval *T* is called a fuzzy process. Therefore, its *r*-level set can be written as follows:

Definition 2.9 {#Sec13}
--------------

(see (Chalco-Cano and Romn-Flores [@CR18])) Let be Hukuhara differentiable and denote. Then, the boundary function and are differentiable (or Seikkala differentiable) and

If *f* is (*ii*)-differentiable then

Description of the method {#Sec14}
=========================

To obtain the approximation solution of Eqs.(1,2), based on Definition (2.6) we have two cases as follows:

Case (1): is (*i*)-differentiable, in this case we have,

Case (2): is (*ii*)-differentiable, in this case we have,

Now, we can write successive iterations (by using Picard method) as follows:

Case (1):

Case (2):

Remark 1 {#Sec15}
--------

For we have cases as follows:

Case (1): and be (i)-differentiable and and be (ii)-differentiable

Case (2): is (*i*)-differentiable and is (ii)-differentiable and is (*ii*)-differentiable and is (i)-differentiable

Remark 2 {#Sec16}
--------

We discuss about switching points as follows:

Case (1): is (*i*)-differentiable

If and and *r* ∈ \[0, 1\] then we have and *x*~0~ is a switching point in the form (*iv*).

If and and *r* ∈ \[0, 1\] then we have and *x*~1~ is a switching point in the form (*iv*).

Case (2): is (*ii*)-differentiable

If and and *r* ∈ \[0, 1\] then we have and *x*~0~ is a switching point in the form (*iii*).

If and and *r* ∈ \[0, 1\] then we have and *x*~1~ is a switching point in the form (*iii*).

Case (3): is (*i*)-differentiable

If then we have.

If and and *r* ∈ \[0, 1\] then we have and *x*~0~ is a switching point in the form (*iv*).

Case (4): is (*ii*)-differentiable

If then we have.

If and and *r* ∈ \[0, 1\] then we have and *x*~1~ is a switching point in the form (*iii*).

Existence and convergence analysis {#Sec17}
==================================

In this section we are going to prove the existence and uniqueness of the solution and convergence of the method by using the following assumptions.

Consideris bounded for all *x* ∈ \[*a*, *b*\] and

Let,

Lemma 1 {#Sec18}
-------

If and *λ* ∈ *R*, then, (i)(ii)

**Proof (i).** By the definition of *D*, we have,

**Proof (ii):**

Theorem 1 {#Sec19}
---------

Let 0 \< *α* \< 1, then Eqs.(1,2), have an unique solution and the solution obtained from the relation (8) using Picard method converges to the exact solution of the problems (1, 2) when is (ii)-differentiable.

**Proof.** Let and be two different solutions of Eqs.(1, 2) then

From which we get. Since 0 \< *α* \< 1, then. Implies.

Also, we have

Since, 0 \< *α* \< 1, then as *n* → *∞*. Therefore,. □

Remark 3 {#Sec20}
--------

The proof of other case is similar to the previous theorems.

Numerical examples {#Sec21}
==================

In this section, we solve the Cauchy reaction-diffusion equation by using the Picard method. The program has been provided with Mathematica 6 according to the following algorithm where *ε* is a given positive value.

**Algorithm :**

Example 5.1 {#Sec22}
-----------

Consider the Cauchy reaction-diffusion equation as follows:

With initial condition:

*ϵ* = 10^−4^. *x* = 0 is a switching point.

Case (1): *n* = 22 and *α* = 0.8652.

Case (2): *α* = 0.84569.

Table [1](#Tab1){ref-type="table"} shows that, the approximation solution of the Cauchy reaction-diffusion equation is convergent with 25 iterations by using the Picard method when is (ii)-differentiable.Table 1**Numerical results for Example 5.1*x***−0.20.342450.68532−0.10.355710.672590.00.364380.661350.10.357240.670560.20.348620.678430.30.335970.684530.40.325510.69064

Example 5.2 {#Sec23}
-----------

Consider the Cauchy reaction-diffusion equation as follows:

With initial condition:

*ϵ* = 10^**−3**^.

Case (1): *α* = 0.7546.

Table [2](#Tab2){ref-type="table"} shows that, the approximation solution of the Cauchy reaction-diffusion equation is convergent with 17 iterations by using the Picard method when is (i)-differentiable.Table 2**Numerical results for Example** 5.2***x***0.10.37265080.70234670.20.38275260.69394110.30.39571620.68487450.40.41368050.66127190.50.43722860.65593280.60.44385740.6337306

Case (2): *α* = 0.7762.

Table [3](#Tab3){ref-type="table"} shows that, the approximation solution of the Cauchy reaction-diffusion equation is convergent with 21 iterations by using the Picard method when is (ii)-differentiable.Table 3**Numerical results for Example** 5.2***x***0.10.46463160.79542250.20.47177260.78448350.30.48235490.77376070.40.50746580.75281530.50.52634370.74743260.60.53091830.7215178

Conclusion {#Sec24}
==========

The Picard method has been shown to solve effectively, easily and accurately a large class of nonlinear problems with the approximations which convergent are rapidly to exact solutions. In this work, the Picard method has been successfully employed to obtain the approximate solution of the Cauchy reaction-diffusion equation under generalized *H*-differentiability.
