The modeling of phenomenological structure is a crucial aspect in inverse imaging problems. One emerging modeling tool in computational imaging is the optimal transport framework. Its ability to model geometric displacements across an image's support gives it attractive qualities similar to those of optical flow methods which are effective at capturing visual motion, but are restricted to operate in significantly smaller state-spaces. Despite this advantage, two major drawbacks make it unsuitable for general deployment: (i) it suffers from exorbitant computational costs due to a quadratic optimization-variable complexity, and (ii) it has a mass-balancing assumption that limits applications with natural images. We tackle these issues simultaneously by proposing a novel formulation for an unbalanced optimal transport regularizer that has linear optimization-variable complexity. In addition, we present a general parallelizable proximal method for this regularizer, and demonstrate superior empirical performance on novel dynamical tracking applications in synthetic and real video.
problem.
II. BACKGROUND

A. Optimal Transport
Optimal transport (OT) is a rich mathematical subject [23] which originated with Monge [24] , and was further developed by Kantorovich [25] into the commonly used Monge-Kantorovich formulation. In its discretized form, it is a linear optimization program that minimizes the "effort" required to transport mass between histograms p and q. Transportation costs are defined using a ground cost matrix C, whose entries specify the cost associated with moving one unit of mass between support locations (i.e., C ij = c(i, j), ∀i ∈ supp(p), and ∀j ∈ supp(q)). In this paper, we shall assume (without loss of generality) that p and q are supported over the same domain to ease notation. Formally, the Monge-Kantorovich OT is defined as W(p, q) = min P ≥0 P , C s.t. P 1 = p, P 1 = q, (1) where the notion of "effort" is defined as the product of mass and ground cost, as captured in the objective. The inner product here denotes the Frobenius inner product (i.e., P , C = ij P ij C ij ). The matrix P ∈ R N ×N + is a doubly stochastic matrix called the transport coupling, whose entries P ij denote the amount of mass transported between locations i and j and whose marginals therefore equate to the given input histograms (per its constraints, where 1 represents a vector of ones). Let the i, j-th coordinate in p, q's support be denoted by δ i , δ j , respectively.
When c(i, j) = (d(δ i , δ j )) p for a valid distance function d(·, ·), (1) is also known as the p-Wasserstein distance raised to the p-th power which we denote as W p p (p, q). Although this definition of optimal transport has a meaningful geometric interpretation, it rules out a wide class of unbalanced signals (i.e., p 1 = q 1 ) such as images. One could apply a naïve normalization strategy to "force" signals into the simplex but this comes at a risk of violating potentially important phenomenological considerations.
For example, consider a radar scenario where a target disappears from one frame to the next: normalization will arbitrarily and artificially increase energy of other targets to account for the one that has disappeared. One wellknown strategy to address this issue is called partial transport [17] , [26] , which limits its transportation budget to only a fraction of mass in its arguments (i.e., 1 P 1 ≤ min(1 p, 1 q)). To convexify this constraint with respect to p and q, a reformulation was proposed [10] to control the total transport budget:
P , C − µ1 P 1 s.t P 1 ≤ p, P 1 ≤ q,
where the objective's second term regulates the transport budget according to parameter µ > 0. Another recent strategy [19] , [20] additionally models statistical properties of unaccounted mass via a mechanism of growth and decay. We define unbalanced transport as V µ (p, q) = min
The terms weighed by parameter µ > 0 penalize unaccounted mass between the marginals of the optimal transport coupling and the input arguments, which analogously regulates the transport budget. Although (2) and (3) both possess mechanism to regulate the transportation budget, the p -norms in (3) explicitly model growth/decay statistics while (2) models only the gross growth/decay budget. For this reason, we advocate an unbalanced transport strategy, providing empirical evidence in Section IV-A1 showing its advantage in an inverse imaging tracking problem.
Optimal transport is notoriously expensive to compute since each evaluation is itself a linear optimization with O N 2 variables (i.e., size of P ). Fortunately, Beckmann provided a reformulation of the optimal transport problem using an incompressible fluid interpretation [14] . A key assumption with Beckmann's reformulation is that ground costs are Euclidean (i.e., d(δ i , δ j ) = δ i − δ j 2 ), corresponding to the 1-Wasserstein distance. Under this geodesic, mass cannot teleport and must follow straight-line paths between sources and sinks. As a result, mass transport can be modelled using a flux field, which dramatically reduces the number of optimization variables from O N 2 to O (N ). Beckmann's discrete optimal transport formulation may be stated as
where M ∈ R N ×D denotes a (fluidic) flux field, with D representing the number of spatial dimensions of the field.
For this paper, we consider (without loss of generality) applications in imaging, so we let D = 2 and reorganize the columns of M into M x , M y ∈ R nx×ny representing the flux fields travelling in each dimension (with N = n x n y ).
The objective therefore penalizes the presence of flux as:
where indexing notation between column-major vector subscript k ∈ {1, . . . , N } and pixel-wise coordinate indices i ∈ {1, . . . , n x } and j ∈ {1, . . . , n y } using external brackets are interchanged according to context. In the constraint, the divergence of M , notated as div(M ), measures how much a discrete point in the flux field is a source or a sink:
with zero-flux boundary conditions (i.e.,
The constraint therefore balances all sources and sinks. We note that this formulation has recently been successfully applied in [15] for computing the OT cost between large scale images, and in [10] as a dynamical tracking regularizer to estimate streaming measurements in online fashion.
B. Proximal first order methods
Proximal first order optimization techniques often possess efficient per-iteration costs (often parallelizable), along with reasonable convergence rates (typically at least linear). For this reason, they have become an indispensable tool in large scale applications such as inverse imaging [27] , [1] . Some popular proximal first order approaches include alternating direction method of multipliers (ADMM) [28] , the Douglas-Rachford algorithm [29] , and primal-dual methods [3] . Variable splitting [29] , [30] and the proximal point algorithm [31] are fundamental building blocks that underlie proximal first-order methods, where the idea is to divide a problem, f (x) = i f i (x i ), into a series of easier subproblems that iteratively converge to the global fixed point. Each of these subproblems f i are solved with proximal operators, which are defined as
where f i is any proper, convex, closed function. The quadratic 2 term (weighed by ρ > 0) serves as a strongly convex regularizer that ties each of the subproblems to the original problem, while simultaneously smoothing the subproblem; ρ can be interpreted as a scalar step size. Due to the highly iterative nature of first order methods, it is of paramount importance for the proximal algorithms of each subproblem to be efficient (e.g., have closed form solutions, or/and have separable form that allows it to be solved with distributed hardware such as general purpose graphic processing units -GPGPUs). We refer the reader to [32] for an excellent introductory monograph to the topic.
III. UNBALANCED OPTIMAL TRANSPORT REGULARIZER
In this section, we describe a novel Beckmann formulation of the unbalanced OT, along with an accompanying iterative proximal algorithm for efficient implementation with proximal first order methods.
A. Unbalanced Optimal Transport in Beckmann's Formulation
We present a novel unbalanced-OT (UOT) program based upon (3), presented in the style of Beckmann's formulation. This proposed approach combines the best of two worlds: (i) it models important statistical aspects about the unaccounted mass between unbalanced signals, and (ii) the efficiency of the Beckmann formulation allows scalability of our method to large datasets. We define the Beckmann formulation for unbalanced optimal transport
The key difference between this formulation and (4) is that there now exists a transport residual term r ∈ R N that reflects the amount of mass that needs to be created or destroyed (i.e., unaccounted flux divergence) to balance the equality constraint. To prevent unabated growth and decay of r, we penalize its magnitude with an p p norm, where p is chosen based on statistics of the signal's support. For example, if p, q are assumed sparse (i.e., p 0 ≈ q 0 N ), we select p = 1 to reflect a kurtotic distribution over the transport residual's support, meaning that growth/decay can only occur at a sparse number of locations. Transportation cost is balanced against the cost of growth/decay using parameter µ > 0. We remark that in the same way that (3) is a generalization of (1), (5) is also a generalization of (4): a large µ drives the transport residual to a small value, therefore V µ→∞ → W. We also note that compared to partial transport [33] , its single equality constraint makes it significantly easier to solve numerically compared to multiple inequality constraints.
B. Proximal Operator of Unbalanced Optimal Transport
Due to the critical role that proximal operators play in enabling first order solvers, we turn our attention to deriving this quantity for V µ , proposing an associated efficient numerical solver, and concluding this section with a convergence guarantee for our solver. The proximal operator prox
This objective is strongly convex and not everywhere infinite, so according to proximal operator theory it has a unique minimizer for every (p 0 , p 1 ). Recent work [15] demonstrated that Chambolle-Pock's first order primal-dual method [3] efficiently evaluates the balanced OT problem (4). We extend this result based on the same method and develop an efficient iterative algorithm to compute the proximal operator of the unbalanced OT problem (6) . We note that in the final preparation of this paper, preliminary work describing a similar unbalanced OT formulation in isolation-not as part of the general proximal framework we propose here-was concurrently developed [34] .
The Lagrangian of (6) is:
where
is an indicator function of the non-negative orthant, and a ∈ R N is a Lagrange multiplier. The saddle point to
solves (6), for which the primal-dual method of Chambolle and Pock generates the following convergent sequence:
Updates (9)- (12) all have standard closed-form proximal algorithms [32] . For (9), we exploit the fact that the program is row-wise separable. Denoting each row of M k+1 as m k+1 i ∈ R 2 , ∀i = {1, . . . , N }, we apply the 2,1 -norm proximal algorithm (vector-soft shrinkage operator) on each of its rows:
where div * (·) : R N → R N ×2 refers to the adjoint of the div(·) operator and where shrink
. Next, (10) applies a projection unto the non-negative orthant:
where Π + (q) = max{q, 0}. For (11), we let p = 1 here to apply a linear penalty on mass growth/decay. Applying an 1 shrinkage operator yields:
where shrink
We remark that the update step for r with p = 2 may be alternatively derived to be an averaging update. Lastly, (12) is a simple projection:
The full algorithm is presented in Algorithm 1. Although this proximal algorithm is itself an iterative procedure, its update steps are very efficient when implemented on distributed computing since they have element-wise closed form solutions. Moreover, when used as a part of a larger solver, warm-starts and early-termination can significantly reduce the number of proximal iterations, as we will demonstrate in Section IV-B2. We note that this method was found to be very efficient at solving an equality-constrained subproblem, compared to an alternative strategy involving a series of affine projections (c.f. [32, §6.
2.2]).
Algorithm 1 Unbalanced Beckmann OT Proximal Algorithm.
while not converged do 3:
4:
7: end while
We conclude this section with an analytic guarantee that specifies step size conditions for the convergence of Algorithm 1 to the saddle point of (8) .
is the largest eigenvalue of the discrete Laplacian operator, ∇ 2 . Then the steps in Algorithm 1 produce a series which converges to the saddle point of the Lagrangian, i.e.,
where (M , r , x , a ) is a solution of (8).
Proof. We proceed by showing that the conditions of Theorem 1 in [3] are satisfied. First, note that we may rewrite (6) as
where 
is the maximum eigenvalue of K. Thus, the conditions of [3, Theorem 1] are satisfied when
IV. APPLICATIONS IN DYNAMICAL TRACKING
In this section, we showcase our unbalanced-OT model as a regularizer in dynamical tracking applications [22] , [9] , [33] , [10] that utilize novel models to encourage continuity between snapshots of time-varying data. We represent snapshots of target activations with the state vector s t ∈ R N where t is the time index. Targets are assumed mobile and K-sparse over a gridded support where s t evolves dynamically in time and space via a first-order Markovian relationship through some function f t
where ν t ∈ R N captures dynamical innovations (i.e., model mismatch).
We apply our unbalanced OT regularizer in two dynamical tracking settings: (i) causal tracking with streaming measurements and (ii) robust principal components (RPCA) [6] for batch settings. For the more data-intensive RPCA problem, we describe an efficient first-order solver using the proximal algorithm proposed in Section III-B.
A. Online dynamical estimation with UOT-regularization
Four our first application, we consider the problem of dynamically tracking s t from streaming measurements
where η t ∈ R M represents an iid Gaussian noise model. The goal in this tracking problem is to accurately recover s t at each time step given Φ t and y t . [4] , [9] ). The unbalanced-OT model is a suitable regularizer that circumvents support-estimation issues, since it inherently accounts for the geometry of an Eulerian representation's support. We note that optimal transport priors have recently been proposed in inverse imaging problems [11] , [36] as well as prior work in dynamical tracking [9] , [33] , [10] .
We propose a least-squares dynamic filtering formulation with unbalanced OT-regularization (UOT-DF) under assumptions of first-order Markovian dynamics:
where parameter κ > 0 balances between data fidelity (first term) and dynamics (second term). Here, the dynamical prior is the previous estimate s t−1 ∈ R N of this estimation problem, propagated in time via a dynamical process f t .
1) Experiments with OT-regularization under mass-changing regimes:
To motivate this problem, we consider a radar tracking application where targets are represented as signal activations that move about independently over a fixed grid, and where amplitude-mismatch occurs between frames in time. It is crucial to understand the behavior and efficacy of unbalanced OT vis-a-vis other OT models, we begin by studying different types of OT-regularization in regimes where the total mass changes across video frames. OT-regularization depends on principles of massconservation, thus, inference is negatively affected when such assumptions are violated. We simplify our study by considering the problem of single-frame denoising with an OT-regularizer
where y is a noisy observation, s 0 is a dynamical-prior (with an identity dynamical function, i.e., f t (s 0 ) = s 0 ), and the OT-regularizer T here takes one of three different OT strategies: (i) balanced-OT (T = W) according to
(1) which assumes that the total mass is equal to that of the prior-frame, (ii) partial-OT (T = U µ ) according to (2) which assumes that the total mass is the lesser of the total mass between the inferred-frame and the prior-frame, and (iii) unbalanced-OT (T = V µ ) according to (3) which assumes total amount of transported mass is regulated by an p p -norm penalty on growth/decay of mass, with p = 1 in this experiment. We set up a simple illustrative example denoising simulation in which sparse 10 × 10-pixel images have total mass that changes from one frame to another, under two regimes: mass growth and mass decay. We define the rate of growth/decay as 1 s/1 s 0 . The goal is to recover the second frame s from a noisy observation y = s + η, where η ∼ N (0, σ 2 I), with σ = 0.1. To simplify our empirical analysis, we assign s 0 to be the (uncorrupted) first frame. Under the growth regime, active pixels change at a rate of 0.5, while under the decay regime, active pixels change at a rate of 1.5. In each of the two frames, spatial support movement of active pixels are randomly assigned according to a radial Gaussian probability whose mean is one pixel away from its original location. All algorithms in this experiment were implemented with the CVX optimization software [37] , [38] and solved using interior-point methods to ensure that they were consistently and reliably solved. In all methods, optimal parameters were found via exhaustive search. First, we inspect the qualitative behavior of the various regularizers in Figure 1 . Under a growth regime, Balanced-OT transports insufficient mass from s 0 , resulting in s's signal amplitude being grossly under-estimated. Conversely, under the decay regime, too much mass is transported so excess mass has to "overflow" into neighboring regions.
In the growth regime, support estimation is interestingly perfect due to the limited transport budget, while support estimation is poor in the decay regime due to excess transport budget. For partial-OT, identical solutions are produced under both regimes and its reconstruction error is smaller than that of balanced-OT, but its support estimation is poor in both regimes. For unbalanced-OT, we observe similar solutions (though not identical) under both regimes.
Compared to previous methods, it also has good support estimation and has the best overall reconstruction error.
Similar to partial-OT, unbalanced-OT has a mechanism that adjusts the total transported mass (via parameter µ)
so it does not suffer from mass overflow or underflow issues of balanced-OT. Furthermore, unbalanced-OT enjoys favorable support estimation because it allows mass growth/decay at the individual pixel level.
In Figure 2 , we quantitatively compare the reconstruction error of the different OT-regularizers. Reconstruction error is measured using relative MSE (rMSE) computed as s − s we vary noise levels (under a fixed mass-change rate of 0.5), and in the second set of plots (bottom row) we vary mass-change rates (under a fixed noise level of σ = 0.1). In very high-noise regimes, balanced-OT provides the best performance due to its strong mass-conservation assumptions. Yet, in typical noise regimes (e.g., σ ≤ 0.1),
partial-OT and unbalanced-OT is significantly advantageous compared to balanced-OT, with unbalanced-OT being consistently achieving the best performance. At various mass-change rates (under a fixed noise level of σ = 0.1), it is unsurprising that the higher the rate of mass change, the worse the balanced-OT's reconstruction error is. It however is interesting that partial-and unbalanced-OT's performance is quite invariant to rate of mass change, with unbalanced-OT being the superior of the two.
B. Robust PCA with UOT-regularization
For our second application, we consider an ill-posed joint separation and inverse problem, where the goal is to separate a superposition of signal S and clutter (or background/interference) L embedded in noisy measurements Y . A similar dynamical propagation model (as previously described) is assumed between consecutive frames of
where Φ t ∈ R M ×N is the measurement matrix, and η t ∈ R M denotes iid Gaussian measurement noise. Unlike the online nature of (17) , this application requires a batch of time-windowed data to capture sufficient information so that clutter can be differentiated from the sparse signals. To solve this problem, we employ a framework called robust principal components analysis (RPCA) to separate S from L, and augment it using our unbalanced OT model to exploit dynamical continuity between the adjacent frames of S.
Before proceeding, we describe some RPCA background. RPCA separates data X comprising of a superposition of sparse outliers S and a low-rank component L via
where S 1 = ij |S ij | and L * refers to the nuclear norm, (i.e., sum of magnitudes of L's singular values) with some parameter γ > 0. It was shown in [6] , [39] that under incoherence and randomness conditions on S and L, solving (19) with parameter γ = max(N, T ) recovers S and L with high probability, provided S is sufficiently sparse and L is sufficiently low-rank. A relevant application to this work is video surveillance [6] , where video frames are packed into the columns of X. In this scenario, L corresponds to the stationary background while S captures moving objects in the foreground. A rich literature has developed around the idea of sparse and low-rank decompositions [40] . One branch of work focuses on enforcing additional structure on the sparse component to encourage solutions that vary continuously over time, for example by employing optical flow based methods [41] or Markov Random Fields [42] . However, these methods assume full access to the original video frames and would require non-trivial adaptations to allow recovery in the context of an inverse problem.
In this work, we extend the stable formulation of RPCA [43] with linear measurements [44] min S,L≥0 1 2
and show how our unbalanced OT model can easily be incorporated to use optimal transport as a continuity regularizer on the sparse component. Specifically, we propose robust PCA with UOT-regularized dynamic-filtering (RPCA+UOT-DF):
The first term is a data fidelity term, the second term a sparsity prior, the third term a low-rank prior, and the last term the unbalanced OT regularizer that promotes temporal coherence across the sparse frames of the signal.
Applying the theory in [39] allows us to reduce one parameter due to the relation γ/λ = max(N, T ).
1) ADMM solver for RPCA+UOT-DF: RPCA+UOT-DF may be interpreted as a massive variational OT problem
where T − 1 OT problems of size N are simultaneously solved: this has a traditional per-iteration computational complexity of O N 3 log N . To make this problem tractable, we propose a proximal first order method based on ADMM [28] to solve (21) , and in so doing, highlight the superior O (N ) complexity of our unbalanced-OT Beckmann proximal algorithm. To begin, we perform variable splitting on (21) to formulate an equivalent problem
where X, T , Z, W are auxiliary variables. Introducing multiplier variables A, B,
noting that matrices are expressed with upper-case bold letters while lower-case bold letters refer to their respective columns (with index denoted by subscript t). ADMM generates a convergent sequence of updates by iteratively solving for each variable. The updates are as follows.
where the singular value thresholding operator is given by shrink *
The dominant cost per iteration comes from evaluating the singular value thresholding operator. The full algorithm is presented in Algorithm 2.
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13: maximal utility when they can be computed efficiently (i.e., closed form solutions at best, and iterative at worst).
Although the proposed Beckmann proximal algorithm of Section III-B is iterative, we submit that it can still be extremely efficient by applying standard strategies such as:
• warm starts -instead of restarting the Beckmann proximal algorithm at each ADMM iteration, we warm-start it using its state from the previous ADMM iteration, and
• inexact updates (early termination) -rather than solving the proximal algorithm to high precision, we only partially solve it by terminating it early after a fixed (predetermined) number of iterations.
To empirically demonstrate the benefits of the above strategies, we apply them to our proposed Beckmann proximal algorithm within the ADMM framework of the RPCA+UOT-DF solver described in Section IV-B1. In Figure 3 we inspect the computational complexity associated with ADMM as a function of solution exactness (i.e., accuracy) of the Beckmann proximal algorithm. Exactness here is implied by the number of fixed iterations we let it run (i.e., more iterations imply a more exact solution). To measure the computational complexity of ADMM, we count the number of ADMM iterations required for it satisfy the following stopping criterion: the primal and dual residuals (defined [28, §3.3] ) must both reach a value less than 10 −4 . Additional % of ADMM iterations (y-axis) is defined as
, where b(k) refers to the recorded number of ADMM iterations at convergence, while k refers to the number of fixed Beckmann proximal iterations (x-axis). We use b(30) as our baseline since convergence of the proximal algorithm is observed at this value of k. Unsurprisingly, our results demonstrate that that ADMM's computational complexity decays as a function of proximal solution exactness. Remarkably however, even at the upperbound (a single proximal iteration), the overall ADMM complexity is inflated by merely 1%, suggesting that our proximal algorithm can be very efficient when used with these strategies. 3) RPCA+UOT-DF performance on synthetic data: To motivate this section's synthetic data example, consider now a radar scenario where, not only are targets activations to be recovered from underdetermined linear measurements, there exists additive noise and interference (e.g., from other transmitters) which requires separation from.
We characterize RPCA+UOT-DF (p = 1) on synthetic data generated under this scenario, using the following procedure. The matrix S = [s 1 , . . . , s T ] is a sparse matrix whose columns s t ∈ R N + are vectorized n × n images (N = n 2 ). We begin by generating K active pixels (targets) in s 1 then, for each consecutive frame, randomly move them in similar fashion as described in Section IV-A1. The top row of Figure 4 illustrates how the ground truth is generated on a simple dataset with 10 × 10 pixels × 6 frames. L = [l 1 , . . . , l T ] is generated by multiplying two low-rank matrices U V /4R where U ∈ R N ×R + and V ∈ R T ×R + are matrices of rank R ≤ min(N, T ), and whose entries are distributed as U ij , V ij ∼ Uniform(0, 1). Φ t ∈ R M ×T have entries that are randomly generated from an iid normal distribution with a variance of 1/M . The observation matrix Y = [y 1 , . . . , y T ] consists of columns produced by y t = Φ t (s t + l t ) + η t , with noise η t ∼ N (0, σ 2 I).
In our experiments, we compared against three other algorithms: (i) robust PCA (RPCA) [6] to serve as a benchmark, (ii) RPCA with a balanced-OT regularizer (RPCA+BOT-DF), and (iii) RPCA with an 1 dynamical filter (RPCA+L1-DF) as a cheap dynamical filtering alternative to OT methods. For this solver, we replace the unbalanced-OT prior in (21) with
where b(·) refers to a Gaussian blurring convolution operator with a 3 × 3 kernel since we do not expect targets to travel too far in this simulation. For RPCA+BOT-DF, we replace the unbalanced-OT prior in (21) with a balanced-OT prior (5). All methods are implemented in ADMM [28] with the following stopping criteria: primal and dual residuals must both be ≤ 10 −4 or a maximum of 5000 iterations are reached.
In terms of performance metrics we used: (i) relative MSE (rMSE) to measure the normalized RPCA+L1-DF's sparsity prior on frame differences provides some advantage in support estimation (frame 3 is improved compared to RPCA), yet it is still prone to gross errors (frame 5). RPCA+BOT-DF similarly shows improvement over RPCA, however we observe mass-overflow effects that were previously also observed in Section IV-A1. In contrast, RPCA+UOT-DF demonstrates remarkable robustness and demonstrates significantly improved support estimation over the other algorithms.
Next, we run a series of experiments that characterize the performance of the proposed algorithm in comparison to other algorithms. To this end, the following simulation parameters are varied: (i) the Gaussian noise in the measurements, (ii) the compression ratio M/N of the measurement matrix Φ ∈ R M ×N , (iii) the number of sparse targets K (iv) the rank of the low-rank interference component L, and (v) the number of frames in a batch T .
For each each simulation setting, all solvers are tuned by searching for the optimal parameters (e.g., λ, κ, µ) via a (logarithmic space) pattern search algorithm [45] , with the low-rank weight assigned as γ = λ max(N, T ). To highlight the advantage of our algorithm, we selected a range of simulation parameter that demonstrates its superior performance. Unless explicitly varied in each experiment, our baseline parameters are: noise-level σ = 0.001, compression ratio M/N = 0.6, sparsity of K = 5 pixels, clutter rank of R = 1, and rate of mass change of 1 over the intensity range of 0.5 to 1.5. In figure 5 , we see that the proposed algorithm has superior performance over the other algorithms over all three metrics, especially in its ability to accurately recover the support. In the first column of plots, we observe that unbalanced-OT is most effective when noise is low (σ < 0.1), since reconstruction suffers when noise rather than signal is the subject of transportation. In the second column of plots, we observe a region of significant support accuracy advantage (M/N < 0.5) despite marginal rMSE advantage over other algorithms.
The third column of plots showcases unbalanced-OT's advantage in sparse regimes: it exploits sparsity to register targets and provide regularization structure. In the fifth column of plots, we observe that unbalanced-OT has superior sample complexity, since dynamical correlations are more accurately described by our model. Finally, we see that although RPCA+BOT-DF and RPCA+UOT-DF shares similar formulations, and similar solve times (fifth row), the simple unbalanced modification obtains a significant performance gain. . We highlight the fact that OT-regularized problems of this size were simply intractable before our proposed proximal method. In such practical applications, the foreground component may be darker or lighter than the background, so we must modify the RPCA+UOT-DF formulation to remove the S ≥ 0 constraint. Since the OT formulation takes nonnegative signals as its inputs, we decompose the sparse component into positive and negative components (in similar fashion as [10] , [46] , [47] , [48] ) S = S + − S − with S + , S − ≥ 0 and add an OT regularization term for each component. 
In these simulations, we observe linear random projections measurements (in this case, severely compressed with M/N = 0.15) and use RPCA (20) , RPCA+L1-DF and RPCA+UOT-DF (22) to extract the moving person from the background scene. As before, pattern search was employed in the selection of algorithm parameters. However, to avoid the prohibitive computation time required to optimize directly with the full resolution data, parameters were chosen by first using pattern search on heavily downsampled data to obtain an approximation to the optimal parameter set, and then fine-tuned manually using the original data. Unlike previous simulations, we found that the relationship γ = λ √ N did not yield optimal results, so λ and γ were selected independently. Figure 6 shows several example frames which demonstrate how the UOT regularizer enables successful recovery even after compression.
RPCA misses the foreground almost entirely, while RPCA+L1-DF yields only a crude estimate due to the inability of the 1 dynamics regularizer to effectively capture continuity in the sparse component. Fig. 6 . Separation of a moving subject from its environment using compressive measurements of a real video clip. Even under heavy compression (M/N = 0.15), the UOT regularizer enables nearly perfect recovery and separation of the person walking through the scene from the background. The foreground recovered by RPCA is noisy and the subject is all but lost. Although the dynamics regularizer in RPCA+L1-DF reduces noise somewhat, the 1 regularizer is not able to effectively leverage the continuity between frames and the subject remains barely distinguishable.
V. CONCLUSION
In this paper, we propose a novel regularizer for inverse imaging problems based on recent advances in optimal transport. We empirically demonstrate that our unbalanced optimal transport regularizer, when cast in Beckmann's formulation, is not only tractable for large scale imaging, but also has crucial unbalanced modeling features that overcome limitations of traditional optimal transport constraints. In addition, we propose a distributed proximal algorithm for this regularizer to allow it to be used with first order solvers for large-scale imaging applications.
To demonstrate the efficacy and efficiency of our method and solver, we focused on target tracking applications in online and batched settings since temporal and spatial continuities are well modelled using our proposed regularizer.
We characterize our method against other benchmarks on a synthetic dataset, and demonstrate superiority at reconstructing dynamical signals. These promising results indicate that real-time extensions of this work using distributed hardware implementations (e.g., ASIC, FPGA, GPU) will be a fruitful path for future work. Lastly, we qualitatively demonstrate the efficacy of our method at recovering a moving subject from compressive measurements of real video data. While our RPCA+UOT method in Section IV-B4 is a successful proof of concept, it may be unable to handle rapid changes in relative darkness/lightness between the foreground and background; for future work, richer OT models should therefore be developed to handle mass transfer between the positive and negative components.
