Journal de Théorie des Nombres de Bordeaux 00 (XXXX), 000-000 n en utilisant des approximations obtenuesà partir de fonctions hypergéométriques. Ces résultats sont très proche du mieux que peut donner cette méthode. Nous obtenons ces résultats grâceà des informations arithmétiques très précises sur les dénominateurs des coefficients de ces fonctions hypergéométriques.
Introduction
In this article, we shall consider some refinements of a method due to Alan Baker [1, 2] for obtaining effective irrationality measures for certain algebraic numbers of the form z m/n . As an example, he showed that for any integers p and q, with q = 0, 2 1/3 − p q > 10 −6 |q| 2.955 .
This method has its basis in the work of Thue. There are two infinite families of hypergeometric polynomials in Q[z], {X m,n,r (z)} ∞ r=0 and {Y m,n,r (z)} ∞ r=0 , such that {Y m,n,r (z)/X m,n,r (z)} ∞ r=0 is a sequence of good approximations to z m/n . Under certain conditions on z, these approximations are good enough to enable us to establish an effective irrationality measure for z m/n which is better than the Liouville measure.
Since it is easy to obtain sharp estimates for the other quantities involved, the most important consideration in applying this method is the size of the denominators of these hypergeometric polynomials.
Chudnovsky [5] improved on Baker's results by showing that, if p is a sufficiently large prime divisor of the least common denominator of X m,n,r (z) and Y m,n,r (z), then p must lie in certain congruence classes mod n and certain subintervals of [1, nr] .
In the case of z m/n = 2 1/3 , he was able to show that for any ǫ > 0 there exists a positive integer q 0 (ǫ) such that 2 1/3 − p q > 1 |q| 2.4297...+ǫ for all integers p and q with |q| > q 0 (ǫ). Moreover, since his estimates for the relevant quantities are asymptotically correct, this exponent is the best that one can obtain from this hypergeometric method although "offdiagonal" or the method of "ameliorating factors" (à la Hata) still might yield improvements.
Shortly after this work, Easton [6] for all integers p and q with q = 0. It is the purpose of this paper to establish effective irrationality measures which come quite close to Chudnovsky's. In the particular case of 2 1/3 , 2 1/3 − p q > 0.25 |q| 2.4325 for all integers p and q with q = 0. This paper was initially written and circulated in 1996. Independently, Bennett [3] obtained a result, which in the cubic case, is slightly weaker than the theorem stated here. E.g., for 2 1/3 , he showed that 2 1/3 − p q > 0.25 |q| 2.45 for all integers p and q with q = 0. In fact, this subject has been the topic of even more work. As part of his Ph.D. Thesis (see [8] ), Heimonen has also obtained effective irrationality measures for numbers of the form n a/b, as well as of the form log(a/b). His results are not as sharp as those of the author, but they are still substantially better than Easton's.
The general method used in each of these three papers is essentially the same. However, there are substantial differences in the presentations due to the fact that the approach of Bennett and Heimonen shows more √ 57. The main incentive for publication of this paper now is completeness. Several articles have since appeared in the literature (e.g., [11] and [15] ) which depend on results in this article. Furthermore, the lemmas in this article, which are either new or sharpen results currently in the literature, are important in forthcoming articles by the author and others. They are accompanied by an analysis showing that they are best-possible or else what the best-possible results should be. And lastly, the main theorem itself, along with its corollary, is an improvement on the present results in the literature.
We structure this paper as follows. Section 2 contains the statements of our results. In Section 3, we state and prove the arithmetic results that we obtain for the coefficients of the hypergeometric polynomials. Section 4 is devoted to the proof of Theorem 2.3, as this theorem will be required in Section 5, where we obtain the analytic bounds that we will require for the proof of Theorem 2.1. Section 6 contains the diophantine lemma that allows us to obtain an effective irrationality measure from a sequence of good approximations. At this point, we have all the pieces that we need to prove Theorem 2.1, which is done in Section 7. Finally, Corollary 2.2 is proven in Section 8.
Finally, I'd like to thank Gary Walsh for his encouragement and motivation to resume my work in this area. Also, Clemens Heuberger deserves my thanks for his careful reading of an earlier version of this paper and accompanying suggestions. And, of course, I thank the referee for their time and effort as well as their suggestions for improvements.
A key element in translating the sharp result contained in Proposition 3.2 into tight numerical results is a strong bound for θ(x; k, l) = p≡l mod k;p,prime p≤x log p.
Ramaré and Rumely [13] provide good bounds. However, due to recent computational work of Rubinstein [14] , we are able to improve these bounds considerably for some k. So we present here the following results on θ(x; k, l), and the closely-related ψ(x; k, l), for k = 1, 3, 4 and 6.
(b) For each (k, l), x 0 and ǫ given in Table 2 , Table 2 . Analytic epsilons for x ≥ x 0
Only the results for θ(x; 3, 2) and ψ(x; 3, 2) will be used here, but we record the additional inequalities in this theorem for use in ongoing work and by other researchers as they improve the current bounds of Ramaré and Rumely [13] by a factor of approximately 30.
Unless otherwise noted, all the calculations mentioned in this paper were done using the Java programming language (release 1.4.2) running on an IBM-compatible computer with an Intel P4 CPU running at 1.8 GHz with 256 MB of memory. Source code for all programs can be provided upon request. Many of these computations were also checked by hand, using MAPLE, PARI/GP and UBASIC. No discrepancies beyond round-off error were found.
Arithmetic Properties of Hypergeometric Polynomials
We use 2 F 1 (a, b; c; z) to denote the hypergeometric function
For our purposes here, we are interested in the following functions, which we define for all positive integers m, n and r with (m, n) = 1. Let
Y m,n,r (z) = 2 F 1 (−r, −r − m/n; 1 − m/n; z) and
This differs from (4.3) of [5] where the expressions for X r (z) and Y r (z) have been switched. The same change must be made in (4.4) of [5] too.
Notations. We let D m,n,r denote the smallest positive integer such that D m,n,r Y m,n,r (z) has rational integer coefficients. To simplify the notation in the case of m = 1 and n = 3, which is of particular interest in this paper, we let X r (z), Y r (z), R r (z) and D r denote X 1,3,r (z), Y 1,3,r (z), R 1,3,r (z) and D 1,3,r , respectively. We will use v p (r) to denote the largest power of a prime p which divides into the rational number r. Finally, we let ⌊·⌋ denote the floor function which maps a real number to the greatest integer less than that number.
We first need a refined version of Chudnovsky's Lemma 4.5 in order to establish our criterion for the prime divisors of D m,n,r . Lemma 3.1. Suppose that m, n, p, u and v are integers with 0 < m < n and (m, n) = (p, n) = 1. For each positive integer, i, define the integer
Remark. It would be more typical to state the above lemma with the condition 0 ≤ k i < p i rather than 1 ≤ k i ≤ p i . The proof below holds with 8 Paul M Voutier either condition. However, the above formulation suits our needs in the proof of Proposition 3.2 below better.
Proof. For each positive integer i, we will count the number of j's in u ≤ j ≤ v with nj − m ≡ 0 mod p i . That is, with nj − k i n ≡ 0 mod p i . And, since (n, p) = 1, with j ≡ k i mod p i . The remainder of the proof is identical to Chudnovsky's proof of his Lemma 4.5 [5] , upon replacing his p with p i .
Proposition 3.2. Let m, n and r be positive integers with 0 < m < n and (m, n) = 1. The largest power to which a prime p can divide D m,n,r is at most the number of positive integers i for which there exist a positive integer l i satisfying (l i , n) = 1, l i p i ≡ −m mod n such that
Furthermore, all such i satisfy p i ≤ nr.
Remark. From the calculations done in the course of this, and other, work (see, for example, the notes following Lemmas 3.3, 3.4 and 5.1), it appears that the conditions given in this Proposition provide the exact power to which a prime divides D m,n,r . However, I have not been able to prove this.
Proof. Let a r,h denote the coefficient of z h in Y m,n,r (z) and let p be a prime number. From our definition of Y m,n,r (z) above, we can write
where
We first show that if p divides D m,n,r then (p, n) = 1. If p does divide D m,n,r then p must divide B r,h for some 0 ≤ h ≤ r. So it must divide some number of the form in − m where 1 ≤ i ≤ r. But, if p divides such a number and also divides n, then it must also divide m. However, our hypothesis that (m, n) = 1 does not allow this and so, if p divides D m,n,r then (p, n) = 1.
Therefore, for any positive integer i, we can find an integer
As 1 ≤ k i and m < n, we know that 0 < k i n − m, and so there must be a positive integer l i with (l i , n) = 1 and
Returning to our expression for a r,h , we have
Rational approximations . . .
9
It is well-known that
From the first expression in Lemma 3.1 with u = 1 and v = h,
From the second expression in Lemma 3.1 with u = −r and v = −r+h−1,
Thus, we want to determine when
is negative. This will suffice for the purpose of proving this proposition since, as we shall show shortly, the expression in (2) can never be less than −1.
We now show that if p i > nr, then the expression in (2) cannot be negative. This will establish the last statement in the Proposition.
Since 0 ≤ h ≤ r < p i for such i, the first three terms in (2) are 0. Furthermore, the same inequalities for h and r along with the fact that k i > 0 show that the sum of the last two terms cannot be negative.
We saw above that
are both equal to −1, so the sum of the remaining terms in (2) is also zero.
This establishes the last statement in the Proposition.
And so the expression in (2) is always 0 for such i. We will use this fact in the proof of Lemmas 3.3 and 3.4 below.
For any positive integer i, we can write h and r uniquely as
where 0 ≤ h i0 , r i0 < p i .
With this notation, we see that
The first relation holds since 1 ≤ h i0 , r i0 < p i and so ⌊h i0 /p i ⌋ = ⌊r i0 /p i ⌋ = 0. The second relation holding since 1 ≤ k i ≤ p i and so ⌊−k i /p i ⌋ = −1.
The last two quantities can only have the values h i1 or h i1 + 1, so if the expression in (2) is to be negative then the first quantity here must be zero, since it is never negative, the second must be h i1 + 1 and the third must be h i1 . This information also substantiates our claim above that the expression in (2) is always at least −1.
Since 0 ≤ h i0 , r i0 < p i , the first quantity in (3) is zero if and only if
The second quantity in (3) is h i1 + 1 if and only if
the left-hand inequality being strict since k i > 0. From (4), we have k i ≤ r i0 + k i − h i0 , while from (5) and (6) , it follows that r i0 (4) and (5), we know that k i ≤ r i0 and from (6),
Substituting (l i p i + m)/n = k i into this expression completes the proof of the Proposition.
It will be helpful for applications to present a slightly weaker but more immediately applicable result on the prime divisors of D m,n,r . With that in mind, we state the following. 
(b) If p is a prime number greater than (nr) 1/2 which is a divisor of D m,n,r , then p 2 |D m,n,r and for some 1 ≤ l < n/2 with (l, n) = 1, lp ≡ −m mod n, and
for some non-negative integer A. Moreover, every such prime greater than
Remark. The result in (a) is best possible. E.g., D 2,3,17 is divisible by 49 and ⌊log(3 · 17)/(log 7)⌋ = 2. This example also shows that neither of the statements in Lemma 3.3 holds here (i.e., smaller primes may divide D m,n,r to higher powers than one and p need not lie in the intervals specified by (7)). Furthermore, 5 divides D 2,3,10 , so the congruence conditions in Lemma 3.3 do not hold in general either (since 1 · 5 ≡ −2 mod 3).
Proof. (a) This follows immediately from the last statement in Proposition 3.2.
(b) Again from the last statement in Proposition 3.2 and our lower bound for p, we need only consider i = 1.
From the inequality on r mod p in Proposition 3.2, we can write
for some non-negative A. This provides our upper and lower bounds for p in part (b), which suffices to prove the first statement in part (b).
To prove the second statement, we will show that these primes divide the denominator of the leading coefficient of Y r (z). So we let the quantity denoted by h in the proof of Proposition 3.2 be r. Using the arguments to derive (3) in the proof of Proposition 3.2, (2) simplifies to
where r ≡ r i0 mod p i . Therefore, as we saw in the proof of Proposition 3.2,
Notice that for i ≥ 2, p i > nr + m, so, as we saw in the proof of Proposition 3.2, the summands for such i are zero and can be ignored.
From the relationship between k 1 and l 1 given in the proof of Proposition 3.2, we also have k 1 = (lp + m)/n. Therefore, 0 ≤ ⌊r 10 − k 1 ⌋, ⌊r 10 + k 1 ⌋ ≤ p − 1 and the summand for i = 1 is -1. Hence v p (a r,r ) = −1, so p divides the denominator of a r,r precisely once, completing the proof of the Lemma.
As n gets larger, the structure of the denominator becomes more complicated and the above is the best that we can do. However, in the case of m = 1 and n = 3, 4 or 6, we can obtain a sharper result which will be used in this paper. Remark. The second statement in (b) holds for all p > (nr) 1/3 , and this is best possible as the example in the previous remark shows, however the proof is technical and lengthy. Furthermore, the result here suffices for our needs below.
Proof. (a) We apply Proposition 3.2. As we saw there, (p, n) = 1. For these values of n, the only integers less than n and relatively prime to n are 1 and n − 1. If p ≡ 1 mod n or if p ≡ n − 1 mod n and i is even, then we require l i ≡ n − 1 mod n to satisfy l i p i ≡ −1 mod n. However, with this value of l i ,
If p ≡ n − 1 mod n and i is odd, then we can take l i = 1. From the last statement in Proposition 3.2, p i ≤ nr, so the largest possible i is at most log(nr)/ log(p), a fact which completes the proof of part (a).
(b) The same argument as for p ≡ n − 1 mod n in the proof of part (a) shows that we need only consider i = 1 for p > (nr) 1/3 .
The remainder of the proof is identical to the proof of Lemma 3.3(b). 
Proof of Theorem 2.3
(a) The bounds for x ≤ 10 12 are determined through direct calculation. We coded the Sieve of Eratosthenes in Java and ran it, in segments of size 10 8 , to determine all primes less than 10 12 as well as upper and lower bounds for θ(x; k, l) and ψ(x; k, l) for x ≤ 10 12 . The entire computation took approximately 182, 000 seconds.
As Ramaré and Rumely note, considerable roundoff error can arise in the sum of so many floating point numbers. We handled this issue in a similar way to them. We multiply each log by 10 6 , round the resulting number down to the greatest integer less than the number as a lower bound and round it up to the least integer greater than the number as an upper bound. We then sum these integers and store the sums in variables of type long, which have a maximum positive value of 2 63 − 1 = 9.233... · 10 18 -a number greater than our sums. This is more crude than Ramaré and Rumely's method, but sufficiently accurate for our needs here.
In addition to just establishing the desired inequalities, we also compute, and have stored, (i) our upper and lower bounds for θ(10 8 i; k, l) and ψ(10 8 i; k, l), (ii) π(10 8 i, k, l),
for i = 1, ..., 10, 000.
(b) The bounds in part (b) are obtained by applying Theorem 5.1.1 of [13] with the L-function zero information calculated by Michael Rubinstein [14] . We include details of the values used in Table 3 , where we round all quantities up by one in the seventh significant decimal (sixth decimal for A χ ,B χ ,C χ ,D χ for the sake of space).
Note that for these values of k, there is only one character, χ, for each d.
For the computation ofÃ χ , we followed the advice of Ramaré and Rumely [13, p. 414] regarding the evaluation of their K 1 and K 2 . Using Simpson's rule with an interval size of 0.001 (along with their Lemma 4.2.4), we bound from above the integral for K n (z, w) in their equation (4.2.4) for u = w . . . 1000. We then apply their Lemma 4.2.3 with w = 1000, which is sufficiently large to provide a good upper bound.
This provides us with an upper bound for ǫ(ψ, x, k). Using the authors' upper bound for ǫ(θ, x, k) on page 420 of [13] , we see that our results holds for x ≥ x 0 .
Proceeding as above, we found agreement with the data that Ramaré and Rumely present in their Table 1 Since 2.052818 < 0.0000186x 1/2 for x ≥ 12.2 · 10 9 , the stated inequalities for θ(x) and ψ(x) holds for such x. Using the above sieve code, it is straightforward to calculate θ(x) and ψ(x) for x < 12.2 · 10 9 . These calculations complete the proof of (b) for θ(x) and ψ(x).
Similarly, 1.798158 < 0.0000351x 1/2 for x ≥ 2.7 · 10 9 and a computation completes the proof of (b) for k = 3 and 6.
Finally, 1.780719 < 0.0000511x 1/2 for x ≥ 2.7 · 10 9 and a computation completes the proof of (b) for k = 4..
Analytic Properties of Hypergeometric Polynomials
Lemma 5.1. Let r be a positive integer and define N r to be the greatest common divisor of the numerators of the coefficients of X r (1 − (a − b) Remark. These results are very close to best possible. Chudnovsky [5] has shown that D r ∼ e π √ 3 r/6 = e 0.9068...r as r → ∞.
Remark. We were able to calculate the D r exactly for all r ≤ 2000 (with two different methods using both Java and UBASIC 8.8). These actual values were equal to the values calculated using Proposition 3.2. This strengthens our belief that Proposition 3.2 captures the precise behaviour of the prime divisors of D m,n,r (at least for m = 1, n = 3).
Proof. We will establish both parts of this lemma via computation for r up to the point where Theorem 2.3 can be used to prove the lemma for all larger r.
(a) We computed the quantity on the right-hand side for all r ≤ 2000, as part of the computation for part (b). We found that its minimum is 0.00501 . . ., which occurs at r = 13.
From the second statement in Lemma 3.4(b), we know that if p is a prime congruent to 2 mod 3 with (3r + 4)/2 ≤ p ≤ 3r − 1, then p|D r . Since we may now assume that r > 2000, we know that (3r + 4)/2 > 3000.
From Theorem 2.3 and a bit of computation, for x > 3000, we find that |θ(x; 3, 2) − x/2| < 0.011x, so the product of the primes congruent to 2 mod 3 in that interval is at least e 0.7r−1.511 . Therefore, D r /4 r > e 0.014r−1.511 . Since r 1/6 = e (log r)/6 < e 0.0007r for r ≥ 2000, the desired result easily follows.
(b) Here the computation needs to include much larger values of r, so we need to proceed more carefully.
We break the computation into several parts.
(1) The computation of the factorial and factorial-like product on the left-hand side of the second inequality. We shall see below that the product of these terms grows quite slowly and they have a simple form, so this computation is both easy and fast. [5] .
Directly calculating N r is substantially more time-consuming than calculating 3 r+v 3 (r!) , so we always calculate 3 r+v 3 (r!) , continue with calculating D r and only perform the direct calculation of N r if the size of 3 3r/2 D r /3 r+v 3 (r!) warrants it.
(3) The computation of the contribution to D r from the small primes, that is those less than 3 √ 3r, using Proposition 3.2. To speed up this part of the calculation, and the following parts, the primes and their logarithms do not have to be recalculated for each r. Instead, we calculate and store the first million primes congruent to 2 mod 3 (the last one being 32,441,957) and their logarithms before we start the calculations for any of the r's.
(4) The computation of the contribution to D r of all primes from 3 √ 3r to (3r − 1)/(3A(r) + 1) for some non-negative integer A(r), which depends only on r. Again, we use Proposition 3.2 as well as the cached primes and their logarithms here.
(5) The computation of the contribution to D r from the remaining larger primes.
From Lemma 3.4(b), we can see that for any non-negative integer A, the contribution to D r from the primes satisfying (9) changes, as we increment r, by at most the addition of the log of one prime, if there is a prime congruent to 2 mod 3 between 3(r − 1)/(3A + 1) and 3r/(3A + 1), and the subtraction of another, if there is a prime congruent to 2 mod 3 between 3(r −1)/(3A+2) and 3r/(3A+2). This fact makes it very quick to compute the contribution from these intervals for r from the contribution from these intervals for r − 1 -much quicker than recomputing them directly. So we incorporate this strategy here: for each i < A(r), we store the smallest and largest primes in these intervals along with the sum of the logarithms of the primes, p ≡ 2 mod 3, in these intervals.
Again, we use the cached primes and their logarithms for the intervals that lie within the cache.
In this manner, we proceeded to estimate the size of the required quantities for all r ≤ 200, 000, 000. This computation took approximately 89,000 seconds.
The maximum of 3 dr D r / N r e 0.911r occurs at r = 19, 946 and is less than 1.161 · 10 39 , while the maximum of (1/3) · · · (r + 1/3)3 dr D r / N r e 0.911r r! also occurs at r = 19, 946 and is less than 1.176 · 10 40 .
For r > 200 · 10 6 , we can use the analytic estimates in Theorem 2.3.
From Lemma 3.5, we know that 3 dr N −1 r ≤ 3 r/2−v 3 (r!) . In addition, r/2 − v 3 (r!) ≤ (log r)/(log 3) + 0.5 and
We divide the prime divisors of D r into two sets, according to their size. We let D r,s denote the contribution to D r from primes less than (3r) 1/3 and let D r,l denote the contribution from the remaining, larger, primes.
From Lemma 3.4(a), we know that
From Theorem 2.3, and some calculation, we find that θ(x; 3, 2), ψ(x; 3, 2) < 0.51x, so
From (10) and (11), we know that We now need to define our sequence of approximations to (a/b) 1/3 and find an upper bound on their size.
We start with bounds on the size of the polynomials.
Lemma 5.2. Let m, n and r be positive integers with m ≤ n/2 and let z be any real number satisfying 0 ≤ z ≤ 1. Then
.
Remark. The upper bound is best possible as can be seen by considering z near 0. For hypergeometric applications, we are particularly interested in z near 1, where it appears that the upper bound could be sharpened to
, although we have been unable to prove this. This is an equality for z = 1.
In the case of m = 1 and n = 3, this extra factor is about 0.8r −1/6 .
Proof. We start by proving the upper bound. We can write
We shall show that r k
This will prove that Y r (z) ≤ 1 + z 1/2 2r .
Since 0 ≤ z ≤ 1, it suffices to show that (14)
We demonstrate this by induction. For k = 0, (14) holds since a 0 and b 0 are both equal to 1. So we can assume that (14) holds for some k.
Notice that
Since m ≤ n/2, it is apparent that (r − k + m/n)/(r − k + 1/2) ≤ 1 and that (k + 1/2)/(k + 1 − m/n) ≤ 1. Since we have assumed that a k /b k ≤ 1, it is also true that a k+1 /b k+1 ≤ 1, which completes the proof of (14) and hence the upper bound for Y m,n,r (z).
To establish the lower bound, we again compare coefficients. It is clear that a 0 = r 0 and that a k ≥ r k for 1 ≤ k ≤ r. Since 0 ≤ z ≤ 1, the lower bound holds. Then p r and q r are integers with p r q r+1 = p r+1 q r and
Proof. The first assertion is just a combination of our definitions of D r and N r along with an application of Lemma 3.5, while the second one is equation (16) in Lemma 4 of [2] . We now prove the upper bound for q r . From Lemma 5.2,
The upper bound for q r now follows from Lemma 5.1(b). The lower bound for q r is an immediate consequence of the lower bound for Y m,n,r (z) in Lemma 5.2.
The next lemma contains the relationship that allows the hypergeometic method to provide good sequences of rational approximations.
Lemma 5.4. For any positive integers m, n and r with (m, n) = 1 and for any real number z satisfying 0 < z < 1,
Proof. This is (4.2) of [5] with ν = m/n.
We next determine how close these approximations are to (a/b) 1/3 .
Lemma 5.5. Let a, b and r be positive integers with b < a.
Proof. Using our definitions of p r , q r and R r (z) and the equality expressed in Lemma 5.4, we find that Recall that N r is the greatest common factor of the numerators of the coefficients of X r (1 − (a − b)z/a). Since X r (z) is a monic polynomial, N r ≤ (a − b) r . The desired lower bound for q r (a/b) 1/3 − p r now follows from (18) and Lemma 5.1(a).
To obtain the upper bound, we apply Euler's integral representation for the hypergeometric function, we have
Rational approximations . . . The lemma now follows from a little algebra and Lemma 5.1(b).
A Diophantine Lemma
Finally, we state a lemma which will be used to determine an effective irrationality measure from these approximations.
Lemma 6.1. Let θ ∈ R. Suppose that there exist k 0 , l 0 > 0 and E, Q > 1 such that for all r ∈ N, there are rational integers p r and q r with |q r | < k 0 Q r and |q r θ − p r | ≤ l 0 E −r satisfying p r q r+1 = p r+1 q r . Then for any rational integers p and q with p/q = p i /q i for any positive integer i and |q| ≥ 1/(2l 0 ) we have θ − p q > 1 c|q| κ+1 , where c = 2k 0 (2l 0 E) κ and κ = log Q log E .
Proof. In the proof of Lemma 2.8 of [4] , it is clearly noted that this is true. The extra Q which appears in the expression for c in the statement of Lemma 2.8 of [4] arises only from consideration of the case p/q = p i /q i for some positive integer i.
Proof of Theorem 2.1
By the lower bound in Lemma 5.5, we need only prove Theorem 2.1 for those rational numbers p/q = p i /q i for any positive integer i.
All that is required is a simple application of Lemma 6.1 using Lemmas 5. By the lower bound in Lemma 5.5 for the p i /q i 's, we know that the c 1 in Theorem 2.1 will be a constant times a. Furthermore, we know that, a ≥ 5 is required in order that E > 1 and κ < 2. So we can introduce a factor of a/5 into our expression for c above, obtaining The condition that E > 1 (so that a/2 < b < a) along with Liouville's theorem shows that Theorem 2.1 is also true if κ ≥ 2.
By these estimates and Lemma 6.1 we now know that Theorem 2.1 holds once |q| ≥ 1/(2l 0 ) > b/ 2.36 · 10 40 (a − b) . There is a simple argument we can use to deal with q's of smaller absolute value.
If p/q did not satisfy (1), then (a/b) 1/3 − p/q < 1/ 2q 2 would certainly hold and p/q would be a convergent in the continued fraction expansion of (a/b) 1/3 .
Since b < a, it follows that 3b 2/3 < a 2/3 +(ab) 1/3 +b 2/3 . As a consequence, 
