We show a data-driven approach to discover the underlying structural form of the mathematical equation governing the dynamics of multiple but similar systems induced by the same mechanisms. This approach hinges on theories that we lay out involving arguments based on the nature of physical systems. In the same vein, we also introduce a metric to search for the best candidate equation using the datasets generated from the systems. This approach involves symbolic regression by means of genetic programming and regressions to compute the strength of the interplay between the extrinsic parameters in a candidate equation. We relate these extrinsic parameters to the hidden properties of the data-generating systems. The behavior of a new similar system can be predicted easily by utilizing the discovered structural form of the general equation. As illustrations, we apply the approach to identify candidate structural forms of the underlying equation governing two cases: the changes in a sensor measurement of degrading engines; and the search for the governing equation of systems with known variations of an intrinsic parameter.
Introduction
Scientists and engineeers have always been keen in seeking valuable insights about a system and hidden patterns from its empirical data. The culmination of such laborious work is when the governing equation is found, thus discovering the essence of the system and thereby advances related technologies. The availability of big data in recent years offers opportunities of adopting multiple approaches to such discoveries.
The long known symbolic regression (SR) via genetic programming (GP) 3 (SR) presents one such approach. GP is a biologically inspired machine learning method which can be used to find a mathematical equation that best describes the observed data from a system. By concatenating primitive building blocks, SR constructs possible equations spanned by these building blocks. It probabilistically reconstitutes and cross-combines previous equations to form new ones in the hope of finding a better solution to describe the data. The dilemma of finding a model -in the form of an equation -that explains the data is that there are at least two criteria to be optimized, and that the best model is supposed to satisfy these two criteria:
(1) fits the data well, and (2) compact (in the spirit of parsimonisity). Data fitting is a common theme in data analysis with various fitting methods to choose from. However, the parsimonisity (Occam's Razor) criterion -in the sense that a "simple" model is favored rather than a more "complicated" model -has had different interpretations 17, 23, 18, 21 . What do we mean by being simple? Do we regard a model having multiple terms or multiple variables to be complicated? If so, how simple can a model be and yet still satisfies criteria (1)? Or, should parsimonisity be interpreted differently? It is a challenge to identify the best model based on multiple criteria. In particular, satisfying both Criteria (1) and (2) implies that there could be more than one model compatible with the data since it is generally impossible to simultaneously optimize on both criteria. The minimum description length (MDL) principle 6,5 also attempts to find a solution that satisfies both Criteria (1) and (2) . In MDL, each model is viewed as a code (for example, in units of bits), and the code length needed to describe the model measures its complexity, in line with Occam's Razor. Of course, the model with the smallest code length as selected by MDL also needs to adequately describes the data apart from being simple. The MDL criterion offers a solution to the bias-variance dilemma 4 , i.e. finding the balance between the complexity of a model and its goodness of fit to the data. However, the definition of a code remains elusive.
In this paper, we attempt to study this problem for situations where there are an abundance of data from multiple but similar systems experiencing the same dynamics. In such situations, we show that there is a general way to extract the underlying mathematical equation, in particular its structural form governing the dynamics by leveraging the collective information from these systems. In doing so, we establish a different meaning to a compact model (parsimonisity) on the basis of the number of hidden system properties that may be taking part in the dynamics. For model comparisons, we introduce a metric -taking into account both Criteria (1) and (2) -using arguments pertaining to the nature of physical systems. Learning about a system through the knowledge gained from other similar systems is an idea that has been successfully used in transfer learning 22 , where a neural network model is first trained on data samples generated from other systems, and the model is then refined with data generated from the systems of interest to an analyst. However, transfer learning differs from our work in two major aspects: (1) similar systems as considered in our work are those that experience the same physical dynamics or operating conditions; and (2) we construct an interpretable model in the form of an equation w.r.t the data-generating systems instead of a black-box model.
The paper is structured as follows: In Section 2, we digress from our main work to give a brief overview of SR via GP; in Section 3, we present the theories of our work; in Section 4, we propose an approach based on the theory to search for the underlying equations governing the dynamics of multiple systems; and finally, in Section 5, we give two illustrative applications of our work.
Overview: Symbolic Regression via Genetic Programming
An equation can be represented as an expression tree (for example, see Figure 1 ) comprising of a concatenation of nodes. Each node in the tree constitutes a primitive building block of the expression: an algebraic operator (e.g., +, −, ×, ÷), an analytical operator (e.g., exp(.), log(.) and cos(.)), a constant or a variable 3,?,? . In genetic programming, there are additional genetic operations, for example crossovers and mutations that can randomly act on subtrees to form new equations from old ones, thus is said to have evolved an equation from the old generation to a new equation. In a crossover, two subtrees from different trees can be swapped to give two new trees. For example, in Figure 2 , the equations x + c cos y and e x + sin y are crossovered to give two new equations, i.e. x + e x and c cos y + sin y. In a mutation, a subtree can be altered, hence evolving into a new tree. For example, in Figure 3 , the equation x + c cos y is mutated to x + (sin x + y) cos y.
The aim of symbolic regression is to find a mathematical model -in the form of an equation -to a data-generating problem. It explores the function space and generates candidate equations based on a set of pre-determined primitive building blocks. By evolving equations using genetic programming, equations from the new generation is expected to be better in explaining the data compared to equations in the old generation. The measure of comparison is known as a fitness metric which usually involves computing the mean square loss between the data and the model predictions. The best candidate equation(s) -in terms of the fitness value -from a generation is usually retained to form part of the next generation, while other equations are mutated and/or crossovered to form new ones.
Theory
We consider situations where multiple datasets are available. Ideally, we would like to have an ensemble of independent but identical systems, each generating a set of data. The average fitness is then used to compare candidate equations when searching for the one that best explains the dynamics of the systems. At the very least, we hope that we could repeat an experiment on the same system (without destruction) multiple times to obtain several datasets. However, in practice especially in non-laboratory settings, such ensembles can hardly be found. Instead, there could be multiple but similar systems, each experiencing the same dynamics. In this Section, we present a way to combine these multiple but similar systems, so that that their collective information can be used to find the underlying equation common to them all. In doing so, we show that the parsimonisity of the model can be computed through an entropy metric, which relates to the number of independent hidden properties of the systems that could have taken part in the dynamics.
The understanding that the collected data are not purely mathematical construct, but are measurements on physical entities gives rise to two conditions when building a mathematical relationship: (1) the numerical values as computed from both sides of the equation should clearly be equal; and, (2) the dimension (physical units) of both sides of the equation should be consistent. This second condition is usually of less importance during data analyses but will play an important role here. Dimension consistencies has been used in 13 to some extent. Here, we explore the need for dimension consistency in detail.
We set the stage with a hypothetical system instrumented with some measurement devices to enable data collection. We wish to find a mathematical relationship between the variables {x, y} related to the data collected, for instance temperature and density. We assume x ∈ R and y ∈ R as the independent and dependent variables respectively. The arguments herein can easily be generalized to multiple dependent variables.
Suppose an equation contains analytical operators, for instance sin(.), cos(.) and log(.), then in order for the dimension of both sides of any equation to be consistent, each analytical operator O can only exist as a product of an unknown dimensionful coefficient γ and the operator O itself, i.e. γO. Moreover, since the physical units of the variables are generally different, the equation that relates y and x should admit a composite of the form: α(x + x 0 ) ≡ αx + β instead of a "bare" x; where α and β are dimensionful unknowns. This same form applies even if the variables appear as operands to an analytical operator. The constant x 0 amounts to a shift in the coordinate system which has no impact on the structural form of an equation, and in practice, can be interpreted as accommodating any non-zero offsets/calibrations of the measurements in x.
Note that, we regard an exponentiation x n as an operator, hence its proper form should be γ(αx + β)
n . The reason can be understood from the Taylor expansion of an analytical operation O(x) = a 0 + a 1 x + a 2 x 2 + ... + a n x n + ...; when transforming the operator O(x) to γO(αx + β), the Taylor expansion will be of the form a 0 γ + a 1 γ(αx + β) + ... + a n γ(αx + β) n + ... For the purpose of this work, we will refer α, β and γ as external parameters. As an illustration, we show in Equation 1, an invalid hypothesis due to the dimensions:
For dimension consistency, we transform the hypothesis to a proper form as shown in 2, where both sides of the equation are dimensionless:
where m, y 0 , α i , β i and γ i are some unknown external parameters. By rearranging and redefining the external parameters, we have the simplified equation:
With the external parameters stated explicitly, an equation that relates y as a function of x can be written as
The dynamics of similar systems induced by the same mechanisms, actions or operating conditions are reflected in the function f . The extrinsic parameters are merely combinations of the hidden properties (intrinsic parameters) of the systems that took part in the dynamics as exhibited by the structural form of f . In other words, the values of the external parameters can be different for each system thus describing uniquely the different magnitudes of the intrinsic parameters, but the structural form of the function f is a global feature of the set of similar systems. In this regard, we interpret the systems as different curves lying on the same manifold embedded in a higher dimensional space -from the perspective of the dynamics -parameterized by the extrinsic parameters and the independent variable x. We refer readers elsewhere for further readings on the notion of data manifolds 9,10,2 . The following examples concretely illustrate the notion of similar systems:
• in studying velocities of pendulums, swinging pendulums with varying lengths of the string attached to different massive bobs are considered similar systems; a swinging pendulum with a spring attached to a bob is not similar because Hooke's law 14 comes into play due to the elastic spring.
• in studying property prices, houses in various regions with a sea view are considered similar systems; houses in a region with a river view is not similar.
Denote m as a candidate model that attempts to explain some given datasets, we propose that the best model m * should be the model that satisfies two Conditions: (1) fits the data well, and (2) invokes minimal number of independent system properties to explain the data. With respect to Condition (2), this means we advocate that the number of independent hidden properties is less than the number of extrinsic parameters Θ. This implies that (1) some of the parameters t could be numerical constants with respect to the given datasets, and/or (2) ∃ θ k ∈ {θ 1 , ..., θ Θ } | θ k = g(θ 1 , ..., θ k−1 , θ k+1 , . .., θ Θ ) for some function g. Let L be a metric involving entropies for continuous variables defined as follows:
where KL(S, m) is the Kullback-Leibler divergence between the systems (the empirical data distributions) and the candidate model which measures how well the model approximates the data; and h(θ 1 , θ 2 , ..., θ Θ ) is the joint entropy of the distributions of all Θ extrinsic parameters in the model which measures the strength of the relationships between the parameters; then, the best model m * is the one such that:
The first and second term in L embodies Condition (1) and (2) respectively. The joint entropy can be further expressed as a summation of conditional entropies:
If a parameter θ is a constant over the datasets (disregarding noise in the data), the conditional entropy h(θ|.) = 0 implying that only "true" extrinsic parameters play a role in the joint entropy. A constant extrinsic parameter also indicates that it is at most, dependent on some non-varying hidden property of the systems currently being considered, which means it effectively -from the perspective of these systems -does not participate in the dynamics. Moreover, suppose some θ j is some function of another parameter θ i in the model, then h(θ j |θ i ) = 0. Hence, θ j also drops out from the joint entropy. Thus, the joint entropy between the extrinsic parameters indirectly measures the number of varying independent hidden properties of the systems that generate the datasets. Consequently, we view the parsimony measure or complexity of the model to be measurable using the joint entropy. As a consequence, a model can be complex (with many terms, or an expression tree that can be deep with many nodes), and yet is still a simple model. Note, although polynomial models could have low Kullback-Leibler divergence, the relationships between the extrinsic parameters in a polynomial may be weak, i.e. high joint entropy.
Let D be the number of similar systems generating in total D number of datasets, where the j th dataset contains d j number of data points, then finding m * through the minimization of the L metric -in terms of the empirical data -is equivalent to minimizing the following alternative form of L: 
since all extrinsic parameters in a candidate equation can only be treated as constants from the perspective of a single dataset. On the other hand, suppose all D datasets were generated from one single system, i.e. constant intrinsic parameters, then the L metric can also be viewed as the average L of that system. In computing these entropies, the candidate equation should preferably be in its simplest form, i.e. the parameters have been combined and simplified to an irreducible form before the computation. Otherwise, the computed entropy would be larger than expected. As an example, suppose a system is characterized by a constant c, but the model has θ 1 and θ 2 , with c = θ 1 + θ 2 , then the following is a contradiction:
but the system has zero entropy since h(c) = 0 by virtue of it being a constant. By combining the notion of dimension consistency and Equation 8, one is now equipped for finding the common underlying equation that best describes the dynamics acting upon the multiple systems. Although this Section is grounded in arguments based on the nature of physical systems, it is worth mentioning that, the transformations based on dimension consistencies can also be used with data from purely mathematical construct. For the L metric, since its second term L 2 is based entirely on physical arguments (Condition (2)), it is less useful for pure mathematical data.
Approach
In this Section, we propose an approach in line with the theories as laid out in Section 3. We again denote D as the number of given datasets. Our approach starts by utilizing SR with GP to find candidate equations. For each candidate equation generated using GP, we transform the candidate using the following set of transformations to insert the necessary extrinsic parameters: independent variable, x → αx + β analytical operator, O → γO candidate equation → candidate equation + y 0 (11) Sometimes, GP will propose a candidate containing numerical constants. In this case, we replace the numerical constants with additional unknown extrinsic parameters. In total, there will be T number of extrinsic parameters associated with each dataset for a given candidate. Incidentally, the transformation procedure has an added benefit for any generic SR with GP search: one candidate equation from GP is mapped to many candidates after the transformation, hence speeding up GP searches by reducing the search space.
With all the extrinsic parameters inserted, in principle we should proceed with a simultaneous fit to all the datasets to obtain the smallest L metric value associated with the candidate, thereby obtaining the best fitted values for each extrinsic parameters, i.e. DΘ parameters. The expensive computation is reflected in the interplay between all DΘ parameters in the second term (L 2 ) of L. Here, we propose an alternative assuming the impact is minimal. In the alternative method: (1) we first use GP search with the fitness metric defined by L 1 ; (2) then we proceed with computing L 2 for some candidates with low L 1 ; (3) then finally we compute L = L 1 + L 2 and regard the best candidate as the one with the lowest L.
In detail, the first step in the alternative method is a follows: we do a curve fitting process on a dataset with the transformed candidate to find the minimum value to the first term (L 1 ) in L, thereby indirectly obtaining a vector containing T values, where each value is asscociated with one of the parameters. This means we are finding the best T values with the transformed candidate that approximates that dataset. We repeat the curve fitting process for each of the D datasets. At the conclusion of the curve fitting processes, we should have D vectors of numerical values, with each vector having T elements. Any curve fitting methods can be used. Here, we use the Levenberg-Marquardt algorithm 20 and a particle swarm optimization (PSO) 12 as our curve fitting methods. The vector of T values are picked from whichever method that gives the lower L 1 value. The Levenberg-Marquardt algorithm is a common method used for finding solutions to non-linear least square problems, utilizing gradient descent and Gauss-Newton methods in the process. In PSO, the solution to the curve fit is structured as an optimization problem. This machine learning algorithm mimics a group of social birds, each with some velocity to visit different points in the mathematical search space and searches for the minima (solution to the problem) through their intra-group communications of the visited points and their associated value of L 1 ; where the birds tend to move towards the lower L 1 as found by any one bird at each iteration. After performing all D curve fits, we compute the mean of L 1 and use this as the fitness value associated with the candidate equation for GP to search for the next generation of new candidates. We retain the best old candidate as part of the new generation for the GP search. In addition, this candidate and its corresponding DT parameters are recorded for the next step.
After several generations of GP search, we should have a list of candidate records. The following should be performed for each candidate separately: with the D vectors for a candidate, we proceed with evaluating the second term (L 2 ) in L. We first divide the vector samples into a training set and a test set. We use a regression-type machine learning (ML) algorithm like Decision Tree Regressor
11
to train the ML model on the training set consisting of some fitted values of each parameter t i given the fitted values of the other parameters θ 1 , ..., θ i−1 . Specifically, the regressor has i − 1 inputs and one output, i.e. θ i . Once trained, the samples in the test set is used to compute the loss function of the ML model, i.e. the mean square error loss M SE:
where the summation is over the number of samples in the test set. We repeat the training of Decision Tree Regressors for Θ − 1 times corresponding to predicting the fitted values for θ 2 , θ 3 , .., θ Θ . For θ 1 , we can simply calculate θ pred 1 as the mean of the fitted values of θ 1 . The summations of the M SE is L 2 . At the conclusion of this step, we sum L 1 and L 2 to obtain L of the candidate. The best equation is the one having the lowest L. Due to the nature of this alternative method, the best equation usually has a low L 1 , which in any case, should be expected for any candidate that fits the data.
When doing curve fittings and regression model trainings, it is common to perform normalizations to speed up the computations. Note that the normalization constant of each dataset is most likely not the same. Therefore, the results should be unnormalized before calculating the L metric. This would then be consistent with the notion that the datasets are generated from multiple but similar systems that lie on the same manifold.
In the next Section, we apply the approach as presented in this Section to find the underlying equations for two illustrative applications.
Illustrative Applications

Case: sensor measurements of turbofan engines
The dataset used in this case is publicly available at 16 which contains simulation of the degree of degradation of turbofan engines per cycle c. Various sensor channels were recorded for the simulation. Here we used one of the sensor channel measurements denoted by S as an illustration. Figure 4 shows results on some structural form candidates found with low values for the L metric. Using the approach as described in this work, we found the general equation that best describes the dynamics of the engines as
where S is the sensor channel measurement, and c is the working cycle of the engine. Figure 5 shows the data for different turbofan engines (test set) and their corresponding best fitted curves. In Figure 6 , we show correlation scatter plots of the irreducible extrinsic parameters from Equation 13 . From Figure 6 , one notice that there are two main parameters that uniquely describe each system, i.e. α 0 and S 0 .
Case: influence of a parameter on the behavior of a system
In the previous illustration in Section 5.1, we neither have the information nor control on the system properties of the various engines which made each engine to be different from one another. If there are some degree of control and information on the system properties, the governing equation can be further determined beyond structural forms. Specifically, our work can be further applied to the case when the function is of the form y = f (x; s), where s is a system property that can be varied with some degree of control. In such a case, the extrinsic parameters θ i can only be at most, a function of s. By repeating the approach as described in this work on θ = θ(s), one can fully determine f (x; s).
We illustrate the procedure with an example application: the trajectory of a system (projectiles, for example plant seeds) that behaves according to
where x and y are the x-and y-positions of the system, and G is a controlled system property that characterizes the shape and mass of the system while θ is fixed to be a constant for all systems. Details on Equation 14 for trajectories of systems with property G can be found in 15, 19 . Of course, the experimentalist does not know a priori Equation 14 , and is tasked to discover the equation based on the collected datasets from multiple systems with different G values. For the purpose of this illustration, we simulate datasets with different G values, and then applied our approach to the datasets. Figure 7 shows results on some structural form candidates found with low values for the L metric. The equation found to be the best that describes the datasets is as expected: Figure 8 shows the data of four example systems associated with different G values and the corresponding fitted curves of y vs. x. In Figure 9 , we show the curves of irreducible extrinsic parameters from Equation 15. One can repeat the same approach and perform further fits on such curves, hence finding the relationship between the extrinsic parameters and the known to be varying intrinsic parameter G. In this manner, this illustration shows how one can completely determine the model, not only its structural form that explains the data.
Summary and Future Work
In summary, we have shown a general way of employing symbolic regression on measurement data from multiple but similar systems; in order to identify the underlying structural form of the general mathematical relationship governing their dynamics, by leveraging on their collective information. To this end, we proposed a set of transformation rules and an L metric revolving around some arguments based on the nature of physical systems. The benefits of being able to find the structural form is that it alleviates the need for retraining of machine learning models for a new similar system. One can simply do a curve fit of the structural form to some data collected from that system of interest to predict its future behavior. Indeed, the structural form can be regarded as a white-box model instead of a black-box usually associated with machine learning models.
In general, there can be many models that adequately explains a dataset, as is also the case in our two illustrative examples, where there are various models with low M SE w.r.t. the data. However, the strength of the interplay between the extrinsic parameters in each model can vary tremendously. It is this strength that we argue helps identify the best model w.r.t. the data. In one of the illustrative case, the hidden system properties have limited how far one can completely determine a model to explain the data. Our future work will revolve around understanding the interplay between these hidden properties, and how they would reveal itself in the form of extrinsic parameters. 
