In general terms, an uncertain relation encodes a set of possible certain relations. There are many ways to represent uncertainty, ranging from alternative values for attributes to rich constraint languages. Among the possible models for uncertain data, there is a tension between simple and intuitive models, which tend to be incomplete, and complete models, which tend to be nonintuitive and more complex than necessary for many applications. We present a space of models for representing uncertain data based on a variety of uncertainty constructs and tuple-existence constraints. We explore a number of properties and results for these models. We study completeness of the models, as well as closure under relational operations, and we give results relating closure and completeness. We then examine whether different models guarantee unique representations of uncertain data, and for those models that do not, we provide complexity results and algorithms for testing equivalence of representations. The next problem we consider is that of minimizing the size of representation of models, showing that minimizing the number of tuples also minimizes the size of constraints. We show that minimization is intractable in general and study the more restricted problem 
Introduction
The field of uncertain databases has attracted considerable attention over the last few decades (e.g., [2, 3, 31, 38, 43] ), and is experiencing revived interest [6, 13, 16, 19, 37, 40, 56, 59] due to the increasing popularity of applications such as data cleaning and integration, information extraction, scientific and sensor databases, and others. We observe that data models for uncertainty either tend to have limited expressive power, or gain expressiveness at the cost of being nonintuitive. This paper presents a space of data models for uncertainty. A wide spectrum of expressiveness is covered by varying the allowed tuple-level constructs and existence constraints across tuples. We explore this space through several important properties of uncertain data models.
A relation in an uncertain database represents a set of possible instances (sometimes called possible worlds) for the relation. A variety of constructs can be used to represent possible instances [2] : A set of alternative values can be used to indicate uncertainty about the value of a particular attribute in a tuple [10, 25, 27, 30, 31, 39, 45] or the entire tuple can be comprised of several alternative tuples [12, 25, 37, 53] . Annotations can be used to indicate uncertainty about whether or not a tuple is present, and constraints on variables or tuple identifiers can be used to correlate uncertainties such as tuple presence or alternative values [3, 21, 23, 34, 35, 38, 43] .
In this paper, we consider combinations of tuple-level constructs as well as constraints across tuples, giving us a space of models for uncertain data comprised of a finite set of possible instances. We identify an inherent tension: Intuitive models that appear to capture the most common types of uncertainty in data typically are not complete-they cannot represent every finite set of possible instances. Furthermore, often such models are not even closed under some standard relational operators-the result of performing operations on the uncertain data may not be representable in the models. Complete models, on the other hand, can be complex and their representations can be difficult to understand and reason about. After enumerating the space of models to be considered, we identify and study several important properties of the models:
Closure and completeness
We first analyze the closure and completeness properties of the models, as defined in the previous paragraph. (Intuitively, closure studies whether a model can represent the result of an operation, and completeness studies whether a model can represent any set of possible instances.) For models that are not closed under some operations, we determine which other models can represent results of performing these operations. We also show a new result connecting closure and completeness: Any model that can represent a certain minimal form of uncertainty, and that is closed under a small subset of relational operations, is also complete.
Expressiveness
We study the expressive power of each model. A model M is strictly more expressive than a model M if M can represent all uncertain relations that can be represented in M , and at least one uncertain relation that cannot be represented in M . By identifying fundamental properties of uncertain data that the various models do or do not satisfy, we are able to establish a hierarchy of expressive power among the models we study.
Membership problems
In uncertain databases it is natural to consider membership tests: (1) Is a given tuple t in some instance of an uncertain relation R? (2) Is a given tuple t in every instance of an uncertain relation R? (3) Is a given certain relation I an instance of an uncertain relation R? (4) Is a given certain relation I the only instance of an uncertain relation R? A considerable amount of past work has studied these problems, e.g., [2, 3, 34, 35, 38] . We give complexity results for these problems with respect to the new models we introduce, showing that some of the simpler models permit more efficient membership testing.
Uniqueness and equivalence
A model M is said to be unique if every representable set of relation instances has a unique representation in M; otherwise M is non-unique. We analyze uniqueness properties of the different models we study. Previous models for uncertain databases, e.g., [3, 31, 34, 38, 43] , are generally very expressive and easily seen to be non-unique. The problem of uniqueness becomes significantly more interesting when we consider simpler models. For the non-unique models, we address the problem of testing whether two uncertain relations represent the same set of instances. We analyze the complexity of equivalence testing and give algorithms for the polynomial cases.
Minimization
Since non-unique models may have many equivalent representations, we are interested in defining and identifying minimal representations for sets of possible instances. The non-unique models that we consider are comprised of tuples and constraints. An important result we show is that minimizing the number of tuples in a representation also minimizes the size of constraints required to represent the uncertain relation. This result simplifies the minimization problem, but minimizing arbitrary uncertain relations is still NP-hard. We therefore study the problem of preserving minimality incrementally when performing operations on minimal representations.
Approximation
The last problem we address is that of approximating an uncertain relation when we wish to use a simple model that cannot represent all sets of possible instances (i.e., that is incomplete). We first give an algorithm to determine whether a set of possible instances can be represented in some of the simpler models we consider. If not, then approximation is required (i.e., representing the set of possible instances "as well as possible"). We show that there are "bad cases" of sets of possible instances for which there is no constant-factor approximation in the simpler models we consider. We also define a "best" approximation, show that it is NP-hard to find, and give a polynomial-time algorithm to find an approximate best approximation.
Outline of paper
The paper proceeds as follows. In Sect. 2 we motivate our constructs for uncertainty, then in Sect. 3 we enumerate the models we consider. The properties and problems highlighted above are studied in Sects. [4] [5] [6] [7] [8] [9] . Related work is discussed in Sect. 10, and we conclude with future work in Sect. 11.
Constructs for uncertainty
We introduce a sequence of examples on a running sample application to motivate the space of models we consider (Sects. 2.1, 2.2). We then review and define the necessary fundamentals for the remainder of the paper (Sect. 2.3).
A running example
As a running example for the paper, we consider data management for the Christmas Bird Count (CBC) [1, 60] . Each year, volunteers and professionals worldwide observe birds for a fixed period of time, recording their observations. The data from year to year is used to understand trends in bird populations, and to correlate bird life with short-term and long-term environmental conditions. Individual bird sightings may not always be precise in terms of species, location, or time, and the observations of professionals may provide more reliable data than those of amateurs. Thus, there is inherent uncertainty in the data.
In this paper we considerably simplify and hypothesize some of the CBC data and functionality to keep the examples relevant and simple. We use the following schema; for the actual CBC schema see [1] .
BirdInfo(birdname, color, size)
Sightings (observer, when, where, birdname)
Motivation for uncertainty constructs
Let us begin with an observer, Amy, who definitely saw a jay, and may or may not have seen another bird that was either a crow or a raven. These observations can be represented in the Sightings relation as follows: "{crow,raven}" is an attribute-or, indicating uncertainty between the two values, and "?" denotes a maybe-tuple, i.e., uncertainty whether the tuple is in the relation. (Previous work has used similar constructs to represent uncertainty in the value of an attribute [10, 25, 27, 30, 31, 39, 45] and uncertainty in the presence of a tuple [3, 21, 23, 34, 35, 38, 43] .) Intuitively, this uncertain relation represents the following set of three possible relation instances, the first containing only a single tuple, and the other two containing two tuples and differing on birdname:
Examples 2 and 3 show that a model with only attributeors and maybe-tuples is not closed under the natural join operation. Specifically, Example 2 shows that for closure we need some form of mutual exclusion over tuples (exclusive-or, denoted ⊕), while Example 3 shows we need mutual inclusion (iff, denoted ≡). These examples suggest adding constraints over the existence of tuples, and in fact later we will see that by allowing arbitrary existence constraints, we obtain a complete (and therefore closed) model. The next example shows that constraints involving only ⊕ and ≡ are not sufficient for completeness.
Example 4
Consider the following set of instances representing zero, one, or two sightings, but the later sighting cannot be recorded without the earlier one: The reader may verify that this set of instances also cannot be represented using attribute-ors and maybe-tuples. Intuitively, this example requires an implication constraint between two tuples.
For complexity reasons it is natural to consider constraints that are restricted to binary clauses: 2-satisfiability is polynomially solvable, whereas 3-satisfiability is NP-hard [33] . It turns out 2-clauses are not sufficient for completeness either, as seen in the next example, which also explores the effect of selection predicates on uncertain attribute values. Representing this set of instances requires an exclusive-or among three tuples, so it cannot be modeled with only 2-clauses.
Tuple-ors
Let us go back to Example 2: The join result has two possible instances with one tuple each and is not representable using only attribute-ors and maybe-tuples. The possible instances in this result can, however, be represented using tuple-ors, Note that tuple-ors are strictly more expressive than attribute-ors: a tuple with multiple attribute-ors represents all combinations of possible attribute values, whereas a tupleor can specify all combinations or only specific ones. With tuple-ors and "?"s we can also represent the three-way mutual-exclusion in Example 5 above, but we still do not achieve closure: the mutual inclusion in Example 3 is still not representable. Previous work [12, 25, 37, 53] has used similar constructs to represent possible values for a tuple.
C-tables
Most early work in uncertain databases has been devoted to defining and analyzing data models, and in particular, complete models. The first and foremost complete model is c-tables, introduced originally in [38] . A c-table is comprised of tuples, possibly containing some variables in place of values. Each tuple has an associated condition, specified by a conjunction of (in)equality constraints. A c-table may also contain a global condition (introduced in [34] ). Each assignment of values to variables that satisfies the global condition represents one possible relation instance: the relation containing all tuples whose conditions are satisfied with the given assignment.
The presence of free variables in c-tables allows them to represent an infinite set of possible instances, while in this paper we are considering only models that represent finite sets of possible instances. Further, the models we consider in this paper represent sets of possible instances for each uncertain relation in isolation; i.e., correlations across relations are not captured. Under this setting, we shall see that like c-tables, M A prop , the most expressive model in our space, is complete. Therefore, in our setting M A prop and c-tables are equally expressive.
Example 6
Recall the original example uncertain relation representing a sighting of a jay and a possible sighting of either a crow or a raven. This example is represented in a c- 
The conditions involving x and y together impose the constraint that at most one of the tuples is present. If (y = 0) none of the two tuples is present and if (y = 0) exactly one of the two tuples is present depending on the value of x: the former tuple is present if (x = 0) and the latter tuple is present if (x = 0).
While c-tables are a very elegant formalism, the above example illustrates one of its disadvantages: even fairly simple cases of uncertainty can be hard for users to read and reason with intuitively. Some studies [51, 55] suggest that the use of free variables is what makes it nonintuitive. The uncertainty models we consider in this paper-both the incomplete and complete models-do not have free variables.
Several restrictions of c-tables (such as v-tables, Codd tables, etc.) were also studied around the same time as c-tables and subsequently [3] . These models put together can also be thought of as a space of models. In this paper, we focus on data models containing uncertainty constructs and various forms of tuple-existence constraints mentioned earlier.
Summary
Before proceeding we make a few observations:
1. Simple, intuitive models for uncertainty may be sufficient for the purposes of some applications. If the initial uncertainty in the data is representable in a simple model M, and the application requires only a restricted set of operations under which M is closed, then M is sufficient for the application. Thus, it is worthwhile to study closure and expressiveness properties of various models. 2. When relational operations are performed on simple models, more complex forms of uncertainty may be generated, as seen in examples above. We are therefore interested in analyzing the progression in complexity of uncertainty as different operations are performed. 3. Complex types of uncertainty may take many forms, but in general uncertainty can be captured by adding existence constraints among tuples, describing what combinations of tuples may together in a possible instance. Different forms of constraints capture different types of uncertainty.
We will soon (Sect. 3) introduce a specific space of models motivated by these observations. Then in Sects. 4-9 we will study several properties of the models as motivated in Sect. 1. However, we first need some preliminary definitions and fundamentals.
Fundamentals of uncertain databases
We review and define a number of basic formal concepts needed in the remainder of the paper. Note that varied terminology for many of these concepts has been used in previous related work.
A relation schema is defined as a set of attributes {A 1 , A 2 , . . . , A n }. A tuple is an assignment of one value to each of the attributes in the schema. A relation instance is a multiset of tuples. Set semantics are obtained through explicit duplicateelimination operations. We use the term ordinary relation to refer to conventional relations with no uncertainty.
Definition 1 (Uncertain relation) An uncertain relation R defines a set of possible instances (or instances for short),
A data model (or simply model) defines a method for representing uncertain relations R, i.e., a way of representing sets of instances I (R). Section 2.2 motivated some possible data models for uncertain relations by introducing various extensions to the basic relational model: sets of possible attribute values instead of single values, sets of alternative tuples instead of regular tuples, maybe-tuples, and existence constraints among tuples.
Definition 2 (Completeness)
A data model M is complete if any finite set of relation instances corresponding to a given schema can be modeled by an uncertain relation represented in M.
In Sect. 2.2 several examples illustrated incompleteness by showing a model M and a set of instances S such that no R in M could represent S, i.e., there was no R expressible using M such that I (R) = S.
Next we formalize operations on uncertain relations and the closure property.
Definition 3 (Operations on uncertain relations) Consider uncertain relations R 1 , R 2 , . . . , R n , and an n-ary relational operator Op. The result of
Note this definition can be applied to any data model for uncertain relations according to Definition 1. Figure 1 illustrates the definition for a unary operator Op. The definition considers the set of instances I (R) of an uncertain relation R (the downward arrow on the left), and applying Op on each instance of I (R) to obtain the set of resulting instances A (the lower arrow). The first question raised by this definition is whether an uncertain relation R exists in the model such that I (R ) is the set of instances in A (the downward arrow on the right). Closure is the condition that formalizes the existence of R in a model M: Definition 4 (Closure) A model M is said to be closed under an operation Op if performing Op on any set of uncertain relations in M results in an uncertain relation that can be represented in M.
Naturally, when M is closed under Op, a reasonable implementation would compute Op directly on R and not through the set of possible instances, as depicted by the upper dashed arrow in Fig. 1 .
Space of models
In this section we describe formally a space of models and their interrelationships, capturing and combining the types of uncertainty we saw in Sect. 2.2. As illustrated in Sect. 2.2, we consider two fundamental types of uncertainty:
1. uncertainty within a tuple, about the value of the tuple itself 2. uncertainty across tuples, where the existence of a tuple may be uncertain, or may depend on the existence of other tuples.
We begin by defining M A prop , a complete model that captures intuitively both types of uncertainty. We will define the other models in terms of different restrictions on M A prop . In our notation, the superscript on M specifies the first type of uncertainty, and we use A to indicate that attribute-ors are permitted. The subscript on M specifies the second type of uncertainty, and we use pr op to indicate that full propositional logic constraints across tuples are permitted. We now formalize A-tuples, the M A prop model, and then the other models.
Definition 5 (A-tuple) An A-tuple is a tuple consisting of either a single value or an attribute-or for each of its attributes. An instance of an A-tuple is a regular tuple in which we choose a single value for each attribute-or.
1. a multiset of A-tuples whose identifiers are T = t 1 ,. . ., t n , and 2. a boolean formula f (T ). 
The formula f (T ) ensures that t 2 is present only if t 1 is present as well.
We now define a space of models as restrictions on M A prop . Restrictions are obtained by limiting the kind of constraints specified in formula f , denoted in the subscript of the model name, and/or limiting the model to use ordinary tuples and not A-tuples, denoted in the superscript of the name. Specifically, we use the notation shown in Fig. 2a . The superscript A on R means the model allows A-tuples, otherwise only ordinary tuples. The subscript specifies the type of constraints allowed: An empty subscript means that each A-tuple must be present in the relation. A subscript "?" means that maybe-tuples are allowed. A subscript "2" means that f is a conjunction of clauses with at most two literals. The subscript "⊕ ≡" means that f is a conjunction of formulas each of the form (t k ⊕ t l ) or (t i ≡ t j ). M tuple consists of tuple-ors (Sect. 2.2.3) and "?"s. We shall see shortly that M tuple can be represented as a restriction of M A prop using regular tuples and constraints encoding n-way mutual exclusion. Figure 2b gives the interrelationship of our models in terms of their expressive power: An edge from model M 1 up to M 2 means M 2 is strictly more expressive than M 1 . We will study and prove the relative expressive power of these models in detail in Sect. 5.
Example 8 In Example 3 we joined an A-tuple with two ordinary tuples, but the result was not expressible with A-tuples. The result of the join can be expressed with an M ⊕≡ relation:
Observer When Where Birdname Color Size
Bill 12/27/06Palo Alto dove gray medium Bill 12/27/06Palo Alto dove white small 
Other models could also have been picked in our space. We picked this set of models because, as will be seen, they are distinct from each other in many respects, and together they capture a variety of interesting properties.
Closure and completeness
Now that we have defined the space of models, we study their closure (Sect. 4.1) and completeness (Sect. 4.2) properties. We then present an interesting result connecting closure and completeness (Sect. 4.3).
Closure
In Sect. 2.2 we saw several examples of models and operations under which they were not closed: we were not able to "complete the square" in Fig. 1 by finding an R within the model that represented the resulting set-of-instances A. In this section we study the closure properties of the models we introduced in Sect. 3.
We 
Completeness
Every complete model is closed under all relational operations, since every operation generates a finite set of instances, and any set of instances is representable by a complete model. The converse is not true however: models may be closed under many operations even though they are not complete. An extreme example is a model that permits only ordinary relations. This model is closed under all relational operations but certainly is not complete for uncertain data. In our space of models, obviously only M A prop could be complete, since all the other models are not closed under some operation. The following theorem shows that M A prop is indeed complete.
Theorem 2 M A
prop is a complete model.
Proof Given a set of instances {I 1 , I 2 , . . . , I n }, we show how to construct an M A prop relation R = (T, f ) such that I (R) = {I 1 , I 2 , . . . , I n }. We associate with each tuple appearing in any I i a tuple identifier t ∈ T . For each distinct tuple value in any I i , the number of tuples in T having that value is equal to the maximum number of times it appears in any instance. 
For any i let T i ⊆ T be the identifiers of tuples appearing in
We then set f to be: 
Any other propositional formula involving clauses with fewer than k literals, or a different k-clause, rules out some possible instance of R: Specifically, it rules out possible instances corresponding to assignments that set the literals in the clause to false. (Note that the encoding of an arbitrary CNF formula into 3CNF needs to add new variables and hence is not applicable above.)
Closure versus completeness
In our space of models, many of them are closed under many operations (Table 1 ), but only one of them is complete. We show an interesting result that any model M that is expressive enough to represent a certain basic form of uncertainty, and that is closed under a certain small set of operations, can represent all finite sets of possible instances of an uncertain relation, i.e., M is complete. Note that a more general similar result was subsequently obtained in [37] . Proof We show how any arbitrary set of possible instances P = {I 1 , I 2 , . . . , I n } can be represented in M. We shall first construct an uncertain relation T 1 with n possible instances:
We will then construct an ordinary relation T 2 such that joining T 1 and T 2 yields the set of possible instances in P. Although T 1 is conceptually simple, creating it from our building blocks is a bit complex. Start with l uncertain relations R 1 , R 2 , . . . , R l , each with two possible instances, {[0]} and { [1] }, where l is the smallest integer such that 2 l ≥ n. Successively perform (l − 1) joins with empty join conditions to obtain S 1 , i.e.,
If n is not a power of 2 we get m = 2 l , the next power of 2, possible instances in S 1 : Each instance has one l-length tuple with one of the possible combinations of 0's and 1's, i.e., binary representations of numbers from 0 to 2 l − 1. Now consider an ordinary relation S 2 that contains all attributes in S 1 and an additional attribute PW. S 2 has m tuples corresponding to the tuples in the m possible instances in S 1 . The PW attribute in S 2 is assigned such that all values from 1 to n appear in some tuple, and 1 to n are the only values that appear. Define T 1 to be the natural join of S 1 and S 2 followed by a projection onto PW. T 1 has n possible instances, the ith instance having a single tuple with value i.
We now construct T 2 as follows. Let X be the set of attributes in P. The schema of T 2 is the composition X • PW . The tuples of T 2 are obtained by taking, for each j, 1 ≤ j ≤ n, all tuples of I j concatenated with the tuple in the instance P j of T 1 . Since T 2 is an ordinary relation, it can be represented in M.
Finally, since T 1 and T 2 are representable in M, so is
has exactly the possible instances of P, so P is representable in M.
Our result also holds for the minimal closure set { , ×, σ } since a join can be performed as a cross-product followed by selection and projection.
Note that the same result holds when the uncertain relation can only represent two possible instances {} and {[1]}, i.e., presence or absence of one tuple.
Expressiveness and transition diagram
Next, we present and analyze several distinguishing properties in our space of models, and we use the properties to establish the strict hierarchy of expressive power we saw in Fig. 2b . We then consider a generalized form of closure: we present a transition diagram showing which of our models can represent results of performing operations on other models.
The following definition formalizes relative expressive power of models. The proof of Theorem 5 will be based on a set of properties that distinguish the expressive power of the different models.
(These properties also seem interesting in their own right.) We will determine for which models each property holds for all relations in that model. The properties are essentially restrictions on the possible instances for uncertain relations.
Thus, if a model M 1 satisfies a property that M 2 does not, then there is some set of possible instances representable in M 2 but not M 1 . The properties we use are:
-Constant cardinality All instances of R have the same number of tuples. -Path connectedness Define a path between two instances I 1 and I 2 of R as a sequence of ordinary relations beginning with I 1 and ending with I 2 where each relation adds, deletes, or replaces a single tuple in the previous relation in the sequence. We say that a model M is path connected for R if for any pair of instances I 1 and I 2 of R, there is a path between I 1 and I 2 such that every relation I along the path is also an instance of R. -Unique minimum R has a unique instance with a minimum number of tuples. -Complement Every instance I of R has a complement I c ∈ R such that: (1) I ∪ I c contains the entire set of tuples that appear in any instance of R, and (2) I ∩ I c contains the set of tuples that appear in every instance of R. -3-Tuple exclusion A model M satisfies the 3-tuple exclusion property if there is no relation R expressible in M such that there exist three ordinary tuples t 1 , t 2 and t 3 satisfying the following property: every instance I ∈ R contains exactly one t i , and
That is, a model satisfies the property if it cannot express 3-way mutual exclusion between ordinary tuples.
The following theorem specifies exactly which of our models satisfy which of these properties. The proof of the Expressiveness Hierarchy theorem (5) is based on this theorem. 2 
Theorem 6 (Properties of models)
model, one can construct instances either using maybetuples or constraints so that there are instances with unequal cardinalities: A "?" denotes possible absence of a tuple and hence can give instances with different cardinalities. In a model with constraints, absence of any constraint on a tuple implies it may or may not be present, and hence again gives different cardinalities. prop -do not satisfy this property. Similarly, M tuple also does not satisfy this property. M ? satisfies this property since all tuples in any M ? relation are independent of each other. M ⊕≡ can express only binary exclusiveor, and since 2-clauses cannot be used to express 3-way exclusion, M ⊕≡ and M 2 also satisfy the property. Finally, M A prop does not satisfy any of the properties as it is a complete model: Since it can represent any finite set of instances, it can represent the ones that violate the properties.
We are now in a position to prove Theorem 5.
Proof of Theorem 5
There are two parts in the proof. (1) We need to show incomparability for each of the following pairs of models:
. To establish incomparability of a pair, it is sufficient to show a property satisfied by the first model and not the second, and a property satisfied by the second model and not the first. It can be seen from Table 2 
Transition diagram
Now that we have analyzed relative expressiveness in our space of models, to complete the picture on closure and expressiveness we consider the problem of determining which other (more expressive) models can represent results of performing operations on relations in a model, for operations under which the model is not closed. The following theorem, proved in the appendix, shows how we transition among models upon performing these operations. Roughly, the arrows in Fig. 3 are obtained by combining the expressiveness hierarchy in Fig. 2 and the closure properties from Table 1 . Intersection, Cross-Product, Join, and Difference are denoted by standard symbols in Fig. 3 . Select (ea) and Select (aa) are denoted by σ 1 and σ 2 , respectively, and α stands for Aggregation. All the "Y" entries in Table 1 could have been shown as self-arcs in Fig. 3 but are omitted for readability. In addition, when there is a transition from a model M to the complete model M A prop on a particular operation, then the same transition holds for all models that are more expressive than M; these arcs are also omitted for readability. Finally, for all models except M ? , aggregation and duplicate elimination transition to M A prop , and these arcs are not shown either.
In summary, we have shown the relative expressive power of our space of models by identifying a set of interesting properties that delineate the various models in the space. We then saw how we transition from a model M to other (more expressive) models upon performing operations under which M is not closed.
Membership problems
In uncertain databases it is natural to consider membership problems [2, 3, 25] . We analyze the complexity of these problems in our models, presenting algorithms and hardness results. Consider an uncertain relation R whose possible instances are I (R). The problems we are interested in are:
-Instance membership Given a relation instance I , determine whether I is an instance of R, i.e., whether I ∈ I (R). -Instance certainty Given a relation instance I , determine whether I is the only instance of R, i.e., whether I (R) = {I }.
-Tuple membership Given a tuple identifier t, determine if there exists some instance I ∈ I (R) such that t ∈ I . -Tuple certainty Given a tuple identifier t, determine if t appears in every instance of I (R), i.e., ∀I ∈ I (R), t ∈ I .
Unlike most previous work, we are more interested in identifier-based tuple membership and certainty, rather than value-based membership and certainty. That is, we want to know whether the tuple identified by t appears in any/all instance(s), and not whether any tuple with the same value appears in any/all instance(s). Identifier-based membership is motivated by systems that show the representation of uncertain data to the user. Once an uncertain relation is shown to the user (in any of the models), the user may "click" on a tuple and ask for its membership or certainty. For the same reason, we are more interested in membership of materialized relations, rather than membership of query answers.
Next we consider each of the four membership problems for each of the eight models in our space. The following theorem shows which of the simpler models permit more efficient membership testing than more expressive ones. , and M tuple can be solved simply by scanning the list of tuples (or the tuple-ors in the case of M tuple ), checking if t is a possible tuple, and looking at "?" labels if any: For each of the models, the answer to membership of t is "yes" if t is in the list of tuples. The answer to tuple certainty is "yes" if and only if t appears alone, with no "?" or other tuples. For M ⊕≡ , M 2 , and M A 2 , we can again look for t, and then solve the 2-SAT problem by either setting the corresponding variable to 1 (for tuple membership) or 0 (for tuple certainty): Setting t to 1, if the 2-SAT formula is satisfiable then t appears in some instance, otherwise not. Setting t to 0, if the 2-SAT formula is satisfiable then t is not a certain tuple, otherwise it is. The instance membership problem is NP-hard for M 2 and M A 2 . We show hardness by a reduction from the vertex-cover problem: given a graph G = (V, E), determine if G has a vertex cover of size k. Given any arbitrary instance of the vertex-cover problem, we construct an instance of the instance membership problem as follows: For every v i ∈ V , we add a tuple t i = [x] to the relation R. For every e i j ∈ E, we add a constraint t i ∨ t j . Now the size of the smallest instance in R is equal to the size of the minimum vertex cover in G, and an instance containing the tuple [x] k times is an instance of R if and only if G has a vertex cover of size k.
Theorem 8 (Membership problems)
Instance certainty: Instance certainty for M A , M ? , M A ? , and M tuple can be solved by checking if there is any "?" entry or any A-tuple with more than one instance-if so there is more than one possible instance. If there is no "?" entry and all A-tuples have no or-sets, then the relation has just one certain instance.
In the case of M ⊕≡ the instance certainty problem can be solved in polynomial time by partitioning the tuple identifiers as follows. Every tuple identifier is treated as a node in a graph. Every pair of identifiers that is related through an ≡ according to the constraints is collapsed into a single node. Then for every pair of identifiers that is related through an ⊕, an edge is created between the corresponding nodes.
If the resulting graph contains any cycles with an odd number of nodes (or self-loops) the formula is unsatisfiable, and the relation does not have any instances at all. Otherwise the formula is satisfiable and in fact the tuple identifiers in each connected component of the graph will have exactly two satisfying assignments. Take an arbitrary node in a connected component. All the tuple identifiers appearing at nodes at an even distance from this node will be called the "even" identifiers, while all the rest will be called "odd". Then the two satisfying assignments are as follows: either all the even identifiers are set to true and all the odd identifiers are set to false, or vice-versa. If in any connected component the two assignments correspond to different sets of tuple values, then there is no unique instance. Otherwise the unique instance corresponds to any one of the satisfying assignments and can be found in polynomial time.
Algorithms or
hardness results for the instance certainty problem for M 2 and M A 2 remain open problems and are a clear avenue for future work.
Uniqueness and equivalence
A natural question that arises in our various models of uncertainty is whether every set of possible instances is guaranteed to have a unique representation. Furthermore, when uniqueness is not guaranteed, we would like to know whether two given uncertain relations in a model are equivalent, i.e., represent the same set of instances. We study uniqueness in Sect. 7.1 and equivalence in Sect. 7.2.
Uniqueness
We show in this section that M tuple and M A ? guarantee unique representations, which in turn implies that M A and M ? also guarantee unique representations. The remaining models do not guarantee unique representations. Once again, the full proof is presented in the appendix. We show that for each of the models, there are representations
We analyze the two possible sources of non-uniqueness: differences in tuple sets of relations that represent the same set of instances, and differences in constraints. In particular, we consider the following two questions: We show that for each of the models, the answer to at least one of the questions is "yes". Hence none of the models guarantee unique representations.
Our uniqueness results divide our hierarchy into two pieces as shown in Fig. 4 : The models to the left of the divide all guarantee unique representations, while models to the right of the divide do not. In most of the remainder of the paper, instead of considering all eight of our models, we have selected two models from each side to focus on: M A ? and M tuple from the left of the divide, and M 2 and M A prop from the right.
Equivalence
The next natural problem to consider is testing whether two relations in a model are equivalent.
Definition 10 (Equivalence) Two relations R
and R 2 = (T 2 , f 2 ) in an uncertainty model M are equivalent if they represent the same set of possible instances, i.e., I (R 1 ) = I (R 2 ).
All models to the left of the divide in Fig. 4 guarantee unique representations for any set of possible instances, so we need not consider the problem of equivalence testing for them. Thus we focus on our two representative models from the right: M 2 and M A prop . The following three theorems show our equivalence results: the first theorem gives a PTIME result and the next two theorems give hardness results, for which matching upper bounds can be obtained easily. 
Theorem 13 Equivalence testing of two relations in M A
prop is Co-NP-hard (with or without duplicates in the representation).
Proof of Theorem 11
We first present an equivalence testing algorithm for M 2 , then show its correctness and polynomial time complexity. Algorithm Given two M 2 relations R 1 = (T 1 , f 1 ) and R 2 = (T 2 , f 2 ), we test equivalence as follows.
1. Construct T i from T i by eliminating all t ∈ T i such that setting t to true makes f i unsatisfiable.
Informally, the algorithm eliminates tuples that are not present in any of the possible instances of the uncertain relations and modifies the formulas accordingly. If either the resulting tuple sets are not the same or the formulas are not equivalent at the end of this process, the relations are not equivalent. Otherwise, they are equivalent.
Correctness For i = 1, 2, the algorithm first modifies T i to retain only those tuples that are set to true in at least one satisfying assignment of f i , thus obtaining minimal T i and the corresponding f i such that
There is some t ∈ T 1 , t ∈ T 2 (or vice-versa) such that setting t to true keeps f 1 satisfiable, and hence there exists an instance of R 1 with t that is not in R 2 . If however T 1 = T 2 , the problem reduces to testing for the equivalence of f 1 and f 2 . If the formulas are equivalent, so are R 1 and R 2 . If the formulas are not equivalent, we use a result from the proof of Theorem 10: two duplicate-free M 2 relations with the same set of tuples but non-equivalent formulas cannot represent the same set of instances. Complexity Each step of the algorithm can be run in polynomial time: Since testing for satisfiability of 2-CNF is polynomial [33] , we can successively set each tuple in T i to true and test for satisfiability to obtain T i (Step 1). Clearly Steps 2 and 3 of the algorithm are polynomial. Finally, since testing the equivalence of 2-CNF formulas can be done in polynomial time, Step 4 is also polynomial.
Proof of Theorem 12
We prove that testing equivalence of two relations in M 2 when the relations may contain duplicates is NP-hard via a reduction from the NP-hard minimum vertex cover problem [33] : Given a graph, G = (V, E), determine if the size of the minimum vertex cover in G is k. We reduce the vertex-cover problem to that of testing equivalence in M 2 as follows. Given G, we construct a relation R 1 in M 2 by creating a tuple t i = [x] for each vertex v i ∈ V . For each edge e i j ∈ E, we add a constraint to the formula of the form (t i ∨ t j ), effectively encoding the condition that for every edge, at least one vertex is in the cover. Therefore, the size of the smallest instance in R 1 is equal to the size of the minimum vertex cover in G. We construct another relation R 2 in M 2 with |V | tuples t 1 = t 2 = · · · = t |V | = [x] and formula f 2 = t 1 ∧t 2 ∧· · ·∧t k . Therefore, G contains a vertex cover of size k if and only if R 1 and R 2 are equivalent.
Proof of Theorem 13 For M A
prop , we show that equivalence testing is Co-NP-hard via a reduction from SAT [33] . Given a SAT formula σ , we construct an M A prop instance R with a distinct tuple for every variable and σ as the formula over the tuples. Now σ is satisfiable if and only if R is not equivalent to an M A prop relation with an empty set of A-tuples.
Minimization of M

A prop
As seen in Sect. 7, M A prop and M 2 do not guarantee unique representations for sets of possible instances. In this section we consider the problem of finding a "minimal" representation for a set of possible instances. We present results for M A prop only, since all of them apply to M 2 as well. 
The constraint would require two clauses in CNF form (i.e.,
). However, the minimal representation is to have one A-tuple with an attribute-or and constraint with one clause (i.e., f = t 1 ):
Observer When Where Birdname Amy 12/23/06Stanford{Crow, Raven}
In an M A prop relation (T, f ), let |T | denote the number of A-tuples, and let size( f ) denote the size of the formula measured as the number of clauses in the minimal CNF form. (Our results also hold if size( f ) denotes the number of literals.) Also, we write R 1 ≡ R 2 if R 1 and R 2 represent the same set of instances.
Definition 11 (Minimal
In terms of f , there exist practical techniques for minimization of propositional formulas (e.g., [41, 47, 52] ), but in the worst case minimizing arbitrary formulas (in terms of number of literals or minimal CNF form) is NP-hard [33] . Moreover, we need to simultaneously minimize the sum of sizes of T and f : minimizing f for a given T need not give a minimal M A prop representation. At first glance it may seem that minimizing requires a search over all possible sizes of T and f , and not just a search for the minimal |T | or minimal size( f ). However, we will give an interesting result showing that for any M A prop relation, by minimizing |T | we also minimize size( f ). This result also holds for any of our models with a restricted set of propositional constraints, for example M 2 . We subsequently show how this result can be used to maintain minimality while performing certain operations in M A prop . Section 8.1 presents our main result on minimization for M A prop relations without duplicates and Sect. 8.2 briefly considers maintaining incremental minimality. Considering other definitions of minimal M A prop representations (such as minimizing the "number of ORs" in A-tuples, or looking at other combinations of |T | and f ) as well as M A prop relations with duplicates are interesting directions of future work.
Tuple-minimality versus constraint-minimality
The following result applies to M A prop relations without duplicates, i.e., no two A-tuples can have the same possible tuple as an instance.
Theorem 14 (Tuple versus constraint minimality) Given
M A prop relation R 1 = (T 1 , f 1 ), if there exists R 2 = (T 2 , f 2 ), R 2 ≡ R 1 and |T 2 | < |T 1 |, then there exists an equivalent M A prop relation R = (T, f ) with |T | < |T 1 | and size( f ) ≤ size( f 1 )
. In other words, minimizing the number of A-tuples required to represent any set of possible instances also minimizes the size of the minimal constraint.
Recall that size( f ) denotes the size in the minimal representation of f . The theorem is proved in the appendix. We show that any M A prop relation that uses more than the minimum required number of A-tuples can be converted to an equivalent M A prop relation over the minimum number of Atuples without an increase in the size of the formula required to maintain equivalence. The translation is done through a series of atomic operations that we call "splits" and "combines". We give bounds on the number of clauses these operations add or remove from the formula based on the A-tuples that are split or combined. We then use a counting argument to show that the translation cannot increase the size of the formula.
Suppose
relations that represent the same set of possible instances. The theorem says that if R 1 has a minimal T then it also has minimal f 1 . However, it does not imply that if 6 ). Intuitively, the presence of one (or two) a tuples in an instance implies the presence of at least one (or two respectively) x, y, or z tuples. Since there is a constraint that not all three of x, y, and z can appear in the same instance, no instance can have three a's. prop relation has an empty set of tuples and f ≡ f alse. Therefore, if we can minimize an arbitrary M A prop relation, we can test the satisfiability of an arbitrary SAT instance.) However, we can still make use of the result of Theorem 14: If we perform an operation on minimal M A prop relations, then minimizing the number of A-tuples in the result also minimizes the size of constraints. In general, even maintaining a minimal number of A-tuples while performing operations is a hard problem, but for some operations we have efficient algorithms. The following results are proven in the appendix.
Theorem 15 (Incremental minimality of M
A prop ) Given M A prop
relations with minimal number of A-tuples, there exist polynomial time algorithms to compute their union or crossproduct so that the resulting M A
prop relation is minimal with respect to the number of A-tuples.
Proposition 1 Given M A
prop relations with minimal number of A-tuples, the most natural algorithms (operating in a "A-tupleby A-tuple fashion") to perform selection, projection, or natural join on them may fail to maintain incremental minimality.
Theorem 16 Given an M A prop relation with minimal number of A-tuples, maintaining minimal number of A-tuples after performing a selection is NP-hard.
A more detailed study of maintaining incremental minimality while performing operations is an interesting direction for future work.
Approximate representations
Lastly, we study the problem of approximate representations. Approximating an uncertain relation is required when we use a model that is not expressive enough for a particular set of instances. For example, users may prefer a simpler representation than M A prop -one that does not include full propositional formulas-and are willing to compromise with a not fully accurate representation of the possible instances. (After all, we are operating on uncertainty to begin with!) 
Algorithm 1: M tuple -REP Algorithm
In this section we consider three classes of problems:
1. Determining whether a set of possible instances P can be represented exactly in a model M (Sect. 9.1). 2. Approximating a set of possible instances P in an insufficiently expressive model M (Sect. 9.2). 3. Approximating an uncertain relation represented in model M 1 in a less expressive model M 2 (Sect. 9.3).
Note that although Sects. 9.1 and 9.2 consider explicit representation of possible instances, we do not advocate using sets of possible instances as a model for representing uncertain data. The goal of this section is to explore whether a model in our space can represent a set of possible instances exactly/approximately. Thereafter, all computation (query evaluation and other studied properties) are performed over the model and not the original set of possible instances.
Does a model M suffice?
We seek to answer the following question: Given a set P of possible instances for a relation, can P be represented in a model M? To study this problem we consider models M tuple and M A ? . We first answer the question for M tuple , and then extend our result to M A ? . 
Theorem 17
Approximating a set of possible instances
Now that we have seen how to find exact representations in M tuple , let us consider approximating a set of possible instances in M tuple when no exact representation exists. Note that approximating in M tuple is usually easier than in M A ? , since M tuple is more expressive than M A ? . In the remainder of this subsection we consider only approximation in M tuple ; extension of the results to M A ? is left as future work. Consider a set of instances P and an M tuple relation R with instances I (R). A "best" approximation R of P could be defined in several ways:
1. Closest-Set: R such that I (R) is "as close to" P as pos-
For the closest-set definition we consider the Jaccard measure of similarity between two sets S 1 and S 2 , given by
Under this measure of similarity, we shortly state a result showing that even the best approximations can be very bad.
For the maximal-subset and minimal-superset definitions, we use |R|, the number of A-tuples, as our metric for maximality/minimality of R. We restrict ourselves to R where for each t, the number of A-tuples in R containing t is equal to the maximum multiplicity of t in any possible instance of P. We impose this condition to restrict the "width" (i.e., number of possibilities) in each tuple-or of R. (Without this condition, a trivial best minimal-superset approximation is obtained by including n tuple-ors, each having all possible tuples in R, where n is the maximum cardinality of any instance in P. Such a representation is likely to have many spurious instances, but |R| is small.)
Lemma 2 There exists set of instances P for which there is no constant-factor closest-set M tuple -approximation R under the Jaccard measure of similarity between P and I (R).
The proof appears in the appendix. Here we give the intuition. Consider n instances {P 1 , P 2 , . . . , P n } for a relation with two attributes. Let the ith instance have two tuples, [i, 1] and [i, 2] . This set of instances does not admit any constant-factor approximation R in M tuple : If I (R) contains all n of the possible instances, then R would need to have O(n 2 ) instances in total.
Given the negative result under the closest set definition and to preserve the possible instances, in the following, we use the minimal superset definition. ? or M tuple approximation with fewer than two tuples cannot contain all instances of the uncertain relation. Thus the given representation is a best minimal-superset approximation.
Example 14 Recall the approximation in Example 13. It contains all instances of the desired uncertain relation (and one additional instance, the empty instance). Clearly any M A
Lemma 3 There always exists some R in M tuple such that I (R) ⊇ P.
Proof R is constructed by including in R a tuple-or s for every tuple t appearing in some instance of P, with multiplicity equal to the maximum number of times it appears in any possible instance. Annotating each tuple-or with '?', we get I (R) ⊇ P.
Of course the construction from the proof above may give a poor approximation, with |R| being larger than the minimum possible.
Lemma 4 The best approximation R for a set of instances P is not unique.
Proof Consider P having a single instance. The corresponding deterministic relation R is a best approximation. However, annotating each tuple with '?' is also a best approximation.
We have the following result for finding best approximations, according to the minimal superset definition. The proof of hardness, presented in the appendix, is shown by a reduction from the NP-hard minimum graph coloring problem. In the appendix we then show the inverse reduction to the graph coloring problem.
Approximating one model in another
We next consider the problem of directly approximating M A prop relations in M tuple and in M 2 . Given the negative result (Lemma 2) for the closest-set definition of approximation, let us continue with the minimal-superset definition.
Approximating in M tuple
Given an M A prop relation R, we seek a minimal M tuple relation S such that I (S) ⊇ I (R). We can obtain an M tuple relation S by eliminating the constraints f in R, expanding out the attribute-ors to form tuple-ors, and adding "?"s to each of them. Since all satisfying assignments of f still correspond to instances in S, S is a superset, i.e.
, I (S) ⊇ I (R).
However, S may contain many spurious instances that are not in I (R). As a simple example, consider R having n distinct A-tuples {t 1 , . . . , t n }, each with two tuple instances, and the constraint f = (t 1 ∧¬t 2 ∧· · ·∧¬t n ). R has exactly two possible instances, but the approximation S obtained as described above contains 2 n instances.
The following lemma shows that finding the best (closestset or maximal-subset or minimal-superset) M tuple approximation is a hard problem.
Lemma 5 Finding the best M tuple representation for an arbitrary M A
prop relation is NP-hard. Proof We show a simple reduction from SAT. Given an instance f of SAT, we construct an M A prop relation R with the set of tuples being the set of variables in f , and the constraints in R being f itself. We now wish to find the best M tuple approximation of R. Since R has at least one possible instance if and only f is satisfiable, f is unsatisfiable if and only if the best approximation of R is the empty M tuple instance (i.e., no tuple-ors). Therefore, we have a polynomialtime reduction of SAT to finding the best M tuple approximation of an M A prop relation. For this NP-hard problem, we can apply Theorem 19: We convert the M A prop relation to a set of possible instances (in a potentially exponential process) and then using Theorem 19 we obtain a 5/7-differentially approximate M tuple relation S.
Approximating in M 2
Finally we look briefly at the problem of approximating M A prop relations in M 2 . Consider an M A prop relation R. First we transform the A-tuples with attribute-ors in R into ordinary tuples and constraints over them, as follows: For every A-tuple t in R, perform the cross-product of the attribute-ors to obtain regular tuples {t 1 , t 2 , . . . , t n }. Then, to the set of constraints f , we do the following: 1. Add constraints ¬t i ∨ ¬t j for every 1 ≤ i < j ≤ n 2. Replace every occurrence of t with t 1 ∨ t 2 ∨ · · · ∨ t n 3. For every clause C containing ¬t, replace C with the set of n clauses {C 1 , . . . , C n }, where C i is obtained by replacing ¬t with ¬t i
We then have an equivalent M A prop relation R but with only ordinary tuples. We are now interested in approximating the general propositional formula in R into a 2-CNF formula. Although in general finding best approximations for propositional theories into tractable classes is known to be a hard problem, approximation techniques have been proposed in the past. Specifically, [42] describes techniques for finding 2-CNF lower and upper bounds f 1 and f 2 for a general propositional formula f , i.e., the satisfying assignments of f 1 ( f 2 respectively) are a subset (superset respectively) of the satisfying assignments of f . These techniques try to minimize the number of differing satisfying assignments (which correspond to possible instances in our case), and not the number of variables (which would correspond to the number of tuples). The algorithms in [42] proceed in an online fashion, progressively giving better approximations until finding the best. We can employ these techniques to approximate the set of constraints f in R , and thus obtain subset and superset approximate M 2 relations R 1 and R 2 of R, i.e., I (R 1 ) ⊆ I (R) and I (R 2 ) ⊇ I (R).
Related work
The study of uncertain databases has a long history, dating back to a series of initial papers from the early 1980s, e.g., [2, 11, 15, 38, 58] , and a great deal of follow-on work, e.g., [10, 12, 16, 23, 30, 37, 38, 43, 44, 46, 48, 56] . Much of this previous work lays theoretical foundations and considers query answering, e.g., [2, 3, 35, 58] . Systems based around uncertain data are discussed in [6, 13, 19, 40, 43, 60, 59] .
In this paper, we introduced a space of uncertain-data models based on tuple-level uncertainty constructs and tupleexistence constraints. We then studied the problems of closure and relative expressive power, completeness, uniqueness, equivalence, minimization, and approximation. There have been few papers addressing some of these problems in isolation for specific data models, which we describe next. However, we are not aware of any previous work that attempts to understand a space of models (or even a single model for that matter) by studying all of the above problems, which is the goal of this paper. Closure and expressiveness Most previous work has focused on complete models, and does not explore different incomplete models in terms of relative expressiveness and closure properties, one of the contributions of our paper. Several incomplete data models (such as v-tables, Codd tables, itables) studied along with c-tables [3, 38] can be thought of as comprising a "space of models." However, these models were studied primarily in isolation and past work does not relate them in terms of closure and expressiveness.
Recently, Green and Tannen [37] studied closure and completeness of incomplete models in detail, and independently obtained a generalization of our Theorem 4 that connects closure to completeness. Interestingly, their notion of "algebraic completion" makes incomplete models become complete by taking their closure under a minimal set of operations, which is in the same spirit as the transition diagram of Sect. 5. Equivalence, minimization, and approximation In general, most complete models are easily seen to be non-unique, hence, equivalence testing, minimization, and approximation are the most interesting problems for complete models. Reference [3] studies the complexity of containment checking for c-tables, i.e., determining whether the set of possible worlds represented by one uncertain relation is contained in that of another. The problem of equivalence testing can be solved using containment. However, minimization and approximation are not discussed in [3] .
Reference [7] studies the problem of finding maximal decompositions of an uncertain relation represented as a "world-set decomposition" (called the gWSD data model). Maximal decompositions in their setting can be thought as minimizing the representation. The paper gives a PTIME maximal decomposition algorithm. In contrast, we show that when uncertain relations are represented using arbitrary propositional constraints, minimization is intractable. Then, we show that reducing the number of tuples also reduces the size of the minimal constraint, and we study incremental minimality, which are not considered in [7] .
Reference [53] studies a limited form of approximation in uncertain databases. They present a new data model, called BID tables, and address the problem of approximating uncertain relations as BID tables. They show that determining whether BID tables are sufficiently expressive for a given uncertain relation is intractable. The paper also proposes a partial BID representation to further approximate a set of possible worlds, and studies when a partial BID view represents a unique probability distribution. In this paper we consider the problem of approximation in more generality and depth: We consider the problem of approximating uncertain relations (represented as a set of possible instances or in any data model) into a less expressive data model. We define the notion of a best approximation and address the problem of finding a best approximation. Since in general finding the best approximation is intractable, we give PTIME algorithms to approximate the best approximation. Trio The problems addressed in this paper arose in the context of the Trio project at Stanford, whose objective is to develop a system that fully integrates data, uncertainty, and lineage [60] . The enumeration of the space of models, their expressiveness hierarchy, and related membership problems were studied in an initial Trio paper on models for uncertainty [25] . Although the approximation problem was suggested in [25] , it was not solved, and the other problems we consider here-uniqueness, equivalence, and minimization-were not discussed at all. Note that the material on uniqueness, equivalence, and minimization first appeared as a technical report [26] , but is unpublished. Other work Like uncertain databases, the related area of probabilistic databases has been experiencing revived interest, especially in query answering [22] [23] [24] . Work in probabilistic databases also has not, to the best of our knowledge, considered the problems we address in this paper. The models we consider in this paper do not allow for probability distributions; revisiting and extending our results to the probabilistic case is an important direction of future work.
Another related area is inconsistent databases, e.g., [4, 8, 9, 14, 20, 28, 36, 61] , in which the possible "minimal repairs" [9, 17, 61] to an inconsistent database result in a set of possible instances (i.e., an uncertain database). Reasoning with uncertainty in the Artificial Intelligence context is also related, e.g., [29, 50, 54] . Again, our work in this paper focuses on a specific set of problems associated with models for representing uncertainty, and we have not seen these problems addressed in the related areas.
Approximate query answering, and obtaining ranked results to imprecisely defined queries, is also an active area of research, e.g., [5, 30, 32, 57] . This body of work differs from ours in that we look at modeling uncertainty and querying it exactly, as opposed to modeling exact data and querying it approximately.
Conclusions and future work
This paper addressed a number of problems that arise in the representation of uncertain data. We defined a space of models obtained by combining basic constructs and studied in detail their closure and completeness properties and relative expressiveness. We also gave a result connecting closure and completeness for a broad class of models. For a representative set of four models in this space, we further explored the problems of uniqueness, equivalence, minimization, and Proof We prove the closure properties of our models under each of the operations. Table 3 shows the closure properties of each of the models; we have excluded the complete model M A prop and expanded out the last column from Table 1 as different examples are required to show non-closure for the different models.
An entry of "N" signifying non-closure is shown by the corresponding counter-example number as follows. For proofs of some of the cases we shall use the properties from To represent the above set of instances, we effectively need to encode the constraints (¬a ∨ ¬b ∨ ¬c) and (a ∨ b ∨ c). These constraints cannot be represented using two clauses because disjoint set of 3-clauses (that cannot be resolved) cannot be expressed using sets of 2-clauses. And in the above set of instances, using attribute-ors also does not help, because adding attribute-ors to any of the tuples also results in additional instances. We know that the above set of instances cannot be represented using 2-clauses as it is a 3-way xor. Also, attribute-ors cannot be used, as then additional tuples would be added to instances. Hence M 2 and M A 2 are not closed under join or intersection. 4. Since a natural join can be performed as a cross-product followed by a selection, and M 2 and M A 2 are closed under selection but not join, they are both not closed under cross-product. The above set of instance is not representable in M tuple as we need at least two tuple-ors, both maybe-tuples and two alternatives, which gives at least four instances with two tuples. 14. Since a join can be performed as a cross-product followed by selection and M ⊕≡ is closed under selection but not join, therefore M ⊕≡ is also not closed under cross-product. 15. Since the set intersection of R 1 and R 2 can be expressed as R 1 − (R 1 − R 2 ), any model that is not closed under set intersection is also not closed under set (and hence bag) difference.
We now justify the Y entries in the table. Let us first consider M A . The bag union is obtained by forming the union of the A-tuples in the input relations. Selection with both operands being exact is performed by eliminating A-tuples not satisfying the select condition. Cross-product is performed by taking every pair of A-tuples from the input relations and concatenating them. Bag projection is done by simply projecting out the attributes from each of the A-tuples.
Let us now consider the M ? column. Bag union is performed by just unioning the tuples from the input relations, retaining the ? annotations on each tuple. Set union can be done by performing the closed operation of duplicate elimination after this. Duplicate elimination can be performed by retaining only one copy of each tuple appearing multiple times. A label of ? is applied if all its copies had the ? label, and otherwise there is not such label. Since M ? is closed under duplicate elimination, if a bag operation displays closure, so does the corresponding set operation. Intersection of two M ? relations can be done in a similar way by considering only the tuples that appear in both the input relations (with or without ? labels). All kinds of selection are equivalent for M ? relations as there are no A-tuples, and these can be done by eliminating the tuples that do not satisfy the selection predicate. Difference is performed in a way similar to intersection; look at all the tuples in the first relation and add multiple copies of them in the result depending on the number of times this tuple appears in the second relation without a ? annotation. And by looking at the ? annotations of the inputs, decide how many of the resulting tuples should be labeled with ?. Projection is performed by simply projecting out the attributes from the result.
Let us now look at M A ? . Bag projection and bag union can be performed easily by projecting out the attributes, or taking the union of the set of A-tuples with their annotations, respectively. Selection with one of the operands being approximate is performed by applying the predicate to each A-tuple. The key point is that after application of this predicate, the result can also be represented as an A-tuple, possible with the addition of a ? label in case there are instances of the A-tuple that do not satisfy the predicate. Since selection with one operand being approximate can be done, selection with both operands being exact also displays closure.
Let us now look at M ⊕≡ . Once again, bag projection and bag union can be performed easily: The union of the tuple variables is taken (with renaming if required to avoid same names for variables from different relations), and the constraints are the conjunction of the input constraints. Since M ⊕≡ does not have A-tuples, the three kinds of selection can be treated equivalently, just assuming that each tuple in the input either satisfies the selection predicate or not. We need to show that the result of applying such a predicate and eliminating some tuples can be performed resulting in another M ⊕≡ relation. This is done by eliminating variables corresponding to removed tuples from the constraints one by one. To eliminate a variable, first add the transitive closure of all equivalence constraints and then just drop the clauses containing the variable to be eliminated.
We now consider M 2 . Just like M ⊕≡ , closure under bag projection and union can be seen. Closure under selection is also very similar to M ⊕≡ . First the tuples that do not satisfy the selection predicate are identified, and then the corresponding variables are eliminated using the standard resolution variable elimination technique. Note that eliminating variables from 2-CNF using resolution keeps the resulting formula also in 2-CNF. Next we show closure under duplicate elimination, implying closure under set union and projection as well. For every set of tuples t 1 , t 2 , . . . , t m with the same value, we can consider two tuples at a time. Since we can merge two tuples, say t 1 and t 2 eliminating duplicates, we can eliminate all the m possible duplicates one after the other. Doing this for every value, we get the desired result.
Let us not look at the column for M tuple . Closure under bag union and bag projection can again be seen easily. For selection, we look at each entry (set of tuples) in the input M tuple relation and retain the tuples that satisfy the selection predicate for the result. A ? label is added to the entry (if not already present) in case there are tuples in the entry that do not satisfy the selection predicate.
Finally, consider the column for M A 2 . M A 2 is closed under bag projection and bag union because the results are obtained by applying the projection on each tuple individually, and taking the union of the A-tuples and conjunction of the constraints, respectively. We now show closure under selection with both operands possibly being approximate. For A-tuples with no instance satisfying the selection predicate, the corresponding variables are eliminated as in the case for M 2 . For A-tuples with every instance satisfying the selection predicate, no change is made to the variable. Finally, we need to look at A-tuples some of whose instances satisfy the selection predicate, and some do not. Let one such A-tuplebe denoted by t. The first step is to split this A-tupleinto its instances satisfying the selection predicate, and call them say t 1 , t 2 , . . . , t n . The next step is to replace all occurrences of t in the constraints as follows. Drop the clauses in which t appears positively, and for each clause where t appears negatively, make n copies and replace ¬t with ¬t i for 1 ≤ i ≤ n. Lastly, add constraints of the form ¬t j ∨ ¬t k where 1 ≤ j < k ≤ n. Fig. 2b 
Theorem 7 Recall the expressiveness hierarchy depicted in
To begin with, we first convert every A-tuple in T and T to a tuple-or and view f and f as constraints over these tupleors. We will here onwards operate in this world of M tuple relations with constraints and provide a translation from the M tuple representation of R to the M tuple representation of R . Now note that if T contains no redundant or duplicate tuple-ors, then the tuple-ors in T can be obtained from T through a series of splits and combines: a single tuple-or may be split to give two tuple-ors or two tuple-ors may be combined to give a single tuple-or.
In order to construct f , we view the translation of T to T as follows: all necessary splits of tuple-ors in T are first performed, and then the resulting tuple-ors are combined to obtain T . Since T has fewer tuple-ors than T , the number of combines will be more than the number of splits. Further, every split of a tuple-or necessarily gives rise to a combine (otherwise T cannot be minimal). Each time either a split or combine is performed, we modify f so that the new relation with the modified tuple-ors and modified formula remains equivalent to R . We now describe how the formula is modified during splits and combines. It can be seen that more clauses are taken away during combines than are added during splits. Hence we ultimately get a formula with size at most that of f .
Splits Consider relations 2 and t 1 and t 2 are obtained by splitting tuple-or t ∈ T 1 . We would like to modify f 1 to obtain f 2 such that R 2 ≡ R 1 . We start off by adding the constraint ¬t 1 ∨ ¬t 2 to f 1 . Then every occurrence of t in f 1 is replaced by t 1 ∨ t 2 . And every clause of the form ¬t ∨ C is replaced by two clauses, ¬t 1 ∨ C and ¬t 2 ∨ C. This transformation preserves the equivalence of R 1 and R 2 while adding k + 1 clauses, where k is the number of clauses containing ¬t.
Combinations Consider relations R 1 = (T 1 , f 1 ) and R 2 = (T 2 , f 2 ) where T 2 = (T 1 − t 1 − t 2 ) ∪ t and t is obtained by combining t 1 and t 2 . We modify f 1 to obtain f 2 such that R 2 ≡ R 1 . Without loss of generality, assume that the number of clauses containing ¬t 1 is at least as large as the number of clauses containing ¬t 2 . Then delete all clauses containing ¬t 1 and replace every occurrence of t 2 and ¬t 2 with t and ¬t, respectively. Also replace every clause of the form t 1 ∨ C with C. This transformation preserves the equivalence of R 1 and R 2 while reducing the number of clauses in the formula by l where l is the number of clauses containing ¬t 1 . Proof We show here that the algorithms presented in [25] maintain incremental minimality under union and cross product. We just need to show that no A-tuples in the result of union or cross product can be merged. That is, if we start with two M A prop relations R 1 and R 2 with the minimum number of A-tuples, the algorithms in [25] give S = R 1 ∪ R 2 and T = R 1 × R 2 , where S and T have minimal number of A-tuples. Union The result S = R 1 ∪ R 2 has the union of the A-tuples in R 1 and R 2 . Now note that no instances of A-tuples from R 1 can be merged from those of R 2 . This follows from the fact that we use multiset semantics, and merging tuples, say t 1 and t 2 would eliminate the possible instance in S which contained both t 1 and t 2 ; there has to be such an instance containing both t 1 and t 2 as R 1 and R 2 being minimal, every A-tuple in them appears in some instance. Finally, if we can merge A-tuples in R 1 (or R 2 resp.) itself, then this violates minimality of R 1 (R 2 resp.). Cross product Now consider S = R 1 × R 2 . The result S contains an A-tuple for every combination of A-tuples from R 1 and R 2 . Here again, merging any two instances of A-tuples from R 1 and R 2 would change the possible instances of S: Suppose we merged two tuples t 1 and t 2 , both these were in distinct A-tuples in a least one of R 1 and R 2 , and there must have been an instance containing both t 1 and t 2 , which is ruled out after merging.
C.2. Incremental minimality of operations
Proposition 1 Given M A
prop relations with minimal number of A-tuples, the most natural algorithms to perform selection, projection, or natural join on them may fail to maintain incremental minimality.
Proof We show that after performing the most natural algorithms for these operations, it may become necessary to merge two A-tuples in the result. Consider an M A prop relation R with one attribute X having two possible instances:
I1: [1] , [3] I2: [2] It can be seen that any M A prop relation that represents exactly the possible instances above would need to have three A-tuples, t 1 :[1],t 2 : [2] ,t 3 : [3] . Now performing the selection R = σ X >1 (R) we get the possible instances:
I1': [3] I2': [2] As can be seen, now the tuples [2] and [3] can be merged in the result to give the representation: [{2, 3}], and just retaining t 2 : [2] and t 3 : [3] as A-tuples does not give the minimal result.
We now similarly show a case where A-tuples can be merged after applying projection. Consider the relation S(X, Y ) with two attributes and just one possible world: For natural join, we use an idea similar to selection: replace [1] , [2] and [3] . Therefore, for these operations if we want to maintain incremental minimality, we need to detect possible merges of the resulting A-tuples, and just the natural algorithm without merging does not work.
Theorem 16 Given an M A
prop relation with minimal number of A-tuples, maintaining minimal number of A-tuples after performing a selection is NP-hard.
Proof Finally, we show that in general, maintaining minimal number of A-tuples while performing operations is a hard problem. This can be seen by a direct reduction from the NP-complete bi-clique cover problem. Given an instance of the bi-clique cover problem, we first create a table with two attributes. The table contains one A-tuple with all the left hand side nodes forming an or-set for the first attribute and right hand side nodes forming an or-set for the second attribute. The table thus represents a complete bipartite graph on the nodes of the input bi-clique cover problem. Note that this is the minimal way to represent such a complete graph in a M A prop relation. A selection operation is then performed on this table to select only the edges in the input of the biclique cover problem. The minimal set of A-tuples required to represent this output would correspond to the solution to the bi-clique cover problem. Proof First note that Algorithm M tuple -REP runs in polynomial time in P: Steps 1-6 require at most a pass of the instances in P. In the final step we check whether the constructed R represents exactly P. Even a brute force implementation of this would take at most quadratic time in P; we can enumerate the instances of R and check if they appear in P, each with a scan of P.
We now show that the algorithm correctly returns R whenever an M tuple representation of P exists. Clearly if it returns R, it is a representation of P (Step 7). Finally we show if no R is returned, there does not exist any M tuple representation of P; in other words, we show that every step in the algorithm adds tuples to tuple-ors of the partially generated R in the only way possible. When we look for the addition of t i in step 5, we look at its co-occurrences with other added tuples. We then find a representation for the restriction of P to tuples t 1 , . . . , t i , and there is a unique M tuple representation for this (if any). So if we can add t i , this is the unique possible way of adding t i , and if there is no representation for the restriction of P to t 1 , . . . , t i , there is no M tuple representation of P.
Theorem 2 There exists set of instances P for which there is no constant-factor M tuple -approximation R under the Jaccard measure of similarity between P and I (R).
Proof Consider n instances {P 1 , P 2 , . . . , P n } for a relation with two attributes. Let the ith instance have two tuples: t 1 i :[i, 1] and t 2 i :[i, 2]. We show that this set of n possible instances has no constant factor approximation under the Jaccard measure of similarity between possible instances. Consider some approximation R which agrees with P = {P 1 , . . . , P n } on exactly k instances, 0 ≤ k ≤ n. Let the number of possible instances of R be m; the approximation is then given by |I (R) ∩ P|/|I (R) ∪ P| = k/(n + m − k). Note that for R to have a constant factor approximation, k = (n). Now since R has k possible instances from P, the tuples of at least k of the possible instances must be in the M tuple representation of R. Further, whenever tuples for a particular instances, say P j are chosen, the rest of the tuples are not present in the instance. So either the tuple-ors for all [ Proof We first show the NP-hardness of finding the best approximation by a reduction from the NP-complete minimum graph coloring problem. Consider an input graph G(V, E) to the minimum graph coloring problem. We construct a set P of |E| possible instances over a schema with one attribute. For all v i , v j ∈ V , the instance containing the two tuples [v i ] and [v j ] is in P if and only if (v i , v j ) ∈ E. Intuitively, a possible instance being covered by an approximation R imposes the condition that the endpoints of that edge are colored differently in P. Any approximation R under the conditions mentioned in the paper is a coloring of G with each A-tuple being a different color. Firstly, since the maximum multiplicity of any tuple in a possible instance is 1, each tuple appears in at most one A-tuple in R. Therefore, each coloring gives an approximation with the number of A-tuples being the number of colors, and vice-versa. The best approximation gives the minimum number of A-tuples required and hence the minimum number of distinct colors required to color G. We now show an inverse mapping: reducing an instance of the best approximation problem to that of minimum graph coloring, which is known to admit a 5/7-differential approximation [49] . Let us say we are given a set P of possible instances. As a first step, we make the maximum multiplicity of any tuple to be 1. For example, let us say there is a tuple t that appears a maximum of 2 times in instances of P; each first instance is replaced by t 1 , and second instance by t 2 . We now construct a graph G(V, E) with each distinct tuple t k in any instance of P being a vertex, and adding an edge (t i , t j ) if and only if they appear together in some instance of P. It can again be seen that every coloring of G gives an approximation of P, and every approximation of P gives a coloring of G, with the number of A-tuples in the approximation equal to the number of colors in the coloring: tuples corresponding to vertices with the same color are assigned to the same A-tuple.
