In this paper we prove that the stationary harmonic measure of an infinite set in the upper planar lattice can be represented as the proper scaling limit of the classical harmonic measure of truncations of the infinite set.
Motivated by the study of Diffusion Limited Aggregation (DLA) on graphs with absorbing boundaries, recently [8, 7] an appropriate harmonic measure was defined on the upper planar lattice. The so called stationary harmonic measure is a natural growth measure for DLA in the upper planar lattice. In [8] a finite DLA process on the upper planar lattice was defined and studied. Moreover an infinite stationary process that bounds from above any process generated by the stationary harmonic measure was defined. However the most interesting process we wish to study is an infinite stationary DLA. Proving that the stationary DLA is well defined seems to be quite challenging. This paper makes a big contribution in this direction connecting the stationary harmonic measure and the correct scaling of the harmonic measure. A dynamical version of our result will allow the construction of the SDLA. Once defined many geometric results on the SDLA will follow from general theory developed in recent study of stationary aggregation processes e.g. stationary Eden model [2] and stationary internal DLA [1] .
1.1. Notations and Definitions. Let H = {(x, y) ∈ Z 2 : y ≥ 0} be the upper half plane including the the x-axis, and S n , n ≥ 0 be a 2-dimensional simple random walk. For any x ∈ H, we write x = (x (1) , x (2) ), where x (i) denotes the i-th coordinate of x. For each n ≥ 0, define the subsets L n ⊂ H as follows:
i.e. L n is the horizontal line of height n. For each subset A ⊂ H, we define the stopping times τ A = min{n ≥ 1 : S n ∈ A}, and τ A = min{n ≥ 0 : S n ∈ A}.
For any R > 0, let B(0, R) = {x ∈ Z 2 : ||x|| 2 < R} be the discrete ball of radius R, and abbreviate τ R = τ B(0,R) ,τ R =τ B(0,R) .
Let || · || 1 be the l 1 norm. We define also exist, and they are called the stationary harmonic measure of x and y with respect to A. Definition 1.2. We say that a set L 0 ⊂ A ⊂ H has a polynomial sub-linear growth if there exists a constant α ∈ (0, 1) such that |{x = (x (1) , x (2) ) ∈ A : x (2) > |x (1) | α }| < ∞.
In this paper, we write positive constants as c, C, or c 0 , but their values can be different from place to place.
Main Theorem.
Let H be the regular harmonic measure. The main result of this paper proves the asymptotic equivalence between the stationary harmonic measure of any given point with respect to subset A satisfying Definition 1.2 and the rescaled regular harmonic measure of the same point with respect to the truncations of A. To be precise, Theorem 1.3. For any subset A satisfying Definition 1.2 and any positive integer n, let (1.1)
A n = A ∩ [−n, n] × Z be the truncation of A with width 2n. There is a constant C ∈ (0, ∞) such that any point 
τ An −1 > 0 =H A (x).
Later one can see the proof of (1.3) follows exactly the same argument as the one for (1.2).
The structure of this paper is as follows: We show that stationary harmonic measure is equivalent to a normalized harmonic measure in section 2, and the proof of Theorem 1.3 is presented in section 3.
Stationary Harmonic Measure is Equivalent to Normalized Harmonic
Measure
Proof. Like Proposition 1 in [8] , the proof follows a coupling argument by translating one path starting from a fixed point of L N horizontally. For each N , let S (0,N ) n be a simple random walk in the probability space P (0,N ) (·) starting at (0, N ), and S (k,N ) n = S (0,N ) n + (k, 0) for all k ∈ Z. Note that S (k,N ) n is a simple random walk starting at (k, N ). Let
be a stopping time. Then we have
Hence,H
By definition of the stationary harmonic measure,
We now define a new measure H A (·) which can be shown equivalent to the stationary harmonic measureH A (·). For each n > 0, we first define
Proof. By Theorem 8.1.2 in Lawler and Limic [6] ,
Similar to the construction of the stationary harmonic measureH A (·), we want to define a measure H A on H as following: 
Proof. Without loss of generality, we assume x ∈ ∂ out A. Let k = max{x (2) : x = (x (1) , x (2) ) ∈ A}, and n > m > k so that L m ∩ A = ∅. By Strong Markov Property and translation invariance of simple random walk, 
Our next goal is to show that the measures H A andH A are equivalent for sets that satisfy polynomial sub-linear growth condition. We first prove the following combinatorial result: For any positive integer n, consider the following rectangle in Z 2 :
with height n and width 2n. It is easy to see that I n ⊂ B(0, 2n). Moreover, we let ∂ in I n be the inner vertex boundary of A n , and let ∂ in l I n = {−n}× [1, n] , ∂ in r I n = {n}× [1, n] , ∂ in u I n = [−n, n]×{n}, ∂ in b I n = [−n, n]×{0} be the four edges of ∂ in I n .
Let {S n , n ≥ 0} be a simple random walk starting from 0 and denote by P 0 the probability distribution of S n . Define stopping time
Using simple combinatorial arguments, we prove the following lemma:
Proof. Let ∂ in u,+ I n = [1, n] × {n} and ∂ in u,− I n = [−n, −1] × {n} be the left and right half of ∂ in u I n . By symmetry it suffices to prove that (2.5)
Moreover, for each k,
, such that a 0 = 0, a i+1 − a i = 1, ∀i = 0, 1, · · · , k − 1, a j ∈ A n \ ∂ in A n , ∀j = 1, 2, · · · , k − 1, a k ∈ ∂ in u,+ I n and R n,k = {(a 0 , a 1 , · · · , a k ), such that a 0 = 0, a i+1 − a i = 1, ∀i = 0, 1, · · · , k − 1, a j ∈ A n \ ∂ in A n , ∀j = 1, 2, · · · , k − 1, a k ∈ ∂ in r I n give the subsets of the random walk trajectories in events {S Tn ∈ ∂ in u,+ I n } and {S Tn ∈ ∂ in r I n }. Thus in order to show (2.5), we construct a one-to-one mapping ϕ between the trajectories in R n,k and U + n,k . For any trajectory a = (a 0 , a 1 , · · · , a k ) ∈ R n,k , define
to be the last point in the trajectory lying on the diagonal. Here a (1) i and a
(2) i are the two coordinates of a i . In this paper, we use the convention that sup{∅} = −∞. Then it is easy to see that 0 ∈ i ≥ 0, a
and thus m( a) ≥ 0 and that m( a) < k. The reason of the latter inequality is that suppose m( a) = k, then we must have a k = (n, n) which implies that a k−1 = (n − 1, n) or (n, n − 1), which contradicts with the definition of a. Now we can define
i , a I.e., we reflect the trajectory after the last time it visits the diagonal line x = y. By definition a m( a)+1 , a m( a)+2 , · · · , a k−1 stays within {(x, y) ∈ Z 2 , 0 < y < x < n}, while a k ∈ R n . Thus, under reflection we have a ′ m( a)+1 , a ′ m( a)+2 , · · · , a ′ k−1 Figure 1 . mapping between trajectories in R n,k and U + n,k stays within {(x, y) ∈ Z 2 , 0 < x < y < n}, while a ′ k ∈ U + n,k , which implies that a ′ ∈ U + n,k . On the other hand, suppose we have two trajectories a and b both in R n,k , such that ϕ( a) = ϕ( b). Then one must have m( a) = m( b) = m and that a i = b i for all i ≤ m. Moreover, for all i > m, we have
which also implies that a i = b i . Thus we have shown that ϕ( a) = ϕ( b) if and only if a = b and ϕ is a one-to-one mapping, which conclude the proof of this lemma.
We define
as two vertical lines on H.
Lemma 2.5. Fix x ∈ H, then for all sufficiently large m,
Proof. Let m > 4|x 1 |, and x ′ = (x (1) , 0). There exists a constant C > 0 independent of m such that
By translation invariance of simple random walk, we have
By Lemma 2.4,
The next lemma claims thatH A is concentrated on the part arising from random walks starting from y ∈ L m such that |y (1) | ≤ ⌊m 1/α ⌋. Lemma 2.6. Let A ⊂ H be an infinite set that has polynomial sub-linear growth with parameter α ∈ (0, 1). Let 1 > α 1 = (α + 1)/2 > α, then for any x ∈ H, lim m→∞ y∈Lm,|y (1) 
Proof. Note that {y ∈ L n , |y (1) | ≤ ⌊n 1/α 1 ⌋} ∩ A = ∅. Following the argument in [4, Lemma 2] on time reversibility and symmetry of simple random walk, we have
(2.6)
Then taking the summation over all k, we have
≤ E x number of visits to y in the time interval [0, τ {x}∪L 0 )
≤ E x number of visits to y in the time interval [0, τ L 0 )
Then, lim m→∞ y∈Lm\A,|y (1) 
The proof is complete.
Lemma 2.7. Let A ⊂ H be an infinite set that has polynomial sub-linear growth with parameter α ∈ (0, 1). Let 1 > α 1 = (α + 1)/2 > α, then for all x ∈ H and for all ǫ > 0 and for m and n = n(m) large enough, we have y∈Lm,|y (1) 
Proof. Fix x ∈ H and ǫ > 0. Let l = max{y (2) : y ∈ A, y (2) > |y (1) | α }. Assume that n and m are large with n > m > max{l, x (2) }. Let α 1 = (α + 1)/2 as defined in Lemma 2.6. By strong Markov property, we have
where c > 0 is a constant. The last inequality of equation (2.10) is using Theorem 8.1.2 in [6] and the fact that
By Lemma 2.6, we know lim m→∞ y∈Lm\A,|y (1) 
So there exists a M 1 > max{l, x (2) } such that for all m > M 1 and all sufficiently large n > m,
Denote the set
Note that A m contains the part of A that is above the horizontal line L m . For y ∈ L m such that |y (1) | ≤ m 1/α 1 ,we have
(2.12) 
It's easy to see that the sum above converges and goes to 0 if m goes to infinity. Moreover, let's consider the sum
Note that
(2.15) For all 0 < α < 1, there is a M > 0 large enough such that for all s > 0 and m ′ > M ,
So the sum S goes to 0 if m goes to infinity. Hence, we can take n = ⌊m 3/(2α)−1/2 ⌋. Note that 3/(2α) − 1/2 > 1/α. Then for any y ∈ L m with |y (1) | ≤ ⌊m 1/α 1 ⌋, we have lim m→∞ n z∈ Am
From the proof of Theorem 1 in [8] , we know that the sequence
Therefore,
Now take m > max{M 1 , M 2 }, and the proof is complete.
The following theorem is a direct consequence of Lemma 2.6 and Lemma 2.7.
Theorem 2.8. Let A ⊂ H be an infinite set that has polynomial sub-linear growth. For any x ∈ H,
Proof. Let ǫ > 0. By Lemma 2.6 and Lemma 2.7, there is an M > 0 such that for all m > M ,
Proof of the Main Theorem
In order to prove Theorem 1.3, we first show its special situation when A = L 0 , which can be stated as the following result on the asymptotic of regular harmonic measures: Let D n = [−n, n] × {0} to be the horizontal line segment of interest. In this section we proved that
The structure of this section is as follows: In subsections 3.1 and 3.2 we outline the proof of Theorem 3.1 and Theorem 1.3. Then in the following subsections, we give the detailed proof of the required propositions and lemmas.
3.1. Proof of Theorem 3.1. Theorem 3.1 can be proved according to the following outline: first, we show that nH Dn (0) has finite and positive upper and lower limits:
The two propositions above guarantee that the decaying rate of H Dn (0) is of order 1/n. To show lim sup = lim inf, we further show the following coupling result: 
For subset A ⊂ R 2 , H A denotes the continuous harmonic measure with respect to A.
Once one has shown Proposition 3.2-3.5, the proof of Theorem 3.1 is mostly straightforward. Now suppose the limit in (3.1) does not exist. Then by Proposition 3.2 we must have
By Proposition 3.4, we have there are δ 0 > 0 and N 0 < ∞ such that for all n > N 0 and
Moreover, for any N > N 0 , there are n 1 , n 2 > N such that
At the same time, we have for the δ 0 > 0 defined above,
which contradicts with (3.6) and (3.7).
3.2.
Proof of Theorem 1.3. Define α 1 = (1 + α)/2 ∈ (0, 1) and
Recalling the definition of regular harmonic measure, and the fact that A n ⊂ Box(n) for all sufficiently large n, we have for any x ∈ A \ L 0 ,
to be the middle section of ∂ in u Box(n) and denote l c n = ∂ in l Box(n) ∪ ∂ in r Box(n) ∪ ∂ in u Box(n) \ l n . We further have the decomposition as follows:
From (3.8), we first note that H Box(n) (y) sums up to 1, which implies that
Thus our first step is to prove Proposition 3.6. For Box(n), l n and l c n defined as above, we have (3.10) lim
With Proposition 3.6, it sufficient for us to concentrate on the asymptotic of
We are to show that 3.3. Existence of upper and lower limit.
3.3.1.
Bounds between harmonic measure and escaping probability. In this subsection we prove Proposition 3.2 and 3.3. First, recalling the notation
with standard time reversibility argument, see Lemma 2 of [4] , we have for any n and
Note that there is a finite constant C independent to R such that 1
At the same time, define C n = [−⌊n/2⌋, 0] × {0} ⊂ D n and apply Lemma 3-4 of [4] with r = n,
Thus, there is a finite constant C independent to n such that
On the other hand, by Lemma 3.2 of [8] , there is a constant C < ∞ independent to the choice of n and R ≫ n such that for all w ∈ ∂ out B(0, R)
Thus
At the same time, by Lemma 3.3 of [8] , there are constants 2 < c 0 < ∞ and c > 0 independent to the choice of n and R ≫ n such that for any z ∈ ∂ out B(0, c 0 n)
.
Thus we have
which implies that 
Proof. Note that for a simple random walk starting from 0, it is easy to see that
Thus we have P 0 (τ kn < τ Dn ) ≥ P 0 (τ L kn < τ L 0 ) = 1 4kn and the proof of this lemma is complete.
With Lemma 3.9, the proof of Proposition 3.3 is complete.
3.4. Proof of Proposition 3.4. For the proof of Proposition 3.4, we without loss of generality assume that the first coordinate of x is an even number, see Remark 3.11 for details. With Proposition 3.2 and 3.3, by spatial translation it is easy to see there are constants 0 < c < C < ∞ such that for all x ∈ [−n/2, n/2]
Moreover, recall that
Thus for any n and x, there has to be a R 0 such that for all R ≥ R 0 ,
and
Thus we have
Again by Lemma 3-4 of [4] with r = n, we have there is a constant C < ∞ such that for all n, R ≫ n and z ∈ ∂ out B(0, 2n) 
Proof. For any ǫ > 0, define δ = e −ǫ −1 > 0. In order to prove this lemma, we construct the following coupling between the simple random walk starting from 0 and x ∈ [−δn, δn] × {0}:
k=0 be a simple random walk starting from 0,T ǫ n = inf{k :S k ∈ ∂ in A ǫ n }, and x ǫ n =ST ǫ n . (iii) For k ≤T ǫ n , let S 1,k =S k and S 2,k =S k + x. Remark 3.11. In Step (iv) we use the assumption that the first coordinate of x is an even number. Otherwise, one can constructŜ 1,k starting from x ǫ n andŜ 2,k starting uniformly from B(x ǫ n + x, 1) under maximal coupling.
According to strong Markov property, it is easy to see that S 1,k and S 2,k form two simple random walks starting from 0 and x. Let τ (1) · and τ
(2) · be the stopping time with respect to S 1,k and S 2,k respectively. Thus as the four edges of ∂ in A ǫ n . Note that for all ǫ < 1/3
Again we introduce
2n < τ
Thus for any z ∈ ∂ out B(0, 2n), we have 
In order to control the right hand side of (3.23), we first concentrate on controlling its second term. Note that by invariance principle it is easy to check that there is a constant c > 0 such that for any integer m > 1 and any integer j with |j| ≤ m, we have
In the rest of the proof we call the event in (3.24) a side escaping event. The detailed proof of (3.24) follows exactly the same argument as the proof of Equation (11) in [7] , which can also be illustrated in the following figure: (0,j) Moreover, define m(ǫ, n) = ⌊ǫn⌋. Note that in the event {ST ǫ n ∈ L ǫ n ∪ R ǫ n }, our simple random walk has to first escape A m(ǫ,n) through L m(ǫ,n) ∪ R m(ǫ,n) and then has at least K(ǫ, n) = ⌊n/2⌋/m(ǫ, n) independent times of side escaping events. Thus by Lemma 2.4, (3.24), (3.25) , and the fact that for all sufficiently small ǫ > 0,
ǫ n for all sufficiently small ǫ > 0. Thus in order to prove Lemma 3.10, it suffices to show that
Recall that in our construction, Ŝ 1,k ∞ k=0 and Ŝ 2,k ∞ k=0 are simple random walks coupled under the maximal coupling. Define events:
and A 3 = there exists a k ≤ ǫ 4 n 2 such thatŜ 1,j =Ŝ 1,j , ∀j ≥ k .
By definition, one can easily see that
Thus, it suffices to control the probabilities on the right hand side of (3.29). For its first term, we have by Proposition 2.1.2 of [6] there are constants c, β ∈ (0, ∞), independent to n such that
And by strong Markov property we have
ǫ n for all sufficiently small ǫ > 0. Finally, for the last term
recall that the first coordinate of x is even and that Ŝ 1,k ∞ k=0 and Ŝ 2,k ∞ k=0 be two simple random walks starting from x ǫ n and x ǫ n + x and coupled under the maximal coupling. We have that
where d T V (·, ·) stands for the total variation distance between the distributions of two random variables. On the other hand, note that
And again by Proposition 2.1.2 of [6] there are constants c, β ∈ (0, ∞), independent to n such that
And for any z ∈ B(0, 2n), condition onST ǫ n = x ǫ n , applying Proposition 4.1 of [3] with x 0 = x ǫ n , n 0 = ⌊ǫ 4 n 2 ⌋ and R = ⌊ǫ 4 n⌋, there are constant h > 0 and C < ∞ independent to n and the choice of x ǫ n , 2R) . Moreover, by Local Central Limit Theorem, see Theorem 2.1.1 of [6] for example, there is a finite constant C < ∞ independent to n such that sup (n,y)∈Q P y (X n = z) ≤ C ǫ 4 n 2 , which implies that
. Combining (3.32) and (3.34) we have
And by strong Markov property, 
Ty ≥ n 4 + max z∈Ty, z (2) <n 4 P z Sτ An = x P y τ Ty <τ An .
To control the right hand side of (3.41), we first definē
and then note that P y τ Ty <τ An , S
Moreover, it is easy to see that rad(D n ) ≥ n 4 /2 for n sufficiently large, and that d(D n , y) ≤ ⌊n α 1 ⌋.
We apply Theorem 1 in [5] with κ = 1 and A =D n on the discrete ball B(y, n 4 ), then there exists a constant C > 0 such that (3.42) P y τ ∂ out B(y,n 4 ) < τD n ≤ P y τ ∂ out B(y,n 4 ) < τD n [n α 1 ,n 4 /2] ≤ C n α 1 n 4 = o 1 n .
Note that this is a Beurling estimate for random walk. And for the second term in the right hand side of (3.41), note that for
we have (3.43) τ Ty <τ An ⊂ τ ∂ out B(y,n α 2 /2) <τD n Using again the Theorem 1 of [5] to the right hand side of (3.43) we have At the same time, for any z ∈ T y such that z (2) < n 4 , again by the reversibility of simple random walk we have (3.45)
To control the right hand side of (3.45), we first refer to the well known result:
converge for each x ∈ Z 2 , and the function a(·) has the following properties:
And there is some suitable c 0 such that
Now we prove the following lower bound on the denominator: Lemma 3.13. There is a finite constant C < ∞ such that for any nonzero x ∈ Z 2 ,
Proof. First, it suffices to show this lemma for all x sufficiently far away from 0. We consider stopping time Γ = τ 0 ∧ τ x /2 , By Lemma 3.12, we have
Thus by (3.50),
for all x sufficiently far away from 0. By strong Markov property,
At the same time, for stopping time Γ 1 = τ ∂ out B(x, x /3) , and Γ 2 = τ ∂ out B(x, x /2) , we have
For the right hand side of (3.53), we have by translation invariance of simple random walk,
which implies that
Again, by Lemma 3.12, we have that there are positive constants c, C ∈ (0, ∞) such that uniformly for all n, x and z defined above,
uniformly for all n, x and z defined above.
On the other hand, by invariance principle, there is a constant c > 0 such that for any y ∈ ∂ out B(0, x /2),
Thus, With Lemma 3.13, we look back at the right hand side of (3.45) . Noting that for any z ∈ T y , τ Ty ≤ τ z and that τ An ≤ τ Dn , we give the following upper bound estimate on its numerator: Lemma 3.14. Recall that α 2 = (7 + α)/8. Then for each x ∈ A, (3.57) P x τ Ty < τ Dn ≤ c n α 2 for all sufficiently large n and all y ∈ l c n . Proof. For any given x ∈ A, define x 0 = (x (1) , 0) be the projection of x on L 0 . Note that x 0 and x are connected by a path independent to n, which implies that there is a constant c > 0 also independent to n such that
Thus to prove Lemma 3.14 it suffices to replace x by x 0 . Moreover, recall that l c n = ∂ in l Box(n) ∪ ∂ in r Box(n) ∪ ∂ in u Box(n) \ l n . For any y ∈ l c n , by the translation invariance of simple random walk, we have
Here recall the definition of I n in (2.4) . Now by lemma 2.4, 
Proof. Recall that by definition that
and that l n = [−⌊n α 2 ⌋, ⌊n α 2 ⌋] × {⌊n α 1 ⌋} .
Thus lim
while in order to prove Lemma 3.15, it suffices to show that
Apply reversibility of simple random walk on each z ∈ L ⌊n α 1 ⌋ \ l n , we have (3.60)
First, for the denominator of (3.60), note that
We have for any z ∈ L ⌊n α 1 ⌋ \ l n
On the other hand, using exactly the same argument as in the proof of Lemma 3.14 and
which implies that for each y
and that
Here we use the natural convention that the number of visits equals to 0 over an empty interval. Moreover, defineT n = {−n, n} × [0, ∞) and
Noting that {τ A < Γ 4 < τ An } ⊂ {τ A < τ An } ⊂ {τT n < τ An }, thus by strong Markov property, one can see that
First, for any z = (z (1) , z (2) ) ∈ l n , consider
By Lemma 2.4 and translation/reflection invariance of simple random walk,
On the other hand, we have (3.67)
Now combining (3.64)-(3.67), we have shown (3.63) and the proof of Proposition 3.7 is complete.
3.8. Proof of Proposition 3.8. At this point, in order to prove Theorem 1.3, we only need to show that for all sufficiently large n and any y ∈ l n , 2H Box(n) (y)/H Dn (0) can be arbitrarily close to one. First, for any y ∈ l n , define M (y, n) = n + y (1) , m(y, n) = n − y (1) .
Recall that Box(n) = [−n, n] × [0, ⌊n α 1 ⌋] and that l n = [−⌊n α 2 ⌋, ⌊n α 2 ⌋] × {⌊n α 1 ⌋}. We have n − ⌊n α 2 ⌋ ≤ m(y, n) ≤ n ≤ M (y, n) ≤ n + ⌊n α 2 ⌋. Moreover, noting that Box(n) ⊂ y (1) − M (y, n), y (1) Thus, combine translation invariance and Theorem 3.1, and note that for all y ∈ l n , M −1 (y, n) − n −1 = o(n −1 ), m −1 (y, n) − n −1 = o(n −1 ). It is immediate to see that Proposition 3.8 is equivalent to the following statement: For any ǫ > 0, we have At the same time on can see that in the event τ Box(m,n) = τ 0 , the random walk has to visit 0 through (0, 1), which implies that P (k,0) (τ Dn = τ 0 , S τ 0 −1 = (0, 1)) ≥ P (k,0) τ Box(m,n) = τ 0 .
Taking limit as k → ∞, we have shown the lower bound estimate. For the upper bound estimate, again we note that for each sufficiently large k and a random walk starting from (k, 0)
which, by strong Markov property implies that Now in order to find the upper bound of the right hand side of (3.70), we consider the following two cases based on the location of point y = (y (1) , y (2) ) ∈ Box(m, n) \ D n :
Case 1:
Box(m, n) If y (1) ≤ n/3, for all nearest neighbor paths starting at y which hit (0, 1) before D n , they first have to hit ∂ out B(0, n/2). Thus we have (3.71) P y τ (0,1) < τ Dn = z∈∂ out B(0,n/2) P y τ n/2 < τ Dn , S τ n/2 = z P z τ (0,1) < τ Dn ≤ P y τ n/2 < τ Dn max z∈∂ out B(0,n/2) P z τ (0,1) <τ Dn .
For the first term of the right hand side of (3.71), recalling that d(y, D n ) = y (2) = m ≤ 2n α 1 and that y (1) < n/3, we have by the same Beurling estimate, there exists a constant C < ∞ independent to the choice of n, m and y satisfying Case 1, such that (3.72) P y τ n/2 < τ Dn ≤ Cn −(1−α 1 )/2 .
At the same time, for any z ∈ ∂ out B(0, n/2), to control the upper bound on P z τ (0,1) <τ Dn , one can concentrate on the upper half plane, since each path from y to (0, 1) must pass through some point z ∈ ∂ out B(0, n/2) ∩ {x ∈ H : x (2) > 0}. Now for any such z, by reversibility, we have (3.73) P z τ (0,1) <τ Dn = E (0,1) # of visits to z in [0, τ Dn∪{(0,1)} ) ≤ P (0,1) (τ z <τ Dn ) P z (τ Dn < τ z ) .
For the numerator, note that for all sufficiently large n, [−⌊n/3⌋, ⌊n/3⌋] × [0, ⌊n/3⌋] ⊂ B(0, n/2). Applying the same argument as we repeatedly used in this paper, we have P (0,1) (τ z <τ Dn ) ≤ C n .
At the same time,
And by invariance principle and the fact that z (2) ∈ (0, n], we have there is a constant c > 0 independent to the choices of n, z and w, such that
Thus by Lemma 3.13, Otherwise, if y (1) > n/3, our proof follows the same techniques on slightly different stopping times. Consider two neighborhoods: B(0, n 7 ) and B(y, n 7 ). It is easy to see that ∂ out B 0, n 7 ∩ ∂ out B y, n 7 = ∅.
Using the same argument as in Case 1, P y τ (0,1) < τ Dn = w∈∂ out B(y, n 7 )
P y τ ∂ out B(y, n 7 ) < τ Dn , X τ ∂ out B(y, n 7 ) = w P w τ (0,1) < τ Dn .
Moreover for any w ∈ ∂ out B(y, n 7 ) the random walk starting at w has to first visit ∂ out B(0, n 7 ) before ever reaches (0, 1). This implies that P w τ (0,1) < τ Dn = z∈∂ out B(0, n 7 )
P w τ n/7 < τ Dn , X τ n/7 = z P z τ (0,1) < τ Dn ≤ max z∈∂ out B(0, n 7 )
P z τ (0,1) < τ Dn .
Thus we have P z τ (0,1) < τ Dn ≤ C(log n) 2 n .
Thus we also have (3.79) P y τ (0,1) < τ Dn ≤ Cn −(3−α 1 )/2 (log n) 2 ≪ n −1 and thus our lemma hold when y in Case 2 and the proof of Lemma 3.16 is complete.
With Lemma 3.16, we have concluded the proof of Proposition 3.8. 
