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Abstract
Abstract
Frame Rate Up-Conversion is a post-processing tool employed at the decoder side of
video transmission systems and works with the information available at the decoder. In
this report, we propose a new algorithm that is based on state-of-the-art techniques. The
algorithm implemented has been designed to apply the motion compensation techniques
of the digital video coding standard H.264. The main characteristic that distinguishes
the implementation to existing techniques is the Non-Regular Block partition and the
degree of sub-pixel accuracy. A Neighbourhood Coherence tool is employed with the
purpose of minimizing blocking artifacts. The system has been developed with the
intent to obtain a low complexity technique that allows the system to be applied in real
time environments. Experimental results show that the resulting quality outperforms
state-of-the-art techniques.
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I. Introduction
Chapter I
Introduction
In the last decade, video coding has become an important research field in electrical
engineering and computer science. With the expansion of some multimedia
applications, such as digital television and digital telecommunications, video
compression has become a great challenge in this area. Standardization is an important
step in the commercialization of applications using compression methods. As a result of
this situation, different standardization organizations have appeared in this field. The
most important groups are the ITU-T (International Telecommunication Union) and the
MPEG (Moving Picture Expert Group) within ISO/IEC. These groups developed two
families of video coding standards, MPEG-x and H.26x codecs. The aim of these
codecs is to improve the video quality achievable at a given compression ratio.
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in 1990 the ITU-T developed the codec H.261, which was the first practical digital
video coding standard. It was designed to operate at video bit rates between 40 kbps and
2 Mbps [5]. In 1995 the H.263 codec was developed. It is closely related to the H.261
codec and it provides the same subjective image quality at less than half of the bit rate.
This improvement is mainly due to more accurate motion compensation with half-pixel
accuracy and is achieved with only a little increase in complexity [5].
The first standard of the MPEG group, MPEG-1, was published in 1993., It supports
video up to about 1.5Mbps, with a quality similar to VHS. It was used in VCD (Video
CD) and CD-i (CD-interactive). Afterwards, MPEG-2 was presented in 1994; originally
the MPEG-2 part 2, Video Standard, was intended for coding of interlaced video of
standard TV resolution with good quality in the bit-rate range of 4 to 9 Mbps [6].
However, the scope of MPEG-2 video was considerably revised to include video of
higher resolutions such as HDTV at higher bitrates as well as hierarchical video coding
for range of applications. Furthermore, it also supports coding of interlaced video at
variety of resolutions. It usually compress from a rate of 1Gbps or more to about
20Mbps, i.e., compression by a factor of 50 or more [6].
MPEG and ITU developed a project jointly combining the evolutions of both family
codecs, the H.264/AVC or MPEG-4 Part 10. The aim of this codec was to provide a
good quality at a lower bit rate than the previous codecs without increasing the
complexity of the design. The first version of this standard was completed in May of
2003 and represents the vanguard of video coding [3,7].
With the expansion of the internet in the last years and the great advances of
multimedia technology, the demand for services such as video telephony, video
conferences or video streaming has increased tremendously. Despite the advances in
video compression, the bit rate needed for a good quality is usually not available due to
internet constraints. For this reason, the codecs need to be adapted to an available
transmission rate.
In order to adapt to the internet constraints on available bandwidth, codecs need to
sacrifice both spatial and temporal quality.
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Spatial domain techniques for reducing the output rate such that it satisfies the
bandwidth constraints are based on adjusting the quantization factor of the DCT
coefficients and reducing the frame size of the video. These methods produce blurring
and decrease the detail quality of the video. In the temporal domain, it is not possible to
transmit all the frames of the video sequences from the encoder part. It is necessary to
do temporal sub sampling and often frame skipping techniques are employed. In Figure
I.1. we show how it works. A result of frame skipping are temporal domain artefacts,
such as motion jerkiness, which degrade significantly the visual quality of decoded
video.
The human eye has an integrity function in the temporal domain [8], so that, when
we see a serial of frames belonging to a sequence, we integrate the consecutive images
of the video sequence and percept it as a video, instead of noticing the different frames.
Despite this characteristic, if the frame rate of the sequence is very low, we percept the
steps between the images. This effect is very annoying to the human perception;
consequently, it would be very useful to reconstruct the skipped frames at the decoder
side. The main problem of this purpose is the lack of information about the skipped
frames in the decoder side.
Fn
Fn+1
Fn+2
Fn+3
Fn+4
Fn
Fn+2
Fn+4
Figure I.1 -Frame Skipping.
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Trying to obtain the best perceptual quality in the decoded video, the high correlation
between consecutive frames is used to estimate the skipped frames as well as possible.
Frame interpolation was proposed as a post-processing tool to reconstruct skipped
frames and reduce temporal artefacts. If a sequence is encoded transmitting one of each
k frames, the decoded sequence will be {F1,Fk+1,F2k+1,…} where k>1. In this case, the
interpolation function is to estimate the missing frames {F2,…,Fk,Fk+2,…,F2k,F2k+2,…}.
This work is focussed on adapting interpolation techniques used on the decoding side
to the H.264 codec in order to increase the frame rate of the video at the receiver point.
These techniques are presented in the following chapters (Chapter II and III) and have
already been employed with previous codecs.
The report is organized as follows. Chapter II gives an outline of a typical video
coder, using the H.263 and H.264/AVC standards as concrete examples. Chapter III
introduces the interpolation techniques employed for frame rate up conversion in
preceding codecs. In Chapter IV, the differential characteristics of H.264 codec and the
main difficulties to adapt the existing methods are introduced. A new technique is
formulated in Chapter V, and it presents the tools and the structure employed for the
new implementation that apply the frame interpolation methods to the H.264 codec. The
two main tools needed for the implementation are the “Bidirectional Fast-Block
Matching Algorithm” and the “Neighbourhood Coherence Technique”, which are
developed in Chapters VI and VII. Finally, Chapter VIII presents some experiments and
results and concludes with the conclusions and further work suggestions.
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II. Video coding fundamentals
Chapter II
Video coding fundamentals
Motion video is a signal that varies both spatially and temporally. In digital video it
is discretised in space, as discrete pixel values, and in time, as discrete frames. To create
the perceived effect of full colours from the display device, each frame contains
information about three colour components, red, green and blue (RGB) [26 chap. 6].
The main challenge of video transmission is the large amount of information that
would be needed to store and transmit without any coding. For example, let us consider
a frame size of 176x144 pixels with three colour components quantized with 8 bits per
colour. We get 24 bits per pixel and 608 kbits per frame. Then, a one minute video
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sequence recorded at 30 frames per second requires 1,094 Gbits for storage and a
bandwidth of 18,25 Mbps for transmission. Therefore, it is necessary to find a
representation of the video frames that allow us to store and transmit the video sequence
more efficiently.
The methods employed for compression of the information exploit the high temporal,
spatial and spectral correlation of video sequences. That means that the video codecs
take profit of temporal correlation by prediction and exploit the spatial correlation
employing transform domain coding. Moreover, the irrelevancy of the image is
important. Certain variations in a spatio-temporal signal may be unnoticed or be less
significant and can thus be omitted or deemphasized by allocating fewer bits to
represent them. The goal of efficient coding is to reduce redundancy and irrelevancy
[25].
II.1. Representation of video signal
At first one needs to represent the video signal so as to reduce its irrelevancy. The
Human Visual Perception is more sensible to the brightness of the colour than to the
colour components; so that, the RGB signal is transformed into colour components that
better model the human perception of colour: a `luminance' component, Y, which
represents the brightness or gray-scale, and two `chrominance' colour components, U
and V. This representation format is called YUV. Let the amplitudes of the RGB-
components be continuous and bounded so  1,0,, BGR . The luminance and
chrominance components are computed by a linear transformation:
;10001,051499,0615,0
;436,028886,014713,0
;114,0587,0299,0
BGRV
BGRU
BGRY



In digital video the amplitudes are normalized, quantized and represented in a given
resolution. Because the chrominance components are perceptually less important they
are de-emphasized by lower resolution representation and/or spatial down-sampling.
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II.2. Coding scheme notation
A widely extended coding notation is accepted in the video coding environment. It
describes the coding scheme and the motion compensation process carried out in the
compression. In video coding we can distinguish three types of frames in a video
transmission, the frames are classified depending on the form they have been coded.
 I-Frames: There are the Intra-frames. These frames are encoded without
prediction, exploiting only the spatial correlation.
 P-Frames: These frames are coded with prediction. They use unidirectional
motion compensation taking as reference a preceding I or P frame. In the case
of multiple possible references, it takes as reference one of the N preceding I
or P frames.
 B-Frames: These frames are encoded with prediction. They use bidirectional
motion compensation, which means that each block has two motion vectors
pointing to preceding or succeeding I or P frames.

The coding structure can be presented using the different types of frames. We can
define a loop in the coding scheme between every I-frame; a loop example could be
IBBPBBPBB. The encoders carry out the coding algorithm of every loop in an iterative
way by breaking the loop in shorter serials of frames. Each serial uses the last frame of
the previous one as reference, and all the frame types are represented in case that the
I0 B1 B2 B4 B5P3
Figure II.1. Coding scheme
Chapter II – Video Coding Fundamentals
8
compression mode uses all the types. An example of these serials is the frames between
two I or P frames, IBB or PBB in this case.
Due to the different type of frames, and the different necessities owing to the
references, the encoding order is not the same as the order of the frames in the sequence.
The order depends on the number of references; the fist frame transmitted is the I frame,
I0, and then the P frame, P3. The B frames are transmitted when both their references
have been transmitted, B1 and B2 (see Figure II.1.). The resulting transmission order is:
I0 P3 B1 B2 P6 B4 B5 I9 B7 B8 P12 B10 B11 P15 …
II.3. H.263 standard
In this section, we introduce the methods employed by the current standards to
exploit the video correlation to reduce the bit-rate needed to store and transmit video.
The section is specially based on the H.263 codec.
II.3.1. Frame format
The standard supports different sizes of CIF (Common Intermediate Format)
pictures, like as 4-CIF, 16-CIF, Q-CIF and sub-Q-CIF. It consist on representing each
frame in three components, the Luminance and two Chrominance components. For the
Human Visual Perception is more important the Luminance component than the
Chrominance, that is the reason why it use these components instead of R, G and B. So
that, the chrominance components are down sampled by two in the CIF format; it
reproduces each frame with a luminance field with the same size as the image and two
sub-sampled chrominance fields. For example, in a Q-CIF frame with 176x144 pixels,
the Y component have 176x144 values and the Cb and Cr components 88x77 values. It
can be seen in the Figure II.2.
Frame i Y Cb Cr
Figure II.2. CIF format frame
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II.3.2. Prediction
The frames of a video sequence have a high correlation in the temporal domain,
especially in sequences with low motion or high frame rate. Encoders use this temporal
redundancy to compress the information. To achieve this purpose the encoders take as
reference the closest frames in the temporal domain sent before to encode a new frame.
Just by sending the difference between a frame and a reference, instead of sending the
whole frame, the compression ratios are reduced (see Figure II.9 (a)), it can be seen that
this picture needs less information to be sent than the original one. However, the
compression is better if the movement between frames is taken into account.
Technique Description
Motion estimation estimates the motion between two frames. The motion
information is used to improve the coding efficiency, compared to when coding each
frame independently. To achieve good motion estimation it is necessary to do frame
segmentation due to the different movements in the image. It would be possible to do
the segmentation according to the movement of different objects in the frame, but it
would be computationally expensive. As a result, a simpler segmentation is usually
carried out; the image is split in rectangles with sizes previously decided. Usually they
measure 8x8 or 16x16 pixels, and we call them macroblocks.
The idea of this method is to estimate each block with a similar block in the
reference frame. Let us consider two generic consecutive frames in order to achieve a
Figure II.3. Reference and current frames
(a) Reference Frame. (frame 101). (b) Current Frame. (frame 103).
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graphical understanding of how this method works (see Figure II.3), where we can see
the reference frame (a) and current frame (b).
The two images are similar, but we have to estimate the motion between them by
computing the motion of each fragment of the current frame. As lossy coding is used,
the images at the receiving end are not the same as those at the sending end. It is
important to do the motion estimation with a reference frame that is available to the
decoder. The encoder has to do both the coding and the decoding to get the same
reference frame as the decoder, and so obtain good motion estimation (see Figure II.4.).
Once we have the same reference frames at both ends and the segmentation for the
current frame, we have to find the better approximation to every block of the reference
frame. To get the block that minimize the compression ratios, the Block Matching
Algorithm takes as estimated block the one that minimizes the SAD (Sum of Absolute
Difference) (1) in order to reduce the prediction error. A better option in terms of
minimizing the payload is the SSD (Sum of Squared Difference), but this option is
computationally more expensive and is usually not used. [24]
   






Nj
j
Ni
i
ycxcnccn jmvyimvxFjyixFSAD
0 0
1 ,, (1)
Where Fi represent the frame “i” of the sequence, (xc,yc) is the top-left pixel of the block analysed and
(mvx,mvy) is the Motion Vector applied.
Figure II.4. Encoder Block Diagram
Motion
Estimation
Prediction Error
Coding
Decoder
Z-1
),( yxFk ),(ˆ yxFk
),(~ 1 yxFk
Z-1
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Computing the SAD for all possible estimates of a block is computationally
expensive as there are many possible esitmates in the reference frame. For this reason, a
search is done around the position of the original block. Supposing NxN pixels blocks,
the searching area usually is (2N-1)x(2N-1) pixels, and so the computation cost of each
search is restricted (see Figure II.5) .
The process is repeated for all the blocks, resulting in a motion vector field. The
motion field for the example in Figure II.3 is shown below in Figure II.6.
Using the motion field, the estimation of the current frame is reconstructed by
substituting each block by these one pointed by his motion vector. The resulting motion
compensated frame obtained for the above example is shown in Figure II.7.
Figure II.5. Block Matching Algorithm.
Figure II.6. Motion Field.
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As we can see in the reconstruction, it is only an approximation of the current frame.
In video coding, the error residual between the original frame and the reconstructed is
encoded and sent to the receiver. The bit rate necessary to send the error residual is
much lower than the bit rate for coding the frame without reference. In Figure II.8 (b)
we can see that the information of the error residual is always very near “0”, which is
represented with grey colour.
In Figure II.8 we can notice the difference between the information that we need to
send in both cases, with and without motion compensation. Obviously, in the motion
compensated situation we need to embed much less information in the bit stream than
without the compensation.
(b) Motion Compensation Error Residual.(a) Frame difference with reference.
Figure II.8. Residuals.
Figure II.7. Motion Compensated Frame
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II.3.3 Transform
When coding the residual image or the I-Frames, a transformation is applied to the
original image to concentrate the energy of the error in some coefficients. In this way
the image coefficients are compacted before being sent or stored. The H.263 codec uses
8x8 pixels blocks to code the image and redistribute the energy of the blocks; it employs
the invertible two-dimensional Discrete Cosinus Transform (DCT) that decorrelate the
spatial samples in the block. The DCT redistribute the energy of the block by
frequencies; that fact has different advantages, the first one is that most of the energy of
the block is concentrated in some coefficients. The second advantage is the fact that
redistribute the energy by frequencies allow us to discard those frequencies worse
percepted by the Human Visual Perception; the higher frequency of the block, the less
important to the HVP.
87 89 101 106 118 130 142 155
85 91 101 105 116 129 135 149
86 92 96 105 112 128 131 144
92 88 102 101 116 129 135 147
88 94 94 98 113 122 130 139
88 94 94 98 113 119 133 141
92 99 98 106 107 118 135 145
89 95 98 107 104 112 130 144
898,0000 -149,5418 26,6464 -14,0897 0,75 -5,754 3,575 0,033
12,1982 -16,5235 -7,6122 5,2187 -0,2867 -1,9909 8,4265 1,2591
5,3355 -2,6557 2,341 -9,9277 2,4614 4,4558 -3,1945 -3,164
1,9463 -2,7271 1,5106 2,8421 -2,1336 -2,7203 -2,751 5,4051
0,75 -2,0745 0,861 0,2085 2,5 1,8446 2,0787 2,475
7,9536 -2,6624 2,6308 0,401 0,4772 3,3 1,7394 0,3942
-4,1042 -0,165 -0,6945 0,0601 0,0628 -0,7874 -0,841 0,3496
-3,4688 2,3804 0,1559 0,8696 0,1142 -0,524 -3,9974 -5,6187
The Tables II.1. and II.2. represent the luminance values of the coefficients for a 8x8
pixels block, the values of the Table II.1 are the original values and the values of the
Table II.2. DCT transformed coefficients of TableII.1.
Table II.1. Luminance coefficients of an 8x8 pixels block.
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Table II.2 are the transformed coefficients. As can be seen the energy in the
transformated coefficients is concentrated near the DC coefficient, which is the top-left
value. Furthermore, the Figures II.9 represents the energy distribution of the block in
both bases. It can be seen that most of the coefficients in the transformed block have
very little information.
II.3.4 Quantization
The transformed coefficients are quantized and coded using a variable length coder.
Since the quantization unavoidably introduces an error to the whole process, the
reconstructed image in the decoding side will never be exactly the same as the encoded
one. It is a lossy coding algorithm, and this is the reason why the encoder has to include
a decoder in order to work with the same signal as the decoder.
The uniform scalar quantizer in H.263 maps the value of each coeffcient in the
transformed block to a level (LEV EL) [26, sec 4]. Each macroblock is quantized using
the same step size  62,...,4,2Q . For an INTRA coded DC-coeffcient the step size is
fixed to 8 to counteract perceptual degradation. The step size determines a quantization
parameter: 2QQP  , which directly controls the coarseness of the quantization
according to Table II.3.
a)Original Base b) DCT Transformation
Figure II.9. Energy distribution of 8x8 pixels block.
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The Table II.3. show how the quantization level |LEV EL| is computed depending on
type of coefficient and coding mode. COF is the value of the transform coefficient and
the sign is treated separately.
INTRA INTER
DC    424 COF    QPQPCOF  22
Non-DC  QPCOF 2    QPQPCOF  22
The values of the transform coefficients are reconstructed (REC) from their
quantization levels (LEV EL) according to the following rules: If LEV EL = 0, then
REC = 0. For an INTRA DC-coefficient, which will always be non- negative,
   142  LEVELREC . For all other coefficients
 12  LEVELQPREC if QP is odd.
  112  LEVELQPREC if QP is even.
The sign of LEV EL is added after calculation of REC and all coefficients except
INTRA DC are clipped to lie within the range [-2048, 2047].
II.3.5. Variable length coding
Once the blocks are transformed and quantized, the block of coefficients is
rearranged in a one dimensional way, the coefficients are put in the array following a
zig-zag fashion from the upper-left coefficient, which is the DC coefficient, to the
bottom-right coefficient, which is the highest diagonal frequency. The Figure II.10
shows the array’s order. Following this order, the coefficients with more energy are
placed at the beginning of the array, and then there are a lot of zeros that can be
discarded and replaced by more sparse symbols.
Table II.3. Coefficients Quantization.
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H.263 uses a fixed codebook [26, sec 5] where each entry consists of a triplet
{|LEVEL|;RUN;LAST}. |LEVEL| is the absolute value of the quantization level. RUN
denotes the number of successive zeros preceding the coded coefficient and LAST is a
binary digit that tells whether it is the last non-zero coefficient in the array or not. Each
entry is assigned a binary codeword of variable length. This assumes that the probability
distribution of triplets is given and stationary. The side information, containing coding
mode, motion vectors, quantization parameter etc., is also coded in variable length
codes.
Figure II.10. Array order of Quantized Transformed Coefficients.
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III. Frame Rate Up Conversion
Chapter III
Frame Rate Up Conversion
In this chapter, we present techniques that have been proposed for frame rate up
conversion.
III.1. Classical Techniques
Over the years some very simple interpolation methods have been used in order to
increase the frame rate of video. These techniques are frame repetition (FR) and frame
averaging (FA). Their success is not due to the quality obtained, but due to their
simplicity. The classical interpolation techniques do not achieve a high success in video
sequences with high motion. However, in spite of not very good results, they are used in
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video sequences with high frame rates, for example 25 or 30 frames per second. Such
rates have very low motion between consecutive frames owed to the large number of
frames per second. In high motion environments these methods introduce annoying
jerky or blurry artefacts very sensitive to the human eye..
Frame Repetition consists on duplicating the preceding frame as an interpolated
frame, so its implementation is really simple computationally. Despite it is used very
often to refresh the screen, the results obtained applying this technique are not good
because the motion jerkiness is not decreased [9,10].
One variation of the typical frame repetition used in the television broadcasting
consists in interpolating a frame repeating both the preceding and the succeeding
(a) Frame 191 (b) Frame 193
(c) Frame 192 Frame Repetition (d) Frame 192. Frame Averaging
FigureIII.1. Foreman. Classical Interpolation.
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frames. It is done interlacing the even lines of a frame and the odd ones of the other as it
can be seen in the Figure III.1(c)[10].
Frame averaging is based on estimating the missing frames by computing the mean
value of the preceding and the succeeding frames pixel by pixel. If the movement of the
image is slow, the transitions between decoded frames are softer. However, if the
motion is high, it produces ghost effects, which are clearly visible in the Figure III.1(d).
III.2. Motion Compensated Frame
Interpolation
Motion compensated frame interpolation (MCFI) was developed to improve the
quality of the interpolation methods and achieve better perception quality of the video at
the receiving end [12-20]. These schemes are based on the motion vectors between two
consecutive transmitted frames of a video. They exploit the temporal and spatial
correlation of the video sequence.
There are two motion compensated interpolation algorithms categories, the pixel-
based MCFI and the block-based MCFI. The former technique did the analysis on a
pixel by pixel basis. At the beginning it classifies each pixel in the frame into one of
four classes: moving object (MO), static background (SB), covered background (CB)
and uncovered background (See Figure III.2) [12,13,14].
The pixel-based MCFI uses different interpolation schemes to each one of the
preceding groups.
Figure III.2. Pixel Interpolation Types.
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The main disadvantage of the pixel-based MCFI is that the computational cost of
motion estimation pixel by pixel is high. Hence, it is difficult to apply this method to
real time applications[13].
As a solution to the computational problem of the pixel-based MCFI, nowadays the
interpolation methods work with block-based schemes. The frames are segmented in
squares, typically with a size of 8x8 pixels or 16x16 pixels. The interpolation is done
from the motion vectors transmitted of the video codecs.
The main two problems of the interpolation methods are to obtain accurate motion
vectors that describe the motion of the elements in the image and how to use them to
obtain the interpolated frame. The principal constraint of these algorithms for real time
applications is the computational cost. In real time applications it has to find a lot of
block motion estimations in a short period of time to interpolate the missing frames.
Once these techniques are implemented, the main problem is trying to avoid the
blocking artefacts generated from the block partitioning. As the human eye is more
sensitive to the luminance changes of the images than to the real intensity, these
blocking artefacts are annoying. Therefore one of the most important goles is to avoid
the blocking effect.
Motion compensation frame interpolation is a widely studied method, and there are a
lot of implementations that seek to improve the output quality [12-20]. Therefore, it is
important to have an overview of recent algorithms implementations. At this point some
of them will be briefly introduced.
III.2.1. Frame Rate Up-Converted Video (FRUC)
[20]
This technique interpolates frames between two consecutive transmitted frames. It
employs the transmitted motion vectors in order to estimate the motion of the missing
frames and carry out the motion compensation. This method is based on a regular block
partition of 8x8 pixels. In Figure III.3, it is shown how it interpolates the blocks of a
frame between two transmitted frames. Taking B1 as the interpolated block and B4 as
the block in the current frame placed in the same position, the motion vector of B1 is
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estimated with the motion vector of B4. This approximation is based on the assumption
of high temporal correlation in the sequence.
This method employs the boundary absolute difference (BAD), it is defined as the
difference between the interior and the exterior of the block boundaries. The temporal
correlation is not always valid to interpolate a block, so that we need to decide when
this assumption is valid. The SAD and BAD of B4, applying the motion vector
transmitted for B4 (mvB4), are taken as thresholds to decide whether the estimation is
good enough or not for the block B1 (Tsad,Tbad).
We calculate the BAD and SAD of B1 using the motion vector of B4 (mvB4) as we
can see in the Figure III.3, between B2 and B3. If these results outperform the
thresholds, we estimate the motion vector of B1 using the overlapped block motion
estimation (OBME), as explained in the following.
When using OBME, we first estimate the motion vector of B4 again carrying out the
classical Block Matching Algorithm explained in section II.3.2. Then we refine it with
the bidirectional prediction minimizing C shown in formula (2).
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Where Fn represent the frame “n” of the sequence, (xc,yc) is the top-left pixel of the block analysed ,
(mvx,mvy) is the Motion Vector applied, and (mvr,x,mvr,y) is the refinement of the motion vectors.
Figure III.3. Interpolated Motion Estimation
Preceding frame, Fn-2 Interpolated frame, Fn-1 Current frame, Fn
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What that formula compute is the same as the SAD but applying bidirectional
comparison, like there is not any block to compare, it compares the preceding
estimation and the succeeding estimation applying half motion vector in each direction.
After these steps we have all the motion vectors of the frame to be interpolated, to
reduce the artefacts a neigbouhood coherence technique is applied. It consist
inevaluating how consistent a motion vector is with its neighbourhood. If the difference
between the motion vector estimated and the motion vectors of he blocks around
exceeds a threshold it is also taken as a bad estimation; then, an average of their 8
neighbours is taken as a candidate motion vector. If some of their neighbours have the
same motion vector, it is also taken as a motion vector candidate. Finally we decide
which of the candidates is better in order to minimize SAD and BAD.
Finally, to avoid the block artefacts before doing the interpolation, an adaptive
overlapped block motion compensation (OBMC) is introduced to these blocks whose
motion vector is much uncorrelated with their neighbours. When a block motion vector
is very different to any of its neighbours, block artefacts appear in the edge between
them, So that, for the pixels in these edges, a weighted compensation of the motion
vector’s of the blocks around is carried out, and the weighting matrices are shown in
Figure III.4:
The last problems are the uncovered and occluded regions. At this point, if the SAD
remains bigger than a threshold, it is considered as an uncovered or occluded region and
it is applied an unidirectional prediction instead of bidirectional. The BAD is used to
decide whether it is better to use the forward or backward compensation.
(a) (b) (c) (d)
(a) Four neighboring blocks are taken into account and overlapped 4x8 or 8x4 pixels with the current block. (b),(d)
Weighting matrices of the current, top and bottom, and left and right blocks, respectively.
Figure III.4. Weighting matrices
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Finally we do an overlapped block motion compensated interpolation. The
interpolation is performed by averaging two blocks, each one predicted in a temporal
direction, one block of the preceding frame and another of the succeeding frame. It can
be represented as follows: (3)
     bybxnfyfxnn mvymvxFmvymvxFyxF   ,2
1,
2
1, 21 (3)
Where Fn represent the frame “n” of the sequence, (mvfx,mvfy) and (mvbx,mvby) are the backward and
forward Motion Vectors applied to each block.
As we assume that the sequence has a constant motion velocity, we can obtain the
backward and forward motion vectors from the original motion vector as follows: (4,5)
(4,5)
where “N” is the number of interpolated frames.
III. 2.2. MWCI Motion Compensation
Interpolation [16]
This technique is based on the fact that the motion vectors received from the encoder
not always represent the real motion of the elements in the image. The function of the
encoder is to minimize the bit-stream in order to satisfy the bandwidth constrains
instead of searching the real motion. Despite the results of these motion estimation
produce block artefacts, the codecs reconstruct the images sending the residue, but the
motion vectors sometimes are useless to motion compensation interpolation. So, in this
technique the motion estimation is done at the decoder instead of employing the motion
vectors embedded in the bit-stream.
Computing the motion estimation at the decoder is computationally very complex if
it is done with the full-search block matching algorithm (FS-BM), so in this study a sub-
sampled technique is presented. It is known that the bigger the blocks are the better the
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motion estimation is, therefore the sub-sampled block matching will be done over
enlarged blocks (see Figure III.5).
To carry out the BMA, this method minimizes a new function instead of SAD. First
of all it defines a sub-sampled MAD(Mean Absolute Difference), see formula (6).
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Where Fn represent the frame “n” of the sequence, (xc,yc) is the top-left pixel of the block analysed ,
(mvx,mvy) is the Motion Vector applied,and M1 and M2 the block sizes.
This type of motion estimation has problems when it is applied over uniform
backgrounds or over periodical textured images, that happens because the motion
vectors tend to have a random distribution and it may cause severe blocking artefacts.
To solve this effect, it was proposed the Weighted Correlation Index method(WCI), it is
based in the assumption that the true motion vectors are around zero
motion,(mvx,mvy)=(0,0). So, the WCI algorithm minimizes the function (7) instead of
MAD. This function benefits zero motion vectors.
))(1( 22 yx mvmvKMADWCI  (7)
Where K is an elastic constant suggested by simulation results.
This algorithm has also a big problem, using MCFI with WCI outperforms in a
sequence without global motion because the WCI penalizes the general motion of the
Figure III.5. New enlarged sub-sampled blocks
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frame. This is the reason why it produces block artefacts when it is used in sequences
with global motion.
A modification of this method has been done to solve the problem, the final function
to minimize has been changed to: (8,9)
)1( KDMADMWCI  (8)
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Where D is the distance factor that applies global motion vector (gx, gy). In (10),  Qx / means the
biggest integer value that is smaller than Qx / . Qx and Qy are quantization constants, which are set by
experiment.
And the gx,gy are calculated by simple correlation of columns and rows of successive
frames as follows: (10)
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where Hn-1 and Hn: averaged values for all pixels in the hth column in previous and current frames.
Vn-1 and Vn: averaged values for all pixels in the vth row in previous and current frames. Nh and Nv:
horizontal and vertical correlation numbers. Sh and Sv: search ranges for horizontal and vertical global
Motions
III. 2.3. Low Complexity MCFI [15]
This method tries to profit the motion vectors embedded in the bit-stream So that,
first of all it does a classification of received motion vectors. The method consider that
neither SAD nor BAD are really useful by their own in order to avoid the block
artefacts, so it tries to use both of them to determine if the motion vectors are classified
as useful motion vector or not. It defines 4 thresholds (T1,T2,T3,T4); T1 and T3 are
SAD thresholds (with T3>T1); T2 and T4 are BAD thresholds (with T4>T2).
Then the SAD and BAD are calculated for all the blocks in the interpolated frame
using the same method as in the point III.2.1, taking as motion vector estimation the one
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of the same block at succeeding transmitted frame. After that, it use the next conditions
in order to classify the motion vectors as useful or not:
C1: SAD < T1 or BAD < T2 C2: SAD < T3 and BAD < T4
The method employed to carry out the motion estimation for those classified as non-
valid is called “Overlapped Block Bi-directional Motion Estimation”. It consists in a
modified Block Matching Algorithm; it works with 8x8 pixels blocks and starts the
research taking as candidates the neighbourhood motion vectors. The modification
applied to overcome the problem of falling in local minimums is to use enlarged blocks
in the BMA. This method employs 12x12 pixels blocks to carry out the research instead
of 8x8 blocks. If it enlarged more the block size, it would be computationally
unacceptable. Finally, the formula minimized instead of the typical SAD is presented in
(11).
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Before doing the interpolation it tries to eliminate those motion vectors that can still
produce blocking artefacts. For this purpose, these vectors whose difference to their
neighbouring average exceeds a threshold are filtered by a median filtered defined by
(12).
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Finally the interpolation is generated by the Overlapped Block Motion Compensation
(OBMC). As some of the motion vectors have been estimated with enlarged blocks,
they overlap with their neighbouring blocks. In these cases, the pixels’ interpolation of
these areas is done by an average of the interpolated pixels for all the motion vectors
involved, (see Figure III.6).
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Lets suppose the top left four neighbouring blocks have separate motion vectors
(mvx1, mvy1), (mvx2, mvy2), (mvx3, mvy3) and (mvx4, mvy4). For a pixel Fn(x, y) in region
A that overlaps four blocks. The resulting pixel is calculated with the following formula
(13).
 
   
8
,,
,
4
1
1




i
yixinyixin
n
mvymvxFmvymvxF
yxF (13)
III. 2.4. Non-Linear Motion-Compensated
Interpolation [19]
This method uses a new form of motion compensation; the main difference is that it
doesn’t suppose a linear interpolation. Until now, all the methods work with the motion
vectors embedded in the bit-stream or calculated in the decoder, and then they apply
linear estimation between the preceding and the current frame, but now we are changing
this lineal model to the 6-parameter affine motion model explained in the APPENDIX
2, which admits rotation and translation. This new model has better results than the
lineal model, especially when the number of skipped frames is higher. However, the
computational cost is very high.
Figure III.6. Overlapped blocks
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IV. Problem Formulation
Chapter IV
Problem Formulation
The goal of this chapter is to introduce the objectives of the project. The constraints
that affect us will be analysed to face up to the problem and propose a solution to it. It is
very important to have a general vision of the problem, it allows us to reach the best
solution trying to accomplish the requirements of the situation. Furthermore, in this
chapter the notation needed to the understand the rest of the work will be introduced.
IV.1. H.264 Characteristics
As explained in Chapter II, most of the video codecs have the same underlying
principles. Obviously the principles of the H.264 codec are essentially the same as those
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for H.263, but some novelties are introduced.. We present the main characteristics that
affect our interests [3,7].
The most important characteristic we are concerned about is the non-regular block
partition. This is one of the major improvements of the codec [7]. Unlike previous
codecs, H.264 does support other than the homogeneous segmentation previously
described. An initial regular segmentation in 16x16 pixel blocks called Macro-Blocks
(MB) is always performed. Afterwards we can distinguish between 4 different block
partitions for each one of these MBs, 16x16, 16x8, 8x16, and 8x8 pixels. In the case that
an MB splits into four 8x8 Blocks, they can also be split into four different partitions,
8x8, 8x4, 4x8, and 4x4 pixels. The resulting possibilities are shown in Figure IV.1 [21].
The selection of the block partition is carried out in an adaptive way, with the
ultimate goal of minimize the bit-rate needed for a given quality. The smaller the blocks
are, the more motion information we have to embed in the bit stream because of the
number of blocks. In the other hand, the residual will contain less energy; so that, the
H.264 codec carries out the segmentation minimizing the bitstream needed.
The second feature that affects us is the sub-pixel estimation. In order to improve the
power of motion compensation technique and get finer motion estimation, the codecs
employed nowadays use sub-pixel accuracy. Therefore, instead of searching the most
similar block in a restricted area of the reference frame, an image interpolation is done
to the reference frame trying to distinguish the motion vector with higher accuracy than
a pixel [3,7]. In H.264, motion estimation is performed up to quarter of a pixel
accuracy. In Figure IV.2 we show the difference between the reference frame and the
interpolated one.
16x16 16x8 8x16 8x8
0
0
1
0 1
0 1
32
8x8 8x4 4x8 4x4
0
0
1
0 1
0 1
32
Figure IV.1. Macro-Block partitions
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Apart from the characteristics explained above, the H.264 codec introduces a lot of
new schemes and systems, but some of them do not affect our work because they act at
different levels, the image coding and the entropy coding are an example. Furthermore,
there are some features that are not always used, see APPENDIX I. This work will be
based on the Baseline Profile. Since we are trying to implement the interpolator
algorithm focused on video conference utilities, the best option is the profile with harder
compression and lower computational cost, even if the quality is not the best.
IV.2. Problem Statement
Common video coding standards are based on motion estimation and use the Block
Matching Algorithm. As explained in points II.3.1 and VI.1 , there are several variations
of BMA, but all of them consist on finding a block in the reference frame that
minimizes a formula proportional to the Sum of Absolute Difference (SAD), the Sum of
Squared Difference (SSD) or similar [22,23,24]. These methods are used in order to
minimize the residual and the information embedded in the bit-stream to reconstruct the
image. The main problem of these systems for our purpose is that they don’t estimate
the real motion of the sequence; they try to compress the video sequence as much as
possible.
The main problem in our application is to work with real motion vectors. Erroneous
motion compensation generates block artefacts. Furthermore, the H.264 codec
compresses the signal better than previous codecs with the non-regular block partition
[7], but it also produces more irregular block artefacts.
The bigger the blocks are, the better the real motion is estimated [15,16], but the
small details of the image cannot be noticed. Hence, it is common to use enlarged
Figure IV.2. Sub-Pixel Difference
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blocks to look for real motion estimation, like in previous interpolation algorithms. In
this way we obtain a better estimation of the real motion, and so, the motion vectors
have a better coherence with their environment. It is also very important to have a good
coherence between near blocks, if not it will also produce distortion in the block edges.
Another important point to take under consideration is the evaluation method. It is
obvious that the more similar the interpolated frame is to the original one, the better the
system performance is. Consequently, some metrics as PSNR or SNR are often used to
evaluate the results of the implementation. However, there can be better solutions with a
worse PSNR if the perception of the video sequence improves; the reason of this
situation is that it is more important to percept the sequence with continuous movements
than get a more similar pixel to the original.
IV.3 Notation
To understand the solution to the presented problem it is necessary to introduce a
notation that simplifies the understanding of the rest of this work.
In order to generate a new interpolated frame, we will take into account two original
frames of the video sequence and the motion estimation between them. So that, it is
important to define how these frames are denoted. The generated frame will be called
“skipped frame”. As we interpolate the new frame between two original ones, we will
call preceding and succeeding frame the other frames in the temporal domain, so the
frame before the current one will be the “preceding frame” and the frame after the
“succeeding frame”.
Let us focus just in one frame, in a general working mode, a block matching
algorithm decides the best match over a window of size WSR HSR pixels, where WSR and
HSR are the width and height of the research range, respectively. Following the same
syntax, the width and height of the Macroblocks and frames will be called respectively
WMB HMB, and Wfr Hfr. Finally, to appoint the width and height of the final Blocks we
Skipped Frame Current FramePreceding Frame
tt-1t-2t-n
Figure IV.3. Frame names
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will use the terms M and N. All these parameters will remain constant for each video
sequence except M and N, which change every block depending on the block partition
generated by the H.264 codec.
To distinguish where a block is placed, its coordinates in the image are necessary.
The top left-point of each block is used in order to locate them in the image, and the
coordinates are expressed by (xc,yc), taking as coordinates center the top-left point of the
image. In following chapters the blocks are analysed in a group of Macroblocks
composed by the Macroblock of the actual block and its eight neighbouring
Macroblocks. These Neighbourhood Group of Macroblocks will be called NGOM.
Finally, it is important to explain the different symbols of the block diagrams for
their better comprehension. There are three different symbols in the diagrams, the
squares, the circles and the rhombus. The squares are blocks of the system that carry out
any process. These processes are explained in each case. The rhombuses are conditions
whose answers determine the following steps of the process, and the circles are part of
the process where an important variable change. The red discontinuous lines mean that a
block is employing some information computed before by the other block.
In the Figure IV.5 there is an example of each of the symbols.
Wfr
Hfr
WMB
HMB
M1
N1
1
Figure IV.4. Dimension names
(xc,yc)
Block Matching
Algorithm
SAD > 1000 MV= Global_Motion
NO
YES
Figure IV.5. Diagram Symbols.
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V. Proposed Technique
Chapter V
Proposed Technique
The aim of this work is to analyze the performance of the frame interpolation
techniques when used with the H.264 codec. In this chapter our implementation
proposal is presented, and its tools and results are analyzed in following chapters. The
main difference of our implementation compared to the studied schemes is the
adaptation of the motion compensation frame interpolation technique to the distinctive
characteristics of the cutting edge codec H.264.
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V.1. General Description
Figure V.1. describes the complete scheme of the method. It can be separated in four
main parts. The first one includes the initial motion estimation and compensation from
the motion vectors received from the H.264 encoder. The second one consists of a block
matching algorithm that finds a better estimation of those blocks that are not well
estimated. The third part is an environmental analysis, where the blocks are studied to
be well adapted to their situation in the image. Finally, the last step consists on the
motion compensation to these blocks modified from the first estimation.
H.264
Bit Stream Video SequenceMotion Vectors
Motion
Compensation
Block
Weighting
MV_Average
SAD threshold
BAD threshold
NO
YES Block Matching Algorithm
Neighbourhood Coherence
Motion
Compensation
Unilateral Motion
Compensation
Video Sequence
Figure V.1. Global System Diagram
SAD threshold
NO
YES
NO
BAD threshold
SAD correctionYES
Global_MotionBAD correction
Block Matching
Algorithm
Initial Motion Estimation
Motion Compensation
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The first step is the motion compensation’s implementation, it calculates the average
of the two blocks pointed by the motion vectors obtained from the initial supposition
explained in section V.2.1. The motion estimation is done following the order described
in section V.2.2. At the same time, the B_SAD is computed for every block and stored
for following processes. From the measures of B_SAD all the blocks are classified as
useful or not useful to do the motion average of its macroblock.
Once we have all the blocks classified, the Macroblock Motion Average is executed
to obtain the macroblocks vector field. This information will be used in the following
steps.
V.2. Previous Considerations
It is important to explain some initial characteristics of the technique developed
because all the implementation has been done over them. They are taken into account in
all the process.
V.2.1. Initial Motion estimation
To carry out the frame interpolation it is necessary to estimate the motion of the
skipped frames. However, as explained before, there is no information about the
skipped frames at the decoder side. Therefore, the temporal motion correlation will be
used to do an initial estimation [12,14,15,20]. The motion vectors between the
preceding and the succeeding frames will be supposed to be the same motion vectors as
the ones of the skipped frames. As in the B-Frames, the bidirectional prediction is
employed to reconstruct the image. The motion vectors are split in two halfs to obtain
one motion vector in each direction.
In the Figure V.2. the initial estimation is illustrated. The motion of the block B1 is
estimated with the motion vector of block B2. Applying half of the motion vector to the
preceding frame and half of the motion vector to the succeeding frame, we obtain B3
and B4. The average of these blocks is computed pixel by pixel to obtain the final
compensated block.
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V.2.2. Frame segmentation
To do the initial motion estimation the skipped frame is segmented as the current
frame. Each block of the skipped frame corresponds to one block in the current frame
with the same size and location. All the processes in the system are applied block by
block. The blocks order to perform the analysis of the whole image is done by
macroblocks. It starts with the top-left macroblock and finishes with the low-right
macroblock moving forward row by row. Each macroblock can be divided into several
sub-blocks. If this is the case, the sub-blocks inside the macroblock are analysed from
the top-left to the low-right block. The order of the analysis is shown in the Figure V.3.
V.2.3. Sub-pixel Accuracy
The sub-pixel accuracy is one of the new features incorporated in the last video
coding standards. Especially the H.264 codec uses ¼ pixel accuracy [3,7]. This
technique is being employed in our implementation to take a maximum benefit of the
mv1
mv1 -mv1/2
B1 B2
B4
B3
Preceding frame Skipped frame Current frame
Figure V.2. Bidirectional Comparison
1 2 3
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Figure V.3. Block’s order
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capabilities of the codec. The negative point is that it requires a high computation to do
the image interpolation.
H.264 Sub-pixel Accuracy
The H.264 codec carries out different types of interpolation depending on the
position of the pixel. When the motion vectors point to integer-samples the
compensation is done with the pixels of the reference frame; otherwise the decoder
calculates the corresponding non-integer pixels using image interpolation. Half-sample
positions are obtained by applying a one-dimensional 6-tap FIR filter horizontally or
vertically. Prediction values at quarter-sample positions are generated by averaging
samples of integer and half-sample positions.
Figure V.4 shows the fractional samples interpolation. The pixels at half-sample
positions are “b,h,m,s and j” and they are estimated applying a 6-tap filter with the
weights (+1,-5,+20,+20,-5,+1) (formulas 14-17). The filter can be applied in the
horizontal or vertical dimension depending on the position of the pixel. For b and s the
horizontal dimension is used, and for h and m the vertical one. The resulting pixels are:
Figure V.4 Fractional sample interpolation
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Where the “>>” operation means a bits displacement at the binary number to the side
pointed by the arrow, it is equivalent to an integer value division by 2n, where “n” is the
number after the symbol “>>”. The reason of number added to the initial value is to
approximate the value to the closest integer instead of getting the integer part of the
result.
Finally, we have to convert the obtained results which exceed limits to others in the
corresponding thresholds (0-255). The results bellow “0” are set to “0” and those that
exceed “255” are set to “255”.
For the samples at half-sample position which can not be estimated directly from
original pixels, like “j”, the same 6-tap filter is applied in either direction because the
results are the same. The necessary values are also obtained applying the 6-tap filter,
“cc,dd,ee,ff,aa,bb,gg,hh,b,h,m,s”. For example:
The samples at quarter-sample position as “a, c, d, n, f, i, k and q” are estimated by
averaging with the two nearest pixels labelled at integer and half sample positions. For
example:
Finally the samples at quarter-sample positions as “e, g, p and r” are derived by
averaging with the two nearest positions at half-sample position in diagonal direction.
For example:
b1=(E-5F+20G+20H-5I+J);
h1=(A-5C+20G+20M-5R+T);
b=( b1+16)>> 5;
h=( h1+16)>>5;
6-tap filter
Resulting
value
(14,15)
(16,17)
j1=(cc-5dd+20h1+20m1-5ee+ff);
j=(j1+512)>>10;
a=(G+b+1)>>1;
e=(b+h+1)>>1;
(18,19)
(20)
(21)
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V.3. Evaluation of Motion Vectors
It is important to define methods in order to analyze if a motion vector is useful or
not to our purposes, these methods are the SAD and BAD. In this section we have
defined the new methods varying and adapting the traditional ones explained at points
III.2.1 to III.2.4. Moreover, we have defined a new tool necessary to our
implementation, the “Macroblock Motion Average”.
The criterions that are presented in the following are used to analyze if the motion
estimation used to every block is accurate or not. They simplify the computational cost
of the implementation because only the worst estimated blocks are processed by the the
different techniques in the implementation.
To decide whether the motion vectors are accurate or not a threshold is employed. If
the difference between the two block estimations is higher than this threshold we will
suppose that the parts of the image represented in each block are not the same, and so,
this motion vector is not useful to us.
V.3.1. B_SAD
In the point II.2.2 the original SAD (Sum of Absolute Difference) is explained. It is
used at the coder side to do the frame prediction taking into account the temporal
correlation. With this method, the main problem of the system is that we do not have an
image to compare it with. Therefore it is also necessary to define a Bidirectional SAD
(BSAD) [15,20]. The new BSAD gives us a quality measure of a motion vector
checking if the block pointed in the preceding frame is similar to the one in the
succeeding frame. The BSAD is formulated in (22).
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Where Ft represent the frame “t” of the sequence, (xc,yc) is the top-left pixel of the block analysed ,
(mvx,mvy) is the Motion Vector applied, and (M,N) the block sizes.
To decide whether the motion vectors are accurate or not a threshold is employed,
the threshold has been chosen empirically and is used to all type of video sequences. If
the difference between the two blocks is higher than the threshold, the preceding and the
Chapter V – Proposed Technique
42
succeeding blocks are not supposed to represent the same object in the image, and so,
the estimation is classified as non appropriate.
As explained before, this quality measures need to define a threshold in order to
classify a motion vector as good or bad. The non-regular block partition of H.264 codec
produces BSAD’s with different scales, depending on the block’s size. A better
estimated block of 16x16 pixels probably produce higher BSAD than a worse estimated
smaller block. To solve the size effect of the blocks our final BSAD is a scaled variation
of the formula above (23).
Each type of block is scaled by a different factor to obtain a final value measured
over the same number of pixels, then we can employ the same threshold to all of them.
In the Table V.1. the weights for each size can be seen.
Block size Pixels per block(ppb) Scale Factor Final Scale(ppb)
16x16 256 1 256
16x8 128 2 256
8x16 128 2 256
8x8 64 4 256
8x4 32 8 256
4x8 32 8 256
4x4 16 16 256
V.3.2. S_BAD
The BAD (Boundary Absolute Difference) is a different quality measure for a
motion vector. The BAD computes the difference between the interior and the exterior
edge of a block, instead of computing the difference between two blocks pixel by pixel
[15,20]. It is useful because usually the changes in an image are soft, and a high BAD
can denote bad motion estimations. The BAD is formulated in (24) and (25,26).
Table V.1. B_SAD Scale Factors
 blocksizerScaleFactoDBSASADB __  (23)
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Testing this method empirically, we could see that the results were not the expected
and a variation of the traditional SAD [15,20] was introduced. As every block has
different sizes, it could be possible to do a BAD weighting to define the thresholds in
the implementation, in the same way as in the S_SAD. Unfortunately in the BAD it is
not possible because the big blocks are weighted very low, therefore, the same block
artefact, as it happens in a smaller block, produces a smaller BAD and it is difficult to
define a threshold.
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A Step_BAD was defined (27,28); in spite of adding the absolute values of the edge
differences, it uses three kind of possible edge pixel artefacts. When the difference
between an interior edge pixel and the exterior edge pixel is lower than seven the
S_BAD remains constant, when it is higher than 7 but lower than 22 the S_BAD
increases by 1, and when the difference is higher than 22 the S_BAD increases by 2.
(25,26)
(28)
where:
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V.3.3. Macroblock Motion Average
Analyzing if a motion vector is coherent with its environment is also important, but it
is difficult to define a neighbourhood with the non-regular block partition. So that,
defining a function to compute the average motion of each macroblock becomes
necessary.
With the initial motion estimation there are very bad estimated blocks. Furthermore,
the importance of every block in a macroblock is not the same. This tool aims to obtain
the real motion, and as known the bigger blocks obtain better estimation of the real
motion than the smaller ones. To carry out the average of a macroblock the
“Macroblock Motion Average” tool takes into account both situations.
Initially every block is classified in terms of B_SAD, all the blocks with higher
B_SAD than 3000 are classified as non useful blocks to find the motion average. Then,
the good estimated blocks are averaged to find the Motion of a Macroblock. The
average employed to find it is a weighted average, and the weight of the blocks in a
macroblock depends on the size of the blocks.
The weighting values for each block size are in the Table V.2.
Block size Weighting value
16x16 -
16x8 2
8x16 2
8x8 2
8x4 1
4x8 1
4x4 0
The values of the Table above have been chosen empirically, as it can be seen the
larger the block is, the more important to it is to the macroblock average. The weight for
a 16x16 block is not important because it describes the macroblock motion by its own,
and it doesn’t need to be weighted. And the weight of the 4x4 blocks is zero because
they usually don’t represent the global motion.
Table V.2. Motion Average Weighting Values.
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Finally, when all the blocks in a macroblock are classified as non-useful the motion
average is zero because it is the most probable.
V.4. Technique’s processes Introduction
In this section the techniques employed in our implementation are presented. It is
explained how do they work and their function. In the case of the “Fast-Block Matching
Algorithm” and the “Neighbourhood Coherence process”, the technique implementation
is explained and analized in the next chapters, Chapters VI and VII.
V.4.1. Block Matching Algorithm
The main idea of this technique is to find the real motion of the worst estimated
blocks of the H.264 codec. The block matching algorithms are one of the most
expensive parts of video coding in terms of computational cost [22,23]. It would be
inefficient to use the block matching algorithm for all blocks in a frame. It is important
to classify the good estimated blocks at this point to obtain a faster implementation
avoiding this process.
In order to obtain this classification the algorithm uses both B_SAD and S_BAD, it
uses a threshold to decide which blocks need to be processed. If a block has a B_SAD
or a S_BAD higher than the threshold the BMA is applied. The thresholds have been
chosen empirically. The lower the thresholds are the better the system works. It happens
because the estimation of the BMA implemented is always better than the initial motion
vector. However, the thresholds have not been chosen to analyze all the blocks; the
system tries to obtain a good result with the lowest computational cost.
The thresholds employed finally are:
SAD_threshold = 2000; BAD_threshold = 12;
Both thresholds are expressed in different scales, depending on the employed tool;
they are explained at sections V.3.1 and V.3.2 (B_SAD and S_BAD). The process of
Fast-BMA implemented is explained in the Chapter VI.
V.4.2.Neighbourhood Coherence
Despite the results after the Fast-BMA are much better than the initial results, there
are still annoying errors that decrease the visual quality of the sequence. The method
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employed to solve this block artefacts consists on a comparison with the blocks around.
In the Figure V.5 is shown an example of a motion vector error.
The F-BMA implemented estimates the motion of the image without any reference in
the actual frame., When there are textures or similar backgrounds in the image the F-
BMA can confuse the real motion. This is because there could be different options with
good results in terms of SAD and maybe the best one is not the good one.
Another reason to this erroneous estimation is that the B_SAD and S_BAD measures
do not always detect the bad blocks. This happens in the example of the Figure V.5. In
this case the B_SAD is good in spite of the fact that the block doesn’t represent the real
motion of the background. Therefore, it becomes necessary the analysis of the
neighbouring motion vectors. The neighbourhood coherence process is applied after the
F-BMA. The implementation is explained in Chapter VII.
Figure V.5. Bad Motion Estimation
a) Current Frame Motion Estimation b) Current Frame
c) Preceding Frame Estimation d) Succeeding Frame Estimation
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V.4.3. Motion Compensation
The final step of the system is the motion compensation [12-20]. It consists of getting
the final block from the information we have. The information available are the
preceding and succeeding frames and the final motion vector to do the block motion
compensation.
Once we have all this information, the motion vectors are splitted in two motion
vectors to do the average of the estimated blocks in the preceding and succeeding
frames. The motion vectors obtained are MVp and MVs, and the compensation is
formulated in the formula (29).
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Despite all the process is done to obtain one frame between every pair of received
frames, it is possible to interpolate more than one frame. Once we have a good
estimation, the motion vectors obtained can be split in different ways apart from the two
equal parts way.
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The partition of the motion vectors depends on the temporal distance between the
interpolated frame and the received frame. The formulas (310,31) represent this
partition.
V.4.4. Unidirectional Motion Compensation
The neighbourhood coherence process sometimes decides that a block has to be
compensated just in one way. That occurs with the uncovered and occluded regions
[20]. In that case the unidirectional motion compensation is better than the bidirectional
Succeeding frame
Interpolated frames
1
Preceding frame
2 n N
Figure V.6. Interpolation Group
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one. The neighbourhood coherence block decides whether the backward or forward
compensation is better. Therefore the unidirectional motion compensation block just
copy the block decided in the current frame.
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The motion vector partition is done as the bidirectional partition, depending on the
temporal distance to the received frame, and the decided block is copied into the current
frame. See formulas (32,33).
(32,33)
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VI. Fast-Block Matching Algorithm
Chapter VI
Fast-Block Matching Algorithm
To simplify our algorithm computationally, we will use the received motion vectors
from the encoder as much as possible. However, it is not always possible and we are
forced to perform the motion estimation in the decoder for those blocks that have the
worst motion estimation. The aim of our Block Matching Algorithm will be to obtain
the real motion of the sequence.
At the decoder side there is no information about the skipped frames. Hence, it is not
possible to implement the Block Matching Algorithm as it is usually done. It is
necessary to apply the same method employed in the bidirectional motion
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compensation. Instead of using the classical BMA, we will implement a bidirectional
BMA that searches the motion vector between the preceding and the succeeding frame
that crosses the intermediate frame through a specific position.
VI.1. Previous techniques
Traditionally, motion estimation is one of the most computationally expensive parts
of video coding; that is the reason why it has been widely studied in order to minimize
the computational cost. Different Fast Block Matching Algorithms have been presented
[23].
The classical method is the Full-Search BMA, which does an exhaustive search of
the motion vector in a delimited area, but it is computationally very expensive, even
more if it is used with sub-pixel accuracy. For example for a block size of NxN pixels
and a search area of (2N-1)x(2N-1) pixels with ¼ pixel accuracy, each SAD needs NxN
operations and there are 16N2+12N+9 possible comparisons as can be seen in formula
(34).
        91216343434 22  NNNNNiesPossibilit (34)
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operationsiesPossibilit N 11299812816
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8  (36)
As a result of this computational cost new methods to do it faster were studied. The
Fast-BMAs employ some techniques to reduce the number of operations [22,23]. One
option is to compute the SAD doing a pixel subsampling of the block; it consist on
calculating the SAD just computing the difference of one of each 4 pixels as shown in
Figure III.5 in Chapter III. With this method there are the same number of possible
motion vectors but it reduces the computational cost for every SAD four times.
Another option for F-BMA is to exploit information from adjacent blocks [23,
Spatio-Temporal correlation BMAs] taking into account the spatial and temporal
correlation of the motion field. The main idea is to select a set of initial MV candidates
from spatially and/or temporally neighbouring Blocks. According to a certain rule,
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typically the SAD, it chooses the best MV as the initial estimation for further
refinement.
The Figure VI.1 shows a possibility of candidate motion vectors taking into account
the spatial and temporal correlation. The Block painted in blue is the one whose motion
is being estimated, and the softer painted blocks are the neighbouring blocks supposed
to have similar motion. As it can be seen in the Figure, only the top-left blocks are
selected in the current frame because the rest have not been estimated yet.
Another Family of F-BMA relies on the idea of predicting an approximate large-
scale MV in a coarse-resolution video and refining the predicted MV in a
multiresolution fashion to obtain the MV in a finer resolution. These are called the
hierarchical, or the multiresolution methods [23].
The hierarchical techniques consist on doing an initial prediction for larger regions
using the same frame size and refine it later with the selected region size. A possible
case could be to do the motion estimation for 16x16 pixels segmentation, and
afterwards doing the final estimation for an 8x8 pixels segmentation just doing a
refinement of the 16x16 block MV for each new region. The underlying assumption is
that the MV obtained from a larger block size provides a good initial estimation for
MV’s associated with smaller blocks contained by the larger one.
Current framePreceding frame
Figure VI.1. Candidate motion vectors
**
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The assumption supposed in this technique is often not true, the resulting estimation
is then very poor in some cases. Furthermore, working with higher block sizes implies
an increase in the computational cost.
The multiresolution technique uses different image resolutions [23], with smaller
image size at coarser levels, i.e. a pyramid form as shown in Figure VI.2. With this
approach, an image frame is decomposed into different resolutions. The multiresolution
nature provides a hierarchical motion field obtained at different scales, and a smaller
search area is used at a coarser level. The MV estimation is first performed on the
coarsest resolution, and then the MV’s of finer resolutions are refined by the motion
information obtained at coarser resolutions.
These schemes provide a faster computational cost while maintaining a reasonable
motion estimation quality. The multiresolution techniques also solve some problems
introduced by other methods which fall in local minima. To obtain the different
resolution frames, this method usually reduce the frame size calculating the average of
the pixels involved; for example, to obtain half size frame in both dimensions every four
pixels are changed by their average.
VI.2. Technique Proposal
VI.2.1. Sub-sample accuracy
As we have to split the initial MV in order to obtain two different motion vectors it is
possible to obtain fractional MV’s, in that case the method will not take profit from the
Figure VI.2. Multiresolution Pyramid form
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accuracy of the motion estimation employed. For example, if we want to interpolate a
frame between each two frames we should divide each vector by two, so all vectors with
odd components will result in fractional motion vectors, example:(3,5)/2=(1.5,2.5). If
we do not use the sub-pixel accuracy we should approximate these vectors by integer
values, (1.5,2.5)≈(1,2). That represents a motion between the current and the preceding
frame (1,2)*2=(2,4) that is different to (3,5). So with this condition it is very important
to use sub-pixel estimation, to take profit not only from the encoder accuracy, but also
to have a two pixel accuracy instead of one pixel by splitting the motion vectors [7,11].
VI.2.2. New block definition
A new enlarged block definition is carried out to obtain a better estimation of the real
motion of the image, it is also used in some preceding interpolation techniques [15,16].
In this technique all the block types are enlarged 4 pixels in each edge. So that, now we
will work with different block sizes to H.264. The main problem of this enlargement is
the increase of the computational cost to compute each BSAD. To solve this problem,
we will do a sub-sampling of the blocks to reduce the computational cost maintaining
the enlarged blocks size.
To do this sub-sampling, we will use one of each four pixels of the block. As can be
seen in the Figure VI.3 only the pixels in odd rows and columns are used.
8 pixels
8 pixels16 pixels
16 pixels
Figure VI.3. New block definition. Example 8x8 Block-partition
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Employing this new block size we obtain more consistent motion estimation with the
environment of the block. On the other side the computational cost is higher or lower
depending on the block partition. However, the computation increased in 8x4, 4x8, 4x4
blocks is softer than the computation decreased in 16x16, 16x8, 8x16 blocks. It can be
seen in the Table VI.1.
Block type C.C. Enlarged C.C Subsampled C.C Rate Oper. difference
16x16 256 576 144 0,5625 -112
16x8 128 384 96 0,75 -32
8x16 128 384 96 0,75 -32
8x8 64 256 64 1 0
8x4 32 192 48 1,5 +16
4x8 32 192 48 1,5 +16
4x4 16 144 36 2,25 +20
Once we have the new block definition to do this analysis, we can also define the
new Bidirectional SAD that we will use as quality function in the system, see formula
(37).
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Where Ft represent the frame “t” of the sequence, (xc,yc) is the top-left pixel of the block analysed ,
(mvx,mvy) is the Motion Vector applied, and (M,N) the block sizes.
VI.3. Technique Implementation
To carry out the motion estimation use a multiresolution system divided into 4 steps.
First of all, the spatial correlation of the motion field is taken into account trying to
arrive to the final motion estimation as soon as possible. Afterwards, a multiresolution
system is used with three different resolution parameters; all of them use the complete
image size.
To take profit of the spatial correlation of the movement, the motion vectors of the
neighbourhood are used to find the best candidate MV. The motion vector with best
results in terms of B_SAD will be taken as initial MV to start the search. Unlike the
Table VI.1. Computational cost of BSAD with new Bock definition.
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codecs with regular block partition, the H.264 irregular block partition generates an
indeterminate number of neighbouring blocks. It can be very large, so we will take the
average MV of the eight Macroblocks around the current block as neighbourhood. If the
average motion vector is not an integer vector, we take the integer value between the
initial component and zero to start with; for example (1.5,-2.5)≈(1,-2), hence, the parts
of an object never will be out of it. It is done in the “Spatial Correlation” part of the
block diagram in the Figure VI.4.
After that, we have to obtain a MV with finer results, so that we use a three steps
refinement process with different resolutions. These are the first, second and third step
Candidate
Selection
Initial_MV=Best_SAD
Best_SAD=Initial_MV?
Arround SAD,
Initial_MV=Best_cand
Arround SAD,
Initial_MV=Best_SAD
Sub_pixel accuracy,
No
Yes
Motion Field
Estimated MV
Resolution = 4 pixels
Resolution = 2 pixels
Resolution = 1 pixel
Spatial
Correlation
Step 1
Step 2
Step 3
Figure VI.4. BMA Block Diagram.
Refinement
Refinement
Refinement
Best_SAD
Initial_MV
Best_SAD
Initial_MV
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of the “Refinement” part in the Figure VI.4, and the resolution of each one are 4, 2, and
1 pixels between the preceding and succeeding frames.
The refinement process begins with the best MV selected in the “Spatial
Correlation” block. Then, we assume that the global minimum is near the initial MV so
we have a high probability to find it. Even though in order to avoid local minimums we
carry out the refinement in three steps. In the first step of the refinement, we find the
best MV iteratively 4pixels resolution. The method employed consists on using the
actual MV as initial candidate and compute the B_SAD of their neighbouring MV’s. In
this step we take as neighbouring MV’s those with 4 pixels of difference in each
direction. If any of the neighbouring MV’s has a better B_SAD than the actual, we
change the initial MV by the new one and iterate again computing the B_SAD of the
new neighbourhood trying to arrive to the best estimation.
This step can finish in two possible situations, usually it finishes when the best MV
of the neighbourhood is the actual MV, it means that all the MV’s around are worse.
The second option to finish is when we arrive to the 15 iteration; in this case we would
be going very far from the initial MV. With this parameter we are using a search range
of 64x64 pixels around the best initial candidate. This situation almost never occurs
empirically.
In the Figure VI.5, it can be seen an example of the process, in this case the process
takes four iterations and finally finishes when the best MV of the neighbourhood is the
initial one, V4. The resolution of four pixels allows us to reject the possible fluctuations
V1
4pixels
4pixels
Figure VI.5. Iterative search (Resolution=4)
V2
V3
V4
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of the B_SAD field. If we do not use it, as we only analyse the MV’s around, we would
fall in local minima and the iterative process would finish before finding the best
approximation.
With the first refinement we avoid the local minima but the results aren’t good
enough because the H.264 codec works with ¼ pixel resolution and we are working
with a 4 pixels resolution. So that, we have to continue with the refinement and we use
the second refinement step of the diagram, where we use the same system as in the first
one but with different resolution. In this case we do not iterate the process because we
know that we are just next to the minima. Until this moment our resolution is 2 pixels,
and when we do the bidirectional prediction the result always point to pixels of the
original images in both directions because the MV’s can only be composed by odd
parameters. See Figure VI.6.
In the last step of the refinement, we reduce the resolution up to 1 pixel employing
the sub-pixel accuracy of the system. The resulting resolution in each direction is ½
pixel.
In the Figure VI.6, the last steps of the process can be seen, the circle with a dot in
the middle is the selected MV, the circles with a cross are the 4 pixels resolution
neighbours discarded, and the blue circles are the 2 pixels resolution neighbours. Once
we find the best of the neighbours, in this case the darkest circle, we continue with a
lower resolution. The 1 pixel resolution neighbourhood is represented with triangles,
and the best option is the one that has been painted black. The black triangle is the final
decision to estimate the motion of the block.
Figure VI.6. 2nd and 3rd refine steps.
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VI.4. Technique Analysis
At this point, the Fast Block Matching Algorithm implemented is studied and some
graphics obtained are presented to analyze the utility of the system. Only the internal
process deployment is studied, the global results are studied in chapter VIII. So that, the
analysis is focused on the blocks and not on the global sequence results; and the quality
factor is the SAD instead of the PSNR that is studied in chapter VIII.
The graphics presented at that point are obtained with the QCIF sequence of
Foreman and the conditions explained in the point VIII.1. The coding is done with 15
fps, the system interpolate one frame between each two frames and the final sequence
obtained is displayed at 30 fps.
The main thing to analyze to see if the algorithm is useful is the improvement of the
interpolation in terms of SAD. The Figure VI.7 represents the SAD histogram of all the
blocks that accomplish the conditions to activate the F_BMA. Figure VI.7 (a) represents
the blocks’ histograms analyzed by the SAD before being processed. Figure VI.7 (b)
represents the same parameter after the F_BMA process.
In Figure VI.7 (a), the histogram has a particular shape. In the horizontal axe a peak
at SAD=2000 can be distinguished. It is produced because of the SAD condition, all the
blocks with higher SAD than 2000 are processed. However, only those with bad results
(b) After F-BMA.(a) Before F-BMA.
Figure VI.7. SAD Histograms for F-BMA.
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in terms of BAD are processed to lower SADs. In Figure VI.7, it can be seen how the
peak of the histogram has been displaced to the left improving the result.
It can be seen how the bars are moved into the left, it means that the blocks with
worse results in terms of SAD have improved their motion estimation and present much
better results. In the Figure VI.8, it can be seen the percentile of SAD to all the blocks
processed. It shows the percentage of blocks that have a lower SAD than the parameter
in the horizontal axes. This graphic shows better how the SAD of the blocks studied
improve their SAD results. In the Figure VI.8 both percentiles are represented, the red
line with circle markers represents the processed blocks and the blue line with asterisk
markers represents the blocks’ SAD before being processed. It can be seen how the
improvement is harder for the worse estimated blocks. In the motion compensated
result, a 40 percent of the blocks have SADs under 2024, and after the process these
blocks have SADs under 1236, but these blocks are not the worse. If we analyze a 90
percent of the blocks, at the beginning the maximum SAD is 6222 and after the process
4016, now there are included the worse estimated blocks and the SAD difference is
harder.
Another important point to the implementation is the computational cost. This
method doesn’t follow a defined process to all the blocks, it depends on the blocks and
their neighbourhood. To analyze the computational cost, it is important to see the
Figure VI.8. SAD Percentiles for F-BMA.
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number of loops in the first step of the refinement; the Figure VI.9 presents the
histogram and the percentile of lops in this part of the system. As it can be seen, more
than a 88% of the blocks analyzed only need one iteration, and less than a 0.01% need
more than four.
The lower number of iterations is needed, the better performance of the system is
obtained. Each iteration needs from three to five SADs more in the process, and
computationally the SADs are the most expensive part of the system.
These results are obtained because of the “candidate selection” before the
refinement; the motion vector of a block is usually similar to the environment, so that, if
we choose the best neighbour MV to start with, the best motion estimation is very near
to the initial one.
The Figures VI.10 to VI.15 analyze this situation graphically. These graphics
represent the SAD field to some blocks of the Foreman sequence. The central point
(15,15) of the graphics represents the initial MV, which is the chosen MV in the
“candidate selection tool”. The ground axes represent the different MVs and the
vertical axe represent the SAD to each location. The search starts at the central point
(15,15) and correspond to the initial motion vector in the refinement steps. The rest of
the points correspond to the different displacements from the initial point. The point
(17,18) for example is (15,15) + (2,3) and corresponds to the initial MV plus the
differential, (MVi,x+2,MVi,y+3).
Figure VI.9. Loops statistics in the F-BMA refinement
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Figure VI.10. SAD Field, Example 1. Figure VI.11. SAD Field, Example 2.
Figure VI.12. SAD Field, Example 3. Figure VI.13. SAD Field, Example 4.
Figure VI.14. SAD Field, Example 4. Figure VI.15. SAD Field, Example 5.
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In the preceding Figures, it can be seen that the best estimation always is very near
to the initial one. That means that the lowest point in the graphics is always very near
the central point (15,15), and the system implemented finds the best result to all these
cases.
As it can be seen, it is not possible to suppose certain behaviours of the functions,
and it is not possible to find an easy model to use. That is the reason why we need to
prove different SADs to find the best result, and we need to apply the multiresolution
process in order to do not fall in local minimums. However, the initial neighbourhood
approximation gives us a very good estimation to start with.
The following Table (VI.2) shows the F-BMA results to the examples introduced in
Figures VI.10 to VI.15. All of them improve their initial estimation, the average
improvement of these graphics is 3495,5 SAD points.
Example: Previous SAD Following SAD
1 9824 2464
2 4562 4120
3 12072 4776
4 1394 1086
5 3576 381
6 3118 746
VI.4.1. Sub-sampling influence
The fact of using a sub-sampled search range to carry out the Fast-Block Matching
Algorithm can introduce aliasing in the high frequencies of the images. However, it
doesn’t affect too much to the results obtained in that case.
To solve this problem we should implement a low-pass filter to both of the frames
before doing the sub-sampled BMA, but it would increase a lot the computational cost
of the algorithm. Since it doesn’t affect too much to the results, and we need a real time
Block Matching Algorithm; we don’t consider the aliasing effect to implement the F-
BMA.
Table VI.2. F_BMA Example Results
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VII. Neighbourhood Coherence
Chapter VII
Neighbourhood Coherence
To have a coherent motion field is as important as to have good motion estimation in
terms of SAD. It is important that the motion of the blocks have a certain correlation
with their environment [15,16,17,20], which occurs because of the camera movement
and because the movement of an object usually is not represented by only one block.
The objects of the image usually occupy different blocks, and their motion vectors
should be coherent with the rest of blocks that represent the object.
The neighbourhood coherence process implemented to this block based frame
interpolator will be introduced in this chapter.
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VII.1. Previous techniques
There are different types of solutions to this problem; many of the preceding
interpolation algorithms tried to filter the border between adjacent blocks with notably
different motion vectors [15,20]. Some examples have been introduced in the theory,
Chapter III.2.
Another solution to avoid these block artefacts is trying to find a better estimation to
blocks which motion vectors are uncorrelated with their neighbourhood [15,17,20]. That
is the case of our implementation.
Previous techniques usually compare the block’s motion vectors with the
neighbourhood motion average [15,20]. If the difference is higher than the expected
result the block is supposed to be bad estimated. Although, the motion vector can be a
better estimation than the motion average, the heavy difference would produce block
artefacts that are very annoying to visual perception.
Once the process decides that a motion vector is not useful, the next step is to find a
better estimation. If the motion average is good enough in terms of SAD, the algorithm
will use it to realize the motion compensation; but the motion estimation is changed by
zero motion, which is the most used vector statistically.
In the Figure VII.1, it can be seen two examples of blocks which motion estimation
is classified as useless. In the example (a) the algorithm explained would have done a
good correction because the red block is not well correlated with the blocks around. The
probability of having better results with the motion vector of all the blocks around is
very high.
a) example 1 b) example 2
Figure VII.1. Motion Vector Neighbourhood examples
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On the other hand, the example (b) would have failed. When there is an image edge
inside the group of blocks, the motion average can be more influenced by the blocks
with higher motion or by the most repeated motion vector. In the example (b), the block
studied corresponds to the motion of the four blocks at the right-low corner; but the
motion vector of this group is very low in comparison to the rest, so that, the motion
average will be more influenced by the other motion.
VII.2. Technique proposal
In order to implement a “neighbourhood coherence” technique the system employs
as neighbourhood the Macroblock neighbourhood, and the motion average to each
Macroblock. This approximation is employed instead of using the collateral blocks of
the irregular block partition because the computation complexity is much higher.
Moreover, it is more important the global motion of the macroblocks than the collateral
blocks which could be bad estimated, especially with little blocks. Furthermore,due to
the fact that one single block doesn’t correspond to one Macroblock, the motion average
of the current Macroblock is also studied as another neighbouring Macroblock.
To solve the problem introduced in the point VII.1. at the Figure VII.1.(b), our
method will try to detect the different motions in a neighbourhood group of
Macroblocks (NGOM). All different motions in the NGOM will be classified as groups
of motion, and the best option in terms of SAD will be the selected option to describe
the current block’s motion. In the Figure VII.2 we can see the motion classification of
the example (b) of the Figure VII.1.
In order to obtain this motion classification a new tool has been implemented, the
“Global Motion” tool that makes the analysis of the motion vectors in a neighbourhood.
It classifies the different motions inside the NGOM, decides which of the motions are
useful, and chooses the best of them.
Figure VII.2. Motion Classification.
Motion #1
Motion #2
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VII.2.1. Global Motion
The function of this tool is to find the different motions inside a NGOM. To do this
classification it analyzes the eight neighbourhood Macroblocks and the current
Macroblock. The process starts with the upper-left Macroblock and continues from left
to right row by row.
The system classifies the first motion vector as one motion inside the NGOM, and
then compares the second MV with it. If the motion vector comparison is positive, it
supposes that both Macroblocks represent the same object movement. Otherwise, it
supposes that the different blocks represent the motion of different objects in the image.
To do the motion vector comparison and decide whether a new motion vector
represents the motion of a MV previously classified, the system computes the difference
between the MVs in both coordinates. If the sum of them is higher than a threshold it is
classified as a new motion inside the NGOM, the threshold employed in the
implementation is “4”. In the Figure VII.3 we can see the range of pixels that can be
classified as the same motion.
The black circle represents the pixel pointed by a motion vector, and the blue circles
with crosses represent the range of motion vectors that are classified in the same motion
group. If a motion vector points to any of the pixels in this region both of the MVs
represent the same object movement. This tool give us a motion vector with a quarter
Figure VII.3. Motion Range of pixels.
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pixel resolution because the vectors employed in the comparison have quarter pixel
resolution.
All the MVs in the NGOM are compared with the motions found before. If they
don’t correspond to any of them, it introduces a new NGOM motion group. The MVs
analysed after that are compared to the new group also.
After this process we obtain a list of motion groups inside the NGOM and the
number of times that it is repeated. In the example of the Figure VII.2.. this process
would return two different groups, the “#Motion1” and the “#Motion2” and the number
of times these motion vectors are repeated. The table below shows this information.
Movements Repetitions
#Motion1 5(Macroblocks)
#Motion2 4(Macroblocks)
Once the process has this information, it needs to know which of these motion
vectors produce the best estimation to the current block. The solution is to compute the
SAD to all of them and employ the best to do the new estimation. Unfortunately, the
motion of the image is not always like at the example. It is possible to have nine
different motions, and the SAD is an expensive computational process. So that, we
suppose that the motion vectors with less than three Macroblocks in the NGOM don’t
represent a global motion. The process only computes the SAD to the motion groups
with more than 3 repetitions and chooses the best in terms of SAD. In the case of the
previous example both groups have more than three repetitions, so it would compute
both SADs.
In the Figure VII.4 can be seen a new example, in this case there is only one motion
vector which is repeated three times. The rest only have one Macroblock, so the system
only computes the SAD of the #Motion1 group.
Figure VII.4. Motion Classification Example 2.
Motion #1
Table VII.1. Comparison information
Chapter VII – Neighbourhood Coherence
68
The output of this tool is the motion vector selected as best candidate to do a new
motion estimation to the actual block.
VII.2.2. Unidirectional BAD
In order to carry out the neighbourhood coherence process a new tool is necessary.
This new tool is a variation of the S_BAD presented at the point V.3.2. Instead of
computing the edge difference between the preceding and succeeding frames, the new
BAD computes the frame difference between the preceding or the succeeding frame and
the current frame. At this point we can use the current frame because the system has
done an initial motion compensation with the information of the encoder. Moreover, the
motion compensation has been modified by the techniques employed before.
The formulation of the new US_BAD can be seen in the formulas bellow, and the
indicator “Back” and “For” denotes whether it is a forward or a backward prediction
(38-41).
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VII.3. Technique implementation
The neighbourhood coherence system implemented can be divided in two main parts;
both of them have different block filtering. The first one has BAD threshold selection
and the second SAD threshold selection. It can be seen in the block diagram at the
Figure VII.5.














222
2271
70
)(
x
x
x
xst
2
2
mvxx
mvxx
cs
cp


2
2
mvyy
mvyy
cs
cp


Where:
Chapter VII – Neighbourhood Coherence
69
In the first step, the system processes the blocks with block artefacts which motion
vectors are not in contrast with the rest of the image. It uses a BAD threshold, the
blocks that are discarded because they are worse than the acceptable threshold are
analyzed. The system computes the difference between the block vector and the average
motion of the Macroblock. If it is higher than a quarter of the frame average motion, the
process executes the global motion tool and applies the resulting motion vector. The
frame average motion is the arithmetic average of all the motion vectors received from
the encoder for a frame.
The second part analyses the blocks that still have bad results in terms of SAD. To
obtain a fast algorithm it is important to compute the minimum number of SADs; so
BAD correction
SAD threshold Global_MotionYES
NO
SAD > SAD(Global_Motion)YES
NO
Diff (MV,Global_Motion) ↑↑
NO
A = BAD_back;
B = BAD_for;
A / B < 5
NO
YES
MV= Global_Motion
YES
Global_MotionYES
NO
BAD threshold
BMA
Bit Stream Video SequenceMotion Vectors
MV= Global_Motion
Bidirectional Prediction Unidirectional Prediction
Video Sequence
Figure VII.5. “Neighbourhood Coherence” Block Diagram.
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that, instead of computing SADs when the process needs it, the system stores the SAD
obtained during all the process, computes and stores the new SAD when the motion
estimation is changed.
At this point, the system tries to find a better estimation to the blocks bad estimated,
and compares them with the motion estimation of the blocks around. If a block has a
higher SAD than the threshold, the system computes the Global motion tool to obtain
the best estimation taking into account the environment. If the SAD obtained is better
than the previous one the estimation is changed by the new one.
If the SAD obtained with this technique remains very high, the system suppose that
the object represented in this segment of the image belongs to an object that appears or
disappears between the preceding and the succeeding frame. In that case the system tries
to know if the unidirectional prediction from the preceding or the succeeding frame is
better than the bidirectional prediction. The system uses the “US_BAD backward and
forward” with the motion vector found with the global motion tool. If any of them is
very low, it means that the backward or forward unidirectional prediction with the
global motion vector doesn’t produce block artefacts. In that case the current motion
vector is also swapped by the global motion vector, but the system applies
unidirectional motion compensation.
Finally, if none of the considerations before is good, the best option consists in
applying also the global motion vector with the bidirectional prediction.
At the Figure VII.6, we can see two examples of block artefacts produced by errors
in the motion estimation that are solved with this method. Despite there are not a large
number of errors, this kind of mistakes at the interpolated frames produce an important
loss of visual perception quality. That’s the reason why the improvement produced is
more important than the improvement in terms of PSNR.
In the Figure VII.7.. is shown the difference between the motion vector field before
the neighbourhood coherence process and after that. Both frames studied in the Figure
VII are analyzed. Every picture in the Figure VII.6 corresponds to the motion
compensation of the motion field at the same picture in the Figure VII.7.
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d) Foreman frame 170 with neigh. coherencec) Foreman frame 170 without neigh. coherence
b) Foreman frame 394 with neigh. coherencea) Foreman frame 394 without neigh. coherence
Figure VII.6. Examples of Neighbourhood Coherence process
a) Motion Field without neigh. coherence b) Motion Field with neigh. coherence
c) Motion Field without neigh. coherence d) Motion Field with neigh. coherence
Figure VII.7. Motion fields for Neighbourhood Coherence process
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VII.4. Technique Analysis
At this point the neighbourhood coherence implementation is studied in the same
conditions as in point VI.4. The experimental results are taken from the frame
interpolation of the Foreman sequence. In the Figure VII.8, for the blocks processed at
this part of the system, the SAD histogramscan be seen. We can also see the
improvement of the process. However, it is not as appreciable as in the F-BMA
histogram.
Despite the improvement is more difficult to appreciate visually, the marks in the
image show the difference between the most repeated SADs processed. The main peak
is placed at SAD = 1200 before the neighbourhood analysis, and after the analysis it is
placed at SAD = 900. The mean improvement for this example is 300 SAD units.
Obviously, the best results at the beginning of the process are, the major difficulty to
obtain better improvement. Nevertheless, despite the SAD improvement is not as
efficient as in preceding techniques, the visual quality increases a lot because the errors
solved at this point generate block artefacts that disturb a lot the visual perception. This
effect can be seen in the examples presented in Figures VII.6 and VII.7.
Figure VII.8. SAD Histograms for Neighbourhood Coherence process.
(a) Before Neighbourhood Coherence.(b) After Neighbourhood Coherence.
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In the Figure VII.9, it can be seen the percentile results for this process. The blue line
with asterisks represents the percentile before the neighbouring analysis and the red line
with circles represents the same parameter after the analysis.
Comparing this Figure with the same graphic for the F-BMA the improvement
difference can be seen. In this process, all the blocks have similar improvement, while
in the F_BMA the improvement depends on the initial block quality.
Figure VII.9. SAD Percentiles for Neighbourhood Coherence Process.
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VIII. Experimental Results
Chapter VIII
Experimental Results
The Frame Rate Up-Conversion with Frame Interpolation over non-regular block
partitions of H.264 implemented has been tested within an implementation of H.264
standard [3]. This implementation is an open source code from the Fraunhofer
University, the JM version 13.2 [4]. The JM 13.2 decoder has been modified to obtain
the information necessary to carry out the system implemented.
The interpolator algorithm has been implemented in language C using the Microsoft
Visual Studio 2005, and the results have been analyzed coding in Matlab language over
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the Matlab R2007b version. Finally, the YUV player deluxe Software has been
employed to show the video sequences coded in YUV.
VIII.1. Simulation Conditions
All the results obtained with the software implemented have been obtained using
common test sequences of H.264 codec [2], namely:
 Foreman
 Carphone
 Mobile
 News
 Akiyo
 Miss America
 Salesman
 Clair
 Mother_daughter
 Coastguard
The first frame of each one of these test sequences is presented in the Figure VIII.1,
these frames are the most representative image of the sequences.
In these point there are presented the results to all the test video sequences presented
above. Moreover, to analyze the implementation internally, it has been used the foreman
sequence. It has been chosen the Foreman test sequence because it has representation of
i)Mother_daughter j)Coastguard
g)Salesman h)Clairf)Miss-Americae)Akiyo
d)Newsc)Mobileb)Carphone
Figure VIII.1. Test Sequences for H.264 codec.
a)Foreman
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different motion types, it show representative results of the performance that can be
achieved with the Frame Rate Up-Conversion with Frame Interpolation. The curves
obtained are evaluated in the different motion parts of the sequence, because of that we
have selected the foreman sequence as a good candidate to evaluate the algorithm.
The coding scheme used does not include B-frames; the encoder is configured in
order to send only I-frames and P-frames. It is configured in this way because the
frames discarded to reduce the payload of a video sequence are the B-frames, and this is
the situation where the system is supposed to work. Some restrictions have been
imposed on the codec configuration to simplify the implementation. The most important
working options of the H.264 selected for simulations are presented below:
Profile Baseline
Quant. param for I Slices 25
Quant. param for P Slices 25
SearchRange 32
NumberReferenceFrames 1
Available INTER Modes 16x16,16x8,8x16,8x8,8x4,4x8,4x4
Search Resolution Half-Pixel Half pixel
Rate Control Disabled
The test sequences employed are used in Q_CIF size, 176 pixels width and 144
pixels height. This size is an example of video sequences for cellular phones; we have
used this size because one of the main applications to these video interpolation
techniques is the video telephony.
VIII.2. Discussion
Most of the test sequences correspond to conferencing sequences; the reason for that
fact is the system’s application. It is supposed to work in conferencing environment
over low bitrate networks, like the internet or 3G for video telephony. To obtain the best
results in that conditions, different kind of conferencing test sequences are employed.
As explained afterwards, the test sequences selected represent the different possible
properties of video conference.
Table VIII.1. H.264 Configuration for JM 13.2.
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The Akiyo, miss America, salesman, clair and mother_daughter tests consist on
people talking with a static background and low motion. The news sequences have also
low motion but moving background. The carphone sequence consists on a man talking,
but in that case the motion of the man’s head is very high and the background is moving
rapidly. The Foreman test sequence is analyzed more accurately because it has different
characteristics that represent a lot of possibilities. At the beginning it is a man talking in
an outdoor environment, the background has low motion but it is not static. Moreover it
has been recorded with a moving camera, so the video has a general motion produced
by the motion of the camera. The man that appears in that video is very expressive and
makes quick movements which are difficult to follow by the codec’s motion vectors.
Around the frame 280 the man disappears and the image shows a construction side with
trees at the background that produces a texture where is difficult to find the real motion.
Finally, a completely different sequences has been employed to analyze the results
obtained applying the algorithm in a different environment from the video conferencing.
The Mobile sequence represents some different motions performances, like zooms and
translations. These new performances appear both in the general frame and in the
independent objects inside it. The coastguard sequence also represent a different
motion, it is a low motion outdoor sequence.
VIII.2.1. General Results
In order to analyze the implementation, it is compared with the classical techniques
presented in the point III.1, which are the most commonly used. As it can be seen in the
Table VIII.2, the results obtained applying Frame Averaging are always better than the
Frame Repetition’s results, and our interpolation system outperforms both techniques in
all cases.
The Table VIII.2. represents the PSNR results for the three cases (FR, FA, and Our
Method) over all the test sequences presented before. The value presented is the average
PSNR obtained for all the interpolated frames in each video sequence. The transmitted
frames PSNR are not taken into account for these values. The frame rate has been
doubled for all the cases converting the sequence from 15 fps (frames per second) into
30 fps.
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The TableVIII.3 shows the PSNR improvement from classical techniques to our
interpolation method. Despite the results are quite good in all cases, the improvement
from classical techniques change a lot depending on the test sequence. Obviously, every
possible implementation of frame rate-up conversion with frame interpolation will have
better results in a specific environment, but these differences are also influenced by
different factors.
Test Sequence Frame Repetition (dB) Frame Averaging (dB) Our Method (dB)
Foreman 27,28203 31,28618 34,69567
Carphone 28,96030 31,17953 32,09150
Mobile 25,57959 31,72902 33,11359
News 32,53173 34,50498 34,99790
Akiyo 38,47298 40,04920 40,36442
Miss-America 37,90436 40,98664 41,73974
Salesman 35,98730 37,44309 37,80395
Clair 39,11320 41,74603 42,10622
Mother_daughter 36,80283 38,59530 39,43870
Coastguard 27,34588 31,05161 35,89161
Test Sequence Improvement from FR (dB) Improvement from FA (dB)
Foreman 7,41364 3,40949
Carphone 3,01076 0,79153
Mobile 7,534 1,38457
News 2,46617 0,49292
Akiyo 1,89144 0,31522
Miss-America 3,83538 0,7531
Salesman 1,81665 0,36086
Clair 2,99302 0,36019
Mother_daughter 2,63587 0,8434
Coastguard 8,54573 4,84
First of all, the sequences with lower improvement correspond to those with lower
motion; the results for these sequences are usually better than those with higher motion
in spite of having worse improvements. As can be seen in Tables VIII.2 and VIII.3, the
test sequences with lower improvement (Akiyo, News and Miss-America) are the
Table VIII.3. PSNR Improvement from classical techniques.
Table VIII.2. PSNR Results for the interpolated frames.
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sequences with better global results(Table VIII.2). The reason of that is the facility to
interpolate these sequences without taking into account the motion of the image, so that,
the classical techniques are also acceptable and the difference is lower.
Furthermore, the results obtained are better in the foreman sequence than the rest
because the thresholds employed in the system have been optimized for foreman,
specially the F-BMA threshold. As it has been explained before, if we apply lower
thresholds, a major percentage of the blocks are analyzed and the results obtained are
better, so that the thresholds can be adapted to each sequence and the results improve.
Following the same theory, we can use upper thresholds in order to reduce the
computational cost; on the other hand, if we use higher thresholds the system process
less blocks and the results are worse. That is the reason why we have used one sequence
with high motion to choose the thresholds, this thresholds will be acceptable ever, even
if we could use lower ones to lower motion sequences without increasing so much the
computational cost.
In Figure VIII.2, it can be seen an example of the threshold selection for the F-BMA
in the foreman sequence. These curves represent the result after the F-BMA depending
on the thresholds. The Figure VIII.2 (a) represent the results depending on the
SAD_threshold fixing the Bad_threshold to 12, and the Figure VIII.2.(b) represent the
results depending on the BAD_threshold fixing the SAD_threshold to 2000. Obviously,
if the threshold is higher, the system process less blocks and the result is worse. The
final selection are SAD_threshold=2000 and BAD_threshold=12.
b)SAD_Threshold=2000.a)BAD_Threshold=12.
Figure VIII.2. SAD_threshold for F-BMA.
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The threshold selected in the neighbourhood coherence tool are not optimized for the
foreman sequence, in the BAD_correction part, the threshold is chosen in order to avoid
block artefacts empirically, but it only depends on the block’s edge differences. Finally,
the SAD_correction part don’t need a high computation, so the threshold only discard to
process the blocks with initial good results, the SAD_threshold is fixed to 1000.
In the Figure VIII.3, it is represented the PSNR and the Mean Motion parameter for
all the frames in the foreman sequence, both the transmitted and the interpolated. The
Mean Motion parameter represents the average motion to all the motion vectors in the
frame, the result is scaled by 4 because the H.264 codec send the motion components
scaled by 4 to use the quarter resolution with integer values. The plot has been obtained
with the configuration and parameters explained before. The interpolated frames have
been found just employing the Frame Averaging technique. Despite it is difficult to see
the values; the important issue of the plot is the shape of the results. In the PSNR
representation, two parts can be distinguished, the upper outline that corresponds to the
transmitted frames in H.264, and the lower outline that corresponds to the interpolated
frames.
As it can be seen, the quality for those frames with high motion is worse than the
frames with low motion. So that, the improvement range for these frames is higher than
Figure VIII.3. Relation between Mean Motion and Motion Compensation PSNR.
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the rest of the frames. Despite of the better improvement, the global results are usually
worse because of the motion estimation difficulty.
The Figures VIII.4 and VIII.5 represent the distribution of improvement for all the
interpolated frames in the foreman sequence. It shows the relation between the mean
motion of a frame and the improvement achieved. The Figure VIII.4 is based on the
improvement from Frame Repetition technique to our method, and the Figure VIII.5 is
based on the improvement from Frame Averaging technique. The mean Motion
parameter is the average motion for all the motion vectors in the frame and the
Improvement is the gain for each frame in terms of PSNR. In each Figure there is a line
that describes the average improvement depending on the Mean Motion of the frame.
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As it can be seen in this graphic; the higher motion in a frame, the better
improvement achieved in contrast to the classical techniques. In the Figure VIII.5, for
Figure VIII.5. MCFI Improvement from Frame Averaging.
Figure VIII.4. MCFI Improvement from Frame Repetition.
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low Motion frames the improvement is negative which means that the Frame Averaging
technique is better. As it will be seen later, it is produced owed to some characteristics
of foreman sequence. At the end of the sequence there are some frames with low motion
and trees that produce textures in the image. It is difficult to obtain real motion
estimation to these parts of the image and zero motion achieves better results. In any
case, the visual quality of the interpolated frames obtained is very good, and for this few
cases the PSNR difference is very low.
Another reason for lower improvements is the static background; the sequences with
static background also achieve lower improvement. The static background is very easy
to interpolate, because it is always equal or very similar. The PSNR obtained in the
background is consequently very good with all the techniques, and then the difference
in the foreground improvement become smoother because of the background influence.
Despite the technique analysis has been done over the 15 to 30fps rate up conversion,
we have also analysed the implementation with lower rate up conversions. The
following tables, Table VIII.4 and VIII.5, show the PSNR results to the same video
sequences doing the rate conversion from 7,5 fps to 15 fps.
Test Sequence Frame Repetition (dB) Frame Averaging (dB) Our Method (dB)
Foreman 23,61839 26,66793 29,65679
Carphone 26,56895 28,57835 29,21536
Mobile 20,76860 24,88023 30,56466
News 28,74535 31,66792 32,67625
Akiyo 36,54403 38,64927 39,64577
Miss-America 35,02362 38,15228 40,06768
Salesman 33,94773 35,90264 36,43567
Clair 35,81714 39,07558 40,35714
Mother_daughter 34,45467 36,68594 37,75029
Coastguard 23,63231 25,88758 32,00506
The results obtained to this conversion have worse results in terms of PSNR because
the distance between consecutive frames is two times the time before and it is more
difficult to generate the missing frames. However, the PSNR improvement towards the
classical techniques is similar to the same parameter m conversion from 15 to 30 fps.
Table VIII.4. PSNR Results for the interpolated frames.
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Test Sequence Improvement from FR (dB) Improvement from FA (dB)
Foreman 6,0384 2,98886
Carphone 2,64641 0,63701
Mobile 9,79606 5,68443
News 3,9309 1,00833
Akiyo 3,10174 0,9965
Miss-America 5,04406 1,9154
Salesman 2,48794 0,53303
Clair 4,54 1,28156
Mother_daughter 3,29562 1,06435
Coastguard 8,37275 6,11748
VIII.2.2. Technique Analysis
To carry out the analysis of the technique the Foreman test video sequence is
employed like in previous points. The Figure VIII.6 shows the PSNR achieved for all
the frames applying both the classical techniques and our technique proposal. In
contrast to the Figure VIII.3, only the interpolated frames are represented in order to
avoid the effect produced by the heavy difference between original and interpolated
frames. In the plot, it can be seen the difference between the three options.
Table VIII.5. PSNR Improvement from classical techniques.
Figure VIII.6. Techniques Comparison for Foreman Test Sequence.
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It can be seen how our implementation always obtains better results than the Frame
Repetition technique. Almost always our implementation has also better results than the
Frame Average technique. Nevertheless, at the end of the sequence there are some
frames where the FA is better than in our implementation; it is produced because of a
characteristic of the Foreman sequence. In that frames where both techniques are really
equal, there is a heavy part of the image that consists on a textures. In this conditions it
is difficult for the process to find real motion estimation, and so, sometimes the zero
motion estimation applied with the frame averaging is better than the one obtained by
our method. In any case the difference is negligible and our method doesn’t introduce
block artefacts. In the Figures VIII.7 and VIII.8, it can be seen an example of the frame
images, and a zoom in the Figure VIII.6.
As it can be seen, despite sometimes the Frame Averaging technique achieves better
results in terms of PSNR, the difference is really low and the perception’s difference is
not appreciable. The Figure VIII.7 shows an example of the region that produces that
effect. The Figures VIII.9 and VIII.10 present two regular examples of the PSNR
techniques comparison.
Figure VIII.7. Foreman Frame Example. Figure VIII.8. Zoom of Figure VIII.6.
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Another important parameter to analyze is the percentage of blocks that are
processed in each one of the parts of the implementation. The larger percentage of
blocks processed in each part of the process produces a bigger delay in the interpolation
and makes the algorithm worse.
Process Blocks processed (%)
F-BMA 24,34%
BAD_Correction 0,45%
SAD_Correction 11,33%
As it can be seen in the table, less than a 25 percent of the blocks need the F-BMA
and less than a 12percent need any of the neighbourhood coherence processes. It
supposes that we accept and employ the blocks and motion vectors received as much as
possible, simplifying the process and minimizing the time needed to carry out the
interpolation. Furthermore, the Foreman sequence is the sequence with higher motion;
the rest of the sequences have softer movements, and so, the blocks needed to process
are always under the values obtained for the Foreman example.
In the following Figures, from Figure VIII.11 to Figure VIII.13 there are represented
three examples of results obtained for each process. They present the PSNR results after
each part of the process. These results correspond to the foreman sequence, but there are
only a serial of frames represented in each one.
Table VIII.6. Percentage of blocks processed.
Figure VIII.9. Zoom 1. Figure VIII.10. Zoom 2.
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Figure VIII.13. Technique PSNR for Foreman 3.
Figure VIII.12. Technique PSNR for Foreman 2.
Figure VIII.11. Technique PSNR for Foreman 1.
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As it can be seen in the preceding Figures, once we do the Motion Compensation, the
process that improves the most the resulting frames is the F-BMA. That effect is usual
because it is the first tool in the process, and it estimates the motion of the worse
interpolated blocks again. Then the rest of the tools refine the results obtained.
The neighbourhood coherence tool processes less than a 12% of the blocks, which is
the reason why it doesn’t have a regular improvement over the F-BMA results. It only
tries to avoid the block artefacts that remain after the F-BMA process.
In the technique analysis of both tools, the F-BMA and the Neighbourhood
Coherence tool, we have analyzed the improvement in terms of SAD and presented the
percentile improvements in terms of SAD after every process. The Figure VIII.14
presents the same graphic for the whole algorithm; it presents the SAD percentile
distribution after the Motion Compensation and after the complete algorithm. It can be
seen how both functions are very similar at the beginning because all the blocks are
represented in this Graphic, not only the processed blocks as in the graphics in points
VI.4 and VII.4.
Figure VIII.14. SAD Percentiles for Our Interpolation Implementation.
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Finally, the PSNR results after every step of the process are presented in the Table
VIII.7, the PSNR obtained with the classical techniques is also included.
PSNR (dB) Improvement (dB)
Frame Repetition 27,28203 0
Frame Averaging 31,28618 4,00415
Motion Compensation 32,70204 1,41586
MC+F_BMA 34,55876 1,85672
MC+F_BMA+BAD_Correction 34,57338 0,01462
MC+F_BMA+BC+SAD_Correction 34,69567 0,12229
Up to this point we have evaluated the technique implemented and analyzed its
results. Furthermore, we have compared it with the classical techniques, but we have
not compared it with more sophisticated techniques implemented. It is difficult to do a
severe comparison because we don’t have these implementations to study them with the
same conditions, so that we will do a general comparison with one of the sophisticated
implementations presented in the Chapter III, it will help us to see if the quality
obtained is acceptable.
The “Low Complexity MCFI”[15] is evaluated with the same coding conditions, the
quantization parameter is set to 25, the sequence format is QCIF and the interpolation is
done from 15 fps to 30 fps.
Sequences Low Complex. MCFI (db) Our Method (dB) Improvement (dB)
Foreman 34,66 34,69 0,03
Salesman 37,18 37,80 0,62
Clair 41,65 42,10 0,45
Mother_daughter 38,01 39,43 1,42
Coastguard 34,13 35,89 1,76
As it can be seen in the Table VIII.8, the results of our method always outperforms
the results obtained with the LC-MCFI technique, depending on the video sequence the
results are more similar or the difference is a little bit higher.
Table VIII.8. PSNR Results Comparison.
Table VIII.7. PSNR Results.
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VIII.2.3. Times and Computational Costs
Finally, the last point to analyze is the time the implementation needs to process the
video sequences in order to see if it is available to be used in real time applications with
the technology we nowadays have. To make up the experiments, it has been employed a
Dual Core Laptop with CPU velocity of 1600GHz and 2Gb’s RAM.
To carry out the analysis of the computational cost of the system, it converts the
video sequences from 15 fps to 30 fps, with the parameters selected in the H.264
Configuration there is only an I-frame. After the initial I-frame the rest of the frames are
compressed as P-frames, and the B-frames have been deleted in order to reduce the
payload of the codec. So that, the final structure of the video sequence transmitted is:
IPPPPPPP…
The Table VIII.9 shows the sequences studied and the number of frames per
sequence. It also indicates the number of transmitted and interpolated frames in each
test sequence.
Test sequence Frames TransmittedFrames Interpolated Frames
Foreman 399 199 198
Carphone 382 191 190
Mobile 300 150 149
News 300 150 149
Akiyo 300 150 149
Miss-America 150 125 124
In the Table VIII.10, there can be seen the times required to process each video
sequence. In the second column of the table (time/frame) it is also analysed the average
time required to interpolate a frame in each video sequence. Inverting the time needed
per frame, we obtain the number of frames that the system can interpolate per second, it
can be seen in the last column, and always exceeds our necessities.
As it can be seen in the Table VIII.10 the time required to process each video
sequence is very low, the maximum time required is 19.12 ms on average. The foreman
Table VIII.9. Frames per Sequence.
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test sequence has one of the most expensive computational processes because of its high
motion; it is one of the reasons to use this sequence to analyze the implementation.
Test sequence Time/sequence (s) Time/frame (ms) Time Utilisation (%) Frames/second
Foreman 2,36 11,94 17,91 83
Carphone 2,32 12,21 18,31 81
Mobile 2,85 19,12 28,69 52
News 0,96 6,45 9,68 154
Akiyo 1,26 8,45 12,68 118
Miss-America 0,49 6,62 9,93 151
This technique introduces a delay to the system owed to the time needed to do the
interpolation, the time needed to receive and decode the succeeding frame, and the
transmission delay. The delay needed in order to receive the succeeding frame is
1/15(s), which is half of the time between two consecutive transmitted frames; the
decoding time is showed in the Table VIII.12. Finally, the delay introduced by the
interpolation process is equal to the time needed to do it, so that the maximum delay
introduced by our implementation is 19.21 ms in the Mobile sequence. In the Table
VIII.11, it can be seen the total delay for the interpolated frames introduced by the
decoder; we should add the transmission time over that. As it can be seen the delay
difference between the transmitted frames and the interpolated ones is at maximum
85,786 ms, which is a little delay in comparison to the decoding time.
Test sequence Succeding framedelay (s) Tdecod (ms)
Interp Time
(ms)
Interp. Frames
Delay (ms)
Difference
Delay (ms)
Foreman 1/15 208,54 11,94 287,146 78,606
Carphone 1/15 215,96 12,21 294,836 78,876
Mobile 1/15 228,33 19,12 314,116 85,786
News 1/15 188,13 6,45 261,246 73,116
Akiyo 1/15 195,00 8,45 270,11 75,11
Miss-America 1/15 193,86 6,62 267,14 73,28
The fourth column of the Table VIII.10 represents the percentage of the time
between frames needed to carry out the process. Usually the time utilisation is very low,
Table VIII.11. Frames Delay.
Table VIII.10. Time Requirements.
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in all the tests the time utilisation is under 30% of the time available to work in real
time, it is important to notice that work in real time means that it is possible to do the
frame rate up conversion at the same time that it is displayed in spite of having a delay
introduced by the transmission and decoding time; so that the implementation has no
problems to work in the desired conditions employing the specified configuration of
H.264.
Finally, we compare the time requirements in the frame interpolation and the time
requirements to carry out the sequence decoding. The Table VIII.12 shows these times.
sequence tdecod/seqence (s) tdecod/frame (ms) tinterp/frame (s) tinterp/tdecod (%)
foreman 41,5 208,54 11,944444 5,72
carphone 41,25 215,96 12,210526 5,65
mobile 34,25 228,33 19,127517 8,37
akiyo 28,22 188,13 6,459732 3,43
news 29,25 195,00 8,456376 4,33
miss-america 14,54 193,86 6,621622 3,41
As can be seen in the table above, the time needed to interpolate one of each two
frames of a video sequence is very little in comparison to the time needed to decode the
sequence with the H.264 decoder. The second column of the Table VIII.10 show the
average time needed to decode a frame of each video sequence, and the third one is the
time needed to interpolate a frame. The last column is the percentage of the decoding
time needed to interpolate a frame; as can be seen, they need from 3% to 9% of the
decoding time depending on the video sequence. In any case this time is very low.
Table VIII.12. Decoding Times Comparison.
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VIII.3. Conclusions
The Frame Rate-Up Convertor by frame interpolation implemented is a valid system
to work in real time conditions. It applies some ideas performed before and introduces
new techniques to adapt and improve the existing methods over the new codec H.264.
The main characteristic that distinguishes the implementation to the other existing
techniques is the Non-Regular Block partition of the codec and the sub-pixel accuracy
of the codec H.264. Moreover, the system has been developed trying to obtain a low
complexity technique that allows the system to be applied over real time environments.
The results obtained are very good in terms of visual quality, especially in
videoconferencing environments. The experimental results obtained with the tests
employed to analyze the system show us how the system achieves better results in
sequences with low motion backgrounds and foregrounds without abrupt movements.
Nevertheless, the results obtained with different type of video sequences still are quite
good, and improve the classical techniques from 0,3dB to 4,8dB in the frame averaging
case and from 1,8dB to 8,5dB in the frame repetition technique.
Finally, to summarize the conclusions, this implementation is a good option to adapt
the actual interpolation systems to the characteristics the H.264 codec; and it can also be
used as a base for further improvements owed to its computational simplicity.
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APPENDIX 1
H.264 Profiles
The H.264 codec offers a lot of possibilities that can be used or not depending on the
application or the usage constraints.
Owed to all these options the H.264 codec defines different profiles; a profile is a set
of features of the codec identified to meet a certain set of specifications of intended
applications. So that, each profile uses some of the possible features owing to get the
best response in a specific application. Initially three profiles were defined, the Baseline
Profile (BP), the Main Profile (MP) and the Extended Profile (EP) [3].
 Baseline Profile: This profile was designed for applications with limited
computing capabilities as video conference or mobile applications.
 Main Profile: This profile was developed as the consumer profile for
broadcast and storage applications but with the development of the extended
profile it lost importance.
 Extended Profile: It was developed as the streaming profile contributing
with robustness to data losses and maintaining a good compression rate.
After the three initial profiles five new profiles have been developed adding new
features especially for professional applications. In the Next Table the features of each
profile can be seen.
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Baseline Main Extended High High10 High
4:2:2
High
4:4:4
I and P Slices Yes Yes Yes Yes Yes Yes Yes
B Slices No Yes Yes Yes Yes Yes Yes
SI and SP Slices No No Yes No No No No
Multiple Reference Frames Yes Yes Yes Yes Yes Yes Yes
In-Loop Deblocking Filter Yes Yes Yes Yes Yes Yes Yes
CAVLC Entropy Coding Yes Yes Yes Yes Yes Yes Yes
CABAC Entropy Coding No Yes No Yes Yes Yes Yes
Flexible Macroblock Ordering
(FMO)
Yes No Yes No No No No
Arbitrary Slice Ordering
(ASO)
Yes No Yes No No No No
Redundant Slices (RS) Yes No Yes No No No No
Data Partitioning No No Yes No No No No
Interlaced Coding (PicAFF,
MBAFF)
No Yes Yes Yes Yes Yes Yes
4:2:0 Chroma Format Yes Yes Yes Yes Yes Yes Yes
Monochrome Video Format
(4:0:0)
No No No Yes Yes Yes Yes
4:2:2 Chroma Format No No No No No Yes Yes
4:4:4 Chroma Format No No No No No Yes
8 Bit Sample Depth Yes Yes Yes Yes Yes Yes Yes
9 and 10 Bit Sample Depth No No No No Yes Yes Yes
11 to 14 Bit Sample Depth No No No No No No Yes
8x8 vs. 4x4 Transform
Adaptivity
No No No Yes Yes Yes Yes
Quantization Scaling Matrices No No No Yes Yes Yes Yes
Separate Cb and Cr QP control No No No Yes Yes Yes Yes
Separate Color Plane Coding No No No No No No Yes
Predictive Lossless Coding No No No No No No Yes
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APPENDIX 2
Affine Block-Based Motion Compensation
An accurate outline of the general steps of motion compensation technique has been
explained. However, there are variations of some parts of the scheme which are being
studied nowadays. In this appendix we introduce a new block motion compensation
method for a given motion field. While motion vectors so far have been applied to the
blocks just by translating them spatially, the new idea is to carry out an affine
compensation.
Despite this method improves the resulting quality, it is computationally expensive in
comparison with the translation method. Therefore, it is not used beyond theoretical
studies.
Technique Description
The main idea of this method is suppose that the motion of the image cannot be
estimated just by translating blocks, it supposes that the objects in a frame also have
rotation and depth motion (see Figure II.11.). As this model is more accurate than the
translation one, we need more information to carry it out; instead of needing two
parameters as before, we need six parameters for each block. So that it is called “6-
parameter affine model”
The mathematical formulas of this new model are written below (2) and (3). As the
model has six parameters, at least three points are needed in each domain (the current
frame and the reference frame) to solve the affine model. Hence, three motion vectors
are needed.
(a) Translational (b) Affine
Figure II.11. Motion Models
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To obtain these three motion vectors per block, a more complex motion estimation
can be avoided by using the same motion vectors with an altered block partition of the
image. The original blocks are changed to those of the same size, with corners defined
by the centre points of them as shown in Figure II.12. Then we have four vectors per
block, one in each corner. As only three vectors are used to define an affine model, we
break each square into two triangles, cutting them by their minimum diagonal.
The six parameters are calculated by solving the equations system. As the system
needs to be solved for each block, the method is computationally expensive. Moreover,
we can notice that the new block partition has two times the number of blocks of the
initial one. We discard this method in our implementation to obtain an algorithm
acceptable computationally.
Figure II.12. Affine Block Partition
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