1. Introduction and statement of results. The aim of this paper is to establish the existence of single-and multipeaked positive solutions to the problem
where is the Laplace operator, is a smooth bounded domain in R N (N ≥ 2), ν is the unit outward normal vector to ∂ , 2 < p < 2N/(N − 2) for N ≥ 3, 2 < p < +∞ for N = 2, and ε > 0 is a constant. Problem (P) ε may be viewed as prototype of pattern formation in biology. Indeed, the steady-state problem for a chemotactic aggregation model with logarithmic sensitivity is reduced by Keller and Segel to (P) ε (see [20] ). Moreover, in the study of activator-inhibitor systems modeling biological pattern formation, proposed by Gierer and Meinhardt in [17] , (P) ε plays an important role when the diffusion rate of the inhibitor is sufficiently large. See, for example, [24] , [33] , and the references therein for more details.
One of the motivations of this paper is the "point-condensation phenomena" of solutions to (P) ε expected from numerical simulations (to the Keller-Segel model as well as to the Gierer-Meinhardt model). That is, the solutions to (P) ε seem to tend to zero as ε −→ 0 except at a finite number of points. Here we show that these points are determined as local maximun and minimum points of the mean curvature of the boundary ∂ .
The results are obtained by variational methods. Define an "energy"
where v + = max(v, 0). A solution u of (P) ε is called a least-energy solution if it has the smallest energy J ε (u) among all solutions (not identically zero) to (P) ε . Using the mountain pass lemma, one can obtain a least-energy solution u ε to (P) ε . If ε is large, then u ε ≡ 1 (see [24] ), whereas u ε exihibits a point-condensation phenomena as ε → 0. More precisely, when ε is sufficiently small, Ni and Takagi showed in [28] that u ε has only one local maximum over (and therefore it is the global maximum), which is achieved at exactly one point P ε on ∂ . Moreover, u ε −→0 as ε→0 for all x ∈ , while max u ε ≥ 1 for all ε > 0 (see [28] ). It is further proved by Ni and Takagi in [29] that H (P ε ), the mean curvature of ∂ at P ε , approaches the maximum of H (P ) on as ε tends to zero. It is then natural to ask whether there exist solutions condensing at more than one point on the boundary of as ε approaches zero. In this paper, we study the existence of such solutions, that is, multipeaked solutions with several local maximum points on the boundary and condensing in a small neighborhood of those points as ε approches zero. Our results show the effect of strict local maximum or minimum points of the mean curvature H (P ) on ∂ on the existence of multipeaked solutions.
To state our results more precisely, some preparations are in order. First we recall some known facts about positive solutions to the problem Corresponding to (1.2) and (1.3), we define an energy of a function u ∈ H 1 (R N ) by 
< I (U ) ≤ I (u).
We call the solution U a ground-state solution to (1.2) and (1.3). For the existence, see, for example, [10] , [11] , and [16] . The uniqueness of the positive solution is established in [21] , [22] , and [26] , for example. For y ∈ ∂ , let H (y) denote the mean curvature of the boundary ∂ at y with respect to the unit inward normal and 1 = P ∈ ∂ | P is a strict local maximum point of H (y) , 2 = P ∈ ∂ | P is a strict local minimum point of H (y) .
Now we state our results.
Then for ε small enough, (P) ε has a positive solution u ε of the form
where w ε ∈ E ε,y ε , y ε ∈ ∂ , such that for ε → 0, (iii) u ε has exactly two local maxima in , which are achieved at points P 1 ε and P 2 ε on ∂ ; furthermore,
where δ(x) = min{dist(x, ∂ i ε ), i = 1, 2, η 1 } and C, C 2 , η 1 , µ are some positive constants depending on only.
We only give the proof of Theorem 1.2, since the proof of Theorem 1.1 is similar and simpler. Define the functional K ε :
where δ ∈ (0, 1/2) is a small number to be determined and B r (P ) is an open ball in R N of radius r centered at P. Our arguments are based on establishing the existence of critical points of K ε by seeking critical points of L ε in the manifold M. The one-to-one correspondence of critical points of L ε in M and K ε in H 1 ( ), when ε is small enough, is established in Appendix A. We note that (y, z, σ, ω) ∈ M is a critical point of L ε if and only if there exists (α 1 , α 2 , β 1 , . . . , β N−1 , γ 1 , . . . , γ N−1 ) ∈ R 2N satisfying the following:
Similar to [13] , our approach in solving ( * ) is a combination of the implicit function theorem method used in [32] and the energy comparison method used in [29] . We first solve ( * ) ω and ( * ) σ for each fixed pair (y, z) ∈ (B 2δ (P 1 )∩∂ )×(B 2δ (P 2 )∩∂ ) by arguments used in [32] . Then we solve ( * ) y and ( * ) z via consideration of the minimization problem (if
or via consideration of the maximization problem (if
where σ (y,z) and ω(y, z) are determined by ( * ) σ and ( * ) ω .
Remark 1.4.
Results concerning the effect of topology and geometry of on the number of positive solutions for the problem with critical exponent (that is, p = 2N /(N − 2) in (P) ε ) have been obtained by many authors. See, for example, [1] [2] [3] [4] [5] , [18] , [25] , [33] , [36] , and [37] . Except for [18] and [33] , the energies of solutions obtained in those papers are almost that of the least-energy solution as ε approaches zero. Our approach in dealing with the system of equations ( * ) is different from [33] . We first solve ( * ) ω and ( * ) σ simultaneously and then obtain appropriate (y, z) solving ( * ) y and ( * ) z . We also give descriptions of the profile of solutions. We would like to point out that in the subcritical case, each point in 2 contributes a singlepeaked solution for small ε, which is new in comparison with the critical case p = 2N /(N − 2). Remark 1.5. In contrast to the critical case (see [4] , [25] , and [33] Remark 1.8. After this work was completed, the paper [19] was published. However, the method used there is different from ours. Following the methods originally introduced by Séré and Coti-Zelati and Rabinowitz, in [19] Gui used the method of minimaxing the penalized functionals for a special family of "mountain passes." We believe that in applying this method, a certain kind of (PS) condition is needed, and therefore only the local maximum points of the mean curvature can be dealt with. Our method requires no compactness condition and therefore enables us to obtain existence of multipeaked solutions even when P 1 , P 2 are strict local minimum points of the mean curvature function H (y) of the boundary of domains.
We would also like to mention the paper [30] by Ni and Takagi, which was brought to our attention by the referee. In this paper, Ni and Takagi constructed solutions condensing at a local minimum point of the mean curvature of the boundary when the domain is axially symmetric. This paper is organized as follows. In Section 2, we prove some preliminary results, and in Section 3 we give a proof of Theorem 1.2. Proof of Theorem 1.3 is provided in Section 4. Proofs of some technical lemmas and estimates are presented as Appendices A, B, and C.
Preliminary results.
In this section, we collect all the preliminary results needed for the arguments in the next section.
1)
Proof. By (1.16), we have
By (C.1)-(C.6), (C.9)-(C.10), and (C.8) in Appendix C, we have
3)
which gives
we have
where we have used the fact that
(which can be found in Ni and Takagi [28] ). Equation (2.1) follows immediately.
Define an inner product in R × E ε,y,z by
Then we have the following lemma.
where
Moreover, A ε,y,z is invertible, and for some C > 0,
with F ε,y,z linear in u, Q ε,y,z quadratic in u, and R ε,y,z collecting the remaining higher order terms. That is,
To obtain (2.17)-(2.19), estimates in Appendix C are used. Here we omit the lengthy computations for the sake of simplicity.
Since F ε,y,z is a continuous linear form over R × E ε,y,z , there exists a unique f ε,y,z ∈ R × E ε,y,z such that
It follows from (2.12), (C.1)-(C.5), (C.11)-(C.13), and (C.16) that
which yields (2.9) since
Applying Lemma B.3 in Appendix B, we can find µ > 0 such that
for all ω ∈ E ε,y,z , when ε is small enough. Notice that by (C.3) and (C.4) in Appendix C, we have
We can therefore find a constant ρ > 0 such that 20) for ε small enough.
Hence there is a unique, symmetric, continuous, and coercive operator A
Because Q (3) ε,y,z (1, ω) is a bounded linear functional on E ε,y,z , we have a unique q ε,y,z ∈ E ε,y,z such that
So, applying the estimates in Appendix C, we have
ε,y,z (σ − 1), by estimates in Appendix C and (2.15), we have
for ε small enough.
Define A ε,y,z : R × E ε,y,z −→ R × E ε,y,z as follows:
From (2.20) and (2.21), we see that A (1) ε,y,z is invertible. Let B (i) ε,y,z : R × E ε,y,z −→ R × E ε,y,z (i = 1, 2) be defined as follows:
Then B (2) ε,y,z = q ε,y,z ε → 0 as ε → 0. Thus
, and thus 
Moreover,
29)
for some C > 0.
exists such that ( * ) ω in the system of equations ( * ) in Section 1 holds.
From now on, we fix r > 0 so small that Proposition 2.
holds and H (y) < H (
Proposition 2.5. Suppose P 1 , P 2 ∈ 1 . Let σ = σ ε (y, z) and ω = ω ε (y, z) be as in Proposition 2.3. Then for ε small, the minimization problem
(2.31)
Suppose that y = y ε and z = z ε achieve the minimum. It follows from
that H (y ε ) −→ H (P 1 ) and H (z ε ) −→ H (P 2 ) as ε → 0 and therefore y ε −→ P 1 and z ε −→ P 2 , since P 1 , P 2 are strict local maximum points. Similarly, we have the following proposition.
Proposition 2.6. Suppose P 1 , P 2 ∈ 2 . Let σ = σ ε (y, z) and ω = ω ε (y, z) as in Proposition 2.3. Then for ε small, the maximization problem
3. Proof of Theorem 1.2. In this section, we apply the results of Section 2 to prove Theorem 1.2.
By Proposition 2.3, there exists ε o > 0 such that for 0 < ε < ε o , we have a 
, achieving the minimum of the minimization problem (2.30). Let 
8)
Hence (y ε , z ε , σ ε , ω ε ) ∈ M is a critical point of L ε . By Proposition A.2,
is a critical point of K ε for sufficiently small ε. Therefore, there is a Lagrange multiplier θ ε such that
Multiplying (3.10) by w ε and integrating by parts over , we get
As in [32] , we can easily show that u ε > 0 in , and therefore u ε is a solution of (P) ε . The cases P 1 , P 2 ∈ 2 can be proved similarly. Thus, Theorem 1.2 is proved.
Remark 3.1. For the proof of Theorem 1.3, we need 14) which is in concurrence with a similar result in [29] for least-energy solutions.
To prove (3.14), we make use of (i) the form of K ε , (ii) the fact that u ε is a solution of (3.12) and (3.13), and (iii) the asymptotic expansion (2.31)
4. Proof of Theorem 1.3. We do not give a detailed proof of Theorem 1.3. Instead, we only give a sketch, since the arguments are almost the same as in Ni and Takagi [28] .
For the proof of (i) in Theorem 1.3(a), that is, existence and uniqueness of one local maximum point, one needs to notice the following. It is not necessary in the proofs of Theorems 2.1 and 2.3 in [28] that u ε be a least-energy solution, since, in our case, the positive solution of (1.2) and (1.3) is unique. Ni and Takagi's arguments are based on the estimate
where here and in the sequel o(1) denotes various quantities that tend to zero as ε tends to zero. Ni and Takagi used this estimate to show that either u ε has more than one local maximum point or that there is no maximum point not on the boundary ∂ . Hence the proof of [28] can be applied in a straightforward way to show that u ε has only one local maximum point P ε , which must lie on ∂ . The existence of a subdomain ε , such that P ε ∈ ∂ ε , (1.11), and (1.12) hold, can be obtained as in [28] .
To finish the proof of (a) in Theorem 1.3, it remains to show that |P ε −y ε | ≤ Cε for some constant C > 0. We argue by way of contradiction. Suppose |P ε − y ε |/ε −→ +∞. Then we can choose a number r > 0 such that P ε is not in B 2rε (y ε ) ∩ . By ω ε ε −→ 0, we have for some c o > 0,
On the other hand, for some µ > 0,
which is a contradiction to the estimate (4.1) for ε small enough. So |P ε − y ε | ≤ Cε for some C > 0, and therefore we have completed the proof of (a) in Theorem 1.3. For the proof of (b) in Theorem 1.3, the arguments of Ni and Takagi in [28] can also be applied almost in a straightforward way. Let u ε be a solution as obtained in Theorem 1.2. Then one of the following three cases holds:
(a) u ε has more than two local maximum points; (b) u ε has only one maximum point; (c) u ε has exactly two maximum points. Suppose (a) holds. Arguing as in [28] , we can find some constant α > 0 independent of ε such that
which contradicts Remark 3.1. If case (b) occurs, that is, u ε has only one local maximum point in , then for η > 0, the level set ε,η = x ∈ | u ε (x) > η has at most one connected component. As in [28] , we can prove that there exists a small subdomain * ε such that diam( * ε ) ≤ C 2 ε and We can always find r > 0 so small that either B 2r (P 1 ) ∩ * ε or B 2r (P 2 ) ∩ * ε is empty for ε small enough. Suppose (without loss of generality) that B 2r (P 1 ) ∩ * ε = Ø. Then
for some µ o > 0.
On the other hand, by (1.9), ω ε ε −→ 0 and, by the form of u ε ,
for some c o > 0 when ε is small. This contradicts (4.4) for small ε. Therefore, case (b) is impossible. Hence u ε has exactly two local maximum points P 1 ε and P 2 ε . As in [28] , we can show that P 1 ε ∈ ∂ and P 2 ε ∈ ∂ . Also as in [28] , we can find subdomains
ε , (1.13) holds, and for some small
Since {x ∈ | u ε (x) > d} has only two disjoint components, we have
ε .
Arguing as in [28] (see paragraphs following (4.33) in [28] ), we can prove (1.13). The estimates P 1 ε − P 1 ≤ Cε, P 2 ε − P 2 ≤ Cε can be proved similarly as before.
APPENDICES
Appendix A. In this appendix, we state two results without giving proofs. The first one concerns the decomposition of functions in H 1 ( ), and the second concerns the equivalence of critical points of L ε and K ε .
For η > 0 and µ ∈ (0, 1/2) small enough such that B 4µ (P 1 ) and B 4µ (P 2 ) are disjoint, set
then u can be uniquely written in the form
where 
The proofs of Propositions A.1 and A.2 are similar to those of analogous statements in [6] , [12] , and [32] , and are therefore omitted here.
Appendix B.
Here we give two results that are important to the arguments in Section 2.
Lemma B.1. There exists a number δ > 0 such that for ε small enough,
In order to prove Lemma B.1, some preparations are needed. Through a translation x −→ x − y and a rotation, we can assume without loss of generality that y = 0 and the tangent vectors of ∂ at y = 0 are (1, 0, . . . , 0), (0, 1, . . . , 0), . . . , (0, . . . , 0, 1, 0) . Let us consider the eigenvalue problem
which is equivalent to
where ε = {x | εx ∈ }.
The "limit" problem of (B.2) is 
Proposition B.2. Up to a subsequence, we have for ε −→ 0, 
Moreover, as ε → 0,
Proof. The first eigenvalue of (B.2) is characterized by
By the same arguments as in the proof of Theorem 2.1 (step 1) in [28] , we can find ∈ H 1 (R N + ) such that (by taking the subsequence)
for each compact set ⊂ R N + . We always extend the functions in H 1 (R N + ) by reflection to R N in this appendix.
which implies
Hence µ * 1 = 1 and = U(x) by a result in [29] , since
which, together with
as ε −→ 0. We continue our proof by induction. Suppose for k, 2 ≤ k < N, we have
For k ≤ N, the kth eigenvalue of (B.2) is characterized by
We will show that
First we show that for ε small,
Taking
Thus,
(B.12)
By (B.7) and the choice of U, lim ε→0 t ε,i = 0 for i = 1, . . . , k −1. So, lim ε→0 µ ε,k = µ * k ≤ p − 1 and (B.11) follows. Let ε,k be the minimizer of (B.9). As before, we have
and weakly in H 1 ( ) for each compact set ⊂ R N + , and
On the other hand, by
and lim
Similarly, for k = N + 1, we have
and weakly in H 1 ( ) for each compact set ⊂ R N + , where (µ N+1 , N+1 ) is a pair of eigenvalues and an eigenfunction of problem (B.3). Moreover, N+1 ⊥ span{∂U /∂x i , i = 1, . . . , N − 1}. Thus by [29] , µ N+1 > p − 1. This completes the proof of Proposition B.2.
Proof of Lemma B.1. First we introduce some notation. For
To prove Lemma B.1, it suffices to show that
, satisfying (B.14) and (B.15). To do this, we argue by way of contradiction. Suppose we can find a sequence {ε n }, ε n → 0 such that, for ω ε n ∈ H 1 ( ε n ) satisfying (B.14) and (B.15), we have
For the sake of simplicity, we omit the subscript n and write ω ε n , ε n , and ε n as ω ε , ε, and ε , respectively.
Decompose ω ε by
By the definition of R ε , we have
(B.20)
On the other hand, we have for i = 2, . . . , N,
where a ij ∈ R since i ∈ span{∂U /∂x i , i = 1, . . . , N − 1}. Thus by choosing a subsequence, we have
(B.23)
Since lim ε→0 µ ε,N+1 = µ N+1 > p − 1, we can find δ > 0 such that for ε small,
a contradiction in comparison with (6.14). Thus Lemma B.1 holds.
Now we state a result crucial to Section 2.
Lemma B.3. There exists δ > 0 such that for ε small,
Proof. Assume, without loss of generality, that y = 0. Set
To show (B.25), it suffices to show ε > p−1+c o for some positive c o as ε is small. We argue by way of contradiction. Suppose there is a sequence {ε n }, lim n→∞ ε n = 0 such that lim
Namely, we can find ω n ∈ H 1 ( ) satisfying the system of equations. 32) for any given ∈ E ε n ,0,z . 33) which implies that εn (|∇ ω n | 2 + ω 2 n ) dx is bounded because of (B.26). As before, we can assume (by choosing a subsequence) that for some ω ∈ H 1 (R N + ), 
We claim that ω satisfies
To show (B.36), first we extend ω to R N by reflection. Then set ω(x) = ω(x/ε). We are to choose numbers l ε,1 , . . . , l ε,2N so that
is in E ε,o,z . This is equivalent to the following system of linear equations holding: To solve the above system of equations, we first need to establish estimates of the coefficients. Notice that
We also have, similarly,
Indeed, by a translation and a rotation, we can assume As before, it is easy to see that
By the definition of ω and (B.28), we have
We also have
(B.50)
Then we have
As in Appendix C, we have
In view of (B.41) and (B.46)-(B.55), the system of linear equations (B.37)-(B.40) is equivalent to 
Taking n −→ +∞ in the above equation, we get (B.36). We now continue our argument and reach a contradiction. Suppose ω ≡ 0; then we get = p − 1, since otherwise,
which is a contradiction. Therefore, ω is an eigenfunction with eigenvalue p −1. Thus ω ∈ span{∂U /∂x i , i = 1, . . . , N − 1}. We will show that ω ≡ 0. To this end, suppose
which deduces λ j = 0 for j = 1, . . . , N − 1, and consequently, ω ≡ 0. So, ω n −→ 0 weakly in H 1 ( ) for each compact set ⊂ R N + as n tends to +∞. Similarly, if we set ω n = ω n ((x − z)/ε n ), then ω n tends to zero weakly in H 1 ( ) for each compact set ⊂ R N + . Thus we have
as n tends to +∞, which contradicts
Therefore Lemma B.3 is proved.
Appendix C. Here we list all the estimates used in Sections 2-4. We always assume ε > 0 small, y ∈ ∂ , z ∈ ∂ , and y = z. We have
Proof of (C.1). By rotation A y , we can transfer \{y} into y = A y ( \{y}) for y ∈ ∂ , and A y turns the tangent direction τ yi of ∂ at y into the direction of the ith axis. ∂ y (the boundary of y ) can be represented as
with g(0) = 0, ∇g(0) = 0, and
Choose r ∈ (0, R] small, and denote
Using the exponential decay of |∇U | at infinity, we get Proof of (C.11). We adopt the same notation as in the proof of (C.1). By ω ∈ E ε,y , we have (C.14)
By the exponential decay of |∇U | at infinity, we have 
