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Abstract
In the past decade, deep neural networks have revolutionized computer vision. High
performing deep neural architectures trained for visual recognition tasks have pushed the
field towards methods relying on learned image representations instead of hand-crafted
ones, in the seek of designing end-to-end learning methods to solve challenging tasks,
ranging from long-lasting ones such as image classification to newly emerging tasks like
image captioning.
As this thesis is framed in the context of the rapid evolution of computer vision, we
present contributions that are aligned with three major changes in paradigm that the
field has recently experienced, namely 1) the power of re-utilizing deep features from
pre-trained neural networks for different tasks, 2) the advantage of formulating problems
with end-to-end solutions given enough training data, and 3) the growing interest of
describing visual data with natural language rather than pre-defined categorical label
spaces, which can in turn enable visual understanding beyond scene recognition.
The first part of the thesis is dedicated to the problem of visual instance search, where
we particularly focus on obtaining meaningful and discriminative image representations
which allow efficient and effective retrieval of similar images given a visual query. Contri-
butions in this part of the thesis involve the construction of sparse Bag-of-Words image
representations from convolutional features from a pre-trained image classification neural
network, and an analysis of the advantages of fine-tuning a pre-trained object detection
network using query images as training data.
The second part of the thesis presents contributions to the problem of image-to-set pre-
diction, understood as the task of predicting a variable-sized collection of unordered
elements for an input image. We conduct a thorough analysis of current methods for
multi-label image classification, which are able to solve the task in an end-to-end manner
by simultaneously estimating both the label distribution and the set cardinality. Further,
we extend the analysis of set prediction methods to semantic instance segmentation, and
present an end-to-end recurrent model that is able to predict sets of objects (binary
masks and categorical labels) in a sequential manner.
Finally, the third part of the dissertation takes insights learned in the previous two parts
in order to present deep learning solutions to connect images with natural language in the
context of cooking recipes and food images. First, we propose a retrieval-based solution
in which the written recipe and the image are encoded into compact representations that
allow the retrieval of one given the other. Second, as an alternative to the retrieval
approach, we propose a generative model to predict recipes directly from food images,
which first predicts ingredients as sets and subsequently generates the rest of the recipe
one word at a time by conditioning both on the image and the predicted ingredients.
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Introduction
Vision (or visual perception) is the process of discovering from images what is present
in the world, and where it is located [132]. As humans, we are able to seamlessly un-
derstand what we see: we identify objects and their relationships, which allows us to
infer knowledge from what we perceive and interact with. Vision has been studied for
centuries [148] with the goal of understanding how the visual system works and even
mimic its behavior with computer programs.
Computer vision is the scientific field that studies the theory behind artificial systems
that are able to extract relevant information from images. The foundations of computer
vision started in 1963, with the first attempt to extract edge-like 3D structures from 2D
views of polyhedrons [171]. In 1966, researchers from MIT wrote a project proposal [154]
where the goal was to construct an artificial visual system that could identify objects
in images. This project was intended to be solved over the course of a single summer.
Their optimism can perhaps be explained by the numerous computer programs involving
logical and algebraic operations that succeeded at the time. Paradoxically, it turned
out that the most difficult human skills to reverse engineer are those that we perform
unconsciously [142]. What started as a short-term project in the 1960s later evolved into
an entire research field that has been studied for decades and, despite great progress has
been made, it still remains unsolved.
Early research in computer vision in the 1970s focused on extracting 3D geometrical
information from images with the purpose of understanding their contents. Low-level
computer vision algorithms such as edge and corner detection were extensively studied
in that decade. One of the revolutionary ideas in computer vision was the bottom-up
representation of images [132], in which lower-level image representations served as in-
termediate steps to compose a 3D model representation of the scene. Insights from [132]
shifted the field of computer vision towards hierarchical image representations in the
1980s [126, 23]. Since the 1990s, the computer vision field significantly moved towards
the design of algorithms that aimed at recognizing objects directly from 2D image repre-
sentations, thus bypassing the previously mandatory step of obtaining 3D object models.
Instead, objects and their parts were encoded with engineered representations extracted
from still images [202, 127, 44, 58]. In the 2000s, the emergence of curated image datasets
[54, 177] allowed the benchmarking of computer vision algorithms.
Computer vision witnessed a breakthrough in 2012, when Krizhevsky et al. [102] won
the ImageNet classification benchmark with a deep neural network trained on a GPU.
The neural network, which is commonly referred to as AlexNet, reduced the top-5 error
from 26% to 15.3%, a substantial improvement with respect to previous methods based
on hand-crafted features. Although neural networks had already been applied to image
classification tasks [106], AlexNet is known to be one the most influential works in com-
2(a) MS COCO Captions [116] (b) VQA 2.0 [71]
Figure 0.1: Samples from (a) MS COCO Captions and (b) VQA 2.0 datasets. Figures
taken from [35] and [71], respectively.
puter vision, which led to a change in paradigm to move away from hand-crafted image
representations [127, 202] towards learned ones. Since then, deep learning algorithms
have vastly dominated the computer vision field, allowing astonishing improvements in
traditional applications such as image categorization [182, 81], image detection [64, 167],
or image segmentation [125, 79], but also opened the doors to new challenges such as
text-conditioned image generation [20, 224] image captioning [201, 215] or visual dialog
systems [45]. These new challenges have brought computer vision closer to research com-
munities studying other data modalities, such as natural language or audio and speech
signal processing, in the seek of intelligent systems that can simultaneously reason about
different modalities and infer knowledge from them.
Motivation
The concept of modality refers to the type of representation in which a certain informa-
tion is encoded, i.e. the way in which something occurs or is experienced. The human
experience of the world is inherently multimodal. As humans, we learn concepts by natu-
rally aligning the cues that we perceive, which allows us to use multiple sensors to extract
the same unit of information (e.g., we can tell a storm is coming from both a dark sky
and the sound of thunder strikes). Although we learn from exploring the world on our
own, we also acquire knowledge through communication with others. Human language
allows us to describe complex ideas, events or things that we observe in the world to
others. Humans can also imagine unseen concepts when described to them, and describe
what they see with words at different degrees of detail. While human language can be
expressed in multiple modalities (e.g., spoken language uses the auditive modality, sign
languages and writing use the visual modality, braille writing uses the tactile modality),
for the purposes of this thesis we refer to language in its written modality (text).
In the past few decades, computer vision has largely focused on designing algorithms to
recognize what is visible in images (i.e. naming and locating object entities in images),
being image classification [102, 182, 177, 81], object detection [64, 63, 167] or object
segmentation [125, 79] some of the tasks that have received most of the attention in
the research community. However, there is a lot more to a picture than meets the eye.
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(a) CLEVR [92] (b) VCR [223]
Figure 0.2: Samples from (a) CLEVR and (b) VCR datasets. Figures taken from [92]
and [223], respectively.
Despite the great advances in fundamental tasks such as single-label image classification
to more challenging tasks such as semantic instance segmentation [79], while current state
of the art algorithms have been demonstrated to be useful for practical applications, they
only begin to scratch the surface of all the knowledge that can be derived from an image.
Achieving true visual understanding of complex scenes goes far beyond object recognition.
In this direction, the computer vision community recently witnessed the emergence of
new datasets and benchmarks to accommodate research in the intersection of vision
and language [116, 71]. Since then, tasks such as image captioning [201, 215, 128] and
visual question answering [129, 180] have gained attention in the community. While
these tasks require some degree of higher level reasoning in order to be solved, most
image captioning or visual question answering benchmarks are composed of samples in
which textual information is still heavily tied to the visual appearance of objects. Most
captions in the MS COCO dataset [116] simply enumerate the objects and describe their
surroundings, and many of the questions in the VQA 2.0 dataset [71] are related to object
appearance (see Figure 0.1 for examples). Thus, the performance of such methods is still
broadly bounded to the ability of current image recognition systems to name, locate
and count objects in images. Only recently, a few datasets requiring a higher degree of
reasoning have been released. Visual reasoning has been studied in controlled rendered
scenarios with the CLEVR dataset [92], which challenges computer vision algorithms
to answer questions requiring counting, comparing and logical reasoning capabilities.
One step further is the newly released Visual Commonsense Reasoning (VCR) dataset
[223], including questions related to real world objects and their relationships, which also
require higher level understanding of the scene in order to be answered. Figure 0.2 shows
examples of samples included in the CLEVR and VCR datasets.
The appearance of large scale datasets linking images with language [116, 3, 71, 223] aided
the development of methods that can generate sentences describing images [201, 128], or
answer questions about them [129]. Although these datasets introduce many intrinsic
challenges that push the boundaries of visual learning methods, these are constrained
to model interactions between language and vision involving short sentences (e.g., the
average caption in MS COCO contains 11.3 words). While recent works have attempted
at generating longer paragraphs (> 60 words) describing image contents [101], we argue
that language can be used for a lot more than just describing what is visible.
4Visual and textual data naturally co-exist in the web: articles are often supported with
visual elements in digital newspapers, and social networks enable human interactions
about visual data in forum threads or comment sections. In these cases, the language
may not be necessarily describing the visual contents (e.g., opinions, jokes or topic discus-
sions often emerge from or are supported with images). Notably, all the aforementioned
datasets including paired image and textual data are either artificially generated [92] or
require the collection of human annotations [116, 3, 71, 223], which can be expensive
to obtain and are constrained by the limitations of the annotation tool and the anno-
tator. In contrast to human-curated datasets, web-based datasets [38, 151, 179] can be
obtained by crawling online resources, which make them cheaper to collect and can be
more representative of real world interactions of vision and language in different domains.
In this context, the research presented in this thesis closely follows and is influenced by
the evolution trends of the computer vision field over the past decade. The first two
parts of the thesis largely focus on both extracting and optimizing representations from
pre-trained neural networks for visual recognition tasks, which ultimately lead to the
development of methodologies that connect vision with language in the domain of food
images and cooking recipes.
Single-label
pizza
Multi-label
olive_oil
pepperoni
mushrooms
cheese
dough
garlic
tomato_sauce
Description
A pepperoni pizza 
sitting on top of a 
table
Recipe
olive_oil
pepperoni
mushrooms
cheese
dough
garlic
tomato_sauce
 Preheat oven to 475 degrees F. Spread sauce all over the 
dough. Bake 10 minutes.
 
 In 12-inch skillet, heat oil on medium. Add mushrooms and 
garlic; cook 5 minutes, stirring. 
 
 Transfer to pizza. Top with pepperoni and cheeses. 
 
 Bake 15 to 20 minutes or until crust is deep golden brown. 
 
 Sprinkle with oregano and red pepper, then drizzle with 
honey.
Pepperoni Mushroom Pizza
Figure 0.3: Examples of language-based outputs for an input image.
The vast availability of online recipe collections along with example images presents the
possibility of training machines to link images and language directly from raw data.
Food data also offers new perspectives on topical challenges in computer vision like
finding representations that are robust to occlusion and deformation (as occur during
ingredient processing). As entities, images and language are connected with many-to-
many relationships. Just as there are many sentences that can be used to describe the
same image, different images can be described using the same words. In the context
of food images and cooking recipes, visual ambiguities caused by ingredient processing
during cooking frame the task of intuiting recipes from images as one that seeks to find a
plausible recipe rather than the true one (i.e. the one that was originally followed to obtain
the cooked dish in the image). Inferring a recipe from a picture is a task that pushes
machine algorithms beyond recognizing image contents and requires visual reasoning to
infer probable recipes that are coherent with image contents.
This dissertation is framed in the intersection of vision and language for cross-modal
learning, i.e. designing representations that extract common knowledge from the two
aforementioned modalities, which allow the recovery of one given the other. Cross-modal
learning is not to be confused with multi-modal learning, which involves processing and
relating information from multiple modalities for a common task (e.g., video classifica-
tion with audiovisual features). Figure 0.3 shows examples of possible language-based
information that can be obtained from an image. One can provide a single word that
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represents its broad semantics (single-label classification), a set of labels that are present
in the image (multi-label classification), a broad description of the image (image caption-
ing), or long structured text (e.g., a paragraph, a story or a cooking recipe).
The goal of this thesis is to design solutions that accomplish the latter, particularly in
the context of food data, i.e. learning cross-modal representations that allow obtaining
cooking recipes directly from food images. This thesis tackles the image-to-recipe problem
with two different strategies. The first one considers a retrieval solution, where the
challenge lies in obtaining compact representation of images and recipes that enable the
retrieval of one given the other. The second one takes a generation-based approach and
aims to predict a cooking recipe (the title, its ingredients and the cooking instructions)
directly from a food image.
Cooking recipes are structured long textual documents which are non-trivial to encode,
model or generate. For this reason, the first two parts of this thesis take intermediate steps
in both directions (i.e. retrieval- and generation-based approaches), which then lead to
the proposed solutions to the practical image-to-recipe application. All the contributions
of this thesis have their foundations on deep neural networks. For the sake of completion,
the technical background on deep neural networks is provided in Section 0.2. The expert
reader can choose to skip this section.
Part I
Image Retrieval
Part II
Image-to-Set Prediction
Part III
Image-to-Recipe Prediction
Chapter 2
Off-the-shelf representations
Chapter 5
Multi-Label Image Classification
Chapter 8
Recipe Retrieval
Chapter 3
Query-optimized representations
Chapter 6
Instance Segmentation
Chapter 9
Recipe Generation
Table 0.1: Thesis structure.
Table 0.1 illustrates the structure of the remainder of this thesis. First, Part I is dedicated
to explore the suitability of using features extracted from hidden layers of deep neural
networks as image representations for content-based image retrieval. Both off-the-shelf
and query-specific deep representations are explored in Chapters 2 and 3, respectively.
Insights learned in this part of the thesis will be the basis of the retrieval-based image-
to-recipe approach (introduced in Chapter 8). Analogously, generating recipes directly
from images requires systems that predict textual documents as structured sentences,
which have been largely explored in the literature [190, 196, 128]. However, recipe gen-
eration also requires estimating ingredients, which may naturally be represented as a
sets (i.e. a variable-length collections of unique and interrelated constituents). With this
purpose, Part II of the thesis is dedicated to set prediction using deep neural networks,
exploring two different tasks, namely multi-label classification (Chapter 5) and semantic
instance segmentation (Chapter 6). Finally, transitional steps taken in Parts I and II lead
to Part III of this thesis, where the design and comparison of the two aforementioned
retrieval-based (Chapter 8) and generation-based (Chapter 9) image-to-recipe approaches
are presented.
6Deep Learning
In the field of artificial intelligence, the study of algorithms that are capable of performing
a specific task by relying on patterns from data instead of hard-coded instructions is
known as machine learning. Machine learning enabled computers to tackle problems
which require the extraction of knowledge from the real world to make decisions given
raw data. Although there is a vast family of models in machine learning, such as support
vector machines, decision trees and bayesian networks, the best performing machine
learning solutions to many applications in vision, speech and natural language processing
are nowadays based on deep neural networks.
This section briefly introduces the necessary background on deep neural networks, in-
cluding common architectures that will be used in the three main parts of this thesis.
The Perceptron
The basic unit in a deep neural network is the neuron, also called the perceptron [174].
A perceptron takes several inputs {x1, ..., xn} and produces a single output oj . Figure
0.4(a) provides an illustration of the perceptron model. The perceptron associates a
weight wi to each input, which together constitute the parameters of the function. The
output of the neuron is given by a linear combination of weighted inputs followed by a
non-linear activation function ϕ:
oj = ϕ
(
n∑
i=1
wi · xi + bj
)
, (1)
where bj denotes the bias term for the neuron j, which is a separate weight applied
to a constant x0 input permanently set to 1. The variables wi and bj constitute the
parameters that define the behavior of the neuron. The bias term will be dropped from
future equations for simplicity.
The activation function ϕ usually takes the form of a sigmoid, hyperbolic tangent (tanh)
or rectified Linear unit (ReLU) [145], which are compared in Figure 0.4(b). In a binary
classification problem, the output of the neuron after a sigmoid activation oj ∈ {0, 1}
can be interpreted as a linear decision boundary classifier, which can be thresholded to
obtain the final decision yj :
yj =
{
1 if oj ≥ thj
0 if oj < thj
(2)
Multi-class classification problems can be handled with multiple neurons operating on
the same input. In this scenario, it is common to use the softmax non-linearity to obtain
a probability distribution over C classes:
oj =
enetj∑C
j=1 e
netj
, (3)
where netj is the output of the j
th neuron before the activation function.
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(a) (b)
Figure 0.4: 0.4(a): The Artificial Neuron (Source: Chrislb, Wikipedia). 0.4(b): Examples
of activation functions (taken from [204]).
In this case, the output O = {o1, ..., oC} is calculated by several neurons that operate on
the same input. Arrays of neurons operating on the same input are commonly referred to
as layers. In the multi-class classification problem described in this section, the network
is composed of two layers: the input layer (composed of values x) and the output layer
(composed of weights w).
Neural Networks
While linear classifiers are suitable when the input data is linearly separable, real world
data (e.g., image pixels), very rarely falls into this category, and instead requires more
complex functions that can tackle high-level decisions (e.g., object classification) from
raw inputs.
Neural networks are based on a collection of connected neurons, which are arranged in
layers. They are composed of an input layer and an output layer, which are connected
by a variable number of hidden layers. Neural networks can approximate complicated
functions mapping inputs to outputs by decomposing them into a series of simple trans-
formations learned in the parameters of each hidden layer. Increasing the number of
layers in a neural network is also referred to as increasing its depth, which is the reason
we conventionally refer to these models as deep neural networks, and we understand deep
learning as the field that studies the design and optimization of deep neural networks.
The arrangement of neurons in multiple layers leads to learned hierarchical representa-
tions of the input data, which is transformed in each layer with the purpose of becoming
linearly separable at the output layer. Once trained, these networks have been demon-
strated to learn data representations at different levels of abstraction (from edges and
corners to object parts) in each of their hidden layers [222].
Given a set of M training samples consisting of input and label pairs {(x(i),y(i))}Mi=0, a
deep neural network can estimate a mapping from inputs x to outputs y by adjusting
its weights θ (weights wi and biases bj) according to a loss function L(yˆ, y) using an
optimization algorithm, such as gradient descent. Given the loss function associated to
the outputs of a neural network, gradient descent updates the weights in the opposite
8direction of the gradient:
θi+1 = θi − λ∇L(yˆ, y), (4)
where λ is the learning rate, which determines the magnitude of the step taken. Other
popular optimization algorithms that are often used instead of gradient descent are Adam
[99] or RMSProp [72]. The weights of any intermediate layer in a deep neural network
can be updated by using the chain rule to propagate the gradient of the loss back to
the first layer (known as the backpropagation algorithm [176]). In practice, obtaining
the gradients for a loss function computed on all training samples M is computation-
ally intractable for large-scale datasets. For this reason, mini-batch Stochastic Gradient
Descent [170] is used instead, where the gradient is estimated on a batch of N training
samples. The process of updating the weights of the model so that it gets better at a
particular task, whose performance is evaluated with a loss function L(yˆ, y), is what we
understand as learning.
Feed-forward Neural Networks
The simplest neural network is the multi-layer perceptron (MLP), in which each layer
is composed of several neurons, each of them connected to all neurons in the previous
layer. Layers that fulfill this property are commonly called fully connected layers. Given
the output of its previous layer in a neural network: hk−1 ∈ RDi−1 (where Dk−1 denotes
the number of neurons in layer i − 1), the output of the the next fully connected layer
hk ∈ RDk , in matrix notation, is given by:
hi = W
T
i · hk−1, (5)
where Wk ∈ RDk−1×Dk are the weights of the kth fully connected layer.
As more hidden layers are added to an MLP, the amount of weights of the neural network
increases very quickly, which leads to high-capacity models that exhibit poor generaliza-
tion capabilities. Further, fully connected layers do not exploit the structure of the input
data in any way (all inputs are connected to all outputs), which may not be the optimal
approach when dealing with structured data such as images.
Convolutional Neural Networks
Convolutional Neural Networks, also known as Convolutional Networks, ConvNets, or
CNNs, are a particular kind of neural network especially suitable for processing data
with grid-like structure, such as images (an image is commonly represented as a 2-D grid
of pixel values). ConvNets can be understood as neural networks that use the convolution
operation in place of general matrix multiplication in their layers.
Given a one-dimensonal input x = {x1, ...xd}, we can define a convolutional kernel with
an array of weights Wk of size K, which can be applied to the input x with the following
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equation:
hk(i) = (Wk ∗ x)(i) =
K∑
m=1
x(i−m) ·Wk(m), (6)
where ∗ denotes the convolution operation.
In the case of two-dimensional inputs (e.g., a grayscale image I ∈ RH×W ), a convolutional
kernel defined by a matrix of weights Wk of size Kh ×Kw is applied as:
hk(i, j) = (Wk ∗ I)(i, j) =
Kh∑
m=1
Kw∑
n=1
I(i−m, j − n) ·Wk(m,n) (7)
The convolutional layer is the generalization of applying multiple convolutional kernels
to an input of arbitrary dimensionality. As an example, a color image can be expressed
as I ∈ RH×W×C , where C denotes the dimensionality, which equals to 3 for RGB images.
A convolutional layer with multiple kernels that can operate on top of image I is defined
by a matrix of weights Wk of size Kh×Kw ×C ×Dk, and is applied to image I with the
following equation:
hk(i, j, d) = (Wk ∗ I)(i, j, c) =
Kh∑
m=1
Kw∑
n=1
C∑
c=1
I(i−m, j − n, c) ·Wk(m,n, c, d) (8)
Figure 0.5: Sparse vs Dense Connectivity. Figure from [69]. Neuron s3 is only affected
by inputs x2−4 in a convolutional layer (top), while it is affected by all inputs in a
fully-connected layer (bottom).
Since the kernel size is usually set to be smaller than the input size, replacing matrix mul-
tiplication operations with convolutions transforms fully connected layers into sparsely
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connected ones, where neurons in an arbitrary layer are only connected to a few neurons
in its preceding layer. Figure 0.5 illustrates this property. Sparse connectivity also affects
the receptive field of a neuron, which is defined as the portion of the input that is visible
to each neuron in the network. While the receptive field of neurons in fully-connected lay-
ers corresponds to the full input, neurons in convolutional layers have a limited receptive
field, which increases with layer depth.
Further, convolutional layers use the same kernel weights at different locations in the
input. This can be observed in Equation 8, where the same kernel weight Wk(m,n) is
used to obtain the output of the convolutional layer in all positions (i, j). Intuitively,
this is a desirable property to have when dealing with images as inputs, since a learned
feature extractor (e.g., an edge detector) can be useful in all image locations.
ConvNets have been successfully used in applications in computer vision. The first deep
convolutional neural network trained on the large-scale ImageNet dataset was AlexNet,
consisting of seven convolutional hidden layers (see Figure 0.6). Convolutional layers
are usually applied on zero-padded inputs in order to maintain the spatial dimension of
the input features. However, training a deep ConvNet on images of size 224 × 224 × 3
would require large amounts of memory. For this reason, max-pooling operations are
commonly applied between convolutional layers of deep ConvNets, which reduce the
spatial dimensionality of the convolutional feature maps as depth increases. Max-pooling
operations also increase the receptive field of neurons in subsequent layers.
Subsequent works proposed deeper architectures such as VGG [182] or ResNet [81], which
outperformed AlexNet by using more convolutional layers with smaller kernels [182] and
incorporating residual connections [81]. While originally trained for the ImageNet clas-
sification benchmark, these models have been widely used as feature extractors for other
image classification tasks, as well as for different computer vision applications (e.g., object
detection or segmentation).
The process of solving a task A by adapting or reusing a model that has been trained
for a task B is called transfer learning. Usually, transfer learning is conducted by fine
tuning a model, which is understood as the process of slightly modifying the weights of a
previously trained model, so that it can solve a different task. Depending on the amount
of available data, one can choose to change the weights of only a few or many layers of
the network.
Pre-trained deep neural networks are also used as feature extractors to encode images
into descriptive representations useful for other tasks whose outputs cannot directly be
modeled with a neural network (e.g., image retrieval). Altogether, transfer learning
strategies make it possible to use deep neural networks for applications for which large
amounts of data are not available for training. All methods presented in this thesis use
transfer learning, as they are built on top of neural architectures such as VGG16 [182] or
ResNet-50 [81], which have been pretrained for image classification on ImageNet [177].
Neural Networks for Structured Outputs
The previous sections have covered the basics of neural networks applied to classification,
where the desired output is a single categorical label. However, current deep neural
networks can be trained to perform more complex computer vision tasks, which require
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Figure 0.6: The AlexNet architecture. Figure from [75].
output structures that go beyond one-dimensional vectors.
Structured output tasks involve the prediction of tensors containing multiple values which
are related to one another. Examples of computer vision applications that require struc-
tured outputs include semantic segmentation, where the goal is to provide a categorical
output to every pixel in an image, or image captioning, where a textual description must
be provided for an image. In semantic segmentation, decisions for neighboring pixels are
heavily correlated; in image captioning, the different words in the description must form
a valid sentence.
In this section, we review the particularities of two computer vision problems with struc-
tured outputs, namely dense prediction and sequence prediction. We highlight common
neural network models that are used to solve each of them, which are the main building
blocks in the contributions presented in this thesis.
Dense Prediction
In general terms, dense prediction refers to the process of providing an output for each
element in the input. In computer vision, input elements are image pixels, which turns
the dense prediction task into one that requires providing a decision (e.g., a scalar, or
a categorical probability distribution) for each pixel in the image. Dense prediction
in ConvNets was initially achieved by transforming fully connected layers from image
classification architectures into convolutional ones by re-arranging the weights of the
fully connected layer into those of a 1× 1 convolutional layer. We illustrate this process
with an example on the AlexNet architecture [102]. In AlexNet, the first fully-connected
layer fc6 receives the output of the fifth convolutional layer conv5, which corresponds
to a feature volume of size 13 × 13 × 5256. Layer fc6 outputs a vector of D = 4096,
which is achieved with a matrix of weights Wfc6 ∈ R9 216×4096. Conversely, the same
output can be obtained with a convolutional layer with weights Wconv6 ∈ R6×6×256×4096,
which has the same number of parameters as Wfc6. Since the height and width of the
convolutional filter are set to be exactly the same as the input volume’s, the output would
be of dimension 1× 1× 4096. The same process is applied to subsequent fully connected
layers in the ConvNet. After this conversion, one can feed an image of higher resolution
to AlexNet, or remove pooling layers in order to obtain a bigger feature map in conv5.
Then, the output of converted layers applied to conv5 would be a dense prediction.
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Figure 0.7: Convolutionalization of fully-connected layers. Figure from [125].
Figure 0.7 illustrates the convolutionalization process for fully-connected layers. Dense
prediction architectures are often designed to make use of convolutional features from
several layers to predict their output. This procedure is referred to as skip connections
(illustrated in Figure 0.8), which allow to recover lower level features from preceding
layers to refine the final prediction. The final output heatmap can be upscaled to image
resolution with bilinear interpolation or through a learnable upsampling (also known as
deconvolution or transposed convolution). ConvNets trained for the dense prediction task
are often called fully-convolutional neural networks. Dense prediction architectures will
be used in Chapter 6 of this thesis to predict object segments as elements of a set for
semantic instance segmentation.
Figure 0.8: Skip connections for dense prediction. Figure from [125].
Sequence Prediction
Fully-convolutional neural networks exploit the grid-like structure from images in order
to make a coherent dense predictions in their output. However, elements in structured
outputs can require different relationship patterns. One important family of structured
outputs are sequences. Although many problems in computer vision require dealing
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with input sequences (e.g., video analytics), for the purposes of this thesis we will focus
on computer vision problems in which the input is a still image, and the output is a
sequence. As previously introduced, one common problem in computer vision is image
captioning, where the task is to provide a textual natural language sentence for the
input image. Language is inherently sequential, since valid sentences are constructed in
particular word arrangements which make them meaningful. Modeling sequences with
neural networks is a challenging task, since it requires to retain information about past
predictions to infer subsequent ones. Models that enable such kind of feedback in their
input are known as auto-regressive neural networks. In this section, we briefly review two
kinds of auto-regressive neural networks that will be used in this thesis, namely recurrent
neural networks (RNNs) and attention-based models.
RNNs [53] can be understood as fully-connected networks that take two elements as
inputs: the current input at time-step t, and their own output at the previous time-step
t− 1. Thus, the output of a vanilla RNN for time-step t is computed as:
h(t) = g(U · x(t) + W · h(t−1)) = g(U · x(t) + W · g(...(U · x(t−T ) + W · h(t−T ))...)), (9)
where W and U are the learnable parameters of the network. The same function g
with the same parameters U and W is applied at every time-step, which allows RNNs
to operate on sequences of any arbitrary length. RNNs are optimized with gradient-
based approaches using back-propagation to calculate the gradient of recurrent neurons.
The back-propagation algorithm applied to an unfolded RNN is called back-propagation
through time (BPTT). Figure 0.9(a) depicts the side and unfolded views of the compu-
tational graph for an RNN. Given the hidden state of an RNN at time-step t, a third
matrix of weights V is used to transform it into an output o(t), which is used to compute
the loss L(t) = L(y(t), o(t)), where y(t) is the ground truth at time-step t and L is the
loss function (e.g., cross-entropy loss in the case of classification). While information
from previous time-steps is preserved in the hidden state, one common practice is to
use the actual output o(t−1) from the previous time-step as an additional input to the
RNN. Models that include such recurrent feedback from their outputs can be trained
with teacher forcing, a procedure in which the output o(t−1) is replaced with the ground
truth y(t−1) to be used as feedback at time-step t during training. At test time, since the
correct output y(t−1) is not available, it is approximated with o(t) instead. Figure 0.9(b)
illustrates the teacher forcing procedure.
One of the most critical problems with vanilla RNNs is that they are prompt to suffer
from vanishing or exploding gradients when unrolled for long sequences, due to their
recursive multiplicative operation in Equation 9. Variations of the vanilla RNN such as
the LSTM [82] and GRU [37] have been proposed in order to mitigate this problem.
Long Short Term Memory Networks (LSTM) [82] are a kind of RNNs specially
designed to better model long-term dependencies. LSTMs are composed of four functions
(also called gates) that interact with each other in a particular way in order to obtain
the tth output h(t) given the input x(t) and the previous output h(t−1):
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Figure 0.9: 0.9(a):Unfolding an RNN. 0.9(b): Teacher forcing. Figures from [69].
f (t) = σ(g(Uf · x(t) + Wf · h(t−1)))
i(t) = σ(g(Ui · x(t) + Wi · h(t−1)))
Cˆ(t) = tanh(g(UC · x(t) + WC · h(t−1)))
C(t) = f (t) · C(t−1) + i(t) · Cˆ(t)
o(t) = σ(g(Uo · x(t) + Wo · h(t−1)))
h(t) = o(t) · tanh(C(t))
LSTMs keep a cell state C(t) which is transformed with the forget f (t) and input i(t)
gates, whose output is in the [0,1] range thanks to a sigmoid non-linearity. The forget
gate f (t) determines how much of the previous state C(t−1) we keep, while the input gate
i(t) determines how much of the input will be added to the new state C(t). Then, the
output gate o(t) is applied to the new cell state to compute h(t). Intuitively, LSTMs
decide whether the current time-step information matters or not, while the forget gate
decides what can be discarded from the previous cell state.
Gated Recurrent Unit (GRU) [37] often exhibits similar performance as the LSTM
but has fewer parameters, which is achieved by combining the input and forget gates into
a single update gate z(t), and merging the hidden state and the cell state:
z(t) = σ(g(Uz · x(t) + Wz · h(t−1)))
r(t) = σ(g(Ur · x(t) + Wr · h(t−1)))
hˆ(t) = tanh(g(Uh · x(t) + Wh · h(t−1) · r(t)))
h(t) = (1− z(t)) · h(t−1) + z(t) · hˆ(t)
As it can be seen in their respective equations, LSTM and GRU compute their outputs
h(t) mostly using additive operations between their gates and previous states, which
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contrasts with the multiplicative computation in vanilla RNNs (see Equation 9). Such
property allows LSTM and GRU to alleviate the problem with vanishing and exploding
gradients in RNNs. Figure 0.10(a) depicts the computation flow of vanilla RNN, LSTM
and GRU.
RNNs have been successfully applied to many natural language processing and com-
puter vision tasks, such as image captioning [201], video classification [51] or machine
translation[190]. Although LSTMs and GRUs were designed to work with long sequences,
they are still known to struggle with them, since a single embedding h(t) stores the whole
history of previous outputs. RNNs are also slow to train due to their auto-regressive na-
ture both in training and inference (i.e. the output at time-step t can only be computed
after all previous time-steps t = {1, ..., t−1} have been obtained). In this direction, recent
works have proposed to replace RNNs with models using attention [196] or convolutions
[62] to capture temporal relationships, which speed-up training and achieve comparable
results. For the purposes of this thesis, we focus on the former, which will be used as a
major component for models developed in Chapters 5 and 9.
Attention mechanisms allow neural networks to focus on portions of the input in order
to predict an output. Given a set of inputs x of size n (which can represent n local
features extracted from an image), and the hidden state h(t) of an RNN at time-step t,
the attention mechanism assigns a weight to each input vector xi as follows:
α
(t)
i =
efφ(h
(t),xi)∑n
j=1 e
fφ(h(t),xj)
(10)
The function fφ computes a similarity score between pairs of vectors (in the example
above, the similarity is computed between h(t) and each local feature xi). This similarity
function can take multiple forms, although the most common are additive attention
fφ(h
(t), xi) = v
T
a · tanh(Wa · [h(t);xi]) [201, 215, 128] (where va and Wa are learnable
parameters), and dot-product attention fφ(h
(t), xi) =
h(t)T ·xi√
n
[196]. Finally, the output
vector c(t) is obtained by computing a weighted sum of input vectors using the attention
coefficients α:
c(t) =
n∑
i=1
α
(t)
i · xi (11)
While the same input representation xi is often used both to compute and apply attention
weights, it is possible to have separate representations of the same input data for each
operation. To accommodate for this, the nomenclature for attention mechanisms refers
to vectors xi used in Equation 10 as keys, and vectors xi in Equation 11 are called values.
The condition vector h(t) used in Equation 10 is known as the query. Thus, attention
mechanisms operate on triplets of queries, keys and values: first, similarity scores are
computed between the query and the keys, which are then used to obtain c(t) as weighted
sum of the values. Attention mechanisms have been widely used in the deep learning
literature, particularly for machine translation (where attention is computed over words
in the input sentence in order to decode each word in the output sentence) or image
captioning (where certain image regions are picked in order to predict each word in the
output description).
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The term of self-attention refers to an attention mechanism that relates different positions
of the same data source (e.g., a sequence) to obtain a representation of its own elements.
Self-attention can be used as a replacement to recurrent neural networks, where instead
of keeping track of a hidden state along a sequence, each element to be predicted in the
sequence is represented as a weighted combination of its preceding ones. Self-attention is
used in a popular attention-based auto-regressive neural network called the Transformer
[196]. Given a source sentence x = (x1, ..., xn), the Transformer decoder conditions the
prediction of each word yt in the target sentence y = (y1, ..., ym) by applying attention
over 1) previously predicted words yˆ<t, and 2) context vectors e = {e1, ..., ek} extracted
from words in x. First, self-attention is computed by taking yˆt−1 as query vector, and
yˆ<t−1 as keys and values. After applying self-attention, attention over words in the
input sentence is computed by using the output of self-attention as query and ct as
keys and values. This process is repeated B times, where B is a hyperparameter and
denotes the number of transformer layers of the architecture. Figure 0.10(b) illustrates
the Transformer decoder architecture.
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Figure 0.10: (b): Recurrent Architectures: RNN, LSTM and GRU. Figure from [152].
(b): The Transformer Decoder [196].
To achieve parallelization during training, the Transformer is trained with teacher forcing,
i.e. during training yˆ = (start, y1, ..., ym−1), which removes the dependency to previous
outputs and allows faster training times. Further, in order for the attention mechanism
to account for the word order in the sequence, each word token is augmented with an
indicator of the position it occupies (known as positional encoding). The Transformer
will be used in Chapters 5 and 9 as one of the model architectures to predict image labels,
ingredients and cooking instructions from still images.
Part I
Visual Instance Search
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1Introduction
With the proliferation of ubiquitous cameras and Internet technology advances, billions
of people are nowadays immersed in the Web sharing and browsing photos and videos.
Visual media is currently the most common type of content in social media channels. As
of 2019, 300 million photos are uploaded daily on Facebook, and 300 hours of video are
uploaded every minute on YouTube1. Large scale data collections such as these ones are
nontrivial to organize in order to efficiently provide relevant results for a user query. For
this reason, and even though image search has been broadly explored since the early 90s
[175], it has become an important research area in the multimedia and computer vision
communities in the past decade. This part of the thesis is dedicated to the problem of
content-based image retrieval (CBIR), and proposes strategies that rely in representations
extracted from deep neural networks. This chapter introduces the aforementioned task,
presents datasets and evaluation metrics and reviews the related work.
Content-based image retrieval
Traditional image search engines typically index visual data based on its surrounding
metadata (e.g., titles, descriptions or tags). Metadata is, however, usually provided by
the user who uploaded the visual content, thus it may not always be available. Further,
textual information may be inconsistent with the visual content, or might not be com-
pletely describing its semantics. Such limitations of text-based image retrieval led to the
emergence of content-based image retrieval systems, which have greatly advanced in the
recent years.
Content-based image retrieval (CBIR) [185] aims at organizing and structuring image
datasets based on their content rather than their associated metadata. The most common
query technique in CBIR is the Query by example [237], in which the user provides an
example image or an image region to base the search upon. Methods presented in this
part of the thesis are developed assuming the query is always an image, an image region
(i.e. delimited with a bounding box), or a group of images representing the concept of
interest. Since the visual query is (in most cases) unknown beforehand, CBIR systems
must index database images in such a way that enables their retrieval given any visual
query. The representation of content is typically extracted from the image using computer
vision techniques, which condense the relevant information in the image into a fix-sized
representations that facilitate their indexing.
Early CBIR approaches described image contents using global features based on
color [191], shape [153] or texture [44]. Later on, methods relying on the aggregation of
local features [127] extracted from regions of interest in the image were proven to be more
1https://dustn.tv/social-media-statistics/ (Accessed on February 2019)
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effective for CBIR. Recently, since the emergence of deep learning in computer vision,
many works in the literature [11, 12, 192, 93, 178, 213] have replaced hand-crafted descrip-
tors with solutions based on off-the-shelf features extracted from a ConvNet, improving
performance in retrieval benchmarks. The typical image retrieval engine is composed of
two states: (a) an initial highly-scalable ranking mechanism on the full image database
and (b) a more computational demanding yet higher-precision reranking mechanism ap-
plied to the top retrieved items obtained in the first stage. This reranking mechanism
often takes the form of geometric verification and spatial analysis [88, 229, 134, 228],
after which the best matching results can be used for query expansion (pseudo-relevance
feedback) [7, 39].
Instance Search
Given a CBIR system, the user formulates a visual query for which the system must
return a list of images, ranked according to their similarity to the query. Now, what
does similarity mean? The notion of similarity is application dependent, and should
align with the user’s intention. Figure 1.1 shows examples of possible outcomes given
the same visual query. While system A seems to be focusing in the main object category
(“dog”) that is present in the query image, system B returns images of different breeds of
herding dogs, and system C is returning images including this specific dog (the fictional
character, Lassie). None of the three ranked lists is better than the other, in the sense that
all results are relevant to the query, at different semantic degrees. However, most works
on CBIR focus on the latter case, which illustrates the problem of instance-level image
retrieval (or instance search), which specifically constraints the search to the particular
instance of the query (e.g., a particular object, person or location).
Query
Ranking A: “dog”
Ranking B: “herding dog”
Ranking C: “Lassie”
...
...
...
Figure 1.1: Query similarity. Retrieved items for the same visual query using three
different search engines.
This part of the thesis presents two instance search methods which use deep neural
networks as the source to extract representations describing image contents. Chapter 2
proposes an efficient and scalable solution based on Bag of Words from activations of
a ConvNet pre-trained for image classification, and Chapter 3 explores the benefits of
using features from a ConvNet trained for object detection, which is fine-tuned for each
specific query.
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Related Work
This section reviews previous works on instance search, with a focus on aggregation
strategies based on hand-crafted features (Section 1.3.1), deep representations (Section
1.3.2) and reranking and query expansion strategies (Section 1.3.3).
Hand-crafted representations
Before the emergence of ConvNets in computer vision, state-of-the-art instance search
systems relied on representations based on the aggregation of local hand-crafted fea-
tures. The most common algorithm for local hand-crafted feature extraction is the
Scale-Invariant Feature Transform (SIFT [127]), which was designed to be invariant to
image translation, scaling and rotation. This representation encodes the orientation of
the image gradient at each keypoint location, which aggregates gradient orientations at
different grid locations surrounding the keypoint. Most retrieval pipelines rely on the
Hessian Affine keypoint detector [138] to provide relevant locations, and extract fea-
tures at each of location with SIFT [127] or its improved variant RootSIFT [7]. Then,
representations extracted from all keypoints are subsequently aggregated to obtain a fix-
length representation. The most widely used aggregation method is the Bag of Words
(BoW) [183], which has been subsequently enhanced with sophisticated techniques such
as query foreground/background weighting [227], asymmetric distances [234], or larger
vocabularies [158, 235]. While BoW only encodes the occurrences of each centroid in
the image, other aggregation techniques such as VLAD [89] and Fisher Vectors [157]
encode distances between centroid and assigned point coordinates in the quantization
space. These result in more informative but dense high-dimensional descriptors, which
must be combined with compression methods [235] for fast retrieval. In Chapter 2, we
revisit the Bag of Words encoding strategy and demonstrate its suitability to aggregate
CNN features instead of hand-crafted ones.
Deep Representations
Several authors have adopted deep representations for image retrieval. The first attempts
focused on replacing traditional aggregated hand-crafted local descriptors with features
from fully connected layers of a ConvNet pre-trained for image classification. In this
context, Babenko et al. [12] showed how such features can reach similar performance
to hand-crafted features encoded with Fisher Vectors for image retrieval. Razavian et
al. [164] later outperformed the state-of-the-art of ConvNet representations for retrieval
using several image sub-patches as input to a pretrained ConvNet to extract features from
fully connected layers at different locations of the image. Similarly, Liu et al. [124] used
features from fully connected layers evaluated on image sub patches to encode images
using Bag of Words.
A second generation of works reported significant gains in performance when switching
from fully connected to convolutional layers. Razavian et al. [178] performed spatial max
pooling on the feature maps of a convolutional layer of a pre-trained ConvNet to produce
a descriptor of the same dimension as the number of filters of the layer. Babenko and
Lempitsky [11] proposed a compact descriptor based on sum pooling of convolutional
feature maps preprocessed with a Gaussian center prior. Tolias et al. [192] introduce a
feature representation based on the integral image to quickly max pool features from local
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patches of the image and encode them in a compact representation. The recent work
by Kalantidis et al. [93] proposed non-parametric spatial and channel-wise weighting
schemes, which were applied directly to the convolutional features before sum pooling.
Several authors have tried to exploit local information in images by passing multiple
image sub patches through a ConvNet to obtain local features from either fully con-
nected [164, 124] or convolutional [68] layers, which are in turn aggregated using tech-
niques like average pooling [164], BoW [124], or VLAD [68]. Although many of these
methods perform well in retrieval benchmarks, they are significantly more computa-
tionally costly since they require an independent ConvNet forward pass for each of the
considered image patches, which slows down indexing and feature extraction at retrieval
time. An alternative approach is to extract convolutional features for the full image and
treat the activations of the different neuron arrays across all feature maps as local fea-
tures. This way, a single forward pass of the entire image through the ConvNet is enough
to obtain the activations of its local patches. Following this approach, Ng et al. [149]
propose to use VLAD [89] encoding of features from convolutional layers to produce a
single image descriptor. Arandjelovic et al. [6] choose to adapt a ConvNet with a layer
especially trained to learn the VLAD parameters.
The contributions presented in this part of the thesis also use convolutional features
extracted from a pre-trained ConvNet. In Chapter 2, we propose using a sparse, high-
dimensional encoding that better represents local image features, particularly in chal-
lenging instance search scenarios where the target object is not the primary focus of
the image. Chapter 3 proposes the use of an object detection ConvNet, to extract both
global and local convolutional features in a single forward pass.
Reranking Strategies
State of the art retrieval solutions often rely on an initial search over the entire database,
combined with a posterior reranking stage over the top-K elements retrieved in the first
step. The reranking stage usually involves methodologies based on spatial verification.
Zhou et al. [233] propose a fast spatial verification technique which benefits from the
BoW encoding to choose tentative matching feature pairs between the query and the
target image. Zhang et al. [228] introduce an elastic spatial verification step based on
triangulated graph model. Nguyen et al. [150] propose a solution based on deformable
parts models (DPM) [58] to rerank a BoW-based baseline. They train a neural network
on several query features to learn the weights to fuse the DPM and BoW scores.
Methods relying on deep representations have also explored spatial verification stages.
Razavian et al. [178] achieve a remarkable increase in performance by applying a spatial
search strategy over an arbitrary grid of windows at different scales. Although they
report high performance in several retrieval benchmarks, their proposed approach is very
computationally costly and does not scale well to larger datasets and real-time search
scenarios. Tolias et al. [192] introduce a local analysis of multiple image patches, which
is only applied to the top elements of an initial ranking. They propose an efficient
workaround for sub patch feature pooling based on integral images, which allows them to
quickly evaluate many image windows. Their approach improves their baseline ranking
and also provides approximate object localizations. They apply query expansion using
images from the top of the ranking after the reranking stage, although they do not use
the obtained object locations in any way to improve retrieval performance.
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In this direction, in Chapter 2 we take advantage of the BoW vocabulary to obtain
representations for image patches, which allow fast spatial search for reranking. For the
same purpose, in Chapter 3 we use representations from object proposals obtained with
an object detector.
Datasets
We use the following datasets to evaluate the performance of our algorithms:
Oxford Buildings [158] contains 5,063 still images, including 55 query images of 11
different buildings in Oxford. A bounding box surrounding the target object is provided
for query images. An additional 100,000 distractor images are also available for the
dataset. We refer to the original and extended versions of the dataset as Oxford 5k and
Oxford 105k, respectively.
Paris Buildings [159] contains 6,412 still images collected from Flickr including query
images of 12 different Paris landmarks with associated bounding box annotations. A set
of 100,000 images is added to the original dataset (Paris 6k) to form its extended version
(Paris 106k).
TRECVid Instance Search 2013 [184] contains 244 video files (464 hours in total),
each containing a week’s worth of BBC EastEnders programs. Each video is divided in
different shots of short duration (between 5 seconds and 2 minutes). We perform uniform
keyframe extraction at 1/4 fps. The dataset also includes 30 queries and provides 4
still images for each of them (including a binary mask of the object location). In our
experiments, we use a subset of this dataset that contains only those keyframes that are
positively annotated for at least one of the queries. The dataset, which we will refer to
as the TRECVid INS subset, is composed of 23,614 keyframes.
Figure 1.2 includes three examples of query objects from each of the three datasets.
While the three datasets are curated for the task of instance search, query objects from
both Oxford and Paris Buildings are roughly located in the center of the image, and are
much larger in proportion to the image size than those in TRECVid. Further, the context
surrounding an object to be found can significantly vary across videos in TRECVid (a
wooden bench or a no-smoking sign can be found in many scenarios), while it rarely does
in Oxford and Paris (buildings do not move). The particularities of the different datasets
must be taken into account when designing retrieval methods that are suitable for them.
As we will see in the remainder of this chapter, high-performing approaches for Oxford
and Paris can fail when directly applied to TRECVid due to the nature of the datasets.
Metrics
We evaluate the obtained rankings with the mean Average Precision (mAP) metric,
commonly used in information retrieval:
mAP =
∑Q
q=1AP (q)
Q
(1.1)
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Figure 1.2: Retrieval datasets. Query examples from Paris buildings (top, 1-3), Oxford
buildings (top, 4-6) and TRECVid INS 2013 (bottom).
where AP (q) is the Average Precision for each query q, which is calculated as:
AP (q) =
∑K
k=1 P (k)× rel(k)
N
(1.2)
2Bags of Deep Visual Words
Before the consolidation of ConvNets as powerful feature extractors for computer vi-
sion tasks, most of the best performing instance search systems [150, 228, 233, 235]
were based on aggregating local hand-crafted features (e.g., SIFT) using bag of words
encoding [183] to produce very high-dimensional sparse image representations. Such
high-dimensional sparse representations have several benefits over their dense counter-
parts. High-dimensionality means they are more likely to be linearly separable, while
having relatively few non-zero elements makes them efficient both in terms of storage
(only non-zero elements need to be stored), and computation (only non-zero elements
need to be visited). Sparse representations can handle varying information content, and
are less likely to interfere with one another when pooled. From an information retrieval
perspective, sparse representations can be stored in inverted indices, which facilitates
efficient selection of images that share features with a query. Furthermore, there is con-
siderable evidence that biological systems make extensive use of sparse representations
for sensory information [107, 197]. Empirically, sparse representations have repeatedly
demonstrated to be effective in a wide-range of vision and machine learning tasks.
In this chapter, inspired by advances in ConvNet-based descriptors for image retrieval, yet
still focusing on instance search, we revisit the Bag of Words encoding scheme using local
features from convolutional layers of a ConvNet. This work presents three contributions:
• We propose a sparse visual descriptor based on a Bag of Local Convolutional Fea-
tures (BLCF), which allows fast image retrieval by means of an inverted index.
• We introduce the assignment map as a new compact representation of the image,
which maps pixels in the image to their corresponding visual words. The assignment
map allows fast composition of a BoW descriptor for any region of the image.
• We take advantage of the scalability properties of the assignment map to perform
a local analysis of multiple regions of the image for reranking, followed by a query
expansion stage using the obtained object localizations.
Using this approach, we present an image retrieval system that achieves competitive
performance in CBIR benchmarks and outperforms current state-of-the-art ConvNet
descriptors at the task of instance search.
The remainder of this chapter is structured as follows. Section 2.1 introduces the proposed
framework for BoW encoding of deep local features. Section 2.2 explains the details of our
retrieval system, including the local reranking and query expansion stages. Section 2.3
presents experimental results on three different retrieval benchmarks (Oxford Buildings,
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Paris Buildings, and a subset of TRECVid INS 2013), as well as a comparison to five
other state-of-the-art approaches. Section 2.4 presents the conclusion of this work.
Bags of Deep Local Features
The proposed pipeline for feature extraction uses the activations at different locations of
a convolutional layer in a pre-trained ConvNet as local features. A ConvNet trained for
a classification task is typically composed of a series of convolutional layers, followed by
a series of fully connected layers, connected to a softmax layer that produces the inferred
class probabilities. To obtain a fixed-sized output, the input image to a ConvNet is
usually resized to be square. However, several authors using ConvNets for retrieval [192,
93] have reported performance gains by retaining the aspect ratio of the original images.
We therefore discard the softmax and fully connected layers of the architecture and
extract ConvNet features maintaining the original image aspect ratio.
K-Means
Clustering
BoW encoding
...
Conv layer i Local CNN Features Assignment Map
... ... ...
Image
Figure 2.1: The Bag of Local Convolutional Features pipeline (BLCF).
Each convolutional layer in the network has D different N × M feature maps, which
can be viewed as N ×M descriptors of dimension D. Each of these descriptors contains
the activations of all neurons in the convolutional layer sharing the same receptive field.
This way, these D-dimensional features can be seen as local descriptors computed over
the region corresponding to the receptive field of an array of neurons. With this interpre-
tation, we can treat the ConvNet as a dense local feature extractor and use any existing
aggregation technique to build a single image representation.
We propose to use the Bag of Words model to encode the local convolutional features of
an image into a single vector. Although more elaborate aggregation strategies have been
shown to outperform BoW-based approaches for some tasks in the literature [89, 157], Bag
of Words encodings produce sparse high-dimensional codes that can be stored in inverted
indices, which are beneficial for fast retrieval. Moreover, BoW-based representations are
faster to compute, easier to interpret, more compact, and provide all the benefits of
sparse high-dimensional representations.
Bag of Words models require constructing a visual codebook to map vectors to their
nearest centroid. We use k-means on local ConvNet features to fit this codebook. Each
local feature in the convolutional layer is then assigned its closest visual word in the
learned codebook. This procedure generates the assignment map, i.e. a 2D array of size
N ×M that relates each local convolutional feature with a visual word. The assignment
map is therefore a compact representation of the image which relates each pixel of the
original image with its visual word with a precision of
(
W
N ,
H
M
)
pixels, where W and H are
the width and height of the original image. This property allows us to quickly generate
the BoW vectors of not only the full image, but also its local patches. We describe the
use of this property in our work in Section 2.2.
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Figure 2.1 shows the pipeline of the proposed approach. The described method encodes
the image into a sparse high dimensional descriptor, which will be used as the image
representation for retrieval.
Image Retrieval Pipeline
This section describes the image retrieval pipeline, which consists of an initial ranking
stage, followed by a local reranking, and query expansion.
(a) Initial search: The initial ranking is obtained using the cosine similarity be-
tween the BoW vector of the query image and the BoW vectors of the images in the
database. We use a sparse matrix based inverted index and GPU-based sparse matrix
multiplications to allow fast retrieval. The image list is then sorted based on the cosine
similarity of its elements to the query. We use two types of image search based on the
query information that is used:
• Global search (GS): The BoW vector of the query is built with the visual words of
all the local features in the convolutional layer extracted for the query image.
• Local search (LS): The BoW vector of the query contains only the visual words of
the features that fall inside the bounding box that is provided for each of the query
images.
(b) Local reranking (R): After the initial search, the top K images in the ranking
are locally analyzed and reranked based on a localization score. The local reranking is
based on computing a similarity score between the query bounding box and a set of image
locations S extracted from each the K images. We construct S with sliding windows with
50% of overlap of sizes comprising all possible combinations of width w ∈ {W, W2 , W4 }
and height h ∈ {H, H2 , H4 }, where W and H are the width and height of the assignment
map. We use a sliding window strategy directly on the assignment map to build the
BoW vector for each image region in S.
We perform a first filtering strategy to discard those windows whose aspect ratio is too
different to the aspect ratio of the query. Let the aspect ratio of the query bounding box
be ARq =
Wq
Hq
and ARw =
Ww
Hw
be the aspect ratio of the window. The score for window
w is defined as scorew =
min(ARw,ARq)
max(ARw,ARq)
. All windows with a score lower than a threshold
th are discarded.
For each of the remaining windows, we construct the BoW vector representation and
compare it with the query representation using cosine similarity. The window with the
highest cosine similarity is assigned as the new similarity score for the image (max pooling
of scores).
We also enhance the BoW window representation with spatial pyramid matching [104]
with L = 2 resolution levels (i.e. the full window and its 4 sub regions). We construct the
BoW representation of all sub regions at the 2 levels, and weight their contribution to the
similarity score with inverse proportion to the resolution level of the region. The cosine
similarity of a sub region r to the corresponding query sub region is therefore weighted
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Figure 2.2: Spatial Pyramid representation of an object region, highlighted with a green
bounding box.
by wr =
1
2(L−lr) , where lr is the resolution level of the region r. Figure 2.2 depicts the
described approach.
With this procedure, the top K elements of the initial ranking are sorted based on the
cosine similarity of their regions with respect to the query region, and also provides the
region with the highest score as a rough localization of the object.
(c) Query expansion. We investigate two query expansion strategies based on global
and local BoW descriptors, where the top N images of the ranking are used to augment
the query:
• Global query expansion (GQE): The BoW vectors of the N images at the top of
the ranking are averaged together with the BoW of the query to form an updated
representation for the query. GQE can be applied either before or after the local
reranking stage.
• Local query expansion (LQE): Locations obtained in the local reranking step are
used to mask out the background and build the BoW descriptor of only the region
of interest of the N images at the top of the ranking. These BoW vectors are
averaged together with the BoW of the query bounding box.
In both cases, the updated BoW vector is used to perform a second search.
Experiments
In this section, we describe the implementation details of our method, including an
analysis of each of its components and a comparison with state-of-the-art image retrieval
methods.
Preliminary experiments
Feature extraction was performed using Caffe [91] and the VGG16 network [182] pre-
trained with ImageNet [177]. We extracted features from the last three convolutional
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conv5 1 conv5 2 conv5 3
N ×M raw 0.641 0.626 0.498
2N × 2M interpolated 0.653 0.638 0.536
2N × 2M raw 0.620 0.660 0.540
Table 2.1: Layer Comparison. Mean average precision (mAP) on Oxford 5k using dif-
ferent convolutional layers of VGG16, comparing the performance of different feature
map resolutions (both raw and interpolated). The size of the codebook is 25,000 in all
experiments.
layers (conv5 1, conv5 2 and conv5 3) and compared their performance on the Oxford
5k dataset. We experimented on different image input sizes: 1/3 and 2/3 of the original
image. Following several other authors [11, 93], we l2-normalize all local features, followed
by PCA, whitening, and a second round of l2-normalization. The PCA models were fit
on the same dataset as the test data in all cases.
Unless stated otherwise, all experiments used a visual codebook of 25,000 centroids fit
using the (L2-PCA-L2 transformed) local convolutional features of all images in the
same dataset (1.7M and 2.15M for Oxford 5k and Paris 6k, respectively). We tested
three different codebook sizes (25,000; 50,000 and 100,000) on the Oxford 5k dataset,
and chose the 25,000 centroids one because of its higher performance.
Table 2.1 shows the mean average precision on Oxford 5k for the three different layers and
image sizes. The combination of the layers by concatenation did not provide any gain.
We also consider the effect of applying bilinear interpolation of the feature maps prior to
the BoW construction, as a fast alternative to using a larger input to the ConvNet. Our
experiments show that all layers benefit from feature map interpolation. Our best result
was achieved using conv5 2 with full size images as input. However, we discarded this
configuration due to its memory requirements: on a Nvidia GeForce GTX 970, we found
that feature extraction on images rescaled with a factor of 1/3 was 25 times faster than
on images twice that size. For this reason, we resize all images to 1/3 of their original
size and use conv5 1 interpolated feature maps.
Inspired by the boost in performance of the Gaussian center prior in SPoC features [11],
we also apply a weighting scheme on the visual words of an image to provide more
importance to those belonging to the central part of the image. All results in Table
2.1 are obtained using features weighted with a normalized inverse distance map to the
image center which, for conv5 1 in Oxford 5k, increases mAP from 0.626 to 0.653.
Query augmentation
Previous works [7, 194] demonstrated how simple data augmentation strategies can im-
prove the performance of an instance search system. Some of these apply augmentation
strategies at the database side, which can be prohibitively costly for large datasets. For
this reason, we use data augmentation on the query side only. We explore two different
strategies to enrich the query before visual search: a horizontal flip (or mirroring) and
a zoomed central crop (ZCC) on an image enlarged by 50%. The feature vectors they
produce are added together to form a single BoW descriptor. Table 2.2 shows the impact
of incrementally augmenting the query with each one of these transformations.
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Query + Flip + ZCC
+ Flip
+ ZCC
GS 0.653 0.662 0.695 0.697
LS 0.738 0.746 0.758 0.758
Table 2.2: Query Augmentation Results. mAP on Oxford 5k for the two different types
of query augmentation: the flip and the zoomed central crop (ZCC). 2× interpolated
conv5 1 features are used in all cases.
Oxford 5k Paris 6k
+Qaug +Qaug
GS 0.653 0.697 0.699 0.754
LS 0.738 0.758 0.820 0.832
GS + R 0.701 0.713 0.719 0.752
LS + R 0.734 0.760 0.815 0.828
GS + GQE 0.702 0.730 0.774 0.792
LS + GQE 0.773 0.780 0.814 0.832
GS + R + GQE 0.771 0.772 0.801 0.798
LS + R + GQE 0.769 0.793 0.807 0.828
GS + R + LQE 0.782 0.757 0.835 0.795
LS + R + LQE 0.788 0.786 0.848 0.833
Table 2.3: mAP on Oxford 5k and Paris 5k for the different stages in the pipeline
introduced in Section 2.2. The Qaug additional columns indicate the results when the
query is augmented with the transformations introduced in Section 2.3.2.
We find that all the studied types of query augmentation consistently improve the results,
for both global and local search. ZCC provides a higher gain in performance compared
to flipping alone. ZCC generates an image of the same resolution as the original, which
contains the center crop at a higher resolution. Objects from the Oxford dataset tend to
be centered, which explains the performance gain when applying ZCC.
Reranking and query expansion
We apply the local reranking (R) stage on the top K = 100 images in the initial ranking,
using the sliding window approach described in Section 2.2. The presented aspect ratio
filtering is applied with a threshold th = 0.4, which was chosen based on a visual inspec-
tion of results on a subset of Oxford 5k. Query expansion is later applied considering the
top-10 images of the resulting ranking. This section evaluates the impact in performance
of both reranking and query expansion stages. Table 2.3 contains the results for the
different stages in the pipeline for both simple and augmented queries (referred to as
Qaug in the table).
The results indicate that the local reranking is only beneficial when applied to a ranking
obtained from a search using the global BoW descriptor of the query image (GS). This
is consistent with the work by Tolias et al. [192], who also apply a spatial reranking
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Figure 2.3: BLCF Ranking examples. Examples of the top-ranked images and local-
izations based on local CNN features encoded with BoW. Top row: The Christ Church
from the Oxford Buildings dataset; middle row: The Sacre Coeur from Paris Buildings;
bottom row: query 9098 (a parking sign) from TRECVid INS 2013.
followed by query expansion to a ranking obtained with a search using descriptors of
full images. They achieve a mAP of 0.66 in Oxford 5k, which is increased to 0.77 after
spatial reranking and query expansion, while we reach similar results (e.g., from 0.652
to 0.769). However, our results indicate that a ranking originating from a local search
(LS) does not benefit from local reranking. Since the BoW representation allows us to
effectively perform a local search (LS) in a database of full indexed images, we find the
local reranking stage applied to LS to be redundant in terms of the achieved quality of the
ranking. However, the local reranking stage does provide with a rough localization of the
object in the images of the ranking, as depicted in Figure 2.3. We use this information
to perform query expansion based on local features (LQE).
Results indicate that query expansion stages greatly improve performance in Oxford 5k.
We do not observe significant gains after reranking and QE in the Paris 6k dataset,
although we achieve our best result with LS + R + LQE.
In the case of augmented queries (+Qaug), we find query expansion to be less helpful in
all cases, which suggests that the information gained with query augmentation and the
one obtained by means of query expansion strategies are not complementary.
Figure 2.3 shows examples of some of the rankings produced by our system on the three
different datasets.
Comparison with the state-of-the-art
We compare our approach with other works using ConvNet-based representations on
the Oxford and Paris datasets. Table 2.4 includes the best result for each approach
in the literature. Our performance using global search (GS) is comparable to that of
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Oxford Paris
5k 105k 6k 106k
Ng et al. [149] 0.649 - 0.694 -
Razavian et al. [178] 0.844 - 0.853 -
SPoC [11] 0.657 0.642 - -
R-MAC [192] 0.668 0.616 0.830 0.757
CroW [93] 0.682 0.632 0.796 0.710
uCroW [93] 0.666 0.629 0.767 0.695
GS 0.652 0.510 0.698 0.421
LS 0.739 0.593 0.820 0.648
LS + Qaug 0.758 0.622 0.832 0.673
CroW + GQE [93] 0.722 0.678 0.855 0.797
R-MAC + R + GQE [192] 0.770 0.726 0.877 0.817
LS + GQE 0.773 0.602 0.814 0.632
LS + R + LQE 0.788 0.651 0.848 0.641
LS + R + GQE + Qaug 0.793 0.666 0.828 0.683
Table 2.4: Comparison to state-of-the-art ConvNet representations (mAP). Results in
the lower section consider reranking and/or query expansion.
Ng et al. [149], which is the one that most resembles our approach. However, they
achieve this result using raw VLAD features, which are more expensive to compute and,
being a dense high-dimensional representation, do not scale as well to larger datasets.
Similarly, Razavian et al. [178] achieve the highest performance of all approaches in both
the Oxford and Paris benchmarks by applying a spatial search at different scales for
all images in the database. Such approach is prohibitively costly when dealing with
larger datasets, especially for real-time search scenarios. Our BoW-based representation
is highly sparse, allowing for fast retrieval in large datasets using inverted indices, and
achieves consistently high mAP in all tested datasets.
We find the usage of the query bounding box to be extremely beneficial in our case for
both datasets. The authors of SPoC [11] are the only ones who report results using
the query bounding box for search, finding a decrease in performance from 0.589 to
0.531 using raw SPoC features (without center prior). This suggests that sum pooled
convolutional features [11] are less suitable for instance level search in datasets where
images are represented with global descriptors.
We also compare our local reranking and query expansion results with similar approaches
in the state-of-the-art. The authors of R-MAC [192] apply a spatial search for reranking,
followed by a query expansion stage, while the authors of CroW [93] only apply query
expansion after the initial search. Our proposed approach also achieves competitive
results in this section, achieving the best result for Oxford 5k.
Experiments on TRECVid INS
In this section, we compare the Bag of Local Convolutional Features (BLCF) with the
sum pooled convolutional features proposed in several works in the literature. We use
our own implementation of the uCroW descriptor from [93] and compare it with BLCF
for the TRECVid INS subset. For the sake of comparison, we test our implementation
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of sum pooling using both our chosen ConvNet layer and input size (conv5 1 and 1/3
image size), and the ones reported in [93] (pool5 and full image resolution). For the BoW
representation, we train a visual codebook of 25,000 centroids using 3M local features
chosen randomly from the INS subset. Since the nature of the TRECVid INS dataset
significantly differs from that of the other ones used so far (see Figure 1.2), we do not
apply center prior to the features in any case, to avoid down weighting local features from
image areas where the objects might appear. Table 2.5 compares sum pooling with BoW
in Oxford, Paris, and TRECVid subset datasets. As stated in earlier sections, sum pool-
ing and BoW have similar performance in Oxford and Paris datasets. For the TRECVid
INS subset, however, Bag of Words significantly outperforms sum pooling, which demon-
strates its suitability for challenging instance search datasets, in which queries are not
centered and have variable size and appearance. We also observe a different behavior
when using the provided query object locations (LS) to search, which was highly ben-
eficial in Oxford and Paris datasets, but does not provide any gain in TRECVid INS.
We hypothesize that the fact that the size of the instances is much smaller in TRECVid
than in Paris and Oxford datasets causes this drop in performance. Global search (GS)
achieves better results on TRECVid INS, which suggests that query instances are in
many cases correctly retrieved due to their context. Figure 2.4 shows examples of the
queries for which the local search outperforms the global search. Interestingly, we find
these particular objects to appear in different contexts in the database. In these cases,
the usage of the local information is crucial to find the query instance in unseen environ-
ments. For this reason, we compute the distance map of the binary mask of the query,
and assign a weight to each position of the assignment map with inverse proportion to
its value in the distance map. This way, higher weights are assigned to the visual words
of local features near the object.
We find this scheme, referred to as weighted search (WS), to be beneficial for most
of the queries, suggesting that, although context is necessary, emphasizing the object
information in the BoW descriptor is beneficial.
Figure 2.4: TRECVid Ranking Examples. Top 5 rankings for queries 9072 (top) and
9081 (bottom) of the TRECVid INS 2013 dataset.
We finally apply the local reranking and query expansion stages introduced in Section 2.2
to the baseline rankings obtained for the TRECVid INS subset. Since in this dataset we
are dealing with objects whose appearance can significantly change in different keyframes,
we decided not to filter out windows based on aspect ratio similarity. Additionally, we
do not apply the spatial pyramid matching, since some of the query instances are too
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small to be divided in sub regions. After reranking, we apply the distance map weighting
scheme to the locations obtained for the top 10 images of the ranking and use them to
do weighted query expansion (WQE).
Results are consistent with those obtained in the experiments in Oxford and Paris
datasets: although the local reranking does not provide significant improvements (WS:
0.350, WS + R: 0.348 mAP), the query expansion stage is beneficial when applied after
WS (WS + GQE: 0.391 mAP), and provides significant gains in performance after local
reranking (WS + R + GQE: 0.442 mAP) and after local reranking using the obtained
localizations (WS + R + WQE: 0.452 mAP).
Oxford 5k Paris 6k INS 23k
BoW
GS 0.650 0.698 0.323
WS 0.693 0.742 0.350
LS 0.739 0.819 0.295
Sum pooling
(as ours)
GS 0.606 0.712 0.156
WS 0.638 0.745 0.150
LS 0.583 0.742 0.097
Sum pooling
(as in [93])
GS 0.672 0.774 0.139
WS 0.707 0.789 0.146
LS 0.683 0.763 0.120
Table 2.5: Sum pooling vs BoW on Oxford, Paris and TRECVid INS subset.
Conclusion
In this chapter, we proposed an aggregation strategy based on Bag of Words to encode
features from convolutional neural networks into a sparse representations for instance
search. We demonstrated the suitability of these bags of local convolutional features,
achieving competitive performance with respect to other ConvNet-based representations
in Oxford and Paris benchmarks, while being more scalable in terms of index size, cost
of indexing, and search time. We also compared our BoW encoding scheme with sum
pooling of ConvNet features for instance search in the far more complex and challenging
TRECVid instance search task, and demonstrated that our method consistently and
significantly performs better. This encouraging result suggests that the BoW encoding,
as a virtue of being high dimensional and sparse, is more robust to scenarios where only
a small number of features in the target images are relevant to the query. Our method
does, however, appear to be more sensitive to large numbers of distractor images than
methods based on sum and max pooling (SPoC, R-MAC, and CroW). We speculate that
this may be because the distractor images are drawn from a different distribution to the
original dataset, and may therefore require a larger codebook to better represent the
diversity in the visual words.
3Object Detectors for Instance Search
In both the previous chapter and [178, 192], local image features are extracted for a prede-
fined arbitrary set of bounding boxes of different scales and aspect ratios. Deep features
for these regions are extracted by cropping the image [178], the convolutional features
[192], or the previously constructed assignment map, proposed in Chapter 2. These fea-
tures can be aggregated together to compose a global image representation [192] or can
be used for spatial search, where each bounding box representation is compared to that
of the query instance in order to find the optimal location in the image that contains
the query (Chapter 2). In this chapter, we investigate whether better representations
for image regions can be obtained from ConvNets trained for the task of object detec-
tion instead of classification. Modern object detection architectures [167] are trained in
an end-to-end manner to simultaneously learn prominent object locations and category
scores. Once trained, the output of the model is a list of object locations ranked by both
objectness and category scores. Simply using a threshold on the scores of elements in the
ranklist results in a small set of regions that are likely to contain objects of interest in the
image. The set of highly scored regions typically covers the relevant objects in the image,
thus it can significantly change from one image to the other. In this chapter, we argue
that these object locations can replace the arbitrary set of bounding boxes used both in
[178, 192] and the previous chapter in order to extract region descriptors. Further, we
hypothesize that features learned in a network trained for object detection are suitable to
the instance search task, since they have been specifically optimized to recognize object
instances. Further, we quantify the benefits of fine tuning the object detection network
to build a specialized instance search system trained to recognize a fixed known set of
queries.
This work explores the suitability of both off-the-shelf and fine-tuned features from an
object detection ConvNet for the task of instance retrieval. We make the following three
contributions:
• We propose to use a pre-trained ConvNet for object detection to extract convolu-
tional features both at global and local scale in a single forward pass of the image
through the network.
• We explore simple spatial reranking strategies, which take advantage of the lo-
cations learned by a Region Proposal Network (RPN) to provide a rough object
localization for the top retrieved images of the ranking.
• We analyze the impact of fine-tuning an object detection CNN for the same in-
stances one wants to query in the future. We find such a strategy to be suitable
for learning better image representations.
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The remainder of this chapter is structured as follows. Section 3.1 gives an overview on
the state of the art for object detection with neural networks. Section 3.2 introduces
the representations for images and regions given a trained object detector. Section 3.3
describes the details involved in the fine tuning of an object detector for instance search.
Section 3.4 explains the retrieval pipeline that we followed, and Section 3.5 includes
the performed experiments on three different image retrieval benchmarks as well as the
comparison to other state of the art ConvNet-based instance search systems. Finally,
Section 3.6 draws the conclusions of this work.
ConvNets for Object Detection
Many works in the literature have proposed ConvNet-based object detection pipelines.
This section reviews the most common methods object detection, which we classify in
two categories: two-stage and one-stage.
Two-stage detectors first extract a reduced set of prominent object locations (com-
monly refered to as object proposals), which are subsequently classified among the C
possibles labels in the dataset. Girshick et al. presented R-CNN [64], a version of
Krizhevsky’s AlexNet [102], fine-tuned for the Pascal VOC Detection dataset [54]. In-
stead of full images, the regions of an object proposal algorithm [195] were used as inputs
to the network. At test time, fully connected layers for all windows were extracted and
used to train a bounding box regressor and classifier. Since then, R-CNN has witnessed
great improvements, both in terms of accuracy and speed. He et al. proposed SPP-net
[80], which used a Spatial Pyramid based pooling layer to improve classification and de-
tection performance. Additionally, they significantly decreased computational time by
pooling region features from convolutional features instead of forward passing each re-
gion crop through all layers in the ConvNet. This way, the computation of convolutional
features is shared for all regions in an image. Girshick later proposed Fast R-CNN [63],
which used the same speed strategy as SPP-net but also replaced the post-hoc train-
ing of SVM classifiers and box regressors with an end-to-end training solution. Ren et
al. introduced Faster R-CNN [167], which removed the object proposal dependency of
former object detection ConvNets by introducing a Region Proposal Network (RPN).
In Faster R-CNN, the RPN shares features with the object detection network in [63] to
simultaneously learn prominent object proposals and their associated class probabilities.
One-stage detectors do not rely on object proposal extraction. Instead, they directly
score a dense grid of overlapping bounding boxes. One-stage architectures such as SSD
[121] and YOLO [165] were proposed in the literature, which achieve significantly faster
runtimes with respect to their two-stage counterparts, at the expense of a drop in accu-
racy. Until recently, two-stage detectors have dominated the state of the art in object
detection. A novel loss that accounts for class imbalance in one-stage detectors [115] has
been shown to surpass the performance of two-stage methods [167], while matching the
speed of previous one-stage detectors[121, 165].
In this work, we take advantage of the end-to-end two-stage object detection architecture
of Faster R-CNN to extract both image and region features for instance search.
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Figure 3.1: Image- and region-wise descriptor pooling Faster R-CNN.
Deep Representations for Images and Regions
This chapter explores the suitability of using features from an object detection ConvNet
for the task of instance search. In our setup, query instances are defined by a bounding
box over the query images. We choose the architecture and pre-trained models of Faster
R-CNN [167] and use it as a feature extractor at both global and local scales. Faster
R-CNN is composed of two branches that share convolutional layers. The first branch is
a Region Proposal Network that learns a set of window locations, and the second one is
a classifier that learns to label each window as one of the classes in the training set.
Similarly to other works [11, 192, 93] our goal is to extract a compact image representation
built from the activations of a convolutional layer in a ConvNet. Since Faster R-CNN
operates at both global and local scales, we propose the following strategies of feature
pooling:
Image-wise pooling of activations (IPA). In order to construct a global image de-
scriptor from Faster R-CNN layer activations, one can choose to ignore all layers in the
network that operate with object proposals and extract features from the last convolu-
tional layer. Given the activations of a convolutional layer extracted for an image, we
aggregate the activations of each filter response to construct an image descriptor of the
same dimension as the number of filters in the convolutional layer. Both max and sum
pooling strategies are considered and compared in Section 3.5.2.
Region-wise pooling of activations (RPA). After the last convolutional layer, Faster
R-CNN implements a region pooling layer that extracts representations for each of the
object proposals learned by the RPN. This way, for each one of the window proposals, it
is possible to compose a descriptor by aggregating the activations of that window in the
RoI pooling layer, giving raise to the region-wise descriptors. For the region descriptor,
both max and sum pooling strategies are tested as well.
Figure 3.1 shows a schematic of the Faster R-CNN architecture and the two types of
descriptor pooling described above.
As in the previous chapter, and following several other authors [11, 93], sum-pooled
features are l2-normalized, followed by whitening and a second round of l2-normalization,
while max-pooled features are just l2-normalized once (no whitening).
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Fine-tuning Faster R-CNN
This chapter explores the suitability of fine-tuning Faster R-CNN to 1) obtain better
feature representations for image retrieval and 2) improve the performance of spatial
analysis and reranking. To achieve this, we choose to fine tune Faster R-CNN to detect
the query objects to be retrieved by our system. This way, we modify the architecture
of Faster R-CNN to output the regressed bounding box coordinates and the class scores
for each one of the query instances of the tested datasets.
In our experiments, we explore two modalities of fine-tuning:
• Fully-Connected only (FTfc): Only the weights of the fully connected layers in
the classification branch are updated (i.e. the convolutional layers and the RPN
are left unchanged).
• All layers after conv 2 (FTall): Weights of all layers after the first two convo-
lutional layers are updated. This way, convolutional features, RPN proposals and
fully connected layers are modified and adapted to the query instances.
In the case of Oxford and Paris, we modify the last classification layer in the network
to return 12 class probabilities (11 buildings in the dataset, plus an extra class for the
background). We also modify the bounding box regression layer to output coordinate
offsets for objects belonging to each of the output categories. We use the 5 images
provided for each one of the buildings and their bounding box locations as training data.
Additionally, we augment the training set by performing a horizontal flip on the training
images (11 × 5 × 2 = 110 training images in total). For INS 13, we have 30 different
query instances, with 4 images each, giving raise to 30× 4× 2 = 240 training examples.
The number of output classes for INS 13 is 31 (30 queries plus the background class).
The original Faster R-CNN training parameters described in [167] are kept for fine-tuning,
except for the number of iterations, which we decreased to 5.000 considering our small
number of training samples. We train a separate network for each one of the tested
datasets, using the two different fine-tuning modalities described in Section 3.3. Fine-
tuning was performed on a Nvidia Titan X GPU and took around 30 and 45 minutes for
finetuning strategies FTfc and FTall, respectively.
The resulting fine-tuned networks are used to extract better image and region represen-
tations as well as performing spatial reranking based on class scores instead of feature
similarities.
Image Retrieval Pipeline
The three stages of the proposed instance retrieval pipeline are described in this section:
filtering stage, spatial reranking and query expansion.
Filtering Stage. The Image-wise pooling (IPA) strategy is used to build image de-
scriptors for both query and database images. At test time, the descriptor of the query
image is compared to all the elements in the database, which are then ranked based on
the cosine similarity. At this stage, the whole image is considered as the query.
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Spatial Reranking. After the Filtering Stage, the top K elements are locally analyzed
and reranked. We explore two reranking strategies:
• Class-Agnostic Spatial Reranking (CA-SR). For every image in the top K ranking,
the region-wise descriptors (RPA) for the top 300 RPN proposals are compared
to the region descriptor of the query bounding box. The region-wise descriptors
of RPN proposals are pooled from the RoI pooling layer of Faster R-CNN (see
Figure 3.1). To obtain the region-wise descriptor of the query object, we warp its
bounding box to the size of the feature maps in the last convolutional layer and
pool the activations within its area. The region with maximum cosine similarity
for every image in the top N ranking gives the object localization, and its score is
kept for ranking.
• Class-Specific Spatial Reranking (CS-SR). Using a network that has been fine-tuned
with the same instances one wishes to retrieve, it is possible to use the direct clas-
sification scores for each RPN proposal as the similarity score to the query object.
Similarly to CA-SR, the region with maximum score is kept for visualization, and
the score is used to rank the image list.
Query Expasion (QE). The image descriptors of the top N elements of the ranking
are averaged together with the query descriptor to perform a new search. See Section
2.2 in the previous chapter for further details.
Experiments
This section presents the implementation details of our approach, ablation studies of each
of the described components, and comparison with current state of the art methods.
Finally, we describe the details of the submission to TRECVid Instance Search 2015,
which used the model described in Section 3.3 in the reranking stage.
Experimental Setup
We use both the VGG16 [182] and ZF [222] architectures of Faster R-CNN to extract
image and region features. In both cases, we use the last convolutional layer (conv5 and
conv5 3 for ZF and VGG16, respectively) to build the image descriptors introduced in
Section 3.2, which are of dimension 256 and 512 for the ZF and VGG16 architectures,
respectively. Region-wise features are pooled from the RoI pooling layer of Faster R-
CNN. Images are re-scaled such that their shortest side is 600 pixels. All experiments
were run in an Nvidia Titan X GPU.
Off-the-shelf Faster R-CNN features
In this section, we assess the performance of using off-the-shelf features from the Faster
R-CNN network for instance retrieval.
First, we compare the sum and max pooling strategies of image- and region-wise descrip-
tors. Table 3.1 summarizes the results. According to our experiments, sum pooling is
significantly superior to max pooling for the filtering stage. Such behaviour is consistent
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with other works in the literature [11, 93]. Sum pooling is, however, consistently outper-
formed by max pooling when reranking using region-wise features for all three datasets.
Specifically for the Oxford and Paris datasets, we find the spatial reranking with max
pooling to be beneficial after filtering (gain of 0.10 and 0.03 mAP points for Oxford and
Paris, respectively). However, the spatial reranking (either with max or sum pooling)
has little or no effect for the INS13 dataset. To further interpret these results, we quali-
tatively evaluate the two pooling strategies. Figure 3.2 shows examples of top rankings
for INS13 queries, spatially reranked with region-wise max and sum pooled descriptors.
These examples indicate that, although mAP is similar, the object locations obtained
with max pooling are more accurate. According to this analysis, we set IPA-sum de-
scriptors for the filtering stage and RPA-max descriptors for the spatial reranking in all
the upcoming experiments of this chapter.
Table 3.2 shows the performance of different Faster R-CNN architectures (ZF and
VGG16) trained on two datasets (Pascal VOC and COCO [116]), including experiments
with query expansion with the N = 5 top retrieved images as well. As expected, features
pooled from the deeper VGG16 network perform better in most cases, which is consis-
tent with previous works in the literature showing that features from deeper networks
reach better performance. Query expansion applied after the spatial reranking achieves
significant gains for all tested datasets. Such behaviour was expected in particular with
Oxford and Paris datasets, for which the spatial reranking already provided a significant
gain. Interestingly, query expansion is also most beneficial after spatial reranking for the
INS13 dataset, which suggests that, although in this case the spatial reranking does not
provide any gain in mAP, the images that fall on the very top of the ranking are more
useful to expand the query than the ones in the top of the first ranking.
Figure 3.2: Sum/max comparison on TRECVid. Top 4 rankings and object locations
obtained for queries 9098: a P (parking automat) sign and 9076: this monochrome bust
of Queen Victoria from the INS 2013 dataset (query images surrounded in blue). Com-
parison between the rankings generated using RPA-sum (top) and RPA-max (bottom),
after the filtering stage with IPA-sum. Regressed bounding box coordinates have been
disabled for visualization.
Fine-tuned Faster R-CNN
In this section, we assess the impact in retrieval performance of fine-tuning a pretrained
network with the query objects to be retrieved. We choose to fine-tune the VGG16 Faster
R-CNN model, pretrained with the objects of the Microsoft COCO dataset.
We first take the networks fine-tuned with strategy FTfc and run the retrieval pipeline
from scratch. Table 3.3 shows the obtained results (FTfc columns). Results of the
filtering and CA-SR stages are the same as those obtained with the original Faster R-
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Figure 3.3: Ranking examples and object locations obtained by our proposed retrieval
system for query objects (left, depicted with a blue contour) of three different datasets:
TRECVid INS 2013, Paris Buildings and Oxford Buildings.
CNN model, which is because the weights for the convolutional layers were not modified
during fine-tuning. Results indicate that, although mAP is not always improved after
CS-SR (e.g., from 0.588 to 0.543 for Oxford 5k), it is significantly better than CA-SR for
Oxford and Paris when followed with query expansion. In case of the INS 13 dataset, we
do not find significant improvements when using CS-SR, which suggests that only fine-
tuning fully connected layers might not be sufficient to effectively detect the challenging
query objects in this dataset.
The second experiment in this section involves fine-tuning a higher number of layers in
the Faster R-CNN architecture (Fine-tuning Strategy FTall). Using this modality, the
weights in the last convolutional layer are modified. Figure 3.4 shows the difference in
the activations in conv5 3 after fine-tuning it for the query instances in each dataset.
These visualizations indicate that, after fine-tuning, more neurons in the convolutional
layer positively react to the visual patterns that are present in the query objects of the
dataset.
We then use the fine-tuned networks of the Fine-tuning Strategy FTall for each one of the
datasets to extract image- and region-wise descriptors to perform instance search. Table
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Filtering Reranking Oxford 5k Paris 6k INS 13
IPA-sum
None 0.505 0.612 0.215
RPA-sum 0.501 0.621 0.196
RPA-max 0.602 0.641 0.206
IPA-max
None 0.478 0.540 0.131
RPA-sum 0.508 0.565 0.135
RPA-max 0.559 0.561 0.138
Table 3.1: Sum/max pooling comparison. Mean Average Precision (mAP) comparison
between sum and max pooling strategies for both filtering and reranking stages using
conv5 features from the ZF Faster R-CNN model.
ConvNet CA-SR QE Oxford 5k Paris 6k INS 13
ZF (VOC)
No
No 0.505 0.612 0.215
Yes 0.515 0.671 0.246
Yes
No 0.602 0.640 0.206
Yes 0.622 0.707 0.261
VGG16 (VOC)
No
No 0.588 0.657 0.172
Yes 0.614 0.706 0.201
Yes
No 0.641 0.683 0.171
Yes 0.679 0.729 0.242
VGG16 (COCO)
No
No 0.588 0.656 0.216
Yes 0.600 0.695 0.250
Yes
No 0.573 0.663 0.192
Yes 0.647 0.732 0.241
Table 3.2: mAP of pre-trained Faster R-CNN models with ZF and VGG16 architectures.
In all cases, IPA-sum descriptors are used for the filtering stage. The CA-SR column
specifies whether Class-Agnostic Spatial Reranking with RPA-max is applied to the top
K = 100 elements of the ranking. When indicated, QE is applied with N = 5.
3.3 presents the results (FTall columns). As expected, fine-tuned features significantly
outperform raw Faster R-CNN features for all datasets (mAP is ∼ 20% higher for Oxford
and Paris, and 8% higher for INS 13). Results indicate that, for Oxford and Paris
datasets, the gain of CA-SR + QE is higher with raw features (10% and 11% mAP
increase for Oxford and Paris, respectively) than with fine-tuned ones (8% and 3% mAP
increase, respectively). This suggests that fine-tuned features are already discriminant
enough to correctly retrieve the objects in these two datasets. However, results for
the INS 13 dataset show that CA-SR + QE is most beneficial when using fine-tuned
features (11% and 41% mAP increase for raw and fine-tuned features, respectively). This
difference between the performance for Oxford/Paris and INS13 suggests that queries
from the latter are more challenging and therefore benefit from fine-tuned features and
spatial reranking the most. A similar behaviour is observed for CS-SR which, for Oxfod
and Paris, is most beneficial when applied to a ranking obtained with raw features.
For INS 13, however, the gain is greater when using fine-tuned features. Overall, the
performance of reranking + query expansion is higher for CS-SR than CA-SR. Figure
3.3 shows examples of rankings for queries of the three different datasets after applying
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Figure 3.4: Activations after fine-tuning. Difference between conv5 3 features (sum
pooled over feature maps) extracted from the original Faster R-CNN model pretrained
with MS COCO with conv5 3 features from the same model fine-tuned for INS13 (bot-
tom), Oxford and Paris (top) queries.
CS-SR. For visualization, we disable the regressed bounding box coordinates predicted
by Faster R-CNN and choose to display those that are directly returned by the RPN.
We find that the locations returned by the regression layer are innacurate in most cases,
which we hypothesize is caused by the lack of training data.
Finally, in Figure 3.5 we qualitatively evaluate the object detections after CS-SR using the
fine-tuned strategies FTfc and FTall. The comparison reveals that locations obtained
with the latter are more accurate and tight to the objects. The Fine-tuning Strategy
FTall allows the RPN layers to adapt to the query objects, which causes the network to
produce object proposals that are more suitable for the objects in the test datasets.
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R QE Oxford 5k Paris 6k INS 13
FTfc FTall FTfc FTall FTfc FTall
No No 0.588 0.710 0.656 0.798 0.216 0.234
No Yes 0.600 0.748 0.695 0.813 0.250 0.259
CA-SR No 0.573 0.739 0.663 0.801 0.192 0.248
CA-SR Yes 0.647 0.772 0.732 0.824 0.241 0.330
CS-SR No 0.543 0.751 0.793 0.807 0.181 0.250
CS-SR Yes 0.678 0.786 0.784 0.842 0.250 0.339
Table 3.3: Comparison of fine-tuning strategies FTfc and FTall on the three datasets.
Spatial Reranking (R) is applied to the N = 100 top elements of the ranking. QE is
performed with M = 5.
Figure 3.5: Ranking examples after CS-SR with fine-tuned strategies FTfc (left) and
FTall (right).
Comparison with state-of-the-art
In this section, we compare our results with several instance search works in the literature.
Table 3.4 shows the results of this comparison.
Our proposed pipeline using Faster R-CNN features shows competitive results with re-
spect to the state of the art. However, other works [93, 192] achieve a very high perfor-
mance without any reranking nor query expansion strategies using similar feature pooling
strategies. We hypothesize that the difference in input image size (600px wide in our case
vs. full resolution in [93, 192]) can explain the gap in performance. Our proposed rerank-
ing strategy CA-SR followed by query expansion is demonstrated to provide similar mAP
gains compared to the one proposed in [192]. While CA-SR + QE gives us a gain in mAP
of ∼ 10% both for Oxford and Paris (using raw Faster R-CNN features), Tolias et al.
[192] use their reranking strategy to raise their mAP by 5 and 15% for the two datasets,
respectively.
As expected, results obtained with fine-tuned features (FTall) achieve very competitive
results compared to those in the state of the art, which suggests that fine-tuning the
network for the object queries is an effective solution when time is not a constraint and
query objects are known beforehand. However, the BLCF method introduced in Chapter
2 is able to achieve comparable results with no need of fine tuning the network with
query images. That being said, the reranking strategy presented in Chapter 2 provide
less significant gains to the performance w.r.t the initial ranking. For Faster R-CNN
(FTall), mAP increases from 0.71 to 0.786, and from 0.798 to 0.842 for Oxford and Paris,
respectively, while reranking with BLCF boosts mAP from 0.739 to 0.788 and from 0.82
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Oxford 5k Paris 6k
Razavian et al. [164] 0.556 0.697
R-MAC et al. [192] 0.668 0.830
CroW et al. [93] 0.682 0.796
SPoC [11] 0.657 -
IPA-sum (off-the-shelf) 0.588 0.656
IPA-sum (FTall) 0.710 0.798
R-MAC (+ R + QE) [192] 0.770 0.877
CroW (+ QE) [93] 0.722 0.855
IPA-sum (+ IPA-max CA-SR + QE) 0.647 0.732
IPA-sum (FTfc) (+ RPA-max CS-SR + QE) 0.678 0.784
IPA-sum (FTall) (+ RPA-max CS-SR + QE) 0.786 0.842
Table 3.4: Comparison with state-of-the-art works using deep representations instance
retrieval.
to 0.848. These results suggest that, while a BoW-based encoding is more powerful than
sum-pooling of convolutional features (adopted in this chapter for the filtering stage), a
spatial reranking based on features from an object detector trained for the image queries
is more effective, and the obtained object locations obtained after reranking are also
more accurate (see Figures 2.3 and 3.3 for a qualitative comparison between the two
methods). The design choices of the retrieval system will depend on the application
requirements. Fine tuning a neural network is prohibitive for generic instance search
systems where queries are not known. In these cases, building powerful representations
that can encode discriminative information for all possible queries is key to the success
of the method. However, results obtained in this chapter indicate that one can reach
very similar performance to that of state-of-the art instance search methods by simply
training an object detector with a few examples of each query instance.
Finally, the proposed Faster R-CNN fine tuning strategy (FTall) using augmented image
queries as training data was used as part of a submission to the TRECVid Instance Search
challenge in 2015, in which we obtained the second best result. The approach included
an initial ranking stage based on BoW aggregated hand-crafted features, followed by a
spatial verification stage relying on the outputs of the fine-tuned Faster R-CNN model.
Conclusion
This chapter has presented different strategies to make use of features from an object
detection ConvNet. It provides a simple baseline that uses off-the-shelf Faster R-CNN
features to describe both images and their sub-parts. We have shown that is possible to
greatly improve the performance of an off-the-shelf based system, at the cost of fine tuning
the network for the query images that include objects that one wants to retrieve. The
proposed reranking strategy based on fine tuning Faster R-CNN was part of a submission
to TRECVid Instance Search 2015 which obtained the 2nd best result in the benchmark.

Summary
This part of the thesis presented two methods based on leveraging features from deep
convolutional neural networks for visual instance retrieval. Chapter 2 introduced a BoW-
based aggregation of off-the-shelf convolutional features (BLCF), allowing the encoding
of the image and its parts for fast retrieval. Chapter 3 presented a retrieval pipeline
based on both global and local features extracted from a Faster R-CNN model fine tuned
on query images. The two aforementioned strategies achieved competitive results on the
Oxford and Paris benchmarks.
Both methods were also evaluated on the challenging TRECVid Instance Search bench-
mark. In Chapter 2 we demonstrated that BLCF greatly outperforms sum-pooled convo-
lutional features on this benchmark. Chapter 3 presented a reranking based on features
from Faster R-CNN fine tuned for query images which improves the results of a strong
baseline.
Subsequent to the development of this part of the thesis, several works highlighted the
benefits of training ConvNets with ranking-based losses for general-purpose visual in-
stance retrieval [70, 15, 161, 162]. The capabilities of such methodologies will be further
explored in Chapter 8 of this thesis, where we learn deep representations for images and
text to allow the retrieval of one given the other.

Part II
Image-to-Set Prediction
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4Introduction
Among all image understanding tasks [102, 182, 81, 167, 165, 125, 90, 79, 25], image
classification has arguably received most of the attention in computer vision, leading to
the development of neural network architectures that reach superhuman performance on
some datasets (e.g., the classification test error on the ImageNet dataset [177] is now
far below 5% [81]). However, images taken in-the-wild rarely contain a single object,
as everyday life pictures are typically complex scenes, which are inherently multi-label.
Figure 4.1 shows examples of images in the MS COCO dataset [116] together with their
object-level annotations. In contrast to their single-label counterparts, multi-label image
annotations present two distinct properties:
• The number of annotation elements is variable across images. In Figure 4.1, the
number of category-level labels per image ranges from 1 to 5, while the number of
instance-level annotations ranges from 1 to > 20.
• Annotation elements are unordered, i.e. permuting their positions does not al-
ter their meaning. In the first column in Figure 4.1, the annotation elements
for the image can be equivalently represented both as {person, skateboard} and
{skateboard, person}.
These two properties make multi-label annotations elegible to be characterized as sets. A
set is a variable-sized collection of unique elements which is invariant under permutation.
In contrast to sequences, sets do not have a predefined order among its items and, while
elements in a set can be dependent to one another and exhibit relationships (e.g., a
skateboard is more likely to appear next to a person than to a horse), this information
Figure 4.1: Image examples (top) and their object-level annotations (bottom). Samples
from MS COCO [116].
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Figure 4.2: NMS for Object Detection. Figure from [165].
is not given explicitly. In computer vision, well-studied problems such as multi-label
classification, object detection and instance segmentation can be framed as set prediction
tasks, since they require variable-length outputs composed of unordered elements.
Traditional convolutional neural architectures require their outputs to be formulated
as fix-sized tensors, e.g., vectors for single-label classification or matrices for pixel-level
classification. Since set prediction tasks require variable-sized outputs, most works have
tackled them by training deep neural networks with proxy loss functions, whose outputs
are then post-processed in order to obtain the final results. In the case of object detection,
common methods [64, 63, 167, 165] use convolutional neural networks trained to classify
thousands of bounding box locations for the input image. Typically, the number of
selected locations is much greater than the actual number of objects that appear in
the image, meaning that post-processing is needed to select the set of predictions that
better covers all the objects and discard the rest. Although in most recent works the
two different stages (i.e. proposal generation and scoring) are optimized jointly [167, 79],
the objective function still does not directly model the target task, but a surrogate one
which is easier to handle at the cost of an additional filtering step based on non-maximum
suppression (NMS), illustrated in Figure 4.2.
While successful, current object detection pipelines present some limitations. First, the
number of objects (i.e. the set cardinality) is not explicitly modeled within the network
and is estimated in post-processing instead. Although in most cases well optimized, this
procedure leads to a waste of computation of scores for thousands of object locations
that are eventually discarded. Further, these methods assume that objects in images
are independent; although convolutional features are shared for all image locations, each
of them is scored independently from its neighbors. Similarly, multi-label classification
methods [29, 28, 236] often assume independence among labels in the set, and determine
the set cardinality during post-processing (e.g., by thresholding label scores).
Given enough training data and computational power, a great variety of automatic tasks
such as object recognition [102], machine translation [190] or speech recognition [73]
have seen a boost of performance thanks to models trained end-to-end, i.e. not imposing
intermediate representations and directly learning to map the input to the desired output.
In this part of the thesis, we explore methods to solve the set prediction task end-to-
end, by directly modeling both 1) the likelihood of presence for each element in the set
and 2) the set cardinality. In Chapter 5, we extensively evaluate and compare different
neural architectures for multi-label classification. Chapter 6 proposes a recurrent neural
network to tackle semantic instance segmentation as a set prediction task.
5Multi-label Image Classification
Multi-label annotation is a go-to standard in many social networks platforms (e.g., hash-
tags) [130], which equips the research community with large amounts of weak annotations
of numerous concepts. Multi-label classification can be naturally framed as an image-
to-set prediction problem, since image labels may exhibit relevant dependencies and
the number of labels per image is variable. However, many of the existing multi-label
classification approaches assume constant set cardinality across images in the dataset
[67, 225, 33, 207, 203, 108, 119] and/or are oblivious to label co-occurrences [236, 168, 169];
only a few works model both characteristics of the image-to-set prediction task [112].
Therefore, in this chapter we argue that there is a need to systematically inquire about
the importance of modeling co-occurrences among set elements as well as predicting set
cardinality.
Another important question is the image-to-set dataset choice, as different datasets are
characterized by different levels of label dependencies and different set cardinality dis-
tributions. The most widely used datasets for this task are adapted versions of object
detection datasets (Pascal VOC [54], MS COCO [116]) or hashtag prediction datasets
(NUS-WIDE [38]). Object detection-based datasets contain fully or partially visible
object classes exclusively (e.g., dog, table), whereas hashtag prediction datasets may
contain classes with higher degree of abstraction (e.g., soccer, party). Moreover, all these
datasets have a rather limited number of possible classes (below 100) and a small number
of annotations per image (less than 3 on average). Therefore, there is a need to consider
more challenging datasets in terms of: (1) class abstraction, (2) number of classes, and
(3) number of labels per image. In addition to that, there seems to be no clear consensus
among researchers on the metrics to report. On the one hand, some works report perfor-
mance in terms of mean average precision [208, 209, 218] (reminiscent of object detection)
while, on the other hand, others consider intersection-over-union based metrics such as
F1 score [67, 112, 225, 33, 32, 207, 203, 236, 168, 169].
The lack of benchmarks with well defined metrics and the rather constrained datasets
may hinder the fair comparison between existing methods and slow down advances in the
field. Therefore, in this chapter, we argue for a standardized approach to the problem
of image-to-set of labels prediction, and present an extensive study of neural network
architectures (including feed forward and auto-regressive ones) as well as loss functions
(covering binary cross-entropy, soft intersection-over-union, target distribution and cross-
entropy) for multi-label classification. We explore different ways of explicitly accounting
for class co-occurrences (either through the model architecture or specific loss functions)
as well as determining the set cardinality. We compare all tested approaches on five
datasets of increasing task complexity, namely Pascal VOC 2007 [54], MS COCO 2014
[116], ADE20k [232] and NUS-WIDE [38] and benchmark all methods in terms of a
unified evaluation framework, while ensuring proper and efficient hyperparemeter search
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through the Hyperband algorithm [109].
The contributions of this chapter can be summarized as:
• We provide an in-depth analysis of the current landscape of image-to-set predic-
tion models, in terms of architectures, loss functions, and their treatment of co-
occurrences and set cardinality predicition.
• We evaluate these models using a unified set of metrics on 4 datasets of varying
degrees of complexity. Moreover, by carrying extensive hyperparameter tuning for
all models, we ensure that differences in performance can be attributed to modeling
choices, rather than incomplete hyperparameter optimization.
• Our analysis leads to models that reach state-of-the-art performance on the datasets
for which a fair comparison to previous methods is possible.
Our results indicate that auto-regressive models outperform feed-forward ones, with the
former models consistently being among the top performers on all of the datasets. This
suggests that accounting jointly for both co-occurrences and set cardinality is beneficial.
Interestingly, a simple feed-forward network trained with binary cross-entropy loss is
also a reasonably good performer in most datasets, reinforcing the importance of proper
hyperparameter tuning of baseline models.
Related Work
Multi-label classification has been a long lasting problem in computer vision [226, 85,
230, 212]. Traditionally, the problem has been tackled from many different perspectives,
from decomposing the problem into independent binary predictions [146, 226] or model-
ing label correlations [4, 181, 122], to exploiting priors such as label noise and sparsity
[85, 94, 188, 212, 230, 17]. More recently, significant effort has been devoted to lever-
aging deep neural networks for multi-label classification. Approaches in the deep learn-
ing realm often use pre-trained (single-label) image classification models (such as VGG
[182] or ResNet [81]) as image feature extractors. Then, they decompose the multi-label
classification problem into independent single-label classification problems, by either in-
dependently classifying features extracted locally from object proposals [218, 209, 123]
or by considering global image features and finetuning the pre-trained models with a
binary logistic loss [29, 28, 236]. By considering object proposals separately, the former
approaches fail to consider potentially relevant object co-occurrence information. How-
ever, the latter approaches could implicitly exploit object co-occurrences from the image
global features when deciding on each individual class. Yet, by using a per-class binary
logistic loss, these models inherently assume independence among labels.
In order to explicitly capture label co-occurrences, powersets [193] and methods learning
the joint probability distribution of labels have been introduced in the literature. Al-
though effective, such methods consider all possible label combinations, and thus can
quickly become intractable. To overcome the scalability shortcoming while still modeling
label co-occurrences, probabilistic classifier chains [48] and recurrent neural network-
based approaches [203, 147, 108, 119] decompose the joint distribution into condition-
als at the expense of introducing intrinsic label ordering during training. Therefore,
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Model #outputs Loss Dependencies Cardinality
FF 1 BCE - prob. th
FF 1 sIoU L prob. th
FF 1 TD L cum. prob. th
FF 2 BCE - DC dist.
FF 2 BCE - C dist.
FF 2 sIoU L C dist.
FF 2 TD L C dist.
LSTM Kˆ CE θ eos token
LSTMset Kˆ BCE θ eos token
TF Kˆ CE θ eos token
TFset Kˆ BCE θ eos token
Table 5.1: Models summary. Loss-based modeling of label co-ocurrences is denoted
with L, while explicitly modeling dependencies in the architecture is represented by
θ. Notation: FF (feed-forward), LSTM (long short-term memory), TF (transformer),
BCE (binary cross-entropy), sIoU (soft intersection-over-union), TD (target distribution),
CE (categorical cross-entropy), DC dist. (Dirichlet-Categorial) and C dist. (Categorial
distribution.)
recent works propose to train recurrent neural network-based models either by apply-
ing a category-wise max-pooling across the time dimension prior to computing the loss
[207, 33, 225] or by optimizing for the most likely ground truth label at each time step
[32], effectively getting rid of any enforced order. Other solutions to capture label co-
occurrences include learning joint input and label embeddings with ranking-based losses
[210, 117, 220, 112, 67] as well as designing loss functions such as target distribution
mean squared error [208] or target distribution cross-entropy [67, 130], which directly
account for those.
Finally, most state-of-the-art methods are not concerned with estimating the number of
labels to be predicted (set cardinality). Instead, they care about evaluating their top-k
predictions [67, 225, 33, 207, 203], by manually fixing k for all samples, or apply a fixed
threshold to label probabilities [236, 29] (allowing for different number of images per
sample). Only recently, multi-label classification has been explicitly addressed as a set
prediction problem, where both labels and cardinality are predicted. This is the case of
[168, 169, 112], which model set cardinality as a categorical distribution and [112], which
learn class-specific probability thresholds.
Image-to-Set Prediction Methods
In image-to-set prediction, we are given a dataset of image and set of labels pairs, with
the goal of learning to produce the correct set of labels given an image. The set of
labels is an unordered collection of unique elements, which may have variable size. Let
D = {di}Ni=1 be a dictionary of labels of size N , from which we can obtain the set of
labels S for an image x by selecting K ≥ 0 elements from D. If K = 0, no elements are
selected and S = {}; otherwise S = {si}Ki=1. Thus, our training data consists of M image
and label pairs {(x(i), S(i))}Mi=1.
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Table 5.1 gives an overview of the image-to-set prediction models considered in this study.
A comprehensive overview of set prediction models is out of the scope of this work; we
limit the scope of our study to approaches based on feed forward (FF) architectures as well
as auto-regressive ones, since they are currently the state-of-the-art for this task. Overall,
the models we consider can be categorized according to: (1) whether they model co-
occurrences of elements in the set, and (2) whether they explicitly model set cardinality.
All models are composed of an image representation module, followed by a set prediction
module, which are stacked together and trained end-to-end.
Image Representation. We choose ResNet-50 [81] as image encoder, initialized with
pre-trained ImageNet [177] weights, given its ubiquitous role in the literature. The en-
coder transforms an input image x ∈ RW×H×3 into a representation r = fφ(x) of dimen-
sions w×h×2 048, where w and h are the width and height of the convolutional features,
respectively.
Set Prediction. In this work, we consider feed-forward and auto-regressive architectures
for image-to-set prediction, which are described in the following subsections.
Feed-forward Models
Notation: We represent S as a binary vector s of dimension N , where si = 1 if si ∈ S
and 0 otherwise 1. The goal is to estimate the label probabilities sˆ from an image x.
Training data consists of M image and set pairs.
Architectures: Feed-forward models take image features r as input and output sˆ =
gθ(r). These models are composed of (1) an optional 1× 1 convolutional block to change
the feature dimensionality of the input features, (2) a global average pooling operation to
collapse the spatial dimensions, and (3) one or more fully connected layers. Intermediate
fully connected layers are followed by dropout, batch normalization and a ReLU non-
linearity. The last fully connected layer serves as classifier, and thus, is followed by a
sigmoid non-linearity to obtain the vector of estimated probabilities. The architecture
used for all feed-forward models is depicted in Figure 5.1(a).
Loss functions: The model’s parameters are trained by maximizing the following ob-
jective over the dataset:
arg max
φ,θ
M∑
i=0
log p(ˆs(i) = s(i)|x(i);φ, θ). (5.1)
where φ and θ are the image representation and set predictor parameters, respectively.
Most state-of-the-art feed-forward methods assume independence among labels, factoriz-
ing p(ˆs(i) = s(i)|x(i)) as ∑Nj=0 log p(ˆs(i)j = s(i)j |x(i)) and using binary cross-entropy (BCE)
as training loss. However, the elements in the set are not necessarily independent. There-
fore, we can borrow from the semantic segmentation literature and train the feed-forward
set predictor with a soft structured prediction loss, such as the soft intersection-over-union
(sIoU), in order to take into account dependencies among elements in the set: Alterna-
tively, we can use the target distribution p(s(i)|x(i)) = s(i)/∑j s(i)j [67, 130] to model the
joint distribution of set elements and train a model by minimizing the cross-entropy loss
between p(s(i)|x(i)) and the model’s output distribution p(ˆs(i)|x(i)). Hereinafter, we refer
1Recall that N represents the size of the label dictionary
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to the feed-forward model trained with BCE as FFBCE, the one trained with sIoU as
FFsIoU, and the one trained with target distribution as FFTD.
Set cardinality: Given the estimated probabilities sˆ obtained with any of the aforemen-
tioned approaches, a set of labels Sˆ must be recovered. For both FFBCE and FFsIoU, one
simple solution is to apply a threshold th to sˆ, keeping all labels for which sˆi ≥ th. Typ-
ically, this threshold is set to 0.5. Nonetheless, in the case of the FFTD, we recover the
label set by greedily sampling elements from a cumulative distribution of sorted output
probabilities p(ˆs(i)|x(i)) and stop the sampling once the sum of probabilities of selected
elements is above a threshold th = 0.5. Alternatively, the set cardinality K may be
explicitly predicted by the feed-forward model through a second output sˆ, Kˆ = gθ(r),
where Kˆ represents the categorical distribution over possible set cardinalities. At infer-
ence time, the top-Kˆ labels with highest probability are included in the predicted set.
For completeness, in our experiments we also use a variant of FFBCE where the set car-
dinality is modeled with Dirichlet-Categorial distribution, following the model described
in [169].
Empty set prediction: Images with missing labels (i.e., S = {}) can be naturally
handled by models that assume label independence (e.g., FFBCE and FFsIoU, whose
output is a probability distribution for each label). At inference time, the set cardinality
is predicted implicitly by applying a threshold value th to each output probability. The
set cardinality can be also modeled explicitly (through a second output), where the output
of cardinality 0 corresponds to empty set. From the feed-forward models considered, only
FFTD cannot handle empty sets, since a vector with all zeros is not a valid (categorical)
probability distribution.
Auto-regressive Models
Notation: When using auto-regressive models, we represent S as a binary matrix S of
dimensions K×N . 2 We set Si,j = 1 if label dj is selected at i-th position and 0 otherwise
(in other words, each row in S contains the one-hot-code representation of one label).
Architectures: We explore two auto-regressive architectures, namely a Long Short-
Term Memory (LSTM) [82] with spatial attention-based model [128] and a transformer-
based (TF) one [196]. Both LSTM and TF take image features r as input and output
Sˆ = gθ(r). These models are composed of (1) an optional 1 × 1 convolutional block to
change the feature dimensionality of the input features, and (2) either a single LSTM
layer (following [128]) or several transformer layers (following [196]). The output layer
of the model is used as classifier and has a softmax non-linearity. These models predict
one element of the set at each time-step. The LSTM and Transformer architectures are
depicted in Figures 5.1(b) and 5.1(c), respectively.
Loss functions: In this scenario, the goal is to predict Sˆ from an image x by maximizing
the following objective.
arg max
φ,θ
M∑
i=0
log p(Sˆ(i) = S(i)|x(i);φ, θ), (5.2)
To ensure that labels in Sˆ(i) are selected without repetition, we force the pre-activation
2Recall that K defines the set cardinality and N the size of the dictionary of possible labels.
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Figure 5.1: Set prediction architectures. (a) Feed-forward (FF), (b) LSTM and (c).
Dashed lines denote optional blocks.
of p(Sˆ
(i)
k |x(i),S(i)<k) to be −∞ for all previously selected labels at time-steps < k. One
characteristic of the formulation in Equation 5.2 is that it inherently penalizes for order,
which might not necessarily be relevant for the set prediction task. In order to ignore the
order in which labels are predicted, we aggregate the outputs across different time-steps
by means of a max pooling operation. In this case, instead of minimizing the cross-
entropy error at each time step, we minimize the BCE between the pooled predicted
labels and the ground truth. Hereinafter, we refer to the LSTM and TF models trained
with pooled time-steps as LSTMset and TFset, respectively. It is worth noting that, in all
cases, at inference time, we directly sample from the auto-regressive predictor’s output.
Set cardinality: Most auto-regressive set predictors in the literature are not concerned
with cardinality prediction, and predict a fixed number of elements by default [33, 203].
However, we argue that those models inherently have the mechanism to learn when to
stop. Therefore, as commonly done in tasks such as image captioning and machine
translation, we introduce an end-of-sequence eos token to the dictionary of labels, which
has to be predicted in the last sequence step. Thus, in our case, the eos token’s role is
to estimate the cardinality of the set. In the case of LSTMset and TFset, we learn the
stopping criteria with an additional loss accounting for it. The eos loss is defined as the
BCE loss between the predicted eos probability at all time-steps and the ground truth
(represented as a unit step function, whose value is 0 for the time-steps corresponding to
labels and 1 otherwise). In addition to that, we incorporate a cardinality `1 penalty. In
this last case, we weight the contribution of the eos-loss and cardinality penality terms
with hyperparameters λeos and λCP , respectively.
Empty set prediction: We handle images with missing labels by setting the eos token
as the first element to be predicted in the sequence.
5.3 Experiments 59
VOC COCO NUS-WIDE ADE20k
Train 4 509 74 503 145 610 18 176
Val 502 8 280 16 179 2 020
Test 4 952 40 504 107 859 2 000
N 20 80 81 150
K 1.57± 0.77 2.91± 1.84 1.86± 1.71 8.17± 4.14
Table 5.2: Splits, dictionary size (N), and cardinality (K), reported as mean (±std) for
each dataset.
Experiments
Datasets and Metrics
We train and evaluate our models on five different image datasets, which provide multi-
label annotations. The dataset details are presented in Table 5.2, while the distribution
of the training set cardinality is depicted in Figure 5.2.
Pascal VOC 2007 [54] is a popular benchmark for image classification, object detection
and segmentation tasks. It is composed of 9 963 images containing objects from 20
distinct categories. Images are divided in 2 501, 2 510 and 4 952 for train, validation
and test splits, respectively. We train with 90% of the trainval images, keeping 10% for
validation. Models are evaluated on the test set, for which annotations are available.
MS COCO 2014 [116] is a popular benchmark for object detection and segmentation
on natural images, containing annotations for objects of 80 different categories. It is
composed of 82 783 images for training and 40 504 for validation. Since evaluation on the
test set can only be done through the benchmark server, which currently does not support
the set prediction task, we use 10% of the training set for validation, and evaluate on the
full validation set. Note that in our experiments we include images with no annotations
as empty sets.
NUS-WIDE [38] is a web image database composed of 161 789 images for training and
107 859 for testing, annotated with 81 unique tags collected from Flickr. While VOC and
MS COCO are annotated with visually grounded object tags (e.g., dog, train or person),
NUS-WIDE includes a wider variety of tags referring to activities (e.g., wedding, soccer),
scenes (e.g., snow, airport) and objects (e.g., car, computer, dog). As in COCO, this
dataset includes images with empty sets annotations.
ADE20k [232] is a scene parsing dataset, containing 20 210 training, 2 000 validation
samples, annotated with a dictionary of 150 labels. Since the test set server evaluation
is not suited for image to set prediction, we use validation set as a test set and separate
a new validation set from the training set. As a result we obtain 18 176, 2 020 and 2 000
images for train, validation and test splits, respectively.
Metrics. We evaluate all methods by means of F1 score calculated per-class (C-F1), per-
image (I-F1) and overall (O-F1). Note that O-F1 and C-F1 are also commonly referred
to as macro- and micro-F1, respectively.
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Figure 5.2: Dataset cardinality distribution.
Implementation details
We resize all images to 448 pixels in their shortest side and take random crops of 448×448
for training. We randomly flip (p = 0.5), translate (within a range of ±10% of the image
size on each axis) and rotate images (±10◦) for data augmentation during training. All
models are trained with the Adam optimizer [99] for a maximum of 200 epochs, or until
early-stopping criteria is met (monitoring the O-F1 metric and using patience of 50 epochs
for VOC and 10 epochs for the remaining datasets). All models are implemented with
PyTorch 3 [155]. For autoregressive models, we train on two variants of annotations: (1)
we keep the dataset order (e. g. LSTM and TF), and (2) we randomly shuﬄe the labels
each time we load an image (e. g. LSTMshuﬄe and TFshuﬄe). For hyperparameter tuning,
we allowed Hyperband to sample values from a set of mutually independent categorical
distributions, one for each hyperparameter.
Model selection
To tune all model hyperparameters, we used Hyperband [109], a bandit-based algo-
rithm that speeds up random search via an aggressive form of early-stopping called
SuccessiveHalving [87]. In SuccessiveHalving, a set of n different hyperparame-
ter combinations is sampled, each of which is initially allowed to run using r “resources”
(e.g., training time, some number of epochs, size used for dataset subsampling). The best
n/η of these are kept (according to best O-F1 over validation set observed after using r
resources) and subsequently run with ηr resources, where η is a parameter controlling the
rate at which values are discarded; this elimination process is repeated until a single best
configuration is chosen. However, since SuccessiveHalving might be too aggressive
(i.e., it can discard potentially good configurations in early steps), Hyperband hedges
by repeating the process multiple times. Each repetition—or “bracket”— uses different
hyperparameters n and resource limits r to control the level of aggressiveness; moreover,
these values are chosen so that the total resource usage across all runs in each bracket
is approximately uniform. This approach has theoretical guarantees that do not rely on
strong assumptions about the function to be optimized (in our case best O-F1 over vali-
dation set). Moreover, it has been shown to result in substantial computational savings
with respect to a random search that does not use SuccessiveHalving [109]. In our
experiments, we used η = 3, and a maximum value of r equal to R = 600, where each
resource unit is equivalent to 0.15 training epochs for most datasets, rounding up when
necessary (for VOC, equivalent to 0.2 epochs). This translates to roughly 410 hyper-
3http://pytorch.org/
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VOC COCO NUS-WIDE ADE20k
Rank Model O-F1 C-F1 I-F1 O-F1 C-F1 I-F1 O-F1 C-F1 I-F1 F1 C-F1 I-F1
1 TFshuﬄe
86.59
(0.27)
85.48
(0.33)
88.42
(0.28)
77.07
(0.04)
73.72
(0.06)
79.96
(0.03)
68.73
(0.24)
53.62
(0.22)
65.81
(0.48)
70.28
(0.17)
46.11
(0.46)
69.61
(0.15)
2 LSTM
86.33
(0.08)
85.10
(0.14)
88.14
(0.08)
76.66
(0.03)
73.04
(0.03)
79.48
(0.05)
70.54
(0.08)
54.25
(0.17)
67.96
(0.48)
70.50
(0.24)
48.82
(0.58)
69.82
(0.23)
3 LSTMshuﬄe
87.27
(0.21)
85.75
(0.33)
88.98
(0.17)
77.13
(0.07)
73.61
(0.10)
80.03
(0.07)
67.69
(0.08)
50.19
(0.18)
62.02
(0.11)
69.54
(0.24)
43.23
(0.82)
68.96
(0.29)
4 TF
85.85
(0.18)
84.27
(0.21)
87.84
(0.16)
76.91
(0.05)
73.70
(0.10)
79.68
(0.05)
70.77
(0.03)
55.63
(0.20)
69.41
(0.06)
69.94
(0.24)
47.76
(0.57)
68.86
(0.34)
5 FFBCE
86.57
(0.10)
85.31
(0.12)
88.41
(0.11)
76.56
(0.03)
72.79
(0.11)
78.65
(0.03)
68.87
(0.10)
53.32
(0.15)
56.22
(0.13)
70.15
(0.17)
48.31
(0.31)
68.67
(0.13)
6 LSTMset
86.23
(0.07)
85.26
(0.14)
88.14
(0.08)
76.17
(0.14)
72.78
(0.15)
79.15
(0.09)
69.66
(0.08)
55.74
(0.09)
67.31
(0.06)
70.25
(0.66)
47.47
(2.50)
69.51
(0.56)
7 FFBCE,DC
85.55
(0.43)
83.77
(0.55)
87.69
(0.42)
75.92
(0.04)
71.86
(0.11)
77.98
(0.07)
68.19
(0.07)
52.59
(0.34)
55.38
(0.07)
70.62
(0.18)
46.04
(0.75)
69.90
(0.17)
8 FFBCE,C
84.76
(0.07)
84.22
(0.16)
86.90
(0.08)
69.76
(0.11)
68.10
(0.09)
68.30
(0.12)
61.29
(0.30)
47.25
(0.24)
48.75
(0.17)
70.15
(0.08)
43.94
(0.40)
69.09
(0.07)
9 FFTD,C
84.69
(0.14)
83.52
(0.10)
86.90
(0.11)
70.66
(0.07)
68.81
(0.10)
69.43
(0.07)
63.56
(0.09)
48.19
(0.08)
49.83
(0.09)
69.29
(0.12)
48.57
(0.55)
68.32
(0.17)
10 FFsIoU
87.21
(0.12)
85.97
(0.13)
89.19
(0.08)
73.23
(0.65)
59.96
(1.43)
74.57
(0.76)
62.39
(0.38)
12.85
(0.56)
51.22
(0.17)
67.61
(0.23)
20.79
(0.44)
66.99
(0.24)
11 TFset
86.24
(0.24)
85.18
(0.21)
88.08
(0.23)
52.30
(32.19)
43.94
(38.93)
53.63
(34.34)
57.07
(25.82)
44.16
(23.75)
54.67
(24.98)
50.25
(27.47)
31.22
(25.60)
49.76
(26.90)
12 FFsIoU,C
85.99
(0.23)
84.67
(0.30)
88.11
(0.23)
65.54
(0.50)
52.77
(1.00)
63.80
(0.52)
54.05
(0.74)
9.77
(0.50)
41.53
(0.58)
65.85
(0.21)
20.14
(0.41)
64.97
(0.22)
- FFTD
79.30
(0.21)
78.50
(0.47)
82.98
(0.21)
- - - - - -
63.99
(0.20)
39.47
(0.67)
63.86
(0.24)
Table 5.3: Results on VOC, COCO, NUS-WIDE and ADE20k (test set). We report C-
F1, O-F1 and I-F1 computed for each model. Models are trained 5 times using different
random seeds. We report mean (std) for each metric, model and dataset. The models
are ordered according to mean ranking computed over all five tested datasets. Note that
FFTD is not considered to obtain the mean ranking, since it is not used for datasets
including empty sets (COCO and NUS-WIDE).
parameter configurations evaluated per model, and a maximum budget of 3 200 epochs
(4 400 for VOC) for the complete tuning process (with at most 90 training epochs per
model); note that we also used patience for monitoring the O-F1 metric during tuning, so
this budget is an upper bound. We used the same random seed for all models instantiated
during the tuning process.
Analysis
Set label prediction. Table 5.3 reports results for all models and datasets in terms of
O-F1, C-F1 and I-F1 metrics. Note that each experiment was run with 5 different seeds
(different from the one used for hyper-parameter selection), and thus we report the mean
and standard deviation results of each model. Models appear following their average
ranking across datasets. According to the ranking, auto-regressive models outperform
feed-forward ones. This suggests that explicitly considering both label co-occurrences and
set cardinality while training is favorable. Surprisingly, a well tuned very simple baseline
(FFBCE) achieves a reasonably high ranking, beating all other feed-forward models.
For VOC dataset, FFsIoU achieves the best performance among feed-forward models,
reaching 87.21 O-F1, and closely followed by FFBCE (86.57 O-F1). Interestingly, their
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(a) (b)
Figure 5.3: (a): Cardinality error. (b): O-F1 per dataset (mean and standard deviation).
We compare the best models for each tested dataset as well as two standard feed forward
models FFBCE and FFsIoU.
feed-forward counterparts predicting set cardinality achieve slightly worse performance.
When it comes to auto-regressive set predictors, LSTMshuﬄe trained with shuﬄed labels
achieves the best performance with an O-F1 score of 87.27, whereas the rest of these
models obtain performances within 1.5 points of LSTMshuﬄe. In the case of COCO
dataset, LSTMshuﬄe is the best performing model (77.13 O-F1), followed by TF and
TFshuﬄe. The best feed-forward model for this dataset is FFBCE (76.56 O-F1). Con-
trary to VOC, auto-regressive models generally outperform feed-forward ones on COCO
and, once again, we observe a drop in performance when predicting cardinality in feed-
forward models. In the case of NUS-WIDE, auto-regressive models (TF and LSTM) lead
the results. It is worth noting that models trained to exploit the dataset order of labels
perform better than those trained with shuﬄed ones. This is not surprising since the
label’s order in NUS-WIDE is consistent across all data points (it follows alphabetical
order). Similarly to COCO dataset, FFBCE is the best performing feed-forward model,
and most of the feed-forward models which predict cardinality are among the least per-
forming ones. When it comes to ADE20k, FFBCE,DC achieves the best performance,
with an O-F1 of 70.62 O-F1. In contrast to the previous datasets, endowing feed-forward
models with a cardinality prediction path tends to have a rather positive effect. Most
auto-regressive models also exhibit good performance in this dataset. While FFBCE,DC
and LSTM perform comparably in terms of O-F1, LSTM reaches better C-F1 (48.82 vs
46.04) than FFBCE,DC. It is worth mentioning that, as in NUS-WIDE, label order is
consistent across samples, and thus can be exploited.
Figure 5.3 presents the test O-F1 metric and cardinality prediction errors for the baseline
models FFBCE and FFsIoU as well as the models leading to the best performance for each
dataset. As shown in the figure, object detection-based datasets appear to be among
the easiest ones, achieving higher overall performance and lower cardinality error, with
VOC being the easiest dataset and ADE20k the hardest among them. As for the model
architectures, auto-regressive ones seem to be rather consistent across datasets, exhibiting
close to top performances and lower cardinality errors. While FFIOU and FFBCE achieve
top performance for VOC, these models are outperformed by auto-regressive or feed-
forward ones predicting cardinality on all other datasets. This difference can be explained
by the higher degree of complexity in COCO, NUS-WIDE and ADE20k compared to VOC
(higher dimensionality output space and higher set cardinality). The performance drop
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Figure 5.4: I-F1 as a function of cardinality. We report mean I-F1 and 95% confidence
intervals for the best models for each dataset at different cardinality values.
can thus be attributed to either a higher set cardinality error or wrong label predictions.
Finally, top performing models in terms of O-F1 do not necessarily have lower cardinality
prediction error; and similarly, the least performing ones may not correspond to the ones
with the highest cardinality error.
Cardinality Prediction. We compare the best models for each dataset in terms of
their performance under different set cardinalities in Figure 5.4. The x-axis represents
the test set annotation cardinality, while y-axis reports the mean I-F1 that corresponds
to each given cardinality value. As shown in the figure, predicting empty sets is hard,
e.g., for both COCO and NUS-WIDE, the mean I-F1 is significantly lower for images with
cardinality 0 than for images of cardinality 1, a pattern that was consistently observed
with other models in these datasets. Moreover, for the datasets that require high level
reasoning in order to predict labels, we observe that I-F1 rises with the set cardinality.
We hypothesize that this behavior could be attributed to exploiting co-occurences that
improve label predictions (e.g., the more labels we have, the easier it is to predict a label
via reasoning about the co-ocurrences).
Figure 5.5 shows qualitative results from the best performing model for each dataset.
Comparison to state-of-the-art
In this subsection, we compare our best models to the state-of-the-art. Table 5.4 reports
the results in terms of O-F1 for VOC and COCO. Note that state-of-the-art results for
NUS-WIDE ignore empty annotations and/or randomly rearrange their splits [32, 236,
112, 119, 123, 108, 225, 67], and thus are not comparable to the results presented in
this study. Moreover, to the best of our knowledge, ADE20k has not been used for
image-to-set of labels predictions in the past. As shown in the table, we are able to
achieve state-of-the-art results in both datasets, even though we challenge our models to
predict both the correct labels and set cardinality. This is not the case for the majority
of methods evaluated on VOC and COCO. Moreover, a well tuned simple baseline such
as FFBCE is able to outperform previous state-of-the art, achieving 86.57 O-F1 on VOC
and 76.56 on COCO, showcasing the importance of proper hyperparameter tuning.
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Figure 5.5: Qualitative results. Each column includes two examples for each dataset.
True positives, false positives and false negatives are highlighted in blue, red and black,
respectively.
[112] [236] [123] [168] [169] [225] [33] [32] [207] [203] [108] [119] Ours
VOC 79.1 - - 78.6 81.5 62.9 - - - - - - 87.3
COCO 62.9 75.8 74.0 69.0 70.7 66.5 71.1 67.7 72.0 67.8 71.8 75.2 77.1
Table 5.4: Comparison to state-of-the-art on COCO and VOC.
Conclusion
In this chapter, we presented a comprehensive analysis of methods suitable for image-
to-set prediction, evaluating their performance in 5 diverse datasets, using a uniform
set of metrics and budgets for hyperparameter tuning. Our work reviews the current
landscape of image-to-set prediction, and helps elucidate the most promising directions
for future research. In particular, our analysis suggests that auto-regressive models are
better choices than feed-forward models for the task, performing consistently well across
all considered datasets. Moreover, we found that, by exploiting standard ideas of one-
to-many sequence models, we can inherently handle set cardinality prediction, label co-
occurrences and images without annotations. Additionally, our work emphasizes the
importance of thorough hyperparameter tuning, showing that even simple baselines can
achieve close to state-of-the-art performance when properly tuned.
6Recurrent Instance Segmentation
The previous chapter discussed set prediction neural networks for multi-label classifica-
tion, where each element to be predicted in the set is a categorical label. This chapter
takes one step further and presents a set prediction method to solve the task of semantic
instance segmentation.
Semantic instance segmentation is defined as the task of assigning a binary mask and a
categorical label to each object in an image. In this case, each element in the output
set is an object represented by its location in the image (encoded as a binary mask) and
its categorical label. Semantic instance segmentation is often understood as an exten-
sion of object detection where, instead of bounding boxes, accurate binary masks must
be predicted. Both object detection and instance segmentation can be framed as set
prediction tasks, since they require variable size outputs containing unordered, yet inter-
related elements. Current state of the art methods for semantic instance segmentation
[77, 78, 114, 111, 43, 79] extend object detection pipelines based on object proposals
[167] by incorporating an additional module that is trained to generate a binary mask
for each object proposal. Such architectures follow a two-stage procedure, i.e. a set of
object-prominent proposal locations are selected first, and then each of them is given a
score, a categorical label and a binary mask.
While most computer vision systems analyze images in a single step, the human ex-
ploration of static visual inputs is actually a sequential process [160, 1] that involves
reasoning about objects that compose the scene and their relationships. Inspired by this
behavior, we design a model that performs a sequential analysis of the scene to deal with
complex object distributions and make predictions that are coherent with each other.
We take advantage of the capability of Recurrent Neural Networks to generate sequences
out of a single input [201, 189] and cast semantic instance segmentation as a sequence
prediction task. The model is trained to freely choose the scanpath over the image that
maximizes the quality of the segmented instances, which allows us to conduct a detailed
study about how it learns to explore images. The object discovery patterns we find are
consistent and related to the relative layout of objects in the scene.
Recent works [172, 166] have also proposed sequential solutions for instance segmenta-
tion. These are, however, trained to produce a set of class-agnostic masks and must be
either evaluated on single-class benchmarks or require a separate method to provide a
categorical label for each predicted object. Both [172, 166] impose intermediate repre-
sentations by using a pre-processed input consisting of a foreground/background mask
and instance-level angle information [166] or using an encoder pre-trained for semantic
instance segmentation [172]. Based on these works, we develop a true end-to-end re-
current system that provides a set of semantic instances as an output (i.e. both binary
masks and categorical labels for all objects in the image) directly from image pixels.
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The contributions of this work are threefold:
• We present the first end-to-end recurrent model for semantic instance segmentation,
trained to predict object instance sets in its output with no required post-processing
steps.
• We show its competitive performance against previous sequential methods on three
instance segmentation benchmarks, namely Pascal VOC 2012, Cityscapes and
CVPPP Plant Leaf Segmentation datasets.
• We provide a thorough analysis of its behavior in terms of the object discovery
patterns that it follows once trained.
The remainder of this chapter is structured as follows: Section 6.1 reviews the related
work on semantic instance segmentation. Section 6.2 presents our proposed recurrent
architecture and describes the training procedure. Section 6.3 discusses the results ob-
tained on single-class and multi-class instance segmentation benchmarks and studies the
behavior of the model in terms of the order in which it finds objects. Finally, Section 6.4
draws the conclusions.
Related Work
Most works on semantic instance segmentation inherit their foundations from object
detection solutions, augmenting them to segment object proposals [77, 78] and adding
post-processing stages to refine the predictions [36]. More recent works build on top of
Faster R-CNN [167] by adding a cascade of predictors [43, 42] and iterative refinement of
masks [114]. In contrast with cascade-based methods [43, 114, 42], He et al. [79] design
an architecture that predicts bounding boxes, segments and class scores in parallel given
the output of a fully convolutional network (hence, no chain reliance is imposed). Other
works have presented alternative methods to the proposal-based pipelines by treating the
image holistically. These include combining object detection and semantic segmentation
pipelines with Conditional Random Fields [9], learning a watershed transform on top of
a semantic segmentation [14] or clustering object pixels with metric learning [47].
Our model is closer to recent works that formulate the problem of instance segmentation
with sequential methods, which predict different object instances one at a time. Ren &
Zemel [166] propose a complex multi-task pipeline for instance segmentation that predicts
the box coordinates for a different object at each time step using recurrent attention.
These bounding boxes are then used to select the image location and predict a binary
mask for the object. Their model uses an additional input consisting of a canvas that is
composed of the union of the binary masks that have been previously predicted. This
architecture resembles two-stage proposal-based ones [77, 114, 79] in the sense that it is
also composed of two separate modules, one predicting location coordinates and one to
produce a binary mask within this location. The main difference between these works and
[166] is that objects are predicted one at a time and are dependent on each other. Romera-
Paredes & Torr [172] choose to use a recurrent decoder that stores information about
previously found objects in its hidden state. Their model is composed of Convolutional
LSTMs [214] that receive features from a pretrained model for semantic segmentation
[125] and outputs the separate object segments for the image.
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While proposal-based methods have shown impressive performance, they generate an ex-
cessive number of predictions and rely on an external post-processing step for filtering
them out, e.g., non-maximum suppression. Our proposed recurrent model optimizes an
objective which better matches the conditions at inference time, as it is trained to predict
the final semantic instance segmentation directly from image pixels. All previous sequen-
tial methods [172, 166] are class-agnostic and, although [166] reports results for semantic
instance segmentation benchmarks, class probabilities for their predicted segments are
obtained from the output of a separate model trained for semantic segmentation. To
the best of our knowledge, our proposed method is the first to directly tackle semantic
instance segmentation with a fully end-to-end recurrent approach that maps image pixels
to a variable length set of objects represented with binary masks and categorical labels.
Model
Given an input image x, the goal of semantic instance segmentation is to provide a set
of masks and their corresponding class labels, y = {y1, . . . , yn}. The cardinality of the
output set, i.e. the number of instances, depends on the input image and thus the model
needs to be able to handle variable length outputs. This poses a challenge for feedforward
architectures, which emit outputs of fixed size. Similarly to previous works involving sets
[200, 199, 172], we propose a recurrent architecture that outputs a sequence of masks
and labels, yˆ = (yˆ1, . . . , yˆnˆ). At any given time step t ∈ {1, . . . , nˆ}, the prediction is
of the form yˆt = {yˆm, yˆb, yˆc, yˆs}, where yˆm ∈ [0, 1]h×w is the binary mask, yˆb ∈ [0, 1]4
are the bounding box coordinates normalized by the image dimensions, yˆc ∈ [0, 1]C are
the probabilities for the C different categories, and yˆs ∈ [0, 1] represents the objectness
score, which is the stopping criterion at test time. Obtaining bounding box annotations
from the segmentation masks is straightforward and it adds an additional training signal,
which resulted in better performing models in our experiments.
We design an encoder-decoder architecture that resembles typical ones from semantic
segmentation works [125, 173], where skip connections from the layers in the encoder are
used to recover low level features that are helpful to obtain accurate segmentation out-
puts. The main difference between these works and ours is that our decoder is recurrent,
enabling the prediction of one instance at a time instead of a single semantic segmenta-
tion map where all objects are present, thus allowing to naturally handle variable length
outputs.
Encoder
We use a ResNet-101 [81] model pretrained on ImageNet [177] for image classification
as an encoder. We truncate the network at the last convolutional layer, thus removing
the last pooling layer and the final classification layer. The encoder takes an RGB image
x ∈ Rh×w×3 and extracts features from the different convolutional blocks of the base
network F = encoder(x). F contains the output of each block F = [f0, f1, f2, f3, f4],
where f0 corresponds to the output of the deepest block, and f4 is the output of the
block whose input is the image (i.e. f4...0 correspond to the output of ResBlock1...5 in
ResNet-101, respectively).
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Figure 6.1: Our proposed recurrent architecture for semantic instance segmentation.
Decoder
The decoder receives as input the convolutional features F and outputs a set of nˆ predic-
tions, being nˆ variable for each input image. Similarly to [172], we use the Convolutional
LSTMs [214] as the basic block of our decoder, in order to naturally handle 3-dimensional
convolutional features as input and preserve spatial information. A ConvLSTM unit can
be written with the following equations:
ft = σ(xt ∗Wf + ht−1 ∗ Uf + bf )
it = σ(xt ∗Wi + ht−1 ∗ Ui + bi)
ot = σ(xt ∗Wo + ht−1 ∗ Uo + bo)
ct = ft  ct−1 + it  tanh(xt ∗Wc + ht−1 ∗ Uc + bc)
ht = ot  tanh(ct)
(6.1)
where σ is the sigmoid activation,  represents the point-wise multiplication and ∗ rep-
resents the convolutional operator. it, ft, ot are the input, forget and output gates, ct is
the cell state and ht is the hidden state. W and U terms are convolutional kernels and
b represents the bias term.
While [172] uses a two-layer Convolutional LSTM module that receives the output of
the last layer of their encoder, we design a hierarchical recurrent architecture that can
leverage features from the encoder at different abstraction levels. We design an upsam-
pling network composed of a series of ConvLSTM layers, whose outputs are subsequently
merged with the side outputs F from the encoder. This merging can be seen as a form
of skip connection that bypasses the previous recurrent layers. Such architecture allows
the decoder to reuse low level features from the encoder to refine the final segmentation.
Additionally, since we are using a recurrent decoder, the reliance on these features can
change across different time steps.
The output of the ith ConvLSTM layer in time step t, hi,t, depends on both (a) the input
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it receives from the encoder and its preceding ConvLSTM layer and (b) its hidden state
representation in the previous time step hi,t−1:
hi,t = ConvLSTMi( [ B2(hi−1,t) | Si ], hi,t−1 ) (6.2)
where B2 is the bilinear upsampling operator by a factor of 2, hi−1,t is the hidden state
of the previous ConvLSTM layer and Si is the result of projecting fi to have lower
dimensionality via a convolutional layer.
Equation 6.2 is applied in chain for i ∈ {1, . . . , nb}, being nb the number of convolutional
blocks in the encoder (nb = 5 in ResNet). h0,t is obtained by a ConvLSTM with S0 as
input (i.e. no skip connection):
h0,t = ConvLSTM0(S0, h0,t−1) (6.3)
We set the first two ConvLSTM layers to have dimension D, and set the dimension of
the remaining ones to be the one in the previous layer divided by a factor of 2. All
ConvLSTM layers use 3 × 3 kernels which, compared to 1 × 1 ConvLSTM units used
in [172], have a larger receptive field which can model instances that are far apart more
easily. Finally, a single-kernel 1 × 1 convolutional layer with sigmoid activation is used
to obtain a binary mask of the same resolution as the input image.
The bounding box, class and stop prediction branches consist of three separate fully
connected layers to predict the 4 box coordinates, the category of the segmented object
and the objectness score at time step t. These three layers receive the same input ht,
which is obtained by concatenating the max-pooled hidden states of all ConvLSTM layers
in the network. Figure 6.1 shows the details of the recurrent decoder for a single time
step.
Training
The parameters of our model are estimated by optimizing a multi-task objective com-
posed of four different terms:
Segmentation loss (Lm): similarly to other works [172, 166], we use the soft intersec-
tion over union loss (sIoU) as the cost function between the predicted mask yˆ and the
ground truth mask y, sIoU(yˆ, y) = 1− 〈yˆ,y〉‖yˆ‖1+‖y‖1−〈yˆ,y〉 .
In order to treat the outputs of our model as sets, we do not impose any specific instance
order to match the predictions of our model with the objects in the ground truth. Instead,
we let the model decide which output permutation is the best and sort the ground truth
accordingly1. We assign a prediction to each of the ground truth masks by means of the
Hungarian algorithm, using sIoU as the cost function. Given a sequence of predicted
masks yˆm = (yˆm,1, . . . , yˆm,nˆ) and the set of ground truth masks ym = {ym,1, . . . , ym,n},
1We also experimented with forcing the output sequence to follow hand-designed patterns, but it
resulted in low-performing models.
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the segmentation loss Lm can be expressed as:
Lm(yˆm, ym, δ) =
nˆ∑
t=1
n∑
t′=1
sIoU(yˆm,t, ym,t′)δt,t′ (6.4)
where δ is the matrix of assignments. δt,t′ is 1 when the predicted and ground truth
masks yˆm,t and ym,t′ are matched and 0 otherwise. In the case where nˆ > n, gradients
for predictions at t > n are ignored.
Classification loss (Lc): our network outputs class probabilities for each of the pre-
dicted masks. Given the sequence of class probabilities yˆc = (yˆc,1, . . . , yˆc,nˆ) and the set of
ground truth one-hot class vectors yc = {yc,1, . . . , yc,n}, the classification loss is computed
as the categorical cross entropy between the matched pairs determined by δ.
Detection loss (Lb): given the sequence of predicted bounding box coordinates
yˆb = (yˆb,1, . . . , yˆb,nˆ) and the ground truth yb = {yb,1, . . . , yb,n}, the penalty term Lb for
bounding box regression is given by the mean squared error between the box coordinates
of matched pairs determined by δ.
Stop loss (Ls): the model emits an objectness score at each time step, yˆs,t. It is
optimized with a loss term defined as the binary cross entropy between yˆs,t and 1t≤n,
where n is the number of instances in the image.
The total loss is the weighted sum of the four terms: Lm + αLb + λLc + γLs, where loss
terms are subsequently added as training progresses. When training for datasets with
a high number of objects per image (i.e. Cityscapes and CVPPP) we use curriculum
learning [16] to guide the optimization process, where we begin optimizing the model to
predict only two objects and increase this value by one once the validation loss plateaus.
Experiments
In this section, we describe the experimental setup, including the datasets and evaluation
metrics. We compare our model with other sequential methods for semantic instance
segmentation, and provide an analysis of the object order learned by the network.
Datasets and metrics
We evaluate our models on three benchmarks previously used for semantic instance seg-
mentation that differ from each other in terms of the average amount of objects per
image. This diversity in datasets will allow assessing our model based on the length of
the sequence to be generated.
Pascal VOC 2012 [54] contains objects of 20 different categories and an average of 2.3
objects per image. Despite having a small number of objects on average, images in this
dataset are complex and substantially different from each other in terms of the objects
spatial arrangement, scale and pose. Following standard practices in [114, 47, 120], we
train with the additional annotations from [76] and evaluate on the original validation
set, composed of 1,449 images.
CVPPP Plant Leaf Segmentation [141] is a small dataset of images of different
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Rec Cls Pascal VOC CVPPP Cityscapes
APperson,50 SBD ↑ DiC ↓ AP AP50 APcar APcar,50
[166] 7 7 − 84.9(±4.8) 0.8(±1.0) 9.5 18.9 27.5 41.9
[172] 3 7 46.6 56.8(±8.2) 1.1(±0.9) − − − −
[172] + CRF 3 7 50.1 66.6(±8.7) 1.1(±0.9) − − − −
Ours 3 3 60.7 74.7(±5.9) 1.1(±0.9) 7.8 17.0 25.8 45.7
Table 6.1: Comparison against state of the art sequential methods for semantic instance
segmentation. We specify whether the method is recurrent (Rec) and produces categorical
probabilities (Cls).
plants. We follow the same scheme as in [172, 166], using only 128 images from the
A1 subset for training. The number of leaves per image ranges from 11 to 20, with an
average of 16.2. Results are evaluated on 33 test images. While the number of objects
per image is significantly higher than in Pascal VOC, this dataset only contains objects
from a single category and images present structural similarities that facilitate the task.
Cityscapes [40] contains 5,000 street-view images containing objects of 8 different cat-
egories. The dataset is split in 2,975 images for training, 500 for validation and 1,525
for testing. There are, on average, 17.5 objects per image in the training set, with the
number of objects ranging from 0 to 120. The large number of instances per image makes
this dataset particularly challenging for our model.
We resize images to 256 × 256 pixels for Pascal VOC, 256 × 512 for Cityscapes and
500 × 500 for CVPPP. We evaluate the CVPPP dataset with the symmetric best dice
(SBD) and the difference in count (DiC) as in [141]. For Cityscapes and Pascal VOC we
report the average precision AP at different IoU thresholds.
Experimental setup
We use the Adam optimizer [99] with a learning rate of 10−3 for all layers in the decoder,
10−6 for the layers in the encoder. We set D = 128 for Pascal and Cityscapes, and
D = 64 for CVPPP.
We train our model by subsequently adding penalty terms to the loss function one at a
time as training progresses. In our experiments we observe that while the penalty term
for instance classification Lc quickly converges, the task of segmenting and detecting one
object at a time is much more challenging to learn. We hypothesize that this is mainly
due to the fact that the encoder we use is pretrained for image classification and not
segmentation. To facilitate convergence, we first train the network for 20 epochs with the
objective: Lt = Lm+αLb for 20 epochs (α is set to 10) and add the classification penalty
afterwards with λ = 0.1 . Similarly, the penalty term Ls also converges quickly, therefore
we set it to 0 and activate it after the model converges for Lt = Lm + 10Lb + 0.1Lc. At
this point we add the stopping loss term Ls to the cost function with γ = 0.5 for Pascal
VOC and Cityscapes and γ = 0.1 for CVPPP, and resume training until convergence.
We use typical data augmentation strategies during training: we apply a random rotation
with a degree in the range [−10, 10] ([−180, 180] for CVPPP), random translation in
both horizontal and vertical axes within a range of 10% of the pixel width and height,
respectively. We apply a random shear in a range of 10%, we zoom in and out of the
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image within a range of [0.7, 1.5] and randomly flip images with a 0.5 probability.
At inference time, we use a threshold of 0.5 to generate binary masks from the mask
output of the network after the sigmoid activation, and stop making predictions for an
image once the stopping score goes below 0.5 for Pascal VOC and Cityscapes, and 0.3
for CVPPP.
Comparison with sequential methods
We compare our results against other sequential models for instance segmentation [172,
166]. Table 6.1 summarizes the results.
We first train and evaluate our model with the Pascal VOC dataset. In Table 6.1 we
compare our method with the recurrent model in [172], whose approach is the most
similar to ours. However, since they train and evaluate their method on the person
category only, we report the results for this category separately despite that our model is
trained for all 20 categories. We outperform their results by a significant margin (AP50
of 46.6 vs. 60.7), even in the case in which they use a post processing based on CRFs,
reaching an AP50 of 50.1. Figure 6.2(a) shows examples of predicted object sequences for
Pascal VOC images. Table 6.2b compares our approach with non-sequential methods.
We outperform early proposal-based ones [77, 36] by a significant margin across all IoU
thresholds. Compared to more recent works [114, 8, 113, 9], our method falls behind
for lower thresholds, but remains competitive and even superior in some cases for higher
thresholds.
In the case of the CVPPP dataset, our method also outperforms the one in [172] by a
significant margin. However, the sequential model in [166] obtains better results in this
benchmark. Their method incorporates an input pre-processing stage and involves multi-
stage training with different levels of supervision. In contrast with [166], our method
directly predicts binary masks from image pixels without imposing any constraints re-
garding the intermediate feature representation. In Figure 6.2(b) we show examples of
predictions obtained by our model for this dataset. Although the number of objects is
much higher in this benchmark than in Pascal VOC, our model is able to accurately
output one object at a time.
Our performance on Cityscapes is comparable to the results of the only sequential method
previously evaluated on this dataset [166], but does not meet state of the art results
obtained by non-sequential methods, which reach AP50 figures of 58.1 [79], 35.9 [47] and
35.3 [14]. Figure 6.2(c) depicts some sample predictions of our model for this dataset.
While our approach is competitive or even better than [166] for simpler and frequent
objects (e.g., AP50 figures of 45.7 vs. 41.9 for car, and 20.5 vs. 21.2 for person), it
obtains lower scores for less frequent and commonly smaller instances (e.g., 2.8 vs. 10.5
for bike and 6.8 vs. 14.7 for motorbike). We hypothesize that, as the segmentation module
in [166] extracts features at a local scale once the detection module predicts a bounding
box, their model can accurately predict binary masks for small instances. In contrast, our
method operates at global scale for all instances, generating one binary mask at a time
considering all pixels in the image. Working with images at higher resolution would allow
us to improve our metrics (specially for small objects), which would come at a cost of
higher computational requirements. It is also worth noting that the classification scores
in [166] are provided by a separate module trained for the task of semantic segmentation,
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Color sequence:
(a) Pascal VOC 2012
(b) CVPPP
(c) Cityscapes
Figure 6.2: Examples of generated output sequences for the three datasets.
74 Recurrent Instance Segmentation
while our method predicts them together with the binary masks. To the best of our
knowledge, ours is the first recurrent model used as a solution for Cityscapes.
Ablation studies
In this section, we quantify the effect of each of the components in our network (encoder,
skip-connections and number of recurrent layers). Table 6.2a presents the results of
these experiments for Pascal VOC. First, we compare the performance of different image
encoders. We find that a deeper encoder yields better performance, with a 23.87%
relative increase from VGG-16 to ResNet-101. Further, we analyze the effect of using
different skip connection modes (i.e. summation, concatenation and multiplication), as
well as removing them completely. While there is little difference between the different
skip connection modes, concatenation has better performance. Completely removing skip
connections causes a drop of performance of 6.6%, which demonstrates the effectiveness
of using them to obtain accurate segmentation masks. We also quantify the effect of
reducing the number of ConvLSTM layers in the decoder. To remove ConvLSTM layers,
we simply truncate the decoder chain and the output of the last ConvLSTM is upsampled
to match the image dimensions. This becomes the input to the last convolutional layer
that outputs the final mask. Removing a ConvLSTM layer also means removing the
corresponding skip connection. (e.g., if we remove the last ConvLSTM layer, the features
from the first convolutional block in the encoder are never used in the decoder). Results
in table 6.2a show a decrease in performance as we remove layers from the decoder,
which indicates that both the depth of the decoder and the skip connections coming
from the encoder contribute to the result. Notably, keeping the original five ConvLSTM
layers in the decoder but removing the skip connections provides a similar performance
as using a single ConvLSTM layer without skip-connections (AP of 53.3 against 53.2).
This indicates that a deeper recurrent module can only improve performance if the side
outputs from the encoder are used as additional inputs.
Encoder skip N AP50 APperson,50
VGG16 concat 5 46.5 51.7
R50 concat 5 53.0 53.9
R101 concat 5 57.0 60.7
R101 sum 5 56.7 57.8
R101 mult 5 56.1 59.2
R101 none 5 53.8 51.3
R101 concat 4 56.0 59.0
R101 concat 3 56.1 59.5
R101 concat 2 54.5 54.0
R101 - 1 53.3 50.6
(a)
Model AP50 AP60 AP70 AP80
SDS [77] 43.8 34.5 21.3 8.7
Chen et al. [36] 46.3 38.2 27.0 13.5
PFN [113] 58.7 51.3 42.5 31.2
R2-IOS [114] 66.7 58.1 46.2 −
Arnab et al. [8] 58.3 52.4 45.4 34.9
Arnab et al. [9] 61.7 55.5 48.6 39.5
MPA [120] 60.3 54.6 45.9 34.3
Ours 57.0 51.8 41.5 37.8
(b)
Table 6.2: Results for Pascal VOC 2012 validation set. (a) Ablation studies. (b) Com-
parison with the state of the art for different IoU thresholds.
Error analysis
Following standard error diagnosis studies for object detectors [83], we show the distri-
bution of false positive (FP) errors, considering the following types: localization errors
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(c) (d)
Figure 6.3: (a) False positive distribution. (b-d) Error analysis on Pascal VOC (blue)
and Cityscapes (green): (b) IoU vs time step, (c) False negative size distribution, (d)
IoU vs object size (object size given as the image % it covers). Reported values in (a)
and (d) are constrained to the particularities of each dataset (object sequences for Pascal
VOC are shorter and objects in Cityscapes are smaller).
(Loc), confusions with the background (Bg), duplicates (Dup), miss-classifications (Cls),
and double localization and classification errors (Loc+Cls). Figure 6.3(a) shows that
most FPs are caused by inaccurate localization. Further, in Figure 6.3(b) we show the
mask quality in terms of IoU depending on the time step when it was predicted. It can
be observed that the quality of the masks degrades as the number of time steps increases.
We believe that, as features extracted from the encoder are fixed for any output sequence
length, more information has to be encoded in the same feature size for long sequences,
acting as a bottleneck. The same applies to the decoder, that must retain more infor-
mation for longer sequences in order to decide what to output next. These intrinsic
properties of a recurrent model may lead to poor mask localization for the last masks of
the output prediction. A performance drop for longer sequences when using RNNs has
already been demonstrated in other works [13]. Further, we analyze the distribution of
false negatives in terms of their size with respect to the image dimensions. We cluster
objects in different bins according to the image percentage they cover. Figure 6.3(c)
shows that, for both datasets, most of the false negatives (97% and 38% for Cityscapes
and Pascal VOC, respectively) are small objects that cover less than 1% of the image.
Figure 6.3(d) shows the average IoU for objects of different sizes. Both figures indicate
that our method achieves higher IoU values for big objects and struggles with small ones.
Object Sorting Patterns
We observe that the outputs of the model follow a consistent order across images in
CVPPP, as depicted in Figure 6.2(b). The complexity and scale of Pascal VOC and
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Cityscapes make this qualitative analysis unfeasible, so we analyze the sorting patterns
learned by the network by computing their correlation with three predefined sorting
strategies: right to left (r2l), bottom to top (b2t) and large to small (l2s). We take the
center of mass of each object to represent its location and its area as the measure for its
size.
We sort the sequence of predicted masks according to one of the strategies and compare
the resulting permutation indices with the original ones using the Kendall tau correlation
metric: τ = P−QN(N−1)/2 . Given a sequence of masks x ∈ (x1, ..., xN ) and its permutation
y ∈ (y1, ..., yN ), P is the number of concordant pairs (i.e. pairs that appear in the same
order in the two lists) and Q is the number of discordant pairs. τ ∈ [−1, 1], where 1
indicates complete correlation, -1 inverse correlation and 0 means there is no correlation
between sequences. Table 6.3a presents the results for this experiment. For simplicity,
we do not show the results for the opposite sorting criteria in the table (i.e. left to right,
small to large and top to bottom), since their τ value would be the same but with the
opposite sign. We observe strong correlation with a horizontal sorting strategy for both
datasets (right to left in Pascal VOC and left to right in Cityscapes), as well as with
bottom to top and large to small patterns.
Pascal VOC Cityscapes
r2l 0.4916 -0.4428
b2t 0.2788 0.2712
l2s 0.2739 0.1700
(a)
Pascal VOC CVPPP Cityscapes
before after before after before after
f4 −0.048 −0.062 −0.129 0.232 −0.127 −0.162
f3 0.014 −0.005 0.032 0.135 0.279 0.194
f2 −0.088 −0.125 −0.317 −0.141 −0.111 0.144
f1 0.008 0.286 0.184 0.505 0.010 0.188
f0 0.274 0.634 −0.054 0.147 -0.125 0.209
(b)
Table 6.3: Analysis of object sorting patterns. Correlation values are given by the Kendall
tau coefficient τ . (a) Correlation with predefined patterns. (b) Correlation with con-
volutional activations. f4...0 correspond to the output of ResBlock1...5 in ResNet-101,
respectively.
Figure 6.4 shows images in Pascal VOC that present high correlation with each of the
three sorting strategies. Interestingly, the model adapts its scanning pattern based on the
image contents, choosing to start from one side when objects are next to each other, or
starting from the largest one when the remaining objects are much smaller. The pattern
in Cityscapes is more consistent, which we attribute to the similar structure present in
all the images in the dataset. First, the objects in both sides of an image are predicted,
starting with the left side; then the model segments the objects in the middle while
following similar patterns to the ones in Pascal VOC. This pattern can be observed in
Figure 6.2(c).
Further, we quantify the number of object pairs in Pascal VOC images that are predicted
in each of the predefined orders. For a pair of objects o1 and o2 that are predicted
consecutively, we can say they are sorted in a particular order if their difference in the
axis of interest is greater than 15% (e.g., a pair of consecutive objects follows a right to
left pattern if the second object is to the left of the first by more than 0.15W pixels,
being W the image width). Figure 6.5 shows the results for object pairs separated by
category. For clarity, only pairs of objects that are predicted together at least 20 times
are displayed. We observe a substantial difference between pairs of instances from the
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Figure 6.4: Examples of predicted object sequences for images in Pascal VOC 2012
validation set that highly correlate with the different sorting strategies.
Figure 6.5: Percentage of consecutive object pairs of different categories following a
particular sorting pattern.
same category and pairs of objects of different classes. While same-class pairs seem to be
consistently predicted following a horizontal pattern (right to left), pairs of objects from
different categories are found following other patterns reflecting the relationships between
them. For example, the pairs motorcycle + person, bicycle + person or horse+ person
are often predicted following the vertical axis, from the bottom to the top of the image,
which is coherent with the usual spatial distribution of objects of these categories in
Pascal VOC images.
We also check whether the order of the predicted object sequences correlates with the
features from the encoder. Since these are the inputs to the recurrent layers in the decoder
(which do not change across different time steps), the network must learn to encode the
information of the object order in these activations. To test whether this is true, we
permute the object sequence based on the activations in each of the convolutional layers
in the encoder and check the correlation with the original sequence. Table 6.3b shows the
Kendall tau correlation values of predicted sequences with these activations, before and
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Pascal VOC Cityscapes
Figure 6.6: Most and least active objects in last (Pascal VOC and Cityscapes) and second
to last (CVPPP) block in the encoder before and after training.
after training the model. We observe that correlation increases after training the model
for our task. The predicted sequences correlate the most with the activations in the last
block in the encoder both for Pascal VOC and Cityscapes. This is a reasonable behavior,
since those features are the input to the first ConvLSTM layer in the decoder. In the
case of images from the CVPPP dataset, we find that the predicted object sequences
correlate with the activations in the second to last convolutional layer in the encoder.
We hypothesize that the semantics in the last layer of the encoder, which is pretrained
on ImageNet, are not as informative for this task. In Figure 6.6 we display the most
and least active object in the most correlated block in the encoder for each dataset. We
show figures for features before and after training the model. For Pascal VOC images,
we observe a shift of the most active objects from the center of the image to the bottom-
right part of the image, while the least active objects are located in the left part of the
image. In the case of Cityscapes, the most active objects move from the center to right-
most and left-most part of the image after training. Regarding CVPPP, we observe that
the network learns a specific route to predict leaves which is consistent across different
images, starting in the top-most part of the image.
Conclusion
We have presented a recurrent method for end-to-end semantic instance segmentation,
which can naturally handle variable length outputs by construction. Unlike proposal-
based methods, which generate an excessive number of predictions and rely on an external
post-processing step for filtering them out, our model is able to directly map pixels to
the final instance segmentation masks. This allows our model to be optimized for an
objective which better matches the conditions of the target task at inference time than
those in proposal-based methods. We observed coherent patterns in the order of the
predictions that depend on the input image, suggesting that the model makes use of its
previous predictions to reason about the next object to be detected. In contrast with
other sequential methods that use direct feedback from their output, the choice of a
multi-layer recurrent network also has the advantage of being more parallelizable across
time steps on modern hardware [5].
Summary
The second part of the thesis has presented methods for set prediction in two different
computer vision applications. Chapter 5 presented an overview of existing architectures
suitable for multi-label image classification as a set prediction task. Extensive exper-
imentation was conducted on 4 different datasets, which pointed at the superiority of
auto-regressive methods for this task. Chapter 6 explores semantic instance segmenta-
tion as a set prediction task, proposing an auto-regressive order-agnostic architecture
which, in contrast with proposal-based methods, allows to model sets of object masks
directly at its output.
In Part III of this thesis, insights gained from Chapter 5 for multi-label image classifi-
cation will serve as foundations for the ingredient prediction task, which is part of the
recipe generation pipeline presented in Chapter 9.

Part III
Image-to-Recipe Prediction
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7Introduction
There are few things so fundamental to the human experience as food. Its consumption
is intricately linked to our health, our feelings and our culture [59, 140]. Even migrants
starting a new life in a foreign country often hold on to their ethnic food longer than to
their native language.
Food culture has been spreading more than ever in the current digital era, with many
people sharing pictures of food they are eating across social media [133]. Querying
Instagram for #food leads to at least 300M posts; similarly, searching for #foodie results
in at least 100M posts, highlighting the unquestionable value that food has in our society.
Moreover, eating patterns and cooking culture have been evolving over time. In the past,
food was mostly prepared at home, but nowadays we frequently consume food prepared
by third-parties (e.g., takeaways, catering and restaurants). Thus, the access to detailed
information about prepared food is limited and, as a consequence, it is hard to know
precisely what we eat. This creates barriers if one wanted to modify a dish to satisfy
constraints such as a sparse pantry or dietary restrictions.
The last few years have witnessed outstanding improvements in visual recognition tasks
such as natural image classification [182, 81], object detection [167, 165] and semantic
segmentation [125, 90]. However, when comparing to natural image understanding, which
has been the focus in the previous chapters of this thesis, food recognition poses additional
challenges, since food and its components have high intra-class variability and present
heavy deformations that occur during the cooking process. Ingredients are frequently
occluded in a cooked dish and come in a variety of colors, shapes and textures. Further,
visual ingredient detection requires high level reasoning and prior knowledge (e.g., cake
will likely contain sugar and not salt, while croissant will presumably include butter).
Hence, food recognition challenges current computer vision systems to go beyond the
merely visible, and to incorporate prior knowledge to enable high-quality structured food
preparation descriptions.
The profusion of online recipe collections with user-submitted photos presents the pos-
sibility of training machines to automatically understand food preparation by jointly
analyzing ingredient lists, cooking instructions and food images. Having such a multi-
modal understanding of food dishes and their preparation can lead to a sort of personal
chef that can intuit a recipe from a picture or a list of ingredients. Far beyond applica-
tions solely in the realm of culinary arts, such a tool may also be applied to the plethora
of food images shared on social media to achieve insight into the significance of food and
its preparation on public health [61] and cultural heritage [135].
This part of the thesis is organized in three chapters. The remainder of this chapter is
structured as follows. Section 7.1 reviews previous works on food understanding, while
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Section 7.2 introduces the large-scale Recipe1M dataset which will be used to train and
evaluate methods presented in this part of the thesis. Basic concepts and state of the
art for language modeling, text representations and cross modal applications between
language and vision are introduced in sections 7.3, 7.4 and 7.5, respectively. Then,
Chapter 8 introduces the image-to-recipe task, and proposes a retrieval-based solution
by training a joint neural embedding for images and recipes. In Chapter 9, we pose
the image-to-recipe task as conditional long-text generation, in which the recipe (title,
ingredients and instructions) is generated directly from the input image.
Food Understanding
The introduction of large scale food datasets, such as Food-101 [19], together with a
recently held iFood challenge1 has enabled significant advancements in visual food recog-
nition, by providing reference benchmarks to train and compare machine learning ap-
proaches. As a result, there is currently a vast literature in computer vision dealing with
a variety of food related tasks.
Virtually all of the readily available food-related datasets contain only categorized images
[136, 19, 97, 216]. For this reason, most works on food understanding focus on image
classification [118, 151, 137, 34, 217], by fine-tuning models trained for natural image
classification on food recognition datasets annotated with course-level categories [19, 97,
34]. Subsequent works tackled more challenging tasks such as estimating the number of
calories given a food image [136] or estimating food quantities [31].
Only recently have a few datasets been released that include both recipes and images.
The first of which [205] has 101k images divided equally among 101 categories; the
recipes for each are however raw HTML. A later work [29] presented a dataset containing
110,241 images annotated with 353 ingredient labels and 65,284 recipes, each with a brief
introduction, ingredient list, and preparation instructions. Of note is that the dataset
only contains recipes for Chinese cuisine.
With the release of multi-modal food datasets, several works attempted to solve more
challenging tasks such as predicting the list of present ingredients in an image [219,
29, 30] and finding the recipe for a given image [205, 29, 30]. Similarly to [29, 30],
Chapter 8 presents a joint neural embedding that allows recipe retrieval from food images.
While [29, 30] first predict ingredients and cooking attributes to obtain an intermediate
representation used for recipe retrieval, our method is able to directly retrieve both
ingredients and instructions using an image embedding. Further, our formulation also
allows image retrieval given a recipe.
It is also worth mentioning that food related tasks have also been considered in the
natural language processing literature, where recipe generation has been studied in the
context of generating procedural text from either flow graphs [74, 144, 143] or ingredients’
checklists [98]. In Chapter 9, we propose a method to generate recipes (title, ingredients
and instructions) directly from food images.
Despite not being the main focus of this part of the thesis, images and cooking recipes
have been utilized beyond the tasks of ingredient prediction and recipe retrieval. Min
1https://www.kaggle.com/c/ifood2018
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Partition # Recipes # Images
Training 720,639 619,508
Validation 155,036 133,860
Test 154,045 134,338
Total 1,029,720 887,706
Table 7.1: Recipe1M dataset. Number of samples in training, validation and test sets.
et al. [140] provided a detailed cross-region analysis of food recipes, considering images,
attributes (e.g., style and course) and recipe ingredients. Recently, Bar El et al. [52]
tackle image generation from long structured text in the context of cooking recipes and
food images.
Recipe1M Dataset
Recipe1M is the largest dataset of structured recipe data, including over 1M recipes and
800k images. In comparison to the current largest dataset in this domain, Recipe1M
includes twice as many recipes as [103] and eight times as many images as [29]. Table
7.1 includes the number of samples included in each of the predefined dataset partitions.
As the ability to learn effective representations is largely a function of the quantity and
quality of the available data, this part of the thesis presents methods that are optimized
and evaluated on Recipe1M data.
The contents of the Recipe1M dataset may logically be grouped into two layers. The
first contains basic information including title, a list of ingredients, and a sequence of
instructions for preparing the dish; all of these data are provided as free text. The
second layer builds upon the first and includes any images with which the recipe is
associated–these are provided as RGB in JPEG format. Additionally, a subset of recipes
are annotated with course labels (e.g., appetizer, side dish, dessert), the prevalence of
which are summarized in Figure 7.1.
Figure 7.1: Dataset statistics. Prevalence of course categories and number of instructions
and ingredients per recipe.
The average recipe in the dataset consists of 9 ingredients which are transformed over
the course of 10 instructions. Approximately half of the recipes have images which, due
to the nature of the data sources, depict the fully prepared dish. Recipe1M includes
approximately 0.4% duplicate recipes and 2% duplicate images (different recipes may
share same image). Excluding those 0.4% recipes, 20% of recipes have non-unique titles
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but symmetrically differ by a median of 16 ingredients. 0.2% of recipes share the same
ingredients but are relatively simple (e.g., spaghetti, granola), having a median of six
ingredients. Regarding our experiments, we carefully removed any exact duplicates or
recipes sharing the same image in order to avoid overlapping between training and test
subsets. As detailed in Table 7.1, around 70% of the data is labeled as training, and the
remainder is split equally between the validation and test sets.
In Figure 7.1, one can easily observe that the distributions of data are heavy tailed. For
instance, of the 16k unique ingredients that have been identified, only 4,000 account for
95% of occurrences. At the low end of instruction count–particularly those with one step–
one will find the dreaded Combine all ingredients. At the other end are lengthy recipes
and ingredient lists associated with recipes that include sub-recipes. A similar issue of
outliers exists also for images: as several of the included recipe collections curate user-
submitted images, popular recipes like chocolate chip cookies have orders of magnitude
more images than the average. Notably, 25% of images are associated with 1% of recipes
while half of all images belong to 10% of recipes; the size of the second layer in number
of unique recipes is 333k.
For all the experiments presented in chapters 8 and 9, we use only the recipes containing
images, and remove recipes with less than 2 ingredients or 2 instructions, resulting in
252 547 training, 54 255 validation and 54 506 test samples.
Language Modeling
Language Modeling is the task of assigning a probability to sentences in a language,
where the likelihood of a given word is estimated based on the words that preceded it
[65]. In the field of natural language processing, language models have played a key role
in many tasks such as speech recognition, machine translation, text summarization or
conversational systems.
Formally, a language model is a probability distribution over a sequence of words:
p(w1, ..., wm) (7.1)
which is modeled as a conditional probability of words given their context (e.g., its
preceding words):
p(w1, ..., wm) =
m∏
i=1
p(wi|w1, ..., wi−1) (7.2)
In practice, neural language models estimate the probability distribution in the loga-
rithmic space, which transforms
∏m
i=1 p(wi|w1, ..., wi−1) into
∑m
i=1 log p(wi|w1, ..., wi−1).
Therefore, the goal is to predict wˆi by maximizing the following objective:
arg max
θ
=
m∑
i=1
log p(wˆi = wi|w1, ..., wi−1, θ) (7.3)
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Figure 7.2: Sequence-to-sequence model. Figure from [190].
where θ are the model parameters.
One common metric to measure the quality of a language model is perplexity (ppl), which
is defined as:
ppl = 2
1
M
H(p) (7.4)
where H(p) is the cross-entropy loss for the sentence: H(p) = −∑mi=1 log p(wi). In plain
words, perplexity measures the uncertainty of the language model when predicting a
word given the previous words (lower perplexity indicates a better language model).
While language models are often trained to generate text conditioned only on preced-
ing words, one can easily accommodate the objective function to consider an external
condition, represented by c:
arg max
θ
=
m∑
i=1
log p(wˆi = wi|w1, ..., wi−1, c, θ) (7.5)
One example of conditional text generation is the machine translation problem, where a
sentence in a source language (e.g., English) needs to be translated into a target language
(e.g., French). In order to optimize the objective function above to predict a sentence
in the target language, one must first encode the sentence in the source language into a
representation c. Models trained for this task are commonly referred to as sequence-to-
sequence models [190], which first encode the source sentence into a fix-length represen-
tation used to subsequently decode the target sequence. Figure 7.2 shows an overview of
the sequence-to-sequence model. More recently, sequence-to-sequence models have been
applied to more open-ended generation tasks, such as poetry [206] and story generation
[101, 56].
Neural language models are often based on recurrent neural network architectures, which
are auto-regressive models by definition (i.e. the output at time-step i depends on its
previous outputs i = {1, ..., i−1}). However, several works have recently proposed causal
convolutions [62] and attention-based models [196] for language modeling, achieving com-
parable performance and faster training times than their recurrent-based counterparts.
In the spirit of obtaining more realistic text samples, several works have attempted to
use generative adversarial networks [41, 57, 221] for text generation.
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Figure 7.3: Word2vec architectures. Figure taken from [139].
Text Representations
In the field of natural language processing, the most basic representation for text is the
one-hot word encoding. Given a vocabulary of words of fixed size D = {di}Ni=0, we
represent the jth word with a vector L of size N , where Lj = 1 and Li 6=j = 0.
Although the one-hot encoding is commonly used to represent text as an output (where
the vocabulary of words is modeled as a categorical distribution), it has some limitations,
such as its large dimensionality, which becomes intractable for large-scale vocabularies
of millions of words. It is also highly sparse (most elements are 0) and arbitrary (it does
not encode word relationships). To overcome these limitations, learning compact word
embeddings has been a dominant research topic in natural language processing in the
last years [139, 18, 156].
Word embedding models represent words in a continuous vector space in which seman-
tically similar words are mapped to points that are nearby in the embedding space.
Word2vec [139] is one of the most popular word embedding models, which is based on the
intuition that words appearing in similar contexts within a corpus are semantically sim-
ilar. Word2vec has two variants, namely the Continuous Bag-of-Words model (CBOW)
and the Skip-Gram model. While CBOW is trained to predict a target word (e.g., flying)
from context words (the bird is), the skip-gram model is trained in the opposite direction
(i.e. to predict the context words given the target). Both CBOW and Skip-Gram are
neural language models, which learn to predict a probability distribution over possible
words given some context. Figure 7.3 shows the architectures for both models.
Once trained, the learned projections for input words are used as representations to
encode them. These representations capture general semantic information about words
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Figure 7.4: Embedding visualization. Figure taken from: https://www.tensorflow.
org/tutorials/representation/word2vec
Figure 7.5: Skip thoughts model. Figure from [100].
and their relationships, which has been learned in an unsupervised manner. Figure 7.4
shows examples of visualizations of learned vectors, which exhibit certain properties (e.g.,
the distance and the direction of the difference vector between female-male word pairs
such as man-woman and king-queen is similar), that explain the semantic-aware nature
of these vectors for many tasks e.g., machine translation [190], sentiment analysis [187],
or retrieval [10].
One step beyond compact and semantic representations for text (where the encoded
unit is a single word), is the skip-thoughts model [100], which extended the skip-gram
architecture from [139] to learn sentence embeddings. The model is an LSTM-based
encoder-decoder architecture. The LSTM encoder “reads” the input sentence and ex-
tracts a representation of fixed size (the hidden state at the last time-step). This hidden
state is fed to an LSTM decoder, which predicts the context sentence(s) one word at a
time. Figure 7.5 depicts the skip-thoughts model, which is trained on triplets of con-
secutive sentences in the corpus. Given the middle sentence as an input, the model is
optimized to predict the first and the last sentence. Once trained, the representation
obtained from the encoder is used to encode sentences, which has been proven useful in
a variety of tasks such as sentence classification, image-sentence ranking or paraphrase
detection [100].
Language and Vision
Language and vision are two fundamental and complementary modalities through which
humans learn and communicate, yet their respective research communities have advanced
separately for a long time. Although knowledge has been occasionally transferred from
one community to the other (e.g., the bag-of-words model, originally designed to encode
text documents, has been widely adopted in computer vision), the intersection between
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the two has significantly strengthen in the past decade, thanks to the change in paradigm
from hand-crafted to learned representations, and the release of multi-modal datasets
[116, 3]. Applications such as visual question answering [3], image captioning [201, 215,
128], visual dialog [45], visual grounding [49], or text-conditioned image generation [131,
224, 84] have emerged and already witnessed remarkable progress in the recent years.
This Section is dedicated to review existing approaches to connect images and language
using neural networks. First, Section 7.5.1 reviews joint embedding architectures and
loss functions, which will be exploited for recipe retrieval in Chapter 8. Second, Section
7.5.2 reviews existing approaches for image conditioned text generation which will be
used in Chapter 9 to generate recipes from images.
Joint Embeddings
Given two sets of data from different modalities x1 and x2, the goal is to obtain a latent
representation for each modality f1(x1), f2(x2) that is suitable for the retrieval of one
given the other.
A popular approach for mapping paired sets of vectors into a latent space is the Canonical
Correlation Analysis (CCA) [66], which finds a linear projection of the input data by
maximizing their correlation:
corr(f1(x1), f2(x2)) =
cov(f1(x1), f2(x2))√
var(f1(x1))var(f2(x2))
(7.6)
Several works have trained deep neural networks with the CCA objective function [2, 27],
in order to find non-linear latent spaces to embed input data. However, since correlation
is a population objective, gradients must be computed on the full training set, thus
prohibiting very deep architectures or big training sets. While recent works have proposed
surrogate objectives to train deep CCA models [27], most works currently train joint
neural embeddings using paired annotated data.
Joint neural embeddings are optimized with cost functions that minimize the distance
between pairs of samples:
minf1,f2D(f1(x
(i)
1 ), f2(x
(i)
2 )) (7.7)
where D is the distance function (e.g., cosine or euclidean). Typically, joint neural
embeddings are not only optimized to minimize the distance between positive pairs, but
also to maximize the distance between negative pairs.
Popular neural architectures for joint neural embeddings are siamese and triplet networks.
Siamese networks [21] are architectures composed of two identical paths that share both
their structure and parameters. These networks are trained on paired data x = {xi, xj},
annotated with Yi,j ∈ {0, 1} representing the binary label that indicates whether the
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input pair is positive or negative. For each data pair, the contrastive loss is defined as:
Lhinge((xi, xj), Yi,j) =
{
D(xi, xj), if Yi,j = 1
max(0, α−D(xi, xj)), if Yi,j = 0
(7.8)
where D(xi, xj) = ||xi − xj ||2 and α is the margin. Instead of the Euclidean distance,
several works choose to use the cosine similarity as an alternative metric:
Lcos((xi, xj), Yi,j) =
{
1− cos(xi, xj), if Yi,j = 1
max(0, cos(xi, xj)− α), if Yi,j = 0
(7.9)
where cos(.) is the normalized cosine similarity.
Using the contrastive loss, given a reference data point xi, a positive example (xj subject
to Yi,j = 1) will be pushed closer to xi, while a negative example (xj subject to Yi,j = 0)
will be pushed further apart up to a certain margin α (i.e. a negative data pair does not
contribute to the loss if D(xi, xj) > α).
A generalization of the contrastive loss is the triplet loss, which minimizes relative sim-
ilarities among triplets of data. Each triplet is composed of a reference example xr, a
positive example xp and a negative example xn. In this case, the loss function can be
defined as:
Ltriplet(xa, xn, xp) = max(0, D(xa, xp)−D(xa, xn) + α) (7.10)
Figure 7.6 illustrates the optimized embedding space for both contrastive and triplet
losses.
While originally introduced to optimize siamese and triplet networks on data pairs and
triplets from the same modality (e.g., images), these loss functions can be used to optimize
joint embeddings in cases where the two network branches are not identical. Several works
have trained joint embeddings for images and text for zero-shot image classification [186,
60], sentiment analysis [22] and image captioning [24, 96, 95, 55]. Related to these works,
Chapter 8 of this thesis presents a joint embedding that embeds food images and cooking
recipes into a common latent space suitable for retrieval. The retrieval performance of
the obtained joint embeddings is compared to that of a CCA-based approach, showing
their superiority.
Image-conditioned Text Generation
As previously introduced in Section 7.3, conditional text generation with auto-regressive
models has been widely studied in the literature for neural machine translation [190, 62,
196, 56]. In these cases, the sentence in the source language is encoded in a context
vector c to optimize the objective function in Equation 7.5. The context vector c can be
obtained using different strategies, e.g., it can be represented by the hidden state of the
encoder LSTM [190] or be obtained using an attention layer [196].
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Figure 7.6: Ranking Losses. In the contrastive loss (left), the margin α determines
whether a data point is a hard negative relatively to its distance to the anchor xi. Easy
negatives satisfy the condition: D(xi, xj) > α, for which the loss becomes 0. In the triplet
loss (right), the negative point is classified relatively to the position of the anchor and
positive points. The triplet loss becomes 0 for easy negatives, which satisfy D(xa, xp) +
α > D(xa, xn).
Inspired by the success of sequence-to-sequence models for machine translation, several
works attempted to generate text with image-based conditionings [201, 215, 128, 95,
101, 41, 179] by extracting the context vector c using convolutional neural networks
[102, 182, 81]. While early attempts used the activations in fully connected layers to
encode the image into a fix-length context vector [201, 95], more recent approaches have
highlighted the potential of using attention models on top of local convolutional features
[215, 128], which give the model the capability of relating image locations with words in
the output sequence.
Altogether, auto-regressive models have exhibited promising performance in image cap-
tioning [201, 215, 128, 95, 179, 41], where the goal is to provide a short description of
the image contents, opening the doors to less constrained problems such as generating
descriptive paragraphs [101] or visual storytelling [86]. In this context, Chapter 9 of
this thesis presents a novel method to generate cooking recipes (title, ingredients, and
instructions) solely from the input food image.
8Recipe Retrieval
Previously, Chapters 2 and 3 of this thesis have explored image retrieval pipelines based
on both off-the-shelf and fine-tuned convolutional features. However, as discussed in
the previous chapter (Section 7.5.1) subsequent works in the literature of instance [70],
cross-view [110] and text [95] retrieval have highlighted the effectiveness of siamese and
triplet losses to train joint embeddings for retrieval. Following insights from these works,
yet focusing in the particularities of food images and cooking recipes, in this chapter we
present the image-to-recipe (im2recipe) retrieval task, which leverages the full Recipe1M
dataset–images and text–to solve the practical and socially relevant problem of demysti-
fying the creation of a dish that can be seen but not necessarily described. To this end,
we have developed a deep neural model which jointly learns to embed images and recipes
in a common space which is semantically regularized by the addition of a high-level clas-
sification task. The performance of the resulting embeddings is thoroughly evaluated
against baselines and humans, showing remarkable improvement over the former while
faring comparably to the latter. The contributions of this chapter can be summarized as
follows:
• We propose a joint neural embedding for cooking recipes and food images, which al-
lows the subsequent retrieval of one given the other. We conduct thorough ablation
studies to verify the suitability of our design choices and training procedures.
• We evalute the learned embeddings on the novel of image-to-recipe retrieval task,
achieving state of the art against competitive baselines.
• We thoroughly analyze the learned embeddings, discovering aligned semantic con-
cepts that emerge across modalities after training the model for the im2recipe task.
The remainder of this chapter is structured as follows. Section 8.1 presents the compo-
nents of our proposed method, including the representations used to encode input data
(namely ingredients, instructions and images), the joint neural embedding architecture,
and the objective function and training details. Section 8.2 presents the experiments,
including ablation studies, comparison with baselines and human performance, and a
qualitative embedding analysis. Section 8.3 draws the conclusions.
Methodology
In this section we introduce our neural joint embedding model. Here we utilize the
paired (recipe and image) data in order to learn a common embedding space as sketched
in Figure 8.1. Next, we discuss recipe and image representations and then we introduce
our neural joint embedding model that builds upon recipe and image representations.
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Figure 8.1: Learning cross-modal embeddings from recipe-image pairs collected from
online resources. These enable us to achieve in-depth understanding of food from its
ingredients to its preparation.
Representation of recipes
There are two major components of a recipe: its ingredients and its cooking instructions.
We develop a suitable representation for each of these two components.
Ingredients. Each recipe contains a set of ingredients, where each ingredient is repre-
sented with a short sentence (see Figure 8.1). For each ingredient we learn an ingredient
level word2vec [139] representation (see Section 7.4 for a review of word2vec). In order to
do so, the actual ingredient names are extracted from each ingredient text. For instance
in “2 tbsp of olive oil” the olive oil is extracted as the ingredient name and treated as
a single word for word2vec computation. The initial ingredient name extraction task is
solved by a bi-directional LSTM that performs logistic regression on each word in the
ingredient text. Training is performed on a small subset of our training set for which
we have the annotation for actual ingredient names. Ingredient name extraction module
works with 99.5% accuracy tested on a held-out set. Given a a sample in the Recipe1M
dataset, the input to the joint embedding model on the ingredient side is composed with
the word2vec representation of each ingredient in the set.
Cooking Instructions. Each recipe also has a list of cooking instructions. As the
instructions are quite lengthy (averaging 208 words) a single LSTM is not well suited to
their representation as gradients are diminished over the many time steps. Instead, we
propose to encode a recipe as a sequence of sequences, where the first step is to encode
each instruction in the recipe into fixed-size representation. Our cooking instruction
representation, referred as skip-instructions, is the product of a sequence-to-sequence
model [190]. Specifically, we build upon the technique of skip-thoughts [100] (explained
in Section 7.4) which encodes a sentence and uses that encoding as context when decod-
ing/predicting the previous and next sentences. We train the skip-thoughts model on
the training set of Recipe1M and use the output of the encoder as the representation for
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Figure 8.2: Joint neural embedding model with semantic regularization. Our model
learns a joint embedding space for food images and cooking recipes.
each instruction in the recipe. These representations are used as inputs to our embedding
model (see instructions-encoder in Figure 8.2).
Representation of food images
For the image representation we adopt two major state-of-the-art deep convolutional
networks, namely VGG-16 [182] and ResNet-50 [81] models. We integrate these models
in our joint embedding by removing the last softmax classification layer and connecting
the rest to our joint embedding model as shown in the right side of Figure 8.2. We train
VGG-16 and ResNet-50 versions of our model and compare them in Section 8.2.1.
Joint Neural Embedding
Building upon the previously described recipe and image representations, we now intro-
duce our joint embedding method. The recipe model, displayed in Figure 8.2, includes
two encoders: one for ingredients and one for instructions, the combination of which are
designed to learn a recipe level representation.
The goal is to learn transformations to make the embeddings for a given recipe-image
pair “close.” Formally, assume that we are given a set of the recipe-image pairs,
(Rk, vk) in which Rk is the k
th recipe and vk is the associated image. Further, let
Rk =
({stk}nkt=1, {gtk}mkt=1, vk), where {stk}nkt=1 is the sequence of nk cooking instructions,
{gtk}mkt=1 is the sequence of mk ingredient tokens. The objective is to maximize the cosine
similarity between positive recipe-image pairs, and minimize it between all non-matching
recipe-image pairs, up to a specified margin.
The ingredients encoder is implemented using a bi-directional LSTM: at each time step
it takes two ingredient-word2vec representations of gtk and g
m−t+1
k , and eventually it
produces the fixed-length representation hgk for ingredients. The instructions encoder
is implemented through a regular LSTM. At each time step it receives an instruction
representation from the skip-instructions encoder, and finally it produces the fixed-length
representation hsk. h
g
k and h
s
k are concatenated in order to obtain the recipe representation
hRk . Then the recipe and image representations are mapped into the joint embedding
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space as: φR = WRhRk + b
R and φv = W vvk + b
v, respectively. WR and W v are
embedding matrices which are also learned. Finally the complete model is trained end-
to-end with positive and negative recipe-image pairs (φR, φv) using the cosine similarity
loss with margin (defined in Section 7.5.1).
im2recipe recipe2im
medR R@1 R@5 R@10 medR R@1 R@5 R@10
random ranking 500 0.001 0.005 0.01 500 0.001 0.005 0.01
CCA w/ skip-thoughts + w2v (GoogleNews) + image features 25.2 0.11 0.26 0.35 37.0 0.07 0.20 0.29
CCA w/ skip-instructions + ingredient w2v + image features 15.7 0.14 0.32 0.43 24.8 0.09 0.24 0.35
joint emb. only 7.2 0.20 0.45 0.58 6.9 0.20 0.46 0.58
joint emb. + sem. 5.2 0.24 0.51 0.65 5.1 0.25 0.52 0.65
Table 8.1: im2recipe retrieval comparisons. Median ranks and recall rate at top K are
reported for baselines and our method. Note that the joint neural embedding models
consistently outperform all the baseline methods.
Joint emb. methods
im2recipe recipe2im
medR-1K medR-5K medR-10K medR-1K medR-5K medR-10K
VGG-16
fixed vision 15.3 71.8 143.6 16.4 76.8 152.8
finetuning (ft) 12.1 56.1 111.4 10.5 51.0 101.4
ft + semantic reg. 8.2 36.4 72.4 7.3 33.4 64.9
ResNet-50
fixed vision 7.9 35.7 71.2 9.3 41.9 83.1
finetuning (ft) 7.2 31.5 62.8 6.9 29.8 58.8
ft + semantic reg. 5.2 21.2 41.9 5.1 20.2 39.2
Table 8.2: Ablation studies. Effect of the different model components to the median rank
(the lower is better).
Semantic Regularization
We incorporate additional regularization on our embedding through solving the same
high-level classification problem in multiple modalities with shared high-level weights.
We refer to this method as semantic regularization. The key idea is that if high-level
discriminative weights are shared, then both of the modalities (recipe and image embed-
dings) should utilize these weights in a similar way which brings another level of alignment
based on discrimination. We optimize this objective together with our joint embedding
loss. Essentially the model also learns to classify any image or recipe embedding into one
of the food-related semantic categories.
We start by assigning Food-101 categories to those recipes that contain them in their
title. However, after this procedure we are only able to annotate 13% of our dataset,
which we argue is not enough labeled data for a good regularization. Hence, we compose
a larger set of semantic categories purely extracted from recipe titles. We first obtain
the top 2,000 most frequent bigrams in recipe titles from our training set. We manually
remove those that contain unwanted characters (e.g., n’, ! or ? ) and those that do
not have discriminative food properties (e.g., best pizza, super easy or 5 minutes). We
then assign each of the remaining bigrams as the semantic category to all recipes that
include it in their title. By using bigrams and Food-101 categories together we obtain a
total of 1,047 categories, which cover 50% of the dataset. chicken salad, grilled vegetable,
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chocolate cake and fried fish are some examples among the categories we collect using this
procedure. All those recipes without a semantic category are assigned to an additional
background class. Although there is some overlap in the generated categories, 73% of
the recipes in our dataset (excluding those in the background class) belong to a single
category (i.e., only one of the generated classes appears in their title). For recipes where
two or more categories appear in the title, the category with highest frequency rate in
the dataset is chosen.
To incorporate semantic regularization to the joint embedding we use a single fully con-
nected layer. Given the embeddings φv and φr, class probabilities are obtained with
pr = W
cφr and pv = W
cφv followed by a softmax activation. W c is the matrix of
learned weights, which are shared between image and recipe embeddings to promote se-
mantic alignment between them. Formally, we express the semantic regularization loss
as Lreg(φ
r, φv, cr, cv) where cr,cv are the semantic category labels for recipe and image,
respectively. Note that cr and cv are the same if (φ
r, φv) is a positive pair. Then we can
write the final objective as:
L(φr, φv, cr, cv, y) = Lcos((φ
r, φv), y)+
λLreg(φ
r, φv, cr, cv)
Training Details
We follow a two-stage optimization procedure while learning the model. If we update
both the recipe encoding and image network at the same time, optimization becomes
oscillatory and even divergent. Previous work on cross-modality training [26] suggests
training models for different modalities separately and fine tuning them jointly after-
wards to allow alignment. Following this insight, we adopt a similar procedure when
training our model. We first fix the weights of the image network, which are found from
pre-training on the ImageNet object classification task, and learn the recipe encodings.
This way the recipe network learns to align itself to the image representations and also
learns semantic regularization parameters (W c). Then we freeze the recipe encoding and
semantic regularization weights, and learn the image network. This two-stage process is
crucial for successful optimization of the objective function. After this initial alignment
stage, we release all the weights to be learned. However, the results do not change much
in this final, joint optimization.
All the neural models are implemented using the Torch7 framework1. The margin α for
the cosine loss Equation 7.9 is set as 0.1 in joint neural embedding models. The regu-
larization hyperparameter from Equation 8.1.4 is set as λ = 0.02 in all our experiments.
While optimizing the cosine loss we pick a positive recipe-image pairs with 20% proba-
bility and a random negative recipe-image pair with 80% probability from the training
set. The models are trained on 4 NVIDIA Titan X with 12GB of memory for three days.
Experiments
We begin with the evaluation of our learned embeddings for the im2recipe retrieval task.
We then study the effect of each component of our model and compare our final system
1http://torch.ch/
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against human performance. We also analyze the properties of our learned embeddings
through unit visualizations and vector arithmetics in the embedding space.
im2recipe retrieval
We evaluate all the recipe representations for im2recipe retrieval. Given a food image, the
task is to retrieve its recipe from a collection of test recipes. We also perform recipe2im
retrieval using the same setting. All results are reported for the test set.
Comparison with the baselines. We compare our joint embedding with a Canonical
Correlation Analysis (CCA) baseline (introduced in Section 7.5.1). CCA embeddings are
learned using recipe-image pairs from the training data. In each recipe, the ingredients
are represented with the mean word2vec across all its ingredients in the manner of [105].
The cooking instructions are represented with mean skip-thoughts vectors [100] across
the cooking instructions. A recipe is then represented as concatenation of these two
features. We also evaluate CCA over mean ingredient word2vec and skip-instructions
features as another baseline. The image features utilized in the CCA baselines are the
ResNet-50 features before the softmax layer. Although they are learned for visual object
categorization tasks on ImageNet dataset, these features are widely adopted by the com-
puter vision community, and they have been shown to generalize well to different visual
recognition tasks [50].
For evaluation, given a test query image, we use cosine similarity in the common space
for ranking the relevant recipes and perform im2recipe retrieval. The recipe2im retrieval
setting is evaluated likewise. We adopt the test procedure from image2caption retrieval
task [95, 201]. We report results on a subset of randomly selected 1,000 recipe-image pairs
from the test set. We evaluate on 10 subsets of randomly selected 1 000 recipe-image pairs
from the test set and report the mean results. We report median rank (MedR), and recall
rate at top K (R@K) for all the retrieval experiments. To clarify, R@5 in the im2recipe
task represents the percentage of all the image queries where the corresponding recipe
is retrieved in the top 5, hence higher is better. The quantitative results for im2recipe
retrieval are shown in Table 8.1.
Our model greatly outperforms the CCA baselines in all measures. As expected, CCA
over ingredient word2vec and skip-instructions perform better than CCA over word2vec
trained on GoogleNews [139] and skip-thoughts vectors are learned over a large-scale
book corpus [100]. In 65% of all evaluated queries, our method can retrieve the correct
recipe given a food image. The semantic regularization notably improves the quality of
our embedding for im2recipe task which is quantified with the medR drop from 7.2 to
5.2 in Table 8.1. The results for recipe2im task are also similar to those in the im2recipe
retrieval setting. Figure 8.4 compares the ingredients from the original recipes (true
recipes) with the retrieved recipes (coupled with their corresponding image) for different
image queries. We observe that our embeddings generalize well and allow particular
recipe retrieval (e.g., smoothie, lasagna and sushi or hamburger in the figure). However,
in some cases our model retrieves recipes missing ingredients due to the lack of fine grained
features (e.g., confusion between shrimp sushi and salmon sushi, missing mayonnaise or
carrots in a hamburger recipe) or due to the ambiguity coming from the task itself,
which can be specially challenging when ingredients are not visible in the query image
of a cooked dish (e.g., beef in a lasagna or blueberries in a smoothie). In Figure 8.3
we provide more examples of im2recipe and recipe2m retrieval scenarios, including full
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(a) im2recipe
(b) recipe2im
Figure 8.3: Retrieval examples.
recipes (ingredients and instructions).
Ablation studies. We also analyze the effect of each component in our our model in
several optimization stages. The results are reported in Table 8.2. Note that here we
also report medR with 1K, 5K and 10K random selections to show how the results scale
in larger retrieval problems. As expected, visual features from the ResNet-50 model
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Figure 8.4: Retrieval examples. From left to right: (1) the query image, (2) its true
ingredients, (3) the retrieved ingredients and (4) the image from the retrieved recipe.
show a substantial improvement in retrieval performance when compared to VGG-16
features. Even with “fixed vision” networks (i.e. trained freezing the weights of the
image encoder), the joint embedding achieved 7.9 medR using ResNet-50 architecture
(see Table 8.2). Further “finetuning” of vision networks slightly improves the results.
Although it becomes a lot harder to decrease the medR in small numbers, additional
“semantic regularization” improves the medR in both cases.
Comparison with human performance
In order to better assess the quality of our embeddings we also evaluate the performance
of humans on the im2recipe task. The experiments are performed through Amazon
Mechanical Turk (AMT) service2. For quality purposes, we require each AMT worker
to have at least 97% approval rate and have performed at least 500 tasks before our
experiment. In a single evaluation batch, we first randomly choose 10 recipes and their
corresponding images. We then ask an AMT worker to choose the correct recipe, out
of the 10 provided recipes, for the given food image. This multiple choice selection task
is performed 10 times for each food image in the batch. The accuracy of an evaluation
batch is the percentage of image queries correctly assigned to their corresponding recipe.
The evaluations are performed for three levels of difficulty. The batches (of 10 recipes)
are randomly chosen from either all the test recipes (easy), recipes sharing the same
course (e.g., soup, salad, or beverage; medium), or recipes sharing the name of the dish
(e.g., salmon, pizza, or ravioli; hard). As expected–for our model as well as the AMT
workers–the accuracies decrease as tasks become more specific. In both coarse and fine-
2http://mturk.com
8.2 Experiments 101
all recipes course-specific recipes dish-specific recipes
dessert salad bread drink soup mean pasta pizza steak salmon smoothie burger ravioli sushi mean
human 81.6 ± 8.9 52.0 70.0 34.0 58.0 56.0 54.0 ± 13.0 54.0 48.0 58.0 52.0 48.0 46.0 54.0 58.0 52.2 ± 04.6
joint-emb. only 83.6 ± 3.0 76.0 68.0 38.0 24.0 62.0 53.6 ± 21.8 58.0 58.0 58.0 64.0 38.0 58.0 62.0 42.0 54.8 ± 09.4
joint-emb.+sem. 84.8 ± 2.7 74.0 82.0 56.0 30.0 62.0 60.8 ± 20.0 52.0 60.0 62.0 68.0 42.0 68.0 62.0 44.0 57.2 ± 10.1
Table 8.3: Comparison with human performance on im2recipe task. The mean results
are highlighted as bold for better visualization. Note that on average our method with
semantic regularization performs better than average AMT worker.
Figure 8.5: Localized unit activations. We find that ingredient detectors emerge in
different units in our embeddings, which are aligned across modalities (e.g., unit 352:
“cream”, unit 22: “sponge cake” or unit 571: “steak”).
grained tests, our method performs comparably to or better than the AMT workers. As
hypothesized, semantic regularization further improves the results (see Table 8.3).
In the “all recipes” condition, 25 random evaluation batches (25× 10 individual tasks in
total) are selected from the entire test set. Joint embedding with semantic regularization
performs the best with 3.2 percentage points improvement over average human accuracy.
For the course-specific tests, 5 batches are randomly selected within each given meal
course. Although, on average, our joint embedding’s performance is slightly lower than
the humans’, with semantic regularization our joint embedding surpasses humans’ perfor-
mance by 6.8 percentage points. In dish-specific tests, five random batches are selected
if they have the dish name (e.g., pizza) in their title. With slightly lower accuracies in
general, dish-specific results also show similar behavior. Particularly for the “beverage”
and “smoothie” results, human performance is better than our method, possibly because
detailed analysis is needed to elicit the homogenized ingredients in drinks. Similar be-
havior is also observed for the “sushi” results where fine-grained features of the sushi
roll’s center are crucial to identify the correct sushi recipe.
Analysis of the learned embedding
To gain further insight into our neural embedding, we perform a series of qualitative
analysis experiments. We explore whether any semantic concepts emerge in the neuron
activations and whether the embedding space has certain arithmetic properties.
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Figure 8.6: Arithmetics using image embeddings (top) and recipe embeddings (bottom).
We represent the average vector of a query with the images from its 4 nearest neighbors.
In the case of the arithmetic result, we show the nearest neighbor only.
Neuron Visualizations. Through neural activation visualization we investigate if any
semantic concepts emerge in the neurons in our embedding vector despite not being
explicitly trained for that purpose. We pick the top activating images, ingredient lists,
and cooking instructions for a given neuron. Then we use the methodology introduced
by Zhou et al. [231] to visualize image regions that contribute the most to the activation
of specific units in our learned visual embeddings. We apply the same procedure on
the recipe side to also obtain those ingredients and recipe instructions to which certain
units react the most. Figure 8.5 shows the results for the same unit in both the image
and recipe embedding. We find that certain units display localized semantic alignment
between the embeddings of the two modalities.
Semantic Vector Arithmetic. Different works in the literature [139, 163] have
used simple arithmetic operations to demonstrate the capabilities of their learned
representations. In the context of food recipes, one would expect that v(“chicken
pizza”) − v(“pizza”) + v(“salad”) = v(“chicken salad”), where v represents the map
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into the embedding space. We investigate whether our learned embeddings have such
properties by applying the previous equation template to the averaged vectors of recipes
that contain the queried words in their title. We apply this procedure in the image and
recipe embedding spaces and show results in Figures 8.6(a) and 8.6(b), respectively. Our
findings suggest that the learned embeddings have semantic properties that translate to
simple geometric transformations in the learned space.
Conclusion
In this chapter, we presented the im2recipe problem, and neural embedding models with
semantic regularization which achieve impressive results for the im2recipe task. More
generally, the methods presented here could be gainfully applied to other “recipes” like
assembly instructions, tutorials, and industrial processes. Further, we hope that our con-
tributions will support the creation of automated tools for food and recipe understanding
and open doors for many less explored aspects of learning such as compositional creativity
and predicting visual outcomes of action sequences.

9Recipe Generation
In the previous chapter, the image-to-recipe problem was formulated as a retrieval task
[205, 29, 30], where a recipe is retrieved from a fixed dataset based on the image simi-
larity score in an embedding space. However, the performance of retrieval-based systems
highly depends on the dataset size and diversity, as well as on the quality of the learned
embedding. Not surprisingly, these systems fail when a matching recipe for the image
query does not exist in the static dataset.
An alternative to overcome the dataset constraints of retrieval systems is to formulate
the image-to-recipe problem as a conditional generation one. Therefore, in this chapter,
we present a system that generates a cooking recipe containing a title, ingredients and
cooking instructions directly from an image. To the best of our knowledge, our system is
the first to generate cooking recipes directly from food images. We pose the instruction
generation problem as a sequence generation one conditioned on two modalities simul-
taneously, namely an image and its predicted ingredients. We formulate the ingredient
prediction problem as a set prediction, exploiting their underlying structure. We model
ingredient dependencies while not penalizing for prediction order, thus revising the ques-
tion of whether order matters [198]. We extensively evaluate our system on the Recipe1M
dataset that contains images, ingredients and cooking instructions, showing satisfactory
results. More precisely, in a human evaluation study, we show that our inverse cooking
system outperforms previously introduced image-to-recipe retrieval approaches by a large
margin. Moreover, using a small set of images, we show that food image-to-ingredient
prediction is a hard task for humans and that our approach is able to surpass them.
The contributions of this chapter can be summarized as:
• We present an inverse cooking system, which generates cooking instructions condi-
tioned on an image and its ingredients, exploring different attention strategies to
reason about both modalities simultaneously.
• We exhaustively study ingredients as both a list and a set, and propose a new archi-
tecture for ingredient prediction that exploits co-dependencies among ingredients
without imposing order.
• By means of a user study we show that ingredient prediction is indeed a difficult
task and demonstrate the superiority of our proposed system against image-to-
recipe retrieval approaches.
The remainder of this chapter is structured as follows. Section 9.1 describes the com-
ponents of our method, namely the cooking instructions decoder (Section 9.1.1), the
ingredient prediction module (Section 9.1.2), and optimization details (Section 9.1.3).
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Figure 9.1: Recipe generation model. We extract image features eI with the image
encoder, parametrized by θI . Ingredients are predicted by θL, and encoded into ingredient
embeddings eL with θe. The cooking instruction decoder, parametrized by θR generates
a recipe title and a sequence of cooking steps by attending to image embeddings eI ,
ingredient embeddings eL, and previously predicted words (r0, ..., rt−1).
Section 9.2 presents the experiments, including an analysis of each of the components,
comparison with retrieval baselines and user studies. Section 9.3 draws the conclusions
of this chapter.
Methodology
Generating a recipe (title, ingredients and instructions) from an image is a challenging
task, which requires a simultaneous understanding of the ingredients composing the dish
as well as the transformations they went through, e.g., slicing, blending or mixing with
other ingredients. Instead of obtaining the recipe from an image directly, we argue
that a recipe generation pipeline would benefit from an intermediate step predicting the
ingredients list. The sequence of instructions would then be generated conditioned on
both the image and its corresponding list of ingredients, where the interplay between
image and ingredients could provide additional insights on how the latter were processed
to produce the resulting dish.
Figure 9.1 illustrates our approach. Our recipe generation system takes a food image as
an input and outputs a sequence of cooking instructions, which are generated by means
of an instruction decoder that takes as input two embeddings. The first one represents
visual features extracted from an image, while the second one encodes the ingredients
extracted from the image. We start by introducing our transfomer-based instruction
decoder in Subsection 9.1.1. This allows us to formally review the transformer, which we
then study and modify to predict ingredients in an orderless manner in Subsection 9.1.2.
Finally, we review the optimization details in Subsection 9.1.3.
Cooking Instruction Transformer
Given an input image with associated ingredients, we aim to produce a sequence of
instructions R = (r1, ..., rT ) (where rt denotes a word in the sequence) by means of an
instruction transformer [196]. Note that the title is predicted as the first instruction.
This transformer is conditioned jointly on two inputs: the image representation eI and
the ingredient embedding eL. We extract the image representation with a ResNet-50
[81] encoder and obtain the ingredient embedding eL by means of a decoder architecture
to predict ingredients (see Section 9.1.2), followed by a single embedding layer mapping
each ingredient into a fixed-size vector.
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Figure 9.2: Attention strategies for the instruction decoder. In our experiments, we re-
place the attention module in the transformer (a), with three different attention modules
(b-d) for cooking instruction generation using multiple conditions.
The instruction decoder is composed of transformer blocks, each of them containing
two attention layers followed by a linear layer [196]. The first attention layer applies
self-attention over previously generated outputs, whereas the second one attends to the
model conditioning in order to refine the self-attention output. The transformer model
is composed of multiple transformer blocks followed by a linear layer and a softmax
nonlinearity that provides a distribution over recipe words for each time step t. Figure
9.2(a) illustrates the transformer model, which traditionally is conditioned on a single
modality. However, our recipe generator is conditioned on two sources: image features
eI ∈ RP×de and ingredients embeddings eL ∈ RK×de (P and K denote the number
of image and ingredient features, respectively, and de is the embedding dimensionality).
Thus, we want our attention to reason about both modalities simultaneously, guiding the
instruction generation process. To that end, we explore three different fusion strategies
(depicted in Figure 9.2):
• Concatenated attention. This strategy first concatenates both image eI and
ingredients eL embeddings over the first dimension econcat ∈ R(K+P )×de . Then,
attention is applied over the combined embeddings. Figure 9.2(b) illustrates the
concatenation strategy.
• Independent attention. This strategy incorporates two attention layers to deal
with the bi-modal conditioning. In this case, one layer attends over the image
embedding eI , whereas the other attends over the ingredient embeddings eL. The
output of both attention layers is combined via summation operation. Figure 9.2(c)
depicts the independent attention flow.
• Sequential attention. This strategy sequentially attends over the two condition-
ing modalities. In our design, we consider two orderings: (1) image first where
the attention is first computed over image embeddings eI and then over ingredient
embeddings eL; and (2) ingredients first where the order is flipped and we first
attend over ingredient embeddings eL followed by image embeddings eI . Figure
9.2(d) shows the sequential attention module.
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Ingredient Decoder
Which is the best structure to represent ingredients? On the one hand, it seems clear that
ingredients are a set, since permuting them does not alter the outcome of the cooking
recipe. On the other hand, we colloquially refer to ingredients as a list (e.g., list of
ingredients), implying some order. Moreover, it would be reasonable to think that there
is some information in the order in which humans write down the ingredients in a recipe.
Therefore, in this subsection we consider both scenarios and introduce models that work
either with a list of ingredients or with a set of ingredients. Assigning a variable number
of ingredients to an image can be achieved with multi-label image classification methods,
which have been extensively studied in Chapter 5 of this thesis. For this reason, we
revisit several architectures presented in Chapter 5 and evaluate them for the ingredient
prediction task.
A list of ingredients is a variable sized, ordered collection of unique meal constituents.
More precisely, let us define a dictionary of ingredients of size N as D = {di}Ni=0, from
which we can obtain a list of ingredients L by selecting K elements from D: L = [li]Ki=0.
We encode L as a binary matrix L of dimensions K × N , with Li,j = 1 if dj ∈ D is
selected and 0 otherwise (one-hot-code representation). Thus, our training data consists
of M image and ingredient list pairs {(x(i),L(i))}Mi=0. In this scenario, the goal is to
predict Lˆ from an image x by maximizing the following objective:
arg max
θI ,θL
M∑
i=0
log p(Lˆ(i) = L(i)|x(i); θI , θL), (9.1)
where θI and θL represent the learnable parameters of the image encoder and ingredient
decoder, respectively. Since L denotes a list, we can factorize p(Lˆ(i) = L(i)|x(i)) into
K conditionals:
∑K
k=0 log p(Lˆ
(i)
k = L
(i)
k |x(i),L(i)<k) 1 and parametrize p(Lˆ(i)k |x(i),L(i)<k) as a
categorical distribution. We model this distribution with the Transformer auto-regressive
decoder (TF) presented in Chapter 5. Note that, for simplicity, auto-regressive LSTM
decoders are not considered in this chapter since they achieve comparable performance
to Transformer-based ones, but require more parameters. However, as highlighted in
Chapter 5, this formulation inherently penalizes for ingredient order, which might not
necessarily be relevant to predict ingredients.
On the other hand, a set of ingredients is a variable sized, unordered collection of unique
meal constituents. We can obtain a set of ingredients S by selecting K ingredients from
the dictionary D: S = {si}Ki=0. We represent S as a binary vector s of dimension N ,
where si = 1 if si ∈ S and 0 otherwise. Thus, our training data consists of M image and
ingredient set pairs: {(x(i), s(i))}Mi=0. In this case, the goal is to predict sˆ from an image
x by maximizing the following objective:
arg max
θI ,θL
M∑
i=0
log p(ˆs(i) = s(i)|x(i); θI , θL). (9.2)
Assuming independence among set elements, we can factorize:
p(ˆs(i) = s(i)|x(i)) =
N∑
j=0
log p(ˆs
(i)
j = s
(i)
j |x(i)) (9.3)
1< k denotes all elements up to, but not including, k
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In this case, we revisit models from Chapter 5 that model this formulation, namely
FFBCE and its variant that incorporates cardinality prediction FFBCE,DC. However, the
ingredients in the set are not necessarily independent, e.g., salt and pepper frequently ap-
pear together. For this reason, we also consider fully connected models trained with loss
functions that account for ingredient co-occurrences instead of treating ingredients inde-
pendently, namely FFTD and FFsIoU. We also consider to model element dependencies
with the auto-regressive model TFset, which is optimized with a permutation-invariant
loss function. Note that most feed-forward methods incorporating cardinality (FFBCE,C,
FFsIoU,C and FFTD,C) have not been considered in this study, since their gain w.r.t. the
same architectures without cardinality prediction was marginal in many cases.
Optimization
We train our recipe transfomer in two stages. In the first stage, we pre-train the image
encoder and ingredients decoder as presented in Subsection 9.1.2. Then, in the second
stage, we train the ingredient encoder and instruction decoder (following Subsection
9.1.1) by minimizing the negative log-likelihood and adjusting θR and θE . Note that,
while training, the instruction decoder takes as input the ground truth ingredients. All
transformer models are trained with teacher forcing [211] except for the set transformer.
Experiments
This section is devoted to the dataset and the description of implementation details,
followed by an exhaustive analysis of the proposed attention strategies for the cooking
instruction transformer. Further, we quantitatively compare the proposed ingredient
prediction models to previously introduced baselines. Finally, a comparison of our inverse
cooking system with retrieval-based models as well as a comprehensive user study is
provided.
Dataset preprocessing
We train and evaluate our models on the Recipe1M dataset (described in Section 7.2).
Since the dataset was obtained by scraping cooking websites, the resulting recipes are
highly unstructured and contain frequently redundant or very narrowly defined cooking
ingredients (e.g., olive oil, virgin olive oil and spanish olive oil are separate ingredients).
Moreover, the ingredient vocabulary contains more than 400 different types of cheese,
and more than 300 types of pepper. As a result, the original dataset contains 16 823
unique ingredients, which we preprocess to reduce its size and complexity. First, we
merge ingredients if they share the first or last two words (e.g., bacon cheddar cheese is
merged into cheddar cheese); then, we cluster the ingredients that have same word in the
first or in the last position (e.g., gorgonzola cheese or cheese blend are clustered together
into the cheese category); finally we remove plurals and discard ingredients that appear
less than 10 times in the dataset. Altogether, we reduce the ingredient vocabulary from
over 16k to 1 488 unique ingredients.
For the cooking instructions, we tokenize the raw text and remove words that appear less
than 10 times in the dataset, and replace them with unknown word token. Moreover, we
add special tokens for the start and the end of recipe as well as the end of instruction
(indicating the end of a sentence in a recipe). This process results in a recipe vocabulary
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of 25 828 unique words.
Implementation Details
We resize images to 256 pixels in their shortest side and take random crops of 224× 224
for training and we select central 224 × 224 pixels for evaluation. During training we
randomly flip (p = 0.5), rotate (±10 degrees) and translate images (±10% image size on
each axis) for augmentation.
Ingredient Prediction. Feed-forward models FFBCE, FFTD and FFsIoU were trained
with a mini-batch size of 300, whereas FFBCE,DC was trained with a mini-batch size of
256. All of them were trained with a learning rate of 0.001. The learning rate for pre-
trained ResNet layers was scaled for each model as follows: 0.01× for FFBCE, FFsIoU and
FFBCE,DC and 0.1× for FFTD. Transformer list-based models (TF) were trained with
mini-batch size 300 and learning rate 0.001, scaling the learning rate of ResNet layers with
a factor of 0.1×. Similarly, the set transformer TFset was trained with mini-batch size of
300 and a learning rate of 0.0001, scaling the learning rate of pre-trained ResNet layers
with a factor of 1.0×. The optimization of TFset minimizes a cost function composed
of three terms, namely the ingredient prediction loss Lingr and the end-of-sequence loss
Leos and the cardinality penalty Lcard. We set the contribution of each term with weights
1000.0 and 1.0 and 1.0, respectively. We use a label smoothing factor of 0.1 for all models
trained with BCE loss (FFBCE, FFBCE,DC, TFset), which we found experimentally useful.
Instruction Generation. For the instruction decoder, we use a transformer with 8
blocks and 16 multi-head attentions, each one with dimensionality 32. For the ingredient
decoder, we use a transformer with 2 blocks and 4 multi-head attentions, each one with
dimensionality of 128. To obtain image embeddings we use the last convolutional layer of
ResNet-50 model. Both image and ingredients embedings are of dimension 512. We use
a batch size of 256 and learning rate of 0.001. Parameters of the image encoder module
are taken from the ingredient prediction model and frozen during training for instruction
generation.
We keep a maximum of 20 ingredients per recipe and truncate instructions to a maximum
of 150 words both for training and evaluation.
All models are trained with Adam optimizer [99] (β1 = 0.9, β1 = 0.99 and  =1e-8)
[99], exponential decay of 0.99 after each epoch, dropout probability 0.3 and a maximum
number of 400 epochs, or until early-stopping criteria is met (using patience of 50 and
monitoring validation loss). All models are implemented with PyTorch 2 [155].
Recipe Generation
In this section, we compare the proposed multi-modal attention architectures described
in Section 9.1.1. Table 9.1 (left) reports the results in terms of perplexity on the vali-
dation set. We observe that independent attention exhibits the lowest results, followed
by both sequential attentions. While the latter have the capability to refine the out-
put with either ingredient or image information consecutively, independent attention can
only do it in one step. This is also the case of concatenated attention, which achieves the
best performance. However, concatenated attention is flexible enough to decide whether
2http://pytorch.org/
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Model ppl
Independent 8.59
Seq. img. first 8.53
Seq. ing. first 8.61
Concatenated 8.50
Model IoU F1
FFBCE 17.85 30.30
FFsIoU 26.25 41.58
FFBCE,DC 27.22 42.80
FFTD 28.84 44.11
TF 29.48 45.55
TF + shuﬄe 27.86 43.58
TFset 31.80 48.26
Table 9.1: Model selection (validation set). Left: Recipe perplexity (ppl). Right: Global
ingredient IoU & F1 metrics.
Figure 9.3: Ingredient prediction results: P@K and F1 per ingredient.
to give more focus to one modality, at the expense of the other, whereas independent
attention is forced to include information from both modalities. Therefore, we use the
concatenated attention model to report results on the test set. We compare it to a sys-
tem going directly from image-to-sequence of instructions without predicting ingredients
(I2R). Moreover, to assess the influence of visual features on recipe quality, we adapt
our model by removing visual features and predicting instructions directly from ingredi-
ents (L2R). Our system achieves a test set perplexity of 8.51, improving both I2R and
L2R baselines, and highlighting the benefits of using both image and ingredients when
generating recipes. L2R surpasses I2R with a perplexity of 8.67 vs. 9.66, demonstrating
the usefulness of having access to concepts (ingredients) that are essential to the cooking
instructions. Finally, we greedily sample instructions from our model and analyze the re-
sults. We notice that generated instructions have an average of 9.21 sentences containing
9 words each, whereas real, ground truth instructions have an average of 9.08 sentences
of length 12.79.
Ingredient Prediction
In this section, we compare the proposed ingredient prediction approaches to previously
introduced models, with the goal of assessing whether ingredients should be treated as
lists or sets. We consider models from the multilabel classification literature as baselines,
and tune them for our purposes. On the one hand, we have models based on feed forward
convolutional networks, which are trained to predict sets of ingredients. We experiment
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Card. error # pred. ingrs
FFBCE 5.67± 3.10 2.37± 1.58
FFBCE,DC 2.68± 2.07 9.18± 2.06
FFsIoU 2.46± 1.95 7.86± 1.72
FFTD 3.02± 2.50 8.02± 3.24
TF 2.49± 2.11 7.05± 2.77
TF + shuﬄe 3.24± 2.50 5.06± 1.85
TFset 2.56± 1.93 9.43± 2.35
Table 9.2: Ingredient Cardinality.
with several losses to train these models, namely binary cross-entropy, soft intersection
over union as well as target distribution cross-entropy. Note that binary cross-entropy
is the only one not taking into account dependencies among elements in the set. On the
other hand, we have sequential models that predict lists, imposing order and exploiting
dependencies among elements. Finally, we consider recently proposed set prediction
models, which couple the set prediction with a cardinality prediction to determine which
elements to include in the set [169]. The latter method assumes independence of elements
in the set.
Table 9.1 (right) reports the results on the validation set for the state-of-the-art baselines
as well as the proposed approaches. We evaluate the models in terms of Intersection over
Union (IoU) and F1 score, computed for accumulated counts of TP , FN and FP over
the entire dataset split (following Pascal VOC convention). As shown in the table, the
feed forward model trained with binary cross-entropy [29] (FFBCE) exhibits the lowest
performance on both metrics, which could be explained by the assumed independence
among ingredients. These results are already notably improved by the method that learns
to predict the set cardinality (FFBCE,DC). Similarly, the performance increases when
training the model with structured losses such as soft IoU (FFsIoU). Our feed forward
model trained with target distribution (FFTD) and sampled by thresholding (th = 0.5)
the sum of probabilities of selected ingredients outperforms all feed forward baselines,
including recently proposed alternatives for set prediction such as [169] (FFBCE,DC). Note
that target distribution models dependencies among elements in a set and implicitly
captures cardinality information. Following recent literature modeling sets as lists [147],
we train a transformer network to predict ingredients given an image by minimizing the
negative log-likelihood loss (TF). Moreover, we train the same transformer by randomly
shuﬄing the ingredients (thus, removing order from the data). Both models exhibit
competitive results when compared to feed forward models, highlighting the importance
of modeling dependencies among ingredients. Finally, our proposed set transformer TFset,
which models ingredient co-occurrences exploiting the auto-regressive nature of the model
yet satisfying order invariance, achieves the best results, emphasizing the importance of
modeling dependencies, while not penalizing for any given order.
The average number of ingredients per sample in Recipe1M is 7.99 ± 3.21 after pre-
processing. We report the cardinality prediction errors as well as the average number of
predicted ingredients for each of the tested models in Table 9.2. TFset is the third best
method in terms of cardinality error (after FFsIoU and TF), while being superior to all
methods in terms of F1 and IoU. Further, Figure 9.3 (left) shows the precision score at
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IoU F1
RI2L 18.92 31.83
RI2LR 19.85 33.13
FFTD (ours) 29.82 45.94
TFset (ours) 32.11 48.61
Rec. Prec.
RIL2R 31.92 28.94
Ours 75.47 77.13
Table 9.3: Test performance against retrieval. Left: Global ingredient IoU and F1 scores.
Right: Precision and Recall of ingredients in cooking instructions.
IoU F1
Human 21.36 35.20
Retrieved 18.03 30.55
Ours 32.52 49.08
Success %
Real 80.33
Retrieved 48.81
Ours 55.47
Table 9.4: User studies. Left: IoU & F1 scores for ingredients obtained by retrieval
system, our approach and humans. Right: Recipe success rate according to human
judgment.
different values ofK. As observed, the plot follows similar trends as Table 9.1 (right), with
FFTD being among the most competitive models and TFset outperforming all previous
baselines for most values of K. Figure 9.3 (right) shows the F1 per ingredient, where
the ingredients in the horizontal axes are sorted by score. Again, we see that models
that exploit dependencies consistently improve ingredient’s F1 scores, strengthening the
importance of modeling ingredient co-occurrences.
Generation vs Retrieval
Ingredient prediction evaluation. We use the retrieval model from Chapter8 as a
baseline and compare it with our best ingredient predictions models, namely FFTD and
TFset. The retrieval model, which we refer to as RI2LR, learns joint embeddings of
images and recipes (title, ingredients and instructions). Therefore, for the ingredient
prediction task, we use the image embeddings to retrieve the closest recipe and report
metrics for the ingredients of the retrieved recipe. We further consider an alternative
retrieval architecture, which learns joint embeddings between images and ingredients list
(ignoring title and instructions). We refer to this model as RI2L. Table 9.3 (left) reports
the obtained results on the Recipe1M test set. The RI2LR model outperforms the RI2L
one, which indicates that instructions contain complementary information that is useful
when learning effective embeddings. Furthermore, both of our proposed methods outper-
form the retrieval-baselines by a significant margin (e.g., TFset outperforms the RI2LR
retrieval baseline by 12.26 IoU points and 15.48 F1 score points), which demonstrates
the superiority of our models. Finally, Figure 9.4 presents some qualitative results for
image-to-ingredient prediction for our model as well as for the retrieval based system. We
use blue to highlight the ingredients that are present in the ground truth annotation and
red otherwise. Interestingly, ingredients predicted by our model often seem plausible.
Recipe generation evaluation. We compare our proposed instruction decoder (which
generates instructions given an image and ingredients) with a retrieval variant. For a
fair comparison, we retrain the retrieval system to find the cooking instructions given
both image and ingredients. In our evaluation, we consider the ground truth ingredients
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cheese onion 
pepper soup 
cream salt milk 
butter
potato butter 
soup cheese 
onion 
cream corn
milk water 
butter potato 
corn cheese 
onion
shrimp butter 
garlic zucchini 
pepper soy_sauce 
juice
lemon salt clove 
catfish seasoning 
carrot parsley
lemon zucchini oil 
pepper shrimp 
juice salt garlic 
parsley onion
sugar 
strawberries juice 
water raspberries 
cream
tart_shell sugar 
cornstarch juice 
strawberries
butter vanilla 
strawberries sugar 
wine vinegar 
cream
cheese 
tomato 
cracker 
broccoli 
muffin 
cheese 
cracker 
miracle_whip 
lettuce 
tomato 
muffin 
cheese 
broccoli 
tomato
Ours Retrieved Real
Figure 9.4: Ingredient prediction examples. We compare obtained ingredients with our
method and the retrieval baseline. Ingredients are displayed in blue if they are present
in the real sample and red otherwise. Best viewed in color.
as reference and compute recall and precision w.r.t. the ingredients that appear in the
obtained instructions. Thus, recall computes the percentage of ingredients in the refer-
ence that appear in the output instructions, whereas precision measures the percentage
of ingredients appearing in the instructions that also appear in the reference. Table 9.3
(right) displays comparison between our model and the retrieval system. Results show
that the ingredients appearing in the cooking instructions obtained with our model have
better recall and precision scores than the ingredients in retrieved instructions.
User Studies
In this section, we quantify the quality of predicted ingredients and generated instructions
with user studies. In the first study, we compare the performance of our model against
human performance in the task of recipe generation. We randomly select 15 images
from the test set, and ask users to select up to 20 distinct ingredients as well as write a
recipe that would correspond with the provided image. To reduce the complexity of the
task for humans, we reduced the ingredient vocabulary from 1 488 to 323, by increasing
the frequency threshold from 10 to 1k. We collected answers from 31 different users,
altogether collecting an average of 5.5 answers for each image. For fair comparison, we
re-train our best ingredient prediction model on the reduced vocabulary of ingredients.
We compute IoU and F1 ingredient scores obtained by humans, the retrieval baseline and
our method. Results are included in Table 9.4 (left), underlining the complexity of the
task. As shown in the table, humans outperform the retrieval baseline (F1 of 35.20% vs
30.55%, respectively). Furthermore, our method outperforms both human baseline and
retrieval based systems obtaining F1 of 49.08%.
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Ingredients
Flour, sugar, egg, salt, baking powder, baking soda, 
milk, butter, vanilla and cinnamon
Instructions
- Preheat oven to 400 degrees.
- Grease muffin tins.
- In a large bowl, cream butter and sugar.
- Add eggs, milk and vanilla.
- In a separate bowl, combine flour, baking powder, 
baking soda, salt and cinnamon.
- Add dry ingredients to creamed mixture 
alternately with milk.
- Stir in cinnamon.
- Fill muffin cups 2/3 full.
- Bake for 20 minutes.
Title: Cinnamon muffins
Ingredients
Pepper, salt, avocado, yogurt, clove, onion, cream, 
parsley, water
Instructions
- In a large pot, combine the avocado, onion, garlic, 
parsley, salt, pepper and water.
- Bring to a boil, reduce heat and simmer for 15 
minutes.
- Remove from heat and let cool.
- In a blender, puree the avocado mixture until 
smooth.
- Stir in yogurt and sour cream.
- Serve immediately.
Title: Avocado soup
Ingredients
Olive, pasta, cheese, pepper, onion, salami, artichoke, 
tomato, cucumber, salt, mayonnaise, vinegar, mustard
Instructions
- Cook pasta according to package directions.
- Drain and rinse with cold water.
- In a large bowl, combine pasta, salami, artichoke 
hearts, red onion, olives, tomatoes and cheese.
- In a small bowl, whisk together mayonnaise, 
vinegar, mustard, salt and pepper.
- Pour dressing over pasta mixture and toss to coat.
- Cover and refrigerate for at least 1 hour before 
serving.
Title: Antipasto pasta salad
Ingredients
Mushroom, cheese, oil, pepper, clove, onion, tomato, 
basil, thyme, parsley
Instructions
- Preheat oven to 350 degrees f.
- Heat olive oil in a large skillet over medium heat.
- Add onion and garlic and saute until soft, about 5 minutes.
- Add mushrooms and saute until tender, about 5 minutes.
- Add thyme, basil, parsley, salt and pepper.
- Remove from heat and set aside.
- In a medium bowl, combine ricotta, parmesan, parsley and thyme.
- Add the sauteed mushroom mixture to the ricotta mixture and stir to 
combine.
- Fill mushroom caps with the ricotta mixture.
- Place mushrooms on a baking sheet and bake for about 20 minutes.
Title: Stuffed mushrooms
Figure 9.5: Examples of generated recipes, composed of a title, ingredients and cooking
instructions.
The second study aims at quantifying the quality of the generated recipes (ingredients
and instructions) with respect to (1) the real recipes in the dataset, and (2) the ones
obtained with the retrieval baseline from Chapter 8. With this purpose, we randomly
select 150 recipes with their associated images from the test set and, for each image,
we collect the corresponding real recipe, the top-1 retrieved recipe and our generated
recipe. We present the users with 15 image-recipe pairs (randomly chosen among the
real, retrieved and generated ones) asking them to indicate whether the recipe matches
the image. In the study, we collected answers from 105 different users, resulting in an
average of 10 responses for each image. Table 9.4 (right) presents the results of this
study, reporting the success rate of each recipe type. As it can be observed, the success
rate of generated recipes is higher than the success rate of retrieved recipes, stressing the
benefits of our approach w.r.t. retrieval.
Examples of recipes (title, ingredients and instructions) generated with our method are
included in Figure 9.5.
Conclusion
In this chapter, we introduced an image-to-recipe generation system, which takes a food
image and produces a recipe consisting of a title, ingredients and sequence of cooking
instructions. We first predicted sets of ingredients from food images, showing that mod-
eling dependencies matters. Then, we explored instruction generation conditioned on
images and inferred ingredients, highlighting the importance of reasoning about both
modalities at the same time. Finally, user study results confirm the difficulty of the task,
and demonstrate the superiority of our system against state-of-the-art image-to-recipe
retrieval approaches.

Summary
The last part of the thesis presented two solutions to the task of obtaining a cooking recipe
given a food image. The first one (Chapter 8) posed the problem as a retrieval task, in
which the recipe is retrieved as a whole (ingredients and instructions) given the input
image. A joint neural network was trained to project a recipe and image representations
into the same embedding space which, once trained, allowed the retrieval of one given
the other. The proposed model was evaluated against strong baselines, including human
performance. The second one (Chapter 9) posed the problem as a conditional generation
one, where the ingredients are first predicted for the input image, and used together
with image features to condition the title and cooking instruction decoder. According to
human judgment, the recipe generation pipeline from Chapter 9 provided better recipes
for input images than the retrieval system from Chapter 8.

Conclusions
We have seen extraordinary progress in computer vision over the past decade. Deep neu-
ral networks have narrowed down the gap between human and computer performance
on long studied computer vision problems [81]. Virtually all computer vision tasks ex-
perienced boosts in performance by re-utilizing representations from pre-trained neural
networks [164]. Later on, the design and training of end-to-end neural network solutions
optimized for the task in hand became the go-to approach for most computer vision
tasks, given enough training data [81, 125, 167, 79]. This thesis has presented contribu-
tions within these paradigms, namely the extraction and optimization of deep features
from convolutional neural networks for visual retrieval in Part I, and the end-to-end
formulation of image-to-set prediction tasks with neural networks in Part II.
Rapid advances in core tasks such as image classification or object detection have opened
the frontiers of computer vision to replace output categorical labels with natural language
to explain the visual world. We have witnessed the first neural networks to mimic human
behavior to generate image descriptions [201, 128] or answer questions about images
[3, 129]. In this context, Part III of this thesis has presented two approaches to tackle
the challenging problem of image-to-recipe prediction. Despite great progress, current
deep learning methods (including those presented in this dissertation) are known to
exploit patterns from large datasets as a sort of distant proxy to commonsense knowledge,
which often times leads to the illusion of human-like performance of image captioning,
question answering or, as studied in this thesis, recipe generation methods. True visual
understanding algorithms in the future must involve commonsense reasoning about how
the world works in order to be reliable for people to use. While recent works [223] have
attempted to collect annotations for new datasets to push research towards explainable
and contextualized outputs of deep neural networks, here we argue that the image-to-
recipe prediction problem offers a vast ground to base research upon this direction.
Figure 9.6 illustrates the complexity of the image-to-recipe prediction task with an ex-
ample in the Recipe1M dataset. Notice that the recipe starts with an instruction to heat
the oven, which one may acknowledge to be a reasonable choice given that the input
images shows a lasagna. Notably, the 18.58% of all the recipes in the training set of
Recipe1M include some version of the heat oven instruction as the first sentence in the
recipe. If we only consider recipes including the word lasagna in their title, the percent-
age increases to 36.88%, and further reaches 49.25% when searching over all sentences in
the recipe and not only the first one. Thus, it is almost straight-forward for a neural net-
work with enough capacity and training data to cluster lasagna-like images together and
accurately instruct to preheat the oven for all of them. However, the human explanation
for this instruction choice goes way beyond the simple association the neural network has
learned (i.e. all lasagnas require heating the oven). First, anyone with a relative cooking
experience is aware of the different cooking methods, and likely knows that lasagnas fall
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Ingredients:
- pasta_sauce
- red_peppers
- egg
- ricotta_cheese
- mozarella_cheese
- frozen_chopped_spinach
- kraft_grated_parmesan_cheese 
- ground_nutmeg 
- lasagna_noodles
- olive_oil
- fresh_mushrooms
Instructions:
- Heat oven to 350 degrees f.
- Blend pasta sauce and peppers in blender until smooth.
- Combine egg, ricotta, 1-1/4 cups mozzarella, spinach, 1/4 cup 
parmesan and nutmeg.
- Cook lasagna noodles as directed on package, omitting salt.
- Meanwhile, heat oil in large nonstick skillet on medium heat.
- Add onions; cook and stir 5 min. or until crisp-tender.
- Stir in mushrooms; cook 10 min. or until tender and browned, stirring 
frequently.
- Spread 3/4 cup sauce onto bottom of 13x9-inch baking dish; top with 
layers of 3 lasagna noodles, 1/3 each of the ricotta and mushroom 
mixtures, and 3/4 cup sauce.
- Repeat layers twice.
- Top with remaining noodles, sauce, mozzarella and parmesan.
- Cover with foil sprayed with cooking spray.
- Bake 1 hour or until heated through, uncovering after 45 min.
- Let stand 15 min. before cutting to serve.
Title: Spinach-mushroom lasagna with red pepper marinara
Figure 9.6: A sample in the Recipe1M dataset.
into the category of baked food, for which an oven is required. We also know that food
cooks better in a warm oven (we might have experienced this ourselves, or we might
have learned this from someone else). Second, humans understand the concept of time
– cooking requires time, but some steps are faster to complete than others (e.g., baking
a cake takes more time than chopping a few tomatoes). Further, we understand that
different cooking instructions require different amounts of human intervention (beating
an egg is a more human-involved task than boiling water or heating an oven). Finally,
both from the laws of thermodynamics and our previous cooking experiences we get that
warming up an oven until it reaches a certain temperature takes time. Thus, all this
contextualized knowledge eventually leads to the decision of preheating the oven as one
of the first steps to cook a lasagna, while more human-involved tasks such as mixing in-
gredients are performed in the meantime in order to minimize the wait time. In contrast,
the ability of the model presented in Chapter 9 to correctly instruct to preheat the oven
given a lasagna image does not involve any explicit reasoning, and instead relies on the
complex statistical function learned from training data to map image pixels to sentences.
Beyond the previous example, in order for an intelligent system to predict a recipe from
an image, it must overcome a series of other challenges, such as inferring ingredients
subject to heavy deformations, occlusions or even invisibility. Understanding the raw
form of ingredients and their physical properties is also crucial to generate a recipe, and
the level of detail in ingredients also plays a critical role. For example, tomato sauce
(referred to as pasta sauce in the figure) can both be purchased in a store or made from
raw tomatoes, and the choice of one over the other should significantly alter the resulting
recipe. Further, the cooking process requires an understanding of ingredient quantities
and food portions, which must be estimated from still images.
Altogether, challenges in the image-to-recipe generation problem align well with those
in automating commonsense reasoning [46]. Actions that seem straight-forward such as
the preheat oven example above require awareness of time, anticipation and planning.
Commonsense reasoning involves taking decisions based on assumptions over incomplete
data, and adapting to infrequent situations using knowledge from similar previous expe-
riences. How to encode such types of information in a way that is understandable for a
computer, and how to teach computers to acquire this knowledge from data to support
their decisions are the challenges that shall drive future research in the field.
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