A perfect matching cover of a graph G is a set of perfect matchings of G such that each edge of G is contained in at least one member of it. Berge conjectured that every bridgeless cubic graph has a perfect matching cover of order at most 5. The Berge Conjecture is largely open and it is even unknown whether a constant integer c does exist such that every bridgeless cubic graph has a perfect matching cover of order at most c. In this paper, we show that a bridgeless cubic graph G has a perfect matching cover of order at most 11 if G has a 2-factor in which the number of odd circuits is 2.
Introduction
Only finite and simple graphs are considered in this paper. A k-factor of a graph G is a spanning k-regular subgraph of G. The set of edges in a 1-factor of a graph G is called a perfect matching of G. A matching of a graph G is a set of edges in a 1-regular subgraph of G. A near-perfect matching of a graph G is a matching of G which misses exactly one vertex of G. A perfect matching cover of a graph G is a set of perfect matchings of G such that each edge of G is contained in at least one member of it. The order of a perfect matching cover is the number of perfect matchings in it.
One of the first theorems in graph theory, Petersen's Theorem from 1891 [17] , states that every bridgeless cubic graph has a perfect matching. By Tutte's 1-factor theorem from 1947 [20] , we can obtain that every edge in a bridgeless cubic graph G is contained in a perfect matching of G. This implies that every bridgeless cubic graph has a perfect matching cover. What is the minimum number k such that every bridgeless cubic graph has a perfect matching cover of order k? Berge conjectured this number is 5 (unpublished, see e.g. [6, 7] ).
Conjecture 1 (Berge Conjecture). Every bridgeless cubic graph has a perfect matching cover of order at most 5.
The following stronger conjecture is attributed to Berge in [18] , and was first published in a paper by Fulkerson [3] .
Conjecture 2 (Fulkerson Conjecture). Every bridgeless cubic graph has six perfect matchings such that each edge belongs to exactly two of them.
Conjectures 1 and 2, which are proved to be equivalent by Mazzuoccolo [7] , are largely open in graph theory. The equivalence of these two conjectures does not imply that Conjecture 2 holds for a given bridgeless cubic graph satisfying Conjecture 1. It is still an open question whether this holds.
Clearly, Conjectures 1 and 2 hold true for 3-edge-colorable cubic graphs. Conjecture 2 has also been verified for some non-3-edge-colorable cubic graphs, such as flower snarks, Goldberg snarks and Loupekine snarks [5, 12, 14] . Besides the above snarks, Conjecture 1 has been verified for some special classes of cubic graphs. Steffen [16] showed that Conjecture 1 holds for bridgeless cubic graphs which have no nontrivial 3-edge-cuts and have 3 perfect matchings which miss at most 4 edges. It is proved by Hou et al. [10] that every almost Kotzig graph (defined in [10] ) has a perfect matching cover of order at most 5. In [19] , one author of this paper showed that a cubic graph G with n vertices has a perfect matching cover of order at most 5 if G has a circuit of length n − 1 or has a 2-factor with exactly two circuits.
Esperet and Mazzuoccolo [2] and Abreu et al. [1] showed respectively that there are infinite cubic graphs of which every perfect matching cover has order at least 5. Mazzuoccolo [8] showed that every bridgeless cubic graph G with m edges has 5 perfect matchings which cover at least of odd circuits in a 2-factor of G. Since oddness is always an even integer and oddness zero means that the graph is 3-edge-colorable, cubic graphs of oddness 2 constitute a natural class of graphs with structure close to that of 3-edge-colorable graphs. The famous Cycle Double Cover Conjecture have been verified for bridgeless cubic graphs of oddness at most 4 [9, 11] . Recently, Máčajová andŠkoviera [15] proved that Fan and Raspaud Conjecture [4] , which states that every bridgeless cubic graph has three perfect matchings with empty intersection, holds for bridgeless cubic graphs of oddness 2.
In this paper, we show that such constant integer c in Problem 3 exists under the assumption that the oddness of a bridgeless cubic graph is 2. Our result is as follows.
Theorem 4.
If G is a connected bridgeless cubic graph of oddness 2, then G has a perfect matching cover of order at most 11.
Notations and two technical lemmas
Some notations and notions will be used in this paper. Let G be a graph with vertex-set V (G) and edge-set E(G). The order of G is the size of V (G). The degree of a vertex u of G is the number of edges incident to u in G. For X ⊆ V (G), we denote by G − X the subgraph of G which is obtained from G by deleting all vertices in X and all edges incident to a vertex in X. If X = {u}, then G − X is usually written to G − u in short. For two graphs H 1 and H 2 , we denote by H 1 ∪ H 2 the graph with vertex-set V (H 1 ) ∪ V (H 2 ) and edge-set E(H 1 ) ∪ E(H 2 ). For a positive integer n, we denote by [n] the set {1, 2, . . . , n}. For two set Y 1 and Y 2 , we denote by
For a path P in G, we denote by V 0 (P ) the set consisting of the two ends of P and denote by E 0 (P ) the set of the edges in P which have an end in V 0 (P ). For X 1 , X 2 ⊆ V (G) with X 1 ∩ X 2 = ∅, we say that a path P in G is from X 1 to X 2 if V 0 (P ) ∩ X i = ∅ for i = 1, 2 and (V (P )\V 0 (P )) ∩ (X 1 ∪ X 2 ) = ∅. For F 1 , F 2 ⊆ E(G), a path or a circuit in G is called F 1 -F 2 alternating if its edges are alternating in F 1 and in F 2 . An F 1 -F 2 alternating path (or circuit) P is called
Now we present two technical lemmas.
Lemma 5. Let G be a graph of odd order which has a hamiltonian circuit C and let X be the set of vertices of degree 2 in G. Suppose |X| 3 and that every vertex in G has degree at most 3. For a vertex u in X, let M 1 be the perfect matching of C − u. Then G has three near-perfect matchings M 2 , M 3 and Proof. Set E 1 :=E(C)\M 1 and E 2 :=E(G)\E(C). Let H be the subgraph of G with vertexset V (G) and edge-set E 1 ∪ E 2 . Let D be the component of H which contains u. Noting that the degree of each vertex in G is 2 or 3, we know that D is a path or a circuit.
Assume that D is a path. We know V 0 (D) ⊆ X\{u}. Let P 1 and P 2 be the two edge-disjoint paths from u to V 0 (D) in D. We know that both P 1 and P 2 are E 1 -E 2 -E 1 the electronic journal of combinatorics 26(1) (2019), #P1.42 alternating. For i = 1, 2, set M i+1 :=E(P i ) E 1 . We know that each of M 2 and M 3 misses an end of D and we have E(C)\M 1 ⊆ M 2 ∪ M 3 . So M 1 , M 2 and M 3 are 3 near-perfect matchings of G which meet the requirements.
Assume that D is a circuit. Set M 4 :=E(D) E 1 . We know E 1 \M 4 = E 1 ∩ E(D) and that M 4 is a near-perfect matching of G which misses u. As |X| 3, G has an E 1 -E 2 -E 1 alternating path P 3 with two ends in X\{u}. Let P 4 and P 5 be the two edge-disjoint paths from u to V (P 3 ) in C. For i = 4, 5, let P i be the path from V 0 (P i )\{u} to V 0 (P 3 ) in P 3 such that P i ∪ P i is E 1 -alternating. For i = 4, 5, set M i+1 :=E(P i ∪ P i ) E 1 . We know that each of M 5 and M 6 misses an end of P 3 . Noting
and M 6 are 3 near-perfect matchings of G which meet the requirements.
Lemma 6. Let M be a matching of a cubic graph G and let C be an M -alternating circuit of G. Suppose that P 1 and P 2 are two vertex-disjoint M -alternating paths of G such that
Then G has two M -alternating paths P 3 and
Add two new vertices u 1,1 and u 1,2 such that u 1,1 is incident with an end of P 1 and u 1,2 is incident with the other end of P 1 . Extend P 1 to a new path P 1 such that V 0 (P 1 ) = {u 1,1 , u 1,2 } and V (P )\V 0 (P 1 ) = V (P 1 ). It suffice to show that there are two M -alternating paths P 3 and
. This is because P 3 − V 0 (P 1 ) and P 4 − V 0 (P 1 ) are two paths that we need find if such P 3 and P 4 exist.
Let J 1 , J 2 , . . . , J r be the (inclusionwise) maximal M -(E(C)\M )-M alternating paths in C which have both ends in V (P 1 ) and contain no edges in E(P 2 ) ∩ E(C). Let J 1 , J 2 , . . . , J r be the (inclusionwise) maximal paths in C which have both ends in V (P 2 ) and contain no edges in E(P 1 ) ∩ E(C). We know that the paths in {J 1 , J 2 , . . . , J r } and the paths in {J 1 , J 2 , . . . , J r } appear alternately in C. (See Fig. 1(a) for an example of J 1 , J 2 , . . . , J r and J 1 , J 2 , . . . , J r .)
For each i ∈ [r], we construct two paths J i,1 and J i,2 as follows. For each i ∈ [r], we know E 0 (J i ) ⊆ E(P 1 ) ∩ E(C) ⊆ M and let P i be the path between the two ends of J i in P 1 . If the length of P i is odd, then for j = 1, 2, we denote by J i,j the path from
Next we assume that the length of P i is even. We know that P 1 has an end u 1,α such that the path from u 1,α to V 0 (J i ) in P 1 contains no edges in E 0 (J i ). Let P i,1 be the path from u 1,α to V (J i ) in P 1 and
We can see that for each i ∈ [r], J i,1 and J i,2 are two M -alternating path from
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Let u 2,1 and u 2,2 be the two ends of P 2 . Similarly as the above statement, we can know that for each i ∈ [r], G has two M -alternating paths J i,1 and
For each i ∈ [r] and each j ∈ {1, 2}, let w i,j be the end of J i,j in C and w i,j be the end
let P 1 be the path from
. Let w p 1 ,q 1 be the end of P 1 in V 0 (J p 1 ) and let q 2 be the number in {1, 2}\{q 1 }. Noting that the paths in {J 1 , J 2 , . . . , J r } and the paths in {J 1 , J 2 , . . . , J r } appear alternately in C, we have that G has a path P 2 in C which contains no edges in E(P 1 ) ∪ E(P 2 ) and has an end in {w 1,2 , w 2,2 , . . . , w r,2 } and the other end in {w 1,q 2 , w 2,q 2 , . . . , w r,q 2 }. (See Fig. 1(b) for an example of P 2 .) Let w p 2 ,2 and w p 3 ,q 2 be the ends of P 2 .
Set Fig. 1 (b) for an example of P 3 and P 4 .) We know that P 3 and P 4 are two M -alternating paths from
. So P 3 and P 4 are two paths meeting the requirements.
the electronic journal of combinatorics 26(1) (2019), #P1.42 In (a) and (b), the value of r is 0 when H s is constructed by Algorithm 1. In (c), the value of r is 1 when H s is constructed by Algorithm 1. In (d), G 2 has no directed edge
Proof of Theorem 4
In this section, we present the proof of Theorem 4.
Suppose that G is a connected bridgeless cubic graph of oddness 2. We know that G has a 2-factor K such that there are exactly two odd circuits in K. Let C 1 and C 2 be the two circuits in K. We know that E(K)\(E(C 1 ) ∪ E(C 2 )) can be decomposed into two matchings M 1 and M 2 of G. Set M 0 :=E(G)\K. Next we will show that the edges in E(C 1 ) ∪ M 1 can be covered by at most 5 perfect matchings of G.
Let P 1 be the set of
For every P ∈ P 1 , let f P be an edge which has the same ends as P and does not belong to E(G). Set F :={f P : P ∈ P 1 }.
Assume that H 1 is bridgeless. Let G 1 be a new graph with vertex-set V (C 1 ) and edgeset E(C 1 ) ∪ F . Let X be the set of vertices of degree 2 in G 1 . Noting that H 1 is bridgeless and C 1 is an odd circuit, we have |X| 3. Choose a vertex v in X. Let N 1 be the perfect matching of C 1 − v. By Lemma 5, G 1 has three near-perfect matchings N 2 , N 3 and N 4 such that E(C 1 )\N 1 ⊆ X\{v}. For each i ∈ [4] , let P i be the path in P 1 which is from the vertex missed by N i in V (C 1 ) to V (C 2 ) and let N i be the perfect matching of if r = 0 then
4:
if H s has an M t -M 1 -M t ear with both ends in U s then
5:
let P s+1 be the set of M t -M 1 -M t ears of H s which have both ends in U s ;
6:
set H s+1 :=H s ∪ ( P ∈P s+1 P ) and U s+1 :=V ( P ∈P s+1 P )\V (P 0 );
else 8:
set r:=1 and t:=2; set H s+1 :=H s ∪ ( P ∈P s+1 P ) and s:=s + 1;
15:
let t be the number in {0, 2}\{t} and set t:=t ; 16: end while 17: return s, r and H s ;
Next we assume that H 1 has a bridge. We know that G has a unique M 0 -M 1 -M 0 alternating path P 0 from V (C 1 ) to V (C 2 ). Let u 1 and u 2 be the ends of P 0 such that u 1 ∈ V (C 1 ) and u 2 ∈ V (C 2 ). We need construct a bridgeless subgraph H s of G such that H 1 ⊆ H s and H s has 5 M 1 -alternating paths from V (C 1 ) to V (C 2 ) with no common edges, which can be used to constructed 5 perfect matchings of G which cover E(C 1 ) ∪ M 1 . We construct the subgraph H s of G by Algorithm 1.
From Algorithm 1, we know that the subgraph H s of G is constructed by adding the paths in P 2 , P 3 , · · · , P s to H 1 . If r = 0 when Algorithm 1 ends, we know that for all
If r = 1, we also know that P k+1 is the set of M 2 -M 1 -M 2 ears of H k with both ends in V (P 0 ). (See Fig. 2(a, b, c) For i = 1, 2 and a path or circuit Z in (
Noting that H s is bridgeless. It follows that G 2 has a directed path from P 1 to
where y(1) < y(2) < · · · < y(m). We know y(1) = 2 and y(m) = n − 1.
For any two distinct M 0 -M 1 alternating circuits S and T in C , we know V (S)∩V (T ) = ∅ and V (P 
, if G 2 has a directed edge Y y(j−1) →Y y(j) for some j larger than i, we denote by w i the vertex in V 0 (P
)\{u 2 }, where k i is the minimum integer larger than i such that G 2 has a directed edge Y y(k i −1) →Y y(k i ) ; otherwise, let w i be the vertex u 2 . Clearly, we know w m = u 2 . (See Fig. 2(d, e, f ) for examples of Y 1 , Y 2 , . . . , Y n and w 1 , w 2 , . . . , w m .) Claim 1. It holds that V (P u 1 w i ) ⊆ V (P u 1 w j ) if i < j.
Choose i, j ∈ [m] with i < j. Clearly, Claim 1 holds if w j = u 2 or w i = w j . So we assume w j = u 2 and w i = w j . As i < j, we know
). We also know V (P 
the electronic journal of combinatorics 26(1) (2019), #P1.42 E(P u 1 w i ) and Claim 2 holds. Set P 1 :={P ∈ P 1 : V (P ) ∩ V (Y 2 ) = ∅}. Let G 3 be a new graph with vertex-set V (C 1 ) and edge-set E(C) ∪ {f P : P ∈ P 1 }. Let X be the set of vertices of degree 2 in G 3 . We know u 1 ∈ X . Noting also Y 1 ∈ P 1 \P 1 , we have |X | 3. Let N 5 be the perfect matching of C 1 − u 1 . By Lemma 5, G 3 has three near-perfect matchings N 6 , N 7 and N 8 such that E(C 1 )\N 5 ⊆ 8 i=6 N i , N 6 misses u 1 and each of N 7 and N 8 misses a vertex in X \{u 1 }. Let u 3 and u 4 be respectively the vertex missed by N 7 and N 8 in V (C 1 ). We know that for i = 3, 4, there is a path P i+2 in P 1 \P 1 which has u i as an end. (It is possible that P 5 and P 6 are the same path.) Let u 5 be the vertex in V 0 (P 6 )\{u 4 }. Now we will construct five M 1 -alternating paths from V (C 1 ) to V (C 2 ) such that they have no edges in common. We construct these five paths, step by step, along the path Y 1 Y 2 · · · Y n of G 2 and the path P 0 of G. The construction of these five paths is as follows.
Let J 1,1 be the path from u 4 to V (Y y(1) ) in P 6 and J 1,2 be the path from u 5 to V (Y y(1) ) in P 6 . Let J 1,3 be the path from u 3 to V (Y y(1) ) in P 5 . Set J 1,j :=P u 1 w 1 for j = 4, 5. Next we will extend J 1,1 , J 1,2 , J 1,3 , J 1,4 and J 1,5 to five M 1 -alternating paths from V (C 1 ) to V (C 2 ) such that they have no edges in common.
Let J 1,6 be the path from V (J 1,1 ) to V (J 1,2 ) in P 6 . For an integer p with 2 p m+1, we suppose that We know that Y y(p)−1 is an M 0 -M 1 alternating circuit and we have Fig. 3(a) for an example of J p,6 and J p−1,7 .) By the maximality of J p,6 and J p−1,7 , we know
By Lemma 6, G has two M 1 -alternating paths P 2 and
. Without loss of generality, we assume that P 2 has an end in V 0 (J p−1,7 ) ∩ V 0 (J p,6 ) and P 3 has an end in Fig. 3(a) for an example of J p,1 , J p,2 and J p,3 .) Case 2. p M and y(p) = y(p − 1) + 1.
We know J p,6 in the following two subcases. Subcase 2.1. P 1 ∪ P w p−1 v 1 is an M 1 -alternating path. Let P 2 be the path from
) in P w p−1 wp . By Claim 2, we have Fig. 3(b) for an example of J p−1,7 , v 1 and v 2 .) By Lemma 6, G has two M 1 -alternating paths P 3 and
. Without loss of generality, we assume that P 3 has one end in V (Y p ) and P 4 has w p as an end. Let β 1 be the number in {1,2} such that Fig. 3(b) for an example of J p,1 , J p,2 , . . . , J p,6 .) Subcase 2.2. ((See Fig. 3(c, d) for two examples of J p,6 and J p−1,7 .) By Lemma 6, G has two M 1 -alternating paths P 5 and
. Without loss of generality, we assume that P 5 has v 3 as one end and P 6 has an end in V 0 (J p−1,7 )\{v 3 }. Let γ 1 be the number in {1,2} such that V 0 (J p−1,γ 1 ) ∩ V 0 (P 5 ) = ∅. Let γ 2 be the number in {1, 2}\{γ 1 }.
Set J p,1 :=J p−1,4 , J p,2 :=J p−1,γ 1 ∪ P 5 and J p,5 :=J p−1,3 ∪ P 1 ∪ P v 1 wp . If the end of J p−1,7 which is different from v 3 is in V (Y y(p) ), we set J p,3 :=J p−1,γ 2 ∪P 6 and J p,4 :=J p−1,5 ∪P w p−1 wp . (See Fig 3(c) for an example of J p,1 , J p,2 , . . . , J p,5 in this case.) If w p ∈ V 0 (J p−1,7 ), we set J p,3 :=J p−1,5 and J p,4 :=J p−1,γ 2 ∪ P 6 . (See Fig. 3(d) for an example of
. Without loss of generality, we assume that P 2 has an end in V 0 (J p−1,1 ) and P 3 has an end in V 0 (J p−1,2 ).
Set
By the above construction, we can construct five M 1 -alternating paths J m+1,1 , J m+1,2 , J m+1,3 , J m+1,4 and J m+1,5 from V (C 1 ) to V (C 2 ). Next we will show
, let π i be a one-to-one correspondence from [5] to [5] such that J i,j is a subgraph of J i+1,π i (j) for each j ∈ [5] . We know that for each i ∈ [m] and each j ∈ [5], J i,j is extended to J i+1,π(j) . 
We prove Claim 3 by induction on i. Clearly, Claim 3 holds for i = 1. Choose a number p ∈ {2, 3, . . . , m}. We suppose that Claim 3 holds for i = p − 1. At first, we can easily see, from the construction in the above three cases, that J p,1 , J p,2 and J p,3 are three
Now we consider the set
and hence Claim 3 holds for i = p. Claim 3 is proved. Claim 4.
6 j=3 E(J p,j ) = ∅ and (
Noting that E(J 1, 6 ) ⊆ E(P 6 ), E(J 1,4 ) ⊆ E(P 0 ) and E(P 6 ) ∩ E(P 0 ) = ∅, we have 6 ) ∩ E(Y y(1) ) = ∅. So Claim 4 holds for p = 1. Now we consider the case that 2 p m.
Assume y(p) = y(p − 1) + 2. We know from the construction of J p,4 and J p,6 in Case 1 that J p,4 = J p−1,4 and E(J p, 6 ) ⊆ E(Y y(p)−1 ). By Claim 3, we know E(
alternating circuit in C and P 0 , P 5 and
Assume y(p) = y(p − 1) + 1 and that J p,3 , J p,4 , J p,5 and J p,6 are constructed in Subcase 2.1. We know J p,3 :=J p−1,β 1 ∪ P 3 , J p,4 :=J p−1,β 2 ∪ P 4 , E(J p,6 ) ⊆ E(P w p−1 wp ) and E(P p, 6 ) ∩ E(J p−1,7 ) = ∅. We firstly show 6 j=3 E(J p,j ) = ∅. From the construction of J p−1,6 , we know that either E(J p−1,6 ) ⊆ E(P u 1 w p−1 ) or J p−1,6 is a subgraph of P 6 or a subgraph of an M 0 -M 1 alternating circuit in C . So E(J p, 6 ) ∩ E(J p−1,6 ) = ∅. By Claims 1, 2 and 3, we can obtain
Assume y(p) = y(p − 1) + 1 and that J p,3 , J p,4 , J p,5 and J p,6 are constructed in Subcase 2.2. We know from the construction that E(J p,6 ) ⊆ E(P w p−1 wp ), J p,5 =J p−1,3 ∪ P 1 ∪ P v 1 wp and E(J p,6 )∩E(P 1 ∪P v 1 wp ) = ∅. By Claims 1, 2 and 3, we can obtain E(J p,6 )∩E(
Claim 4 is proved.
Choose a number p ∈ {2, 3, . . . , m + 1}. From the construction of J p,π p−1 (3) , we know 
From the construction of J p,π p−1 (4) and J p,π p−1 (5) , we know J p,π p−1 (4) = J p−1,4 and either J p,π p−1 (5) = J p−1,5 or J p,π p−1 (5) = J p−1,5 ∪ P w p−1 wp . We already know E(J p−1,6 ) ∩ E(P w p−1 wp ) = ∅. Now we have
By Claim 4, we know 6 j=3 E(J p−1,j ) = ∅ and (
Choose a number p ∈ {2, 3, . . . , m + 1}. We know J p,π p−1 (4) = J p−1,4 from the construction of J p,π p−1 (4) . From the construction of J p−1,7 , we know E( We proceed by induction on p. Clearly, Claim 7 holds for i = 1. For an integer p with 2 p m + 1, we suppose 5 j=1 E(J p−1,j ) = ∅. Noting that J p−1,1 and J p−1,2 are two paths from V (C 1 ) to V (Y y(p−1) ) in G by Claim 3, we have E(J p−1,j ) ∩ E(Y y(p−1) ) = ∅ for j = 1, 2. Set E 1 :=E(J p,π p−1 (1) )\E(J p−1,1 ) and E 2 :=E(J p,π p−1 (2) )\E(J p−1,2 ). From above, we know E j ⊆ E(Y y(p−1) )∪E(J p−1,6 )∪E(J p−1,7 ) for j = 1, 2 and E 1 ∩ E 2 ⊆ E(J p−1,6 ) ∪ E(J p−1,7 ). Now we have E(J p,π p−1 (1) ) ∩ E(J p,π p−1 (2) ) = (E(J p−1,
⊆ (E(J p−1,1 ) ∩ E(J p−1,2 )) ∪ E(J p−1,6 ) ∪ E(J p−1,7 ).
From the construction of J p,π p−1 (3) , J p,π p−1 (4) and J p,π p−1 (5) , we know E(J p,π p−1 (j) ) ⊆ E(J p−1,j ) ∪ E(Y y(p−1) ) ∪ E(Y y(p)−1 ) ∪ E(P w p−1 wp ) for j = 3, 4, 5 if p m and we know E(J p,π p−1 (j) ) ⊆ E(J By Claim 5, we know E(J p−1,6 ) ∩ ( 5 j=3 E(J p,π p−1 (j) )) = ∅. By Claim 6, we know E(J p−1,7 ) ∩ E(J p,π p−1 (4) ) = ∅. Now we have 5 j=1 E(J p,j ) = (E(J p,π p−1 (1) ) ∩ E(J p,π p−1 (2) )) ∩ ( By Claim 7, we know 5 j=1 E(J m+1,j ) = ∅. At last, we will use these five paths J m+1,1 , J m+1,2 , J m+1,3 , J m+1,4 and J m+1,5 to constructed five perfect matchings of G which cover E(C 1 ) ∪ M 1 .
Let N 9 be the perfect matching of C 1 − u 5 . For each j∈{5, 6, 7, 8, 9}, let N j be the perfect matching of C 2 −V 0 (J m+1,j−4 )∩V (C 2 ). Let δ be a one-to-one correspondence from {5, 6, 7, 8, 9} to {5, 6, 7, 8, 9} such that for each j∈{5, 6, 7, 8, 9}, the vertex in V 0 (J m+1,j−4 )∩ V (C 1 ) is missed by N δ(j) . For each j∈{5, 6, 7, 8, 9}, set Q j :={P ∈ P 1 : f P ∈ F ∩ N δ(j) }. Now for each j∈{5, 6, 7, 8, 9}, we set M j+2 := (N δ(j) ∩ E(C 1 )) ∪ (E((
We know that M 7 , M 8 , M 9 , M 10 and M 11 are 5 perfect matchings of G. Noting that E(C 1 )\N 5 ⊆ 8 j=6 N j and 5 j=1 E(J m+1,j ) = ∅, we have E(C 1 ) ∪ M 1 ⊆ 11 j=7 M j . By a similar argument as above, we know that the edges in E(C 2 ) ∪ M 2 can also be covered by at most 5 perfect matchings of G. These at most 10 perfect matchings of G together with M 0 cover all edges of G.
The proof is complete.
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