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関数 f(x) = x3 − 3xの−√3 ≤ x ≤ 3での最大値・最小値を求めよ． 
という問題を解くときは，
1. f(x)を微分して，f ′(x) = 3x2 − 3を求める．

















gの 0でない k[x]の元とする．任意の f ∈ k[x]に対し，
f = qg + r,
r = 0または deg r < deg g，満たす k[x]の元 q, rがただ一組存在する．
(注意：deg r = 0 (定数)と r = 0は意味が違う．） 
に他ならない．ここで，k[x]という記号について説明しておくと，kは有理数全体
Q，実数全体 R，または複素数全体 Cをを表し，k[x]は kの元を係数にもつ多項式
全体を意味する．つぎの問題を考える：
問題 
1. 方程式 x2 + ax+ b = 0が重根を持つ条件を a, bで表せ．
2. 方程式 x3 + ax+ b = 0が重根を持つ条件を a, bで表せ．  解 1. （解-1）x2 + ax + b = 0が重根を持つ⇔ 判別式 a2 − 4b = 0なので，





f(x) = 0が重根 αをもつ
⇔ f(x)が (x− α)2で割り切れる
⇔ f(x) = 0と f ′(x) = 0が共通根を持つ (1)
が成立する．f(x) = x2 + ax+ bの場合，f ′(x) = 2x+ aなので，連立方程式{
x2 + ax+ b = 0







+ b = −1
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(a2 − 4b)が 0が求める条件であることがわ
かる．
2. まず，a, bの一方が 0で重根を持つなら，残りの一方も 0となることに注意し
て，以下では ab = 0（どちらも 0でない）として考える． 問題に 3次方程式の判別
式は 4a3 + 27b2なので，この値が 0になることとなる2．この答えの導き方は「知っ
ているか否か」が勝負なので甚だ面白くない．2次方程式の答えの出し方で，次数に
関係なさそうなのは（解-3）なので，この方法を考える．連立方程式{
x3 + ax+ b = 0
3x2 + a = 0
を解くのに割り算を利用する．
x3 + ax+ b =
1
3







ax+ b = 0
3x2 + a = 0
が解を持つかどうかに帰着される．さらに，




















x+ a = 0と
2
3






























kの元を係数とするf(x) = a0xm+a1xm−1+. . .+am, g(x) = b0xn+b1xn−1+. . .+bn
に対し，終結式と呼ばれる，f と gの係数 a0, . . . , am, b0, . . . , bnを変数とする整数係
数の多項式Res(f, g)で以下の条件を満たすものが存在する：
2例えば，a = −3, b = 2とすると，x3 − 3x+ 2 = (x− 1)2(x− 2)なので，重根を持つ
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• f と gが定数でない共通因子を持つ ⇔ Res(f, g) = 0.
• kの元を係数とする多項式A,BでAf +Bg = Res(f, g)を満たすものが存在す
る．さらに，A,Bに現れる係数は a0, . . . , am, b0, . . . , bnを変数とする整数係数
多項式である．
判別式は，f(x)と f ′(x)が共通根，すなわち，定数でない共通因子をもつための
条件であるから，Res(f, f ′) = 0がなりたつことに他ならない．終結式は大学初年の
線形代数学に出てくる行列式の応用と一つして扱われることが多い．
Res(f, g)は行列式を用いて表される．参考のため，ここで 2次, 3次方程式につい
てRes(f, f ′)を書き下しておく：
例 1. f(x) = x2 + ax+ b, f ′(x) = 2x+ aに対しては





������� = a2 + 4b− 2a2 = −(a2 − 4b)
2. f(x) = x3 + ax+ b, f ′(x) = 3x2 + aに対しては
Res(f, f ′) :=
�����������
1 0 a b 0
0 1 0 a b
3 0 a 0 0
0 3 0 a 0
0 0 3 0 a
�����������







−x+ 2y = 1 · · · (1)
2x− y = 1 · · · (2)
の解を求めよ．  解 この方程式を解くには，(1)の 2倍を (2)に加えて，{
−x+ 2y = 1 · · · (1)
3y = 3 · · · (3)
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(3)には xは含まれてないので y = 1と簡単に解ける．これを (1)に代入して，x = 1
を得る．さて，(2)から (3)を得る手続きを少し大げさに書くと
3y−3 = (2x−y−1)+2(−x+2y−1) 書き換え−→ 2x−y−1 = −2(−x+2y−1)+3y−3




x3 + x2y + y2 = 0 · · · (1)
x2 + xy + y = 0 · · · (2)





2y3 + y2 = 0
xy − y2 = 0
x2 + y2 + y = 0
の解である
がわかる．後者は，方程式の個数は増えるが，2y3 + y2 = 0は yしか含んでおらず簡














順序関係 · · · 数の大小関係関係，集合の包含関係から「抽象化された」概念で，考
える範囲においてつねにつぎの 3法則が成り立つような関係を「順序」または「順
序関係」という：(i) x  x, (ii) x  yかつ x  yならば，x = y, (iii) x  yかつ
y  zならば，x  z.
集合X は集合についてX の元の間に，順序が定義されているとき，X を順序集
合という．




字の「足し算」や「かけ算」について非常に都合のよい性質をもつ：(a) x > yなら










• 数学的な辞書式順序 Zn≥0で，0以上の整数のn個の組を表す．簡単のため，n = 2
で考察する．(a, b), (a′, b′)は共にZ2≥0の元とする．(a, b) >lex (a′, b′)⇔「a > a′」
または 「a = a′かつ b > b′」，ただし，>は “普通の”不等式，と定義すると．
これは，Z2≥0の全順序関係であり，連立方程式を解く際にはこの順序を用いる．
• （数学的な）辞書式順序のバリエーションZ2≥0上の関係 >grlexを (a, b) >grlex
(a′, b′)⇔ 「a+ b > a′ + b′」または「a+ b = a′ + b′かつ (a, b) >lex (a′, b′)」と
定義する．これは，Z2≥0の全順序関係
• Z2≥0上の関係>divを (a, b) >div (a′, b′)⇔ (a−a′, b−b′) ∈ Z2divで定義する．>div
は Z2≥0上の順序関係であるが，全順序関係ではない．
• 単項式の順序関係 Q[x, y]の単項式とは xaybの形の式をいう．Q[x, y]の単項式








2. α, β, γは Zn≥0の元で，α  βとする．このとき，α + γ  β + γである．
3. は Zn≥0上の well-orderingである（Zn≥0の空でない部分はに関して最小元
をもつ）
補題 4.1. Zn≥0 の順序関係 が well-ordering ⇔ Zn≥0 の元の無限列で に関する
真に減少しつづけるものは存在しない．つまり，α(1), α(2), . . . , α(k), . . .について，
α(1) ≥ α(2) ≥ . . . ≥ α(k) ≥ . . .ならば，ある k0以降はすべて等しくなる
上記の補題を用いると前の小節で考察した単項式の順序関係は>dviを除き，すべ
て単項式順序であるであることがわかる．




f1, . . . , fr が与えられたとき，これらを多項式倍して足し合わせることで得られる
多項式全体の集合を集合 〈f1, . . . , fr〉であらわす：
〈f1, . . . , fr〉 := {h1f1 + . . .+ hrfr | hi(i = 1, . . . , r)は多項式 }
〈f1, . . . , fr〉は次の性質を満たすことに注意する：
• f, gが 〈f1, . . . , fr〉に含まれるならば，f + gも 〈f1, . . . , fr〉に含まれる．
• fが 〈f1, . . . , fr〉に含まれるとき，任意の多項式 hに関して hfも 〈f1, . . . , fr〉に
含まれる．
Q[x, y]の部分集合 Iが上記 2つの性質を満たすとき，これをイデアルという．
補題 4.2. MをQ[x, y]の単項式を元とする集合とする（Mは無限集合であったもか
まわない）．このとき，順序<divに関する極小元は有限個である．つまり，有限個
の単項式 xa1yb1 , . . . , xasybsでつぎの条件を満たすものが存在する：
M に含まれる任意の単項式は xa1yb1 , . . . , xasybsのどれかで割り切れる．
補題 4.2の応用として，つぎのことがわかる：
系 4.1. M は補題 4.2の通りとする．〈M〉で，M に含まれる有限個の単項式の多項
式係数の和
∑
有限和 fiui, ui ∈ M)で表される多項式全体からなる集合とする．この
とき，




定義 4.2. I はQ[x, y]のイデアルとする．LM(I)で I に含まれる多項式のに関
する「先頭」の単項式全体からなる集合を表す
系 4.1によると，LM(I)に含まれる有限個の単項式xa1yb1 , . . . , xasybsをもちいて，
〈LM(I) = 〈xa1yb1 , . . . , xasybs〉
となることに注意する．さて，xaiybiはLM(I)の元であるから，各xaiybiに対して，
giの先頭項 = cixaiybi ciは定数
を満たすQ[x, y]の元 giが存在するはずである（以下，xaiybiをLM(gi)で表すこと
にする）これら giを用いると，つぎの事実が成立する：
定理 4.1. (Hilbertの基底定理) I = 〈g1, . . . , gs〉.
定義 4.3. 定理 4.1の多項式 g1, . . . , gs，つまり，(i) I = 〈g1, . . . , gs〉, (ii) LM(I) =
〈LM(g1), . . . , LM(gs)〉，の 2条件を満たすものを Iのグレブナ基底という.
注意 4.1. グレブナ基底について，以下の点を注意しておく：
• 任意のイデアル Iに対して，グレブナ基底は存在する．
• イデアル Iが 〈f1, . . . , fr〉の形で与えられいても，f1, . . . , frが IのGrobner 基
底とは限らない．しかしながら，







定理 4.2. g1, . . . , grをQ[x, y]の相異なる 0でない多項式とする．このとき，Q[x, y]
の 0でない多項式 f は，以下のような表示を持つ：




• f ′ = 0のとき，f ′に現れる単項式は giの先頭項のいずれでも割り切れない．
• figi = 0のとき，figiの先頭項は f の先頭項以下である．
定理 4.2の fiや，f ′は一通りには決まらない．が，
g1, . . . , grがあるイデアル Iのグレブナ基底になっているとき，f ′は一意的にきまる．
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4.3 グレブナ基底と連立方程式
f1, . . . , frはQ[x, y]の元とする．連立方程式




1. 〈f1, . . . , fr〉から任意に多項式 f を選ぶと，f(x0, y0) = 0である．
2. ゆえに g1, . . . , gs を 〈f1, . . . , fr〉のグレブナ基底とすると，gi(x0, y0) = 0
(i = 1, . . . , s)である．





　 fiを xについて整理したとき，最高次の項が cxn, cは 0でない定数，となる
ようなものが上記の連立方程式にあったとし，さらに (∗)の解は有限個でこれら
を (x1, y1), . . . , (xs, ys)とおく．
　このとき，f1, . . . , frから得られるグレブナ基底には変数がyのみの多項式g1(y)
で，g1(y) = 0の解は，y1, . . . , ysからなるものが存在する．（つまり，グレブナ基
底には，文字 xをを消去したものが含まれている）．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