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ASSESSMENT OF THE USEFULNESS OF LITHIC CLASTS FROM
PYROCLASTIC DEPOSITS AS PALEOMAGNETIC RECORDERS
Greig Alexander Paterson
To understand the long-term behaviour of the geomagnetic ﬁeld, and hence dynamo
action within the Earth’s ﬂuid outer core, detailed records of the direction and
strength of the paleomagnetic ﬁeld are required. Paleomagnetic directional data are
widely available and are easily obtained, while paleointensity data are not. The
scarcity of intensity data can be attributed to several factors, including the time-
consuming nature of experimental procedures, non-ideal behaviour of many samples,
and chemical alteration in nature or alteration caused from laboratory heating of
the sample. Developing new experimental techniques and expanding the types of
materials that can be used for paleointensity experiments can help to address these
issues. In this thesis, lithic clasts found within pyroclastic deposits have been in-
vestigated to assess their potential use as paleomagnetic recorders. Deposits from
three modern (<100 years ago) and two historic eruptions have been sampled. The
collected clasts are demonstrated to be good recorders of paleomagnetic directions.
This allows estimation of the emplacement temperature of the clasts within the sam-
pled deposits. The new data illustrate the accuracy, repeatability and widespread
applicability of the paleomagnetic method of emplacement temperature estimation.
Paleomagnetism therefore provides a useful tool that can aid understanding of vol-
canic processes and hazard assessments. Sister samples from the clasts were sub-
jected to Thellier-type paleointensity experiments. The lithic clasts can record the
geomagnetic ﬁeld intensity with a high degree of accuracy. The use of multiple
lithologies in a paleointensity estimate gives conﬁdence that the result is not biased
by chemical alteration within one lithology. Pyroclastics, however, still suﬀer from
the same problems associated with paleointensity experiments using other materials.
Chemical alteration, both in nature and during laboratory heating, and the eﬀects of
multidomain grains, result in failure of paleointensity experiments, and account for
complete failure to estimate the geomagnetic intensity at two volcanoes. Detailed
rock magnetic measurements provide additional data to help constrain the causes
of failure of paleointensity experiments. The rock magnetic data, however, fail to
provide adequate pre-selection criteria for Thellier-type paleointensity experiments.CONTENTS ii
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Chapter 1
Introduction
1.1 Introduction to geomagnetic ﬁeld studies
It was ﬁrst proposed by William Gilbert in 1600 that the Earth’s magnetic ﬁeld had
its origins within the Earth (Gilbert, 1600). Gilbert suggested that the ﬁeld was
generated by a permanently magnetized lodestone within the Earth (Merrill et al.,
1998). In 1839, Carl Friedrich Gauss used spherical harmonic analysis to describe the
geomagnetic ﬁeld and veriﬁed that it originated within the Earth (McElhinny and
McFadden, 2000). Since then, various theories about the origin of the geomagnetic
ﬁeld have been proposed (see Parkinson, 1983, for a brief review).
It is now generally accepted that the source region for the geomagnetic ﬁeld is
the Earth’s outer core. The magnetic ﬁeld is driven by dynamo processes within the
Earth’s core and it is the only directly measurable property of the core (Merrill and
McFadden, 1995). Fluid motion in this electrically conductive liquid generates a
magnetic ﬁeld and acts as a self-sustaining dynamo. Many simulations and models
have been designed to explain the behaviour of the magnetic ﬁeld, using the prin-
ciples of magnetohydrodynamics (e.g., Glatzmaier and Roberts, 1995a). For a more
detailed and mathematical review of geomagnetic models, see Glatzmaier (2007),
Jones (2007) and Roberts (2007).
Many geodynamo models have produced features similar to those of the geomag-
netic ﬁeld (e.g., Glatzmaier and Roberts, 1995a,b), including polarity reversals, geo-
magnetic excursions and westward drift of the non-dipole ﬁeld.Dormy et al. (2000),
however, do not regard global westward drift a characteristic feature of the geo-
magnetic ﬁeld. Reﬁnement and improvement of paleomagnetic, and particularly
paleointensity, data will help to identify the spatial and temporal trends associated
with these phenomena, which will provide better constraints for model predictions.
Incorporation of observational data into numerical models is essential if simulations
are to fully explain the origins of the geomagnetic ﬁeld and to provide data on
possible future trends (Merrill and McFadden, 1995).
It must be noted that current models still need much reﬁnement before theyCHAPTER 1. INTRODUCTION 2
can come close to modelling reality. Many of the dimensionless numbers used to
model the core, such as the Ekman (ratio of viscous to Coriolis forces) and magnetic
Prandtl (ratio of kinematic viscosity to magnetic diﬀusivity) numbers, are too high
by factors as much as 109 compared to values estimated for the Earth (Dormy et al.,
2000).
The Earth’s magnetic ﬁeld has existed for at least 2.45–3.47 billion years (Hale
and Dunlop, 1984; Smirnov et al., 2003; Smirnov and Tarduno, 2004; Tarduno et al.,
2007). Apart from sphericity, magnetism was the ﬁrst geophysical property assigned
to the Earth as a whole (McElhinny and McFadden, 2000). As well as acting as a
navigation aid for humans and other species (e.g., bacteria, birds; Blakemore et al.,
1980; Hanzlik et al., 2000), the Earth’s magnetic ﬁeld acts as a shield that protects
the surface of the planet from potentially harmful cosmic radiation (Parkinson, 1983;
Merrill et al., 1998). If the ﬁeld was to reduce in strength or even switch oﬀ com-
pletely, the increased cosmic radiation at the Earth’s surface could increase the rate
of cancer occurrence. The developed world also heavily relies on modern telecom-
munication systems. Satellites that are key to communications would be severely
aﬀected by the increased inﬂuence of solar ﬂares that would result in disruptions
and expensive repairs. Yet, we do not fully understand the geomagnetic ﬁeld. In-
formation about the full geomagnetic vector (direction and strength) is needed to
understand such trends and variations. The availability of only directional data pro-
vides constraints on the global geometry of the geomagnetic ﬁeld, but the addition of
intensity data, to provide full magnetic vector information would provide insight in
to the long-term features of the geomagnetic ﬁeld such as polarity reversal and long
periods of time of stable polarity, known as superchrons (Merrill and McFadden,
1995; Dormy et al., 2000).
1.2 Geomagnetic ﬁeld intensity estimates
Some of the ﬁrst direct geomagnetic ﬁeld observations date back to the time of
Gilbert, but the ﬁrst widespread network of magnetic observatories was not es-
tablished until the early to mid-nineteenth century by Gauss and Wilhelm Weber
(Stern, 2002). These early observatories, however, were predominantly located in
Europe and provide poor spatial coverage. Worldwide observatory measurements
have only been made over the past hundred years or so (IAGA, 2005). With the use
of marine navigation data, full vector records extend back to the 1830’s and direc-
tional data exist back to ∼1590 (Jackson et al., 2000). Beyond this date, despite the
fact that humans have been using the compass for navigation for at least 1000 years
(Stern, 2002), we must rely on archeomagnetic and paleomagnetic measurements to
obtain an understanding of geomagnetic ﬁeld behaviour.
While accurate directional paleomagnetic data are widely available, and are gen-CHAPTER 1. INTRODUCTION 3
erally easily obtained for most of geological time, intensity data are scarce (Roberts,
1995; Juarez et al., 1998; Selkin and Tauxe, 2000; Heller et al., 2002; Perrin and
Schnepp, 2004; Yamamoto and Tsunakawa, 2005). Paleointensity data are available
from a range of sources, as described below.
1.2.1 Archeomagnetic records
Intensity data obtained from archeological material extend back roughly 12,000 years
(Yang et al., 2000; Korhonen et al., 2008). Fired materials such as bricks and pot-
tery (e.g., Aitken et al., 1989) were the ﬁrst materials used to develop paleointensity
methods (Thellier and Thellier, 1959). Although archeointensity records frequently
contain data from geological materials (e.g., lavas), they are not commonly incor-
porated into long-term geomagnetic secular variation databases. This is mainly
because of dating diﬃculties. Ascribing an archeological context to a geological
timeframe can be imprecise and problems can arise when calibrating local archeo-
logical timescales to numerical ages. Archeomagnetic records do, however, provide
relatively high-resolution data over the past 12 kyr, which allows detailed analysis
of recent secular variation (Márton and Ferencz, 2006). Future intensity databases
should aim to resolve incompatibilities so that both paleo- and archeomagnetic data
can be included.
1.2.2 Paleointensity records
Paleointensity records are typically based on data obtained from geological mate-
rials such as lava ﬂows and submarine basaltic glasses. Analyses of paleointensity
databases over the past twenty years suggest three main models of intensity varia-
tions over geological time (Heller et al., 2002). Figure 1.1 is a diagram of intensity
variations for each model over the past 200 Myr. Model 1 (Prévot et al., 1990) has
a mean intensity during the Cretaceous Normal Superchron (CNS, a period with no
geomagnetic reversals for ∼40 Myr) that is considerably lower (∼50% lower) than
during the Cenozoic. Selkin and Tauxe (2000), using a streamlined version of PInt99
(the paleointensity database from Perrin et al., 1998) combined with data from
submarine basaltic glass (SBG, see §3.5.1) samples, obtained the results shown for
Model 2. They suggested that intensities during the last 300 kyr were signiﬁcantly
higher than during the preceding 160 Myr. The third model is based on data from
single feldspar crystals (Tarduno et al., 2001, see §3.5.2) and suggests a high mean
ﬁeld intensity during the CNS. Model 1 incorporated 280 samples dating back to 250
Ma. For reasons discussed later (§3.1.1), it is generally accepted that the Thellier
method, and its variants, provides the most reliable paleointensity estimates (Prévot
and Perrin, 1992; Yu et al., 2004). Model 1 only includes data obtained using the
Thellier method with partial thermoremanent magnetization (pTRM) checks (seeCHAPTER 1. INTRODUCTION 4
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Figure 1.1: Three models of geomagnetic ﬁeld behaviour over the last 200 Myr (redrawn
after Heller et al., 2002). Model 1 (Prévot et al., 1990) suggests low values during the
Mesozoic compared to the Cenozoic. Model 2 (Selkin and Tauxe, 2000) has signiﬁcantly
higher intensities during the last 300 kyr than the mean for the preceding 160 Myr. Model
3 (Tarduno et al., 2001) is based on a single data point (blue diamond) that suggests a
high paleointensity during the CNS (bound by dashed lines). The blue circle and triangles
are additional single crystal data from Tarduno et al. (2002) and Tarduno and Cottrell
(2005), respectively.
§3.1.2). Model 2 includes a total of 555 data points, ∼52% of which were from SBG
samples. The remaining points were taken from the PInt99 database using strict
selection criteria. Only Thellier data with pTRM checks and a within-site intensity
scatter of less than 25% were included. If no within-site scatter was reported the
data were also accepted; this led to the inclusion of studies with only one sample.
Data from polarity transition intervals were excluded because the geomagnetic ﬁeld
has anomalously low intensities during reversals (Prévot et al., 1985). This reduced
the PInt99 data set from 1592 data points to only 268. Heller et al. (2002) suggested
that the remanence carried by SBG is a low-temperature chemical remanent mag-
netizatioon (CRM) that does not have a thermal origin. They argued that intensity
values obtained from SBGs would therefore only provide a minimum intensity esti-
mate, because a CRM intensity is typically lower than that of a TRM (McClelland,
1996). Tauxe and Staudigel (2004) provided further evidence to support the thermal
origin of the remanence carried by SBGs and suggested, based on analysis of SBG
from the Troodos Ophiolite, that the ﬁeld intensity during the CNS was higher (by
a factor of about 2) than estimated by Selkin and Tauxe (2000). Model 3 is based
on data from only one location, the Rajmahal Traps in India, and is limited in its
temporal coverage; the sampled material spans an estimated time interval of only 3
Myr. During this interval, only 56 paleointensity determinations were obtained, giv-
ing an average of less than 19 measurements per million years. More single crystalCHAPTER 1. INTRODUCTION 5
data are now available from Tarduno et al. (2002) (blue circle; Figure 1.1) and from
Tarduno and Cottrell (2005) (blue triangles; Figure 1.1). These new data continue
to support the hypothesis that the geomagnetic ﬁeld was strong during the CNS. For
a review of intensity data obtained from single feldspar inclusions, see Tarduno et al.
(2006). The three models outlined above are fundamentally diﬀerent. Each model
has important implications for interpretation of long-term geodynamo behaviour.
One thing that each model has in common is that they are based on limited data.
One major debate among current models of long-term geomagnetic intensity vari-
ation is the existence of generally low ﬁeld intensity during the Mesozoic (251–65.5
Ma), called the Mesozoic Dipole Low (Prévot et al., 1990). Due to a scarcity of data
during this time, the interpreted existence of this period depends on the criteria
used to select the data for analysis (Prévot et al., 1990; Selkin and Tauxe, 2000;
Goguitchaichvili et al., 2002a,b; Riisager et al., 2002; Thomas and Biggin, 2003;
McElhinny and Larson, 2003). The model of Selkin and Tauxe (2000) suggested
that the Mesozoic Dipole Low was not unusually low, but was part of a period of
generally low geomagnetic ﬁeld intensity. Goguitchaichvili et al. (2002a) presented
new data during this period and suggested that the Mesozoic Dipole Low is prob-
ably an unreliable feature; a conclusion based on a limited number of data. Biggin
and Thomas (2003b) and Thomas and Biggin (2003) investigated the inﬂuence of
diﬀerent data selection criteria on the interpretation of geomagnetic trends. They
concluded that self-consistency criteria (i.e., data with low scatter), generally pro-
vided the best data selection. Their subsequent analysis suggested that the Mesozoic
Dipole Low did exist for a period of at least 50 Myr with a minimum ∼170Ma, but
could not constrain the full extent of this intensity low due to insuﬃcient data.
Other data (Riisager et al., 2001; McElhinny and Larson, 2003; Tauxe and Staudi-
gel, 2004; Tarduno and Cottrell, 2005; Tauxe, 2006) further support the hypothesis
of low paleointensity during the Jurassic and higher paleointensity during the CNS.
1.2.3 The current global paleointensity database
PInt03 (Perrin and Schnepp, 2004) is the penultimate version of the paleointensity
database that was started by Tanaka and Kono (1994) and that was since updated
by Perrin and Shcherbakov (1997) and by Perrin et al. (1998). Pint03 consists of
3128 data points from all intensity methods spanning the last 4 Gyr. When the
dataset is reduced to only include Thellier-type data with pTRM checks, only 1516
data points are left. Interpretation of global trends is therefore still problematic
due to the poor spatial and temporal resolution of the data (Figures 1.2 and 1.3).
Similar ﬁgures and statistics to those shown in Figures 1.2 and 1.3 are presented by
Perrin and Schnepp (2004), but these are based on the full dataset of 3128 points.
Figures 1.2 and 1.3 contain only data that were obtained using the Thellier method
with pTRM checks. Data from polarity transitions and excursions are excluded.CHAPTER 1. INTRODUCTION 6
This leaves a total of 1267 intensity estimates.
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Figure 1.2: The geographic distribution of data in the paleointensity database compiled
by Perrin and Schnepp (2004). (a) A hemispheric distribution indicates strong northern
hemisphere bias. (b) A geographical distribution indicates a large concentration of data
from the Paciﬁc Ocean. However, the majority of the data from the Paciﬁc region are
from Hawaii, which further reduces the geographic distribution of data.
The most striking feature of the geographical distribution of the data in Figure
1.2, is the heavy bias toward the northern hemisphere with 84% of intensity data
coming from north of the Equator. Areas such as Africa, the Middle East, Australia
& Antarctica, and South America are poorly represented in the global distribution.
The oceans dominate the distribution with 62% of available data. Within each
region, there is a further bias to locations with well exposed, easily sampled material.
In the oceans, most intensity measurements are restricted to islands with accessible
exposures. For example, of the data from the Paciﬁc region, ∼85% are from Hawaii,
which makes up more than 1
3 of the entire dataset. The spatial coverage of the global
paleointensity database is therefore sparse.
The temporal resolution of the current global paleointensity database is shown
in Figure 1.3. The temporal distribution is heavily biased to the recent past and is
sparse for time periods beyond ∼1 Ma. About 95% of the data are from the last
200 Myr, with 60% from the last 1 Myr. Perrin and Schnepp (2004) point out that
at least a few thousand data points per million years are required to average secular
variation. The only time period for which this is possible is the period extending
back to 100 ka (0.1 Ma). There is a general trend of decreasing data with age. This
can be attributed to three main factors: the decreasing availability of exposures,
the greater likelihood of chemical alteration and thermoviscous overprinting, and
diﬃculty in dating older rock specimens.CHAPTER 1. INTRODUCTION 7
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1.2.4 Quality of the current global database
The quality of data included in the current paleointensity database is another issue
of concern. Despite the various ways of quantifying data reliability (e.g., Coe et al.,
1978, discussed further in §3.4), the best estimate of reliability is still the within-site
scatter obtained from multiple samples (Thellier, 1977). Applying a typically used,
but far from strict, criterion whereby the scatter must fall within 25% of the average,
the dataset discussed above is reduced considerably, from 1267 data points to only
887. This can only lead to a signiﬁcant reduction in the data distribution through
time and space. Perrin and Schnepp (2004) were correct in being cautious in making
any interpretations based on the current database. It is clear that much work needs
to be done to improve the spatial and temporal resolution of the database, as well
as to increase the number of high quality paleointensity data before there is any
hope of identifying trends in long-term geomagnetic ﬁeld behaviour. The paucity
of intensity data can be largely attributed to the time consuming nature and high
failure rates of the experiments. This is discussed in more detail in Chapter 3.
1.2.5 Recent updates
A recent update to the PInt database has been released, PInt08 (Biggin et al.,
2009). This updated database contains a total of 3576 data. Of this total, 1650
data were measured using the Thellier method or the microwave method (see §3.1.5)
with pTRM checks. PInt08 does not include data younger than 50 ka, instead these
data are incorporated into the archeomagnetic database GEOMAGIA v.2 (Korhonen
et al., 2008). GEOMAGIA includes 4415 intensity data of which 1673 are from
the Thellier or microwave methods with pTRM checks. The merging of these two
databases would still maintain the heavy bias of data toward the recent past.
1.3 Summary
The present global paleointensity database is extremely limited. The temporal distri-
bution of the data is heavily biased toward more recent times; this reﬂects complex-
ities associated with older samples, and the limited spatial distribution of sampling
localities. These factors, combined with problems associated with sample material
(e.g., thermal alteration and non-ideal rock magnetic properties), have a detrimental
impact on attempts to analyse long-term geomagnetic ﬁeld behaviour.
Developing reliable yet eﬃcient experimental techniques is important for improv-
ing data quality, as is expanding the range of materials to investigate. Characterizing
and understanding the behaviour of diﬀerent materials will also enable us to assess
their potential usefulness as paleomagnetic recorders.
In this thesis, lithic clasts found within pyroclastic deposits have been analysedCHAPTER 1. INTRODUCTION 9
to assess their suitability for paleointensity determinations. The rationale behind
this approach is that pyroclastic deposits are frequently multi-lithological and are
often emplaced with variable temperatures across one deposit. These factors should
allow additional reliability checks to be made, where consistent results from diﬀer-
ent lithologies emplaced at diﬀerent temperatures give a greater conﬁdence in the
paleointensity estimate (Chapter 5).
Several rock magnetic properties have been measured to better characterize the
samples collected, beyond those obtained from paleointensity experiments. Hys-
teresis, ﬁrst-order reversal curve diagrams and thermomagnetic curves are some
examples (see §2.7 for explanations of these methods and Chapter 6 for the results).
In addition, as pre-requisite to paleointensity analysis, the emplacement tempera-
tures of the pyroclastic deposits were determined using the paleomagnetic method
(Chapter 4).CHAPTER 2. THEORY OF MAGNETISM 10
Chapter 2
Theory of magnetism
2.1 Physics of magnetism
In 1820 Hans Christian Ørsted discovered that a current ﬂowing through a coil
produces a magnetic ﬁeld (Ørsted, 1820). Later that year, André-Marie Ampère
postulated that all magnetism was the result of circulatory currents associated with
individual atoms. Ampère’s theory states that a circulating current (the orbital
motion of electrons, e−, around an atomic nucleus) generates a magnetic moment
(m; Figure 2.1).
e- Current
Radius
m
Electron
velocity
Figure 2.1: The circular orbit of an electron (e−) and its eﬀective current loop generating
a magnetic moment (m).
The summation of individual magnetic moments from multiple atoms gives rise
to a net magnetization (M) of a material. Magnetic materials can be broadly di-
vided into two main categories: those that contain atoms or ions with a permanent
magnetic moment and those that do not (diamagnetic materials). Materials that
are permanently magnetized can be further subdivided into a group containing per-
manent magnetic moments with long-range order below a critical temperature and
those that do not (paramagnetic materials). Ampère’s theory was a simple approx-
imation to the modern physical interpretation of magnetism and is applicable to
diamagnetic materials. The modern understanding of paramagnetism and ferro-
magnetism is based on the quantum spin of atomic electrons.CHAPTER 2. THEORY OF MAGNETISM 11
2.1.1 Diamagnetism
Diamagnetism is a property of all materials. Any moving charge (i.e., orbital elec-
trons) experiences a force in the presence of a magnetic ﬁeld. Applying a magnetic
ﬁeld to a diamagnetic material changes the angular velocity of the orbital electrons
and results in the generation of an internal magnetic ﬁeld that is in opposition to the
externally applied ﬁeld (Lenz’s law). Quartz (SiO2) and water (H2O) are examples
of diamagnetic materials. The diamagnetic contribution is generally insigniﬁcant in
materials containing strong permanent magnetic moments.
2.1.2 Paramagnetism
Due to incomplete electron shells, paramagnetic materials contain permanent mag-
netic moments, but these moments have no long-range ordering. In paramagnetic
materials there is suﬃcient thermal energy to overcome any magnetic coupling eﬀects
and to randomize the orientations of the magnetic moments. The net magnetization
is zero. Applying an external magnetic ﬁeld biases the orientation of the magnetic
moments in the direction of the applied ﬁeld. The magnitude of the induced magne-
tization is dependent on temperature and on the strength of the applied ﬁeld. When
the applied ﬁeld is removed, the orientations of the magnetic moments relax back to
their randomized state. Ilmenite (FeTiO3) and pyrite (FeS2) are both paramagnetic
materials.
2.1.3 Ferromagnetism
A ferromagnet is a material whose electron spins are coupled by exchange forces
(see §2.2.1). The exchange coupling between the electrons is such that their spins
align in a parallel direction, even in the absence of a magnetic ﬁeld (Figure 2.2).
Ferromagnets, along with antiferro-/ferri- magnets all experience exchange coupling,
which results in spontaneous magnetizations. At a critical temperature, known as
the Curie temperature (Tc), the eﬀects of thermal ﬂuctuations become suﬃciently
large to break the magnetic coupling of the electrons and a ferromagnet becomes
paramagnetic.
2.1.4 Antiferromagnetism
Some materials are composed of two magnetic sublattices (typically designated A
and B). In an antiferromagnetic material the atomic moments within each sublattice
align, but between each sublattice the directions are antiparallel. The magnitudes
of the sublattice magnetizations are equal, which results in zero net spontaneous
magnetization (Figure 2.2). Antiferromagnetic materials do not have a Curie tem-
perature because there is no net magnetization. The temperature at which theCHAPTER 2. THEORY OF MAGNETISM 12
Ferromagnetism Ferrimagnetism
Canted
Antiferromagnetism Antiferromagnetism
None
Net spontaneous
magnetization
Magnetic
coupling
Figure 2.2: Schematic illustration of diﬀerent magnetic coupling mechanisms and their
net spontaneous magnetizations.
magnetic ordering breaks downs and the material becomes paramagnetic is called
the Néel temperature. Under imperfect conditions, it is possible for antiferromag-
netic materials to exhibit a spontaneous magnetization. In some substances the
atomic moments of the sublattices are not perfectly antiparallel, which results in a
net magnetization (Figure 2.2). This may be the result of a permanent deﬂection of
the moments, which is known as canted antiferromagnetism (e.g., hematite). It can
result from impurities or defects within the crystal lattice.
2.1.5 Ferrimagnetism
A ferrimagnet, like an antiferromagnet, has sublattices with opposing magnetiza-
tions, but unlike an antiferromagnet the magnitudes of these opposing magneti-
zations are unequal, which results in a spontaneous magnetization (Figure 2.2).
Ferrimagnets are not limited to only two sublattices, and the magnetizations of the
sublattices need not be perfectly antiparallel but can be inclined at some interme-
diate angle. Magnetite is an example of a ferrimagnetic material.
2.2 Magnetic energies
The magnetic behaviour of a material is controlled by a balance of magnetic energies.
The total energy (Etot) of a magnetic grain is the sum of the exchange energy (Eex),
magnetocrystalline anisotropy (Ek), magnetostatic energy (Ed), external ﬁeld energy
(Eh), magnetostriction (Eλ), and magnetoelasticity (Eσ):
Etot = Eex + Ek + Ed + Eh + Eλ + Eσ. (2.1)
Each energy is discussed in more detail below.CHAPTER 2. THEORY OF MAGNETISM 13
2.2.1 Exchange energy
The exchange energy is the energy related to the coupling of electron spins in neigh-
bouring atoms within a crystal lattice. In its simplest form, it is given by:
Eex = −2JexSi · Sj = −2JexSiSj cosθij, (2.2)
where Jex is the exchange integral, Si, Sj, Si and Sj are the electron spin vectors and
their corresponding magnitudes, and θij is the angle between the electron spins. The
exchange energy is the source of spontaneous magnetization, and is the fundamental
property that makes materials permanently magnetic.
2.2.2 Magnetocrystalline anisotropy energy
Magnetocrystalline anisotropy is the result of interaction of the electron shells with
the crystallographic ﬁeld, causing alignment along preferred directions. These are
known as magnetic easy axes. In a cubic crystal structure, such as magnetite, there
are 4 easy axes and the magnetocrystalline energy is given by:
Ek = K1V

α
2
1α
2
2 + α
2
2α
2
3 + α
2
1α
2
3

+ K2V α
2
1α
2
2α
2
3 + ..., (2.3)
where K1 and K2 are anisotropy constants, V is the grain volume, and α1, α2, and
α3 are the directional cosines of the magnetization with respect to the [100] crystal-
lographic axes (Dunlop and Özdemir, 1997). The magnetocrystalline anisotropy of
a hexagonal crystal, such as hematite, is uniaxial, i.e., there is only one easy axis,
and is given by:
Ek = Ku1V sin
2 θ + Ku2V sin
4 θ + ..., (2.4)
where Ku1 and Ku2 are uniaxial anisotropy constants, and θ is the angle between the
magnetization and the easy axis (Dunlop and Özdemir, 1997). Magnetocrystalline
anisotropy results in an energy barrier that restrains the rotation of a grain’s magne-
tization. When the magnetization of a grain is aligned with an easy axis, work must
be done to change this. The amount of work required to change the magnetization
depends on the size and mineralogy of the grain.
2.2.3 Magnetostatic energy
Magnetostatic, or demagnetizing, energy arises from the interaction of the magne-
tization of a grain with itself. The magnetostatic energy is given by:
Ed =
1
2
µ0V NdM
2, (2.5)CHAPTER 2. THEORY OF MAGNETISM 14
where µ0 is the permeability of free space, and Nd is the demagnetizing factor that
is related to grain geometry (Dunlop and Özdemir, 1997). The factor of 1
2 occurs
as this calculation of magnetostatic energy evaluates all dipole-dipole interactions,
and results in each dipole pair being counted twice. Magnetostatic energy reﬂects
the inﬂuence of grain shape and volume on the magnetization.
2.2.4 External ﬁeld energy
The external ﬁeld energy is given by:
Eh = −µ0V M · H, (2.6)
where M is the magnetization and H is the externally applied ﬁeld. The external
ﬁeld provides energy to overcome the barriers that prevent the magnetization of a
grain from changing.
2.2.5 Magnetostrictive and magnetoelastic energies
The geometry of a crystalline structure can be modiﬁed by the magnetization of the
crystal, if this deformation allows the total magnetic energy to be reduced. This
eﬀect is known as magnetostriction, and is given by:
Eλ = KsV

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
, (2.7)
where Ks is the magnetostrictive anisotropy constant (Dunlop and Özdemir, 1997).
Magnetoelasticity involves the response of a grain to internal or external stresses
and will result in the magnetization being changed. In eﬀect, it is the counterpart
of magnetostriction, where changes in magnetization occur due to deformation of
the crystal structure. In its simplest form the magnetoelastic energy is given by:
Eσ =
3
2
λsσV cos
2 φ, (2.8)
where λs is the magnetostriction constant, σ is the stress tensor, and φ is the angle
between the principal stress axes and the direction of magnetization (Dunlop and
Özdemir, 1997). These stress-related energies can give rise to piezoremanent magne-
tizations (see §2.4.10) and have important implications for pressure demagnetization
methods (e.g., Gilder et al., 2006).
2.3 Domain theory
For very small particles of ferromagnetic or ferrimagnetic materials it is possible
for thermal ﬂuctuations to dominate over the magnetic energies and destroy anyCHAPTER 2. THEORY OF MAGNETISM 15
magnetic ordering. These ferro-/ ferrimagnetic particles behave like paramagnets,
and are called superparamagnetic (SP) particles. Magnetite grains < 25–30 nm are
superparamagnetic (Dunlop and Özdemir, 1997).
For small, permanently magnetized grains, it is energetically favourable for the
whole grain to be magnetized in a single direction. This direction is controlled either
by magnetocrystalline anisotropy, which aligns the magnetization along an easy axis
or by demagnetization energy, which aligns the magnetization along the long axis
of the grain. Grains with uniform magnetization, are termed single-domain (SD)
grains (Figure 2.3a).
(a) (b) (c)
Figure 2.3: Schematic domain structures for a: (a) single-domain grain, (b) two-domain
structure, and (c) two-domain structure with closure domains.
As the grain volume in SD grains increases, so does the demagnetizing energy
(Ed ∝ V ). There is a critical point at which the total energy of the grain can be
minimized by splitting the magnetization into two domains with opposing magneti-
zation (Figure 2.3b). This results in a reduction of Ed. The process of splitting into
two domains involves nucleation of a barrier between the domains, which is known
as a domain wall. Grains with two or more domains are known as multidomain
(MD) grains (e.g., Figure 2.3c).
The point at which a grain nucleates domains is called the critical grain size, d0,
which is an important parameter in rock magnetism. Néel (1947) proposed that if
a grain was bigger than the width of a domain wall, it would have domains. Using
this approach d0 is approximately 0.28 µm for magnetite. Kittel (1949) proposed
that at the critical grain size, the energy of a SD particle would be equal to that of
a 2-domain particle:
d0 =
4γw
µ0NSDM2
s
, (2.9)
where γw is the domain wall energy, and NSD is the demagnetizing factor of a SD
grain. Substituting the appropriate values for magnetite gives d0 ≈ 0.04 µm. The
d0 estimate of Kittel (1949) is in better agreement with experimental results, which
provide an estimate of d0 = 0.05–0.06 µm (Dunlop and Özdemir, 1997). Enkin and
Williams (1994) used micromagnetic modelling to calculate a critical grain size of
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2.3.1 The pseudo-single domain state
The boundary between SD and small MD grains is not sharply deﬁned. It depends
on a number of factors, including grain shape, purity, dislocations, stress, interac-
tions and temperature (e.g., Muxworthy et al., 2003a; Witt et al., 2005; Muxworthy
and Williams, 2006). Grains that exist within this size range display metastable SD-
like magnetic behaviour and are referred to as pseudo-singe-domain (PSD) grains,
and are important carriers of remanent magnetizations in nature. The exact domain
structure of a PSD grain still remains unclear; however, micromagnetic models sug-
gest that the remanence in these grains is carried by a vortex structure (e.g., Enkin
and Williams, 1994).
2.4 Remanent magnetizations
2.4.1 Natural remanent magnetization
Natural remanent magnetization (NRM) is the broad term given to magnetizations
acquired by natural processes. An NRM can have several origins such as thermal,
chemical or depositional (described below). An NRM can be described as a primary
remanence if it was imparted during the formation of the rock (i.e., solidiﬁcation
of a lava ﬂow). During progressive demagnetization of an NRM, after removal
of any viscous magnetic overprint, if a portion remanence remains, either in an
individual sample or in a suite of samples, this is known as a characteristic remanent
magnetization (ChRM). A ChRM may not be a primary remanence.
2.4.2 Thermoremanent magnetization
One of the most important remanence acquisition processes in paleomagnetism is a
TRM. A TRM is acquired when a grain cools below its Curie temperature in the
presence of a magnetic ﬁeld. A TRM acquired in Earth-like ﬁelds can be stable
for billions of years, but will decay in zero magnetic ﬁeld given suﬃcient time, due
to thermal excitations. Thermal excitations have a statistical distribution, and the
magnetization will not change abruptly, but will relax gradually as individual grains
unblock at random. The relaxation time, τ, is deﬁned as the time for the initial
magnetization to fall to 1
e of its original value. Néel (1949) derived an expression
for τ for SD grains:
1
τ
=
1
f
exp
V Hk
2kT , (2.10)
where f is the frequency factor, V is the grain volume, Hk is the microscopic coer-
civity, k is Boltzmann’s constant, and T is temperature (in Kelvin). The coercivity
is the magnetic ﬁeld required to demagnetize a sample after the application of a sat-
uration magnetic magnetic ﬁeld (see §2.7.1). Given a grain of particular mineralogy,CHAPTER 2. THEORY OF MAGNETISM 17
size and shape, there is a temperature below which its relaxation time becomes so
long (exceeding laboratory measurement times) that the magnetization eﬀectively
becomes locked in. This temperature is deﬁned as the blocking temperature, Tb. A
typical paleomagnetic sample will contain a range of grain sizes and mineralogies
and therefore a range of blocking temperatures. While a TRM is acquired by cooling
from Tc to ambient temperature, a partial TRM (pTRM) is a TRM acquired over
a limited temperature window. For example a TRM acquired between 400◦C and
200◦C is referred to as pTRM(400, 200).
2.4.3 Chemical remanent magnetization
A CRM can result from two main processes: growth of new magnetic minerals
through a critical blocking volume (McClelland, 1996; Cottrell and Tarduno, 1999)
or through alteration of pre-existing magnetic minerals (Collinson, 1983). The ef-
fects of CRM on paleointensity experiments are discussed in §3.2.1. CRM is some-
times referred to as a crystallization remanent magnetization, as the most common
mechanism of CRM acquisition is through grain growth. A remanent magnetization
acquired during simultaneous chemical, volume and temperature changes is referred
to as a thermochemical remanence (TCRM; Dunlop and Özdemir, 1997; Fabian,
2009).
2.4.4 Viscous remanent magnetization
A viscous remanent magnetization (VRM) is acquired by grains that are exposed to
a weak (typically Earth-like) magnetic ﬁeld for a long period of time, while being
held at ambient temperature. VRM acquisition follows the same theory as TRM
acquisition, but at constant temperature. A magnetization that was acquired in a
weak magnetic ﬁeld for long periods of time, at temperatures above ambient, but
below Tc is referred to as a thermoviscous remanent magnetization (TVRM).
2.4.5 Isothermal remanent magnetization
As the name suggests, an isothermal remanent magnetization (IRM) is a magnetiza-
tion acquired without changes in temperature. An IRM can have many forms (e.g.,
CRM, VRM, ARM, DRM or GRM; see below for descriptions of some of these mag-
netizations), but the term is typically restricted to refer to magnetizations imparted
by application of a strong magnetic ﬁeld, for a short period of time, at a constant
temperature, usually in the laboratory for rock magnetic experiments. Lightning
strikes are a natural mechanism for IRM acquisition (Jackson, 2007).CHAPTER 2. THEORY OF MAGNETISM 18
2.4.6 Self-reversing TRM
Self-reversing TRM (SR-TRM) occurs when magnetic grains acquire a thermore-
manent magnetization in the opposite direction to the magnetic ﬁeld in which they
cooled. SR-TRM is most commonly exhibited by minerals within a narrow com-
positional range in the titanohematite series, although the exact mechanism that
causes this behaviour is still unclear (Hoﬀman, 1992; Harrison et al., 2005). Néel
(1955) proposed a mechanism for SR-TRM acquisition based on ferrimagnetic mate-
rials, whereby the magnetization in the opposing sublattice becomes stronger than
the magnetization parallel to the applied ﬁeld during cooling. More recent stud-
ies suggest that the source of SR-TRM is more complicated than this model and
that exchange coupling between ferrimagnetic and antiferrimagnetic domains is the
source of SR-TRM (Lagroix et al., 2004; Harrison et al., 2005).
2.4.7 Anhysteretic remanent magnetization
An anhysteretic remanent magnetization (ARM) is a magnetization acquired by an
assemblage of magnetic grains when exposed to an externally applied, constant and
unidirectional magnetic bias ﬁeld in the presence of an initially large alternating ﬁeld
(AF) with progressively decreasing magnitude. As the AF is reduced in strength,
grains with progressively lower coercivities become blocked parallel to the bias ﬁeld.
ARM is not thought to be a natural remanence acquisition mechanism, although
there is some evidence to suggest that lightning strikes may induce an ARM along
with an IRM (Collinson, 1983). Some paleointensity methods make use of a labo-
ratory induced ARM as a substitute for TRM in an eﬀort to reduce the potential
for chemical alteration associated with multiple heatings carried out in most pale-
ointensity experiments, as discussed in §3.1.4. TRM and ARM theory for SD grains
show similarities (Yu et al., 2003).
2.4.8 Detrital remanent magnetization
A detrital remanent magnetization (DRM) is acquired by sediments during depo-
sition. The bulk magnetization of a sediment is acquired by the weak, physical
alignment of magnetic particles in the geomagnetic ﬁeld as they fall through the
water column of a lake or marine environment and settle on the underlying sub-
strate. DRM acquisition is not ﬁnalized until the deposits have been compacted
and consolidated. Any subsequent movement of the magnetic particle, through bio-
turbation or realignment in pore spaces, gives rise to a post-depositional remanent
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2.4.9 Gyromagnetic remanent magnetization
A gyromagnetic remanent magnetization (GRM) is the result of the response of a
SD magnetic moment to the torque of an externally applied AF (Wilson and Lo-
max, 1972). The magnetic moment precesses around the direction of the externally
applied ﬁeld and gradually relaxes toward this direction. For an anisotropic sample
the net GRM is acquired perpendicular to the external ﬁeld (Stephenson, 1981).
GRM can be used as an indicator of the presence of certain minerals that widely
occur in an SD state, such as greigite (e.g., Snowball, 1997; Sagnotti and Winkler,
1999; Rowan and Roberts, 2006).
2.4.10 Piezoremanent magnetization
When external stresses are applied to a magnetic grain, it is possible for a magnetic
remanence to be induced or for an original magnetization to be modiﬁed. The
resultant magnetization is known as a piezoremanent magnetization (PRM).
2.5 Magnetic mineralogy
There are numerous magnetic minerals that occur in nature. These minerals can be
found in various environments with diﬀerent modes of remanence acquisition. Only
a few main magnetic minerals will be described here. A brief summary of some of
their magnetic properties is given in Table 2.1.
Table 2.1: Magnetic properties of some common magnetic minerals. Data are from
Dunlop and Özdemir (1997), O’Reilly et al. (2000) and Chang et al. (2008).
Mineral Composition Ms Tc Maximum
(kAm−1) (◦C) coercivity (T)
Magnetite Fe3O4 480 580 0.3
Maghemite γFe2O3 380 645 ∼0.3
Hematite αFe2O3 ≈ 2.5 675 1.5–5.0
Pyrrhotite Fe7S8 ≈ 80 270–320 > 1
Greigite Fe3S4 350 ≥ 350 ≈ 0.12
Goethite αFeOOH ≈ 2 120 > 5.0
2.5.1 Titanomagnetite
Magnetite (Fe3O4, [Fe
3+
2 Fe2+O4]) and the titanomagnetite series (Fe3−xTixO4; Fig-
ure 2.4a) are the most prevalent magnetic minerals found in igneous rocks, and
hence are of great interest in paleomagnetic and rock magnetic studies. Magnetite
is a cubic mineral that has an inverse spinel crystalline structure. The Fe3+ and
Fe2+ ions are located on interstitial sites with the O2− ions forming a face-centred
cubic structure. The interstitial sites form two sublattices that are referred to asCHAPTER 2. THEORY OF MAGNETISM 20
the A and B sublattices. One Fe3+ ion is located on the A sublattice, and the re-
maining Fe3+Fe2+ ions occur in the B sublattice. The magnetic moments of the A
and B sublattices are anti-parallel and unequal, which makes magnetite ferrimag-
netic. The Curie temperature of magnetite is 580◦C (Table 2.1) and decreases with
increasing titanium substitution (Figure 2.4b). Titanomagnetites with x > 0.8 are
paramagnetic at room temperature or above.
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Figure 2.4: (a) The FeO–TiO2–Fe2O3 ternary system. (b) Curie temperatures of the
titanomagnetite series, where x represents the Ti content in Fe3−xTixO4. Redrawn after
Dunlop and Özdemir (1997).
2.5.2 Titanomaghemite
Maghemite (γFe2O3) is the fully oxidized equivalent of magnetite. Maghemite forms
through the low temperature oxidation of magnetite, which typically occurs during
weathering. A solid solution series of titanomaghemites is formed through oxidation
of titanomagnetites. Maghemite inverts to hematite during heating. The tempera-
ture of inversion has been measured from 250 to 750◦C (Dunlop and Özdemir, 1997,
and references therein). Maghemite can also invert during heating to form mag-
netite; the product of inversion depends on the initial composition of the maghemite.
The inversion of maghemite makes determination of its Curie temperature diﬃcult,
and reported values vary from 470 to 695◦C, with the best estimate thought to
be ∼645◦C (Dunlop and Özdemir, 1997). The variability of Tc in naturally occur-
ring maghemite can be attributed to strain, structural imperfections, and impurities
(de Boer and Dekkers, 1996).
2.5.3 Titanohematite
Hematite (γFe2O3) has a rhombohedral crystal structure and is an end-member
of the hematite-ilmenite series (Figure 2.4a). This series is referred to as the ti-CHAPTER 2. THEORY OF MAGNETISM 21
tanohematite or hemoilmenite series (Fe2−xTixO3). Hematite is antiferromagnetic
with canted sublattices that give rise to a small spontaneous magnetization of ≈
2.5 kAm−1 (Table 2.1). Titanohematites with low titanium (x < 0.45) are canted
antiferromagnetic, those with high titanium (0.45 < x < 1.0) are ferrimagnetic,
while ilmenite (x = 1.0) is paramagnetic (Figure 2.5). Titanohematites with x ≈
0.4–0.6 exhibit the unusual property of self-reversing magnetizations (Figure 2.5;
see also §2.4.6). The exact composition of self-reversing titanohematites varies with
cooling history, which controls the degree of exsolution. Hematite is a common
magnetic mineral, and can form through both high and low temperature oxidation
or dehydration of various other magnetic minerals.
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Figure 2.5: Saturation magnetization of the titanohematite series (Fe2−xTixO3). Com-
positions with x < 0.45 have canted antiferromagnetic coupling; compositions with 0.45
< x < 1.0 have ferrimagnetic coupling. Modiﬁed after Nagata (1961).
2.5.4 Iron Sulphides
Pyrrhotite (Fe7S8–Fe11S12) is an iron sulphide mineral found in igneous, metamor-
phic and sedimentary rocks. Naturally occurring pyrrhotite is a mixture of a ferri-
magnetic monoclinc phase (Fe7S8) and antiferromagnetic hexagonal phases (Fe9S11
and Fe11S12). The range of environments that pyrrhotite forms in makes it an im-
portant mineral that is capable of carrying remanent magnetizations of thermal,
chemical or detrital origin (e.g., Tuttle and Goldhaber, 1993; Menyeh and O’Reilly,
1998; Horng and Roberts, 2006). Pyrrhotite has also been identiﬁed as the main
remanence carrier in some Martian meteorites (Rochette et al., 2001). The fact that
pyrrhotite can carry a TRM means that it can potentially be used for Thellier-
type paleointensity studies. During heating, however, pyrrhotite irreversibly oxi-
dizes to magnetite and in the case of partial oxidation the coexistence of the two
magnetic minerals can lead to self-reversing magnetization (Bina and Daly, 1994).
Self-reversing magnetization in pyrrhotite may also be related to crystal twinning
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The iron sulphide, greigite (Fe3S4), which was previously thought to be a rare
magnetic mineral, commonly occurs in anoxic marine and lake sediments (Roberts
and Weaver, 2005, and reference therein). Greigite, like magnetite, has an inverse
spinel crystalline structure, but unlike magnetite the fundamental magnetic param-
eters for greigite are still poorly constrained. Chang et al. (2008) recently published
values for saturation magnetization and the exchange constant. Greigite decom-
poses during heating, which makes determination of its Curie temperature diﬃcult.
Chang et al. (2008) estimated Tc to be at least 350◦C (Table 2.1).
2.5.5 Iron Oxyhydroxides
Hydrous iron oxides form as weathering products in natural environments and are
frequently found in sediments and soils (Dunlop and Özdemir, 1997). The or-
thorhombic mineral goethite (αFeOOH) is the most important magnetic mineral
of this group. Heating to 250–400◦C in the laboratory results in the dehydration
of goethite and results in the production of ﬁne-grained hematite. Dehydration
can also occur in nature and is an important process for producing red sediments
(Butler, 1992).
2.6 Magnetomineralogy of subaerial volcanic rocks
Maﬁc to intermediate volcanic rocks (e.g., basalts and andesites) contain titano-
magnetite as their primary magnetic mineral. The initial composition of the titano-
magnetite that precipitates from the magma is ∼TM60–70 (titanomagnetite x ≈
0.6–0.7). TM60 is the most abundant titanomagnetite and has a Curie temperature
of ∼200◦C. Oxidation of TM60 during cooling of the magma (deuteric oxidation)
produces low-Ti titanomagnetite. If the process continues to completion ﬁne-grained
hematite is produced. It is this process that makes subaerial basalts and andesites
good recorders of the geomagnetic ﬁeld. Deuteric oxidation of Fe-rich silicate phases
such as olivine and some micas can also lead to the formation of magnetic iron oxides.
Rocks which are more felsic in nature (e.g., dacites and rhyolites) also contain
titanomagnetites. The initial composition of the titanomagnetite in felsic lavas is
less titanium rich than that found in basalts (TM30–60). Therefore the Curie tem-
perature of the unoxidized titanomagnetites is ∼200–400◦C. Due to a generally low
Fe-oxide content felsic rock can frequently have weak magnetizations. However, as
is the case for maﬁc rocks, deuteric oxidation of the titanomagnetites produces low-
Ti titanomagnetites, which can allow these material to be excellent paleomagnetic
recorders. Felsic rocks frequently contain titanohematite as a primary magnetic
mineral. As a consequence the phenomenon of self-reversing magnetizations is as-
sociated with felsic rocks such as dacites.
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can produce variations in oxide mineral assemblages within a single lava. These
factors mean that a range of magnetic properties should be represented from a
suﬃciently sampled lava, and that range should be wider if multiple lithologies are
sampled. A broad range of magnetic phases will represent a range of chemical and
thermal conditions. Each phase should react diﬀerently to any alteration in nature or
during laboratory heating (e.g., during paleointensity experiments). Any alteration
will drive the phases to equilibrium at diﬀering rates, producing inconsistent data
between samples of diﬀerent lithology. This is the rationale behind sampling lithic
clasts found within pyroclastic deposits, whereby consistent results independent of
lithology should be more reliable.
2.7 Rock magnetic methods
2.7.1 Hysteresis
When a magnetic ﬁeld (B) is applied to an initially demagnetized ferromagnet, it
will become magnetized following an initial magnetization curve, as shown in Figure
2.6. As B is increased M linearly increases (segment ‘a’). If B is reduced to zero
within this linear low-ﬁeld segment, the magnetization is reversible and also reduces
to zero. As B is increased beyond the linear segment, the slope of the curve increases.
If B is now reduced to zero, M does not reduce to zero but instead follows path ‘b’
in Figure 2.6 and retains a magnetic remanence, Mr (which is an IRM, see §2.4.5).
If further increases in B result in no further increases in M, the magnetization
becomes saturated, and is referred to as the saturation magnetization, Ms. As B is
reduced to zero, the magnetization falls to Mrs, which is the saturation remanence
(saturation IRM). Applying the ﬁeld in the opposite direction reduces the IRM until
the magnetization is reduced to zero, in a ﬁeld Bc, which is called the coercivity.
Increasing B in the negative direction results in saturation in the opposite direction.
Cycling of the ﬁeld causes the magnetization to follow a hysteresis loop as shown
in Figure 2.6. If the ﬁeld is cycled without reaching saturation, the magnetization
follows a minor hysteresis loop. The coercivity of remanence, Bcr, is the ﬁeld (when
applied antiparallel to Mrs) required to reduce Mrs to zero.
A convenient way to plot hysteresis data was incorporated into rock magnetic
analyses by Day et al. (1977). These so called Day plots (Figure 2.7) are plots of the
ratio of Mrs to MS against the ratio of the Bcr to Bc. These ratios can have diagnostic
values for diﬀerent grain size fractions. Based on SD theory for uniaxial grains
and experimental data for titanomagnetite, Day et al. (1977) suggested boundaries
on the plot to separate regions of diﬀerent grain size (dashed lines in Figure 2.7).
Natural samples rarely contain only one grain size or even one magnetic mineral
and mixing of grain sizes or minerals can give rise to bulk hysteresis properties that
are not indicative of the individual magnetic components (Roberts et al., 1995; CuiCHAPTER 2. THEORY OF MAGNETISM 24
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Figure 2.6: Initial magnetization acquisition curve, and major and minor hysteresis
loops.
et al., 1997). Dunlop (2002) calculated theoretical mixing curves for bimodal grain
size distributions of magnetite (solid curves in Figure 2.7). Other factors, such as
magnetostatic interactions, mineralogy, grain shape and degree of grain stress, can
inﬂuence the hysteresis properties of a sample, and hence complicate interpretation
of a Day plot (Roberts et al., 2000; Tauxe et al., 2002; Muxworthy et al., 2003b;
Williams et al., 2006).
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Figure 2.7: An example of a Day plot, using some of the data from Day et al. (1977).
Dashed lines represent grain size boundaries for magnetite, determined by Day et al.
(1977). Solid curves represent the theoretical mixing lines for magnetite from Dunlop
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2.7.2 First-order reversal curve diagrams
First-order reversal curve (FORC) diagrams are a method of representing hysteresis
data in a more detailed and pictorial manner. FORCs are a series of partial hys-
teresis loops (Mayergoyz, 1986). A FORC is measured by ﬁrst applying a positive
saturation ﬁeld, then decreasing the ﬁeld to a value Ba (Figure 2.8). The FORC
is deﬁned as the magnetization curve that results as the ﬁeld is increased back to
positive saturation. This process is repeated for multiple values of Ba. The magneti-
zation, M(Ba, Bb), is measured at each step. A FORC distribution is then obtained
by taking the mixed second derivative of M(Ba, Bb) and a FORC diagram is the
contour plot of this distribution (see Roberts et al., 2000, for a detailed review).
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Figure 2.8: (a) An individual FORC. (b) A complete set of FORCs inﬁlling a major
hysteresis loop. Data from sample LV15A, from Láscar, Chile.
Figure 2.9 is an example of a FORC diagram. The FORC distribution at a
point is evaluated using a piecewise ﬁtting approach, ﬁtted over a grid containing
(2SF+1)2 data. The size of the grid can be controlled by varying SF, the smoothing
factor. The procedure of taking the second derivative enhances experimental noise.
FORC diagrams produced with low SF values can therefore contain a large amount
of noise. This noise can be removed by increasing the size of the grid used to evaluate
the FORC distribution, i.e., increasing the smoothing factor. However, increasing
the smoothing factor reduces the resolution of the FORC diagram and small scale
features become obscured (Roberts et al., 2000).
In this thesis, all FORC diagrams are produced using the FORCinel analysis
program (Harrison and Feinberg, 2008). This program uses a modiﬁed smoothing
routine that is based on the number of nearest neighbour data points. In the centre
of the diagram, where the data are evenly spaced, both smoothing routines are
equivalent. At the edges, however, where the data are not evenly spaced, the use of
the regular grid method requires additional extrapolation of the data below the Bc
= 0 axis, which can introduce artefacts into the FORC distribution. The nearest
neighbour method overcomes this by smoothing over real data measured close toCHAPTER 2. THEORY OF MAGNETISM 26
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Figure 2.9: An example of a FORC diagram (SF=2) calculated from the data in Figure
2.8b.
Bc = 0 (see Harrison and Feinberg, 2008, for a full description of the smoothing
algorithm implemented in FORCinel).
2.7.3 Thermomagnetic curves and analysis
Thermomagnetic (Ms(T)) and susceptibility-temperature (κ(T)) curves provide tools
for identifying Curie temperatures of the magnetic phases present in a paleomag-
netic sample. Examples of thermomagnetic curves for magnetite and hematite are
shown in Figure 2.10a.
Petrovský and Kapička (2006) point out that due to fundamentally diﬀerent
processes controlling saturation magnetization and susceptibility, methods used to
determine Curie temperatures from Ms(T) curves cannot be applied to κ(T) curves.
Instead they suggest the best way to identify Tc from κ(T) curves is to identify the
Hopkinson peak or to use the inverse of the susceptibility to identify the onset of
linear paramagnetic behaviour (Figure 2.10b).
In this thesis, κ(T) curves are analysed using the inverse susceptibility method
outlined by Petrovský and Kapička (2006). Ms(T) curves are analysed using the
second derivative method as implemented in the RockMag Analyzer software of
Leonhardt (2006).
2.7.4 Thermal demagnetization
The primary role of any progressive demagnetization technique is to isolate the dif-
ferent components of magnetization recorded by a paleomagnetic sample. Thermal
demagnetization achieves this by heating the sample to progressively higher tem-
peratures. Heating a sample in zero magnetic ﬁeld unblocks magnetic grains thatCHAPTER 2. THEORY OF MAGNETISM 27
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Figure 2.10: (a) Thermomagnetic curves for magnetite (blue line, after Pullaiah et al.,
1975) and hematite (red line, after Dunlop, 1971). (b) Inverse susceptibility method for
determining Tc. The grey line represents the linear ﬁt; grey squares are the points used
for the ﬁt.
have unblocking temperatures below the heating temperature. The physical mech-
anism of thermal demagnetization is the same as pTRM acquisition, as described
in §2.4.2. Progressive demagnetization data are typically plotted using orthogonal
vector component diagrams (Zijderveld, 1967) and equal area sterograms. The data
are then analysed using principal component analysis (PCA) of linear best-ﬁts to
the respective magnetization components of interest (Kirschvink, 1980).
2.7.5 Alternating ﬁeld demagnetization
AF demagnetization diﬀers from thermal demagnetization in that it unblocks grains
according to their coercivity spectrum and not their unblocking temperature spec-
trum. The AF demagnetization process is similar to that of ARM acquisition, except
that the bias ﬁeld is zero. As the AF is increased in strength, grains with progres-
sively higher coercivities become demagnetized. Both the coercivity and unblocking
temperature spectra of a sample can be used to infer information about its magnetic
mineralogy and domain state (Collinson, 1983; Dunlop and Özdemir, 1997).CHAPTER 3. PALEOINTENSITY THEORY AND METHODS 28
Chapter 3
Paleointensity theory and methods
3.1 Paleointensity methods
Since the ﬁrst proposal was made concerning measurement of paleointensities from
rocks and archaeological materials (Folgerhaiter, 1899), several techniques and varia-
tions on previous techniques have been proposed (e.g., Koenigsberger, 1938; Thellier
and Thellier, 1959; Wilson, 1961; van Zijl et al., 1962; Coe, 1967a; Doell and Smith,
1969; Shaw, 1974; Kono and Ueno, 1977; Hoﬀman et al., 1989; Walton et al., 1992,
1993; McClelland and Briden, 1996; Gattacceca and Rochette, 2004; Yu et al., 2004;
Yu and Tauxe, 2005; Hoﬀman and Biggin, 2005; Dekkers and Böhnel, 2006; Biggin
et al., 2007b; Weiss et al., 2007). These techniques can be broadly broken down into
two categories, those involving TRM and those that use ARM.
All paleointensity methods involve comparison of the NRM or ChRM of the
sample with the magnetization imparted using a known laboratory ﬁeld. The ratio of
the TRM imparted in the laboratory (TRMLab) to the NRM, given ideal conditions,
should correspond to the ratio of the laboratory ﬁeld (BLab) to the ancient ﬁeld
(BAnc), e.g.,
BLab
BAnc
=
TRMLab
NRM
. (3.1)
All paleointensity methods rely on the assumption that the acquired remanence is
carried by non-interacting SD grains and that the remanence is linearly related to
the applied ﬁeld (Thellier and Thellier, 1959; Coe, 1967a). SD theory (Néel, 1949)
predicts that the acquired TRM in magnetite is linear with applied ﬁeld up to ∼100
µT and that TRM approaches saturation above ∼200 µT, which makes intensity
estimation less accurate above this threshold (Figure 3.1). For MD magnetite grains,
the linearity of remanence with applied ﬁeld extends up to ﬁelds of 200–400 µT (Day
et al., 1977; Shcherbakov et al., 1993).
The present-day geomagnetic ﬁeld has a maximum strength of around 70 µT
(McElhinny and McFadden, 2000), which puts it well within the range of linear
proportionality. Linearity has been experimentally veriﬁed up to ∼100–120 µTCHAPTER 3. PALEOINTENSITY THEORY AND METHODS 29
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Figure 3.1: Field dependence of TRM intensity in magnetite (after Selkin and Tauxe,
2000). The solid line represents the ﬁeld dependence as predicted by SD magnetite theory
(Néel, 1949). The blue dashed line represents the segment of linear proportionality, which
extends up to ∼100 µT (black dotted line). The red dashed line is at 70 µT, which is the
maximum strength of the present-day geomagnetic ﬁeld.
in a variety of natural samples (Dunlop, 1973; Dunlop and Özdemir, 1997; Carlut
and Kent, 2002). Selkin et al. (2007), however, presented both theoretical and
experimental evidence of non-linear TRM acquisition with Earth-like ﬁeld strengths
(20–80 µT). Such non-linear behaviour was only report in highly acicular grains.
3.1.1 The Thellier method
By far the most prevalent, and deemed to be the most reliable method for determin-
ing paleointensities, is that proposed by Thellier and Thellier (1959) and variations
thereof (e.g., Coe, 1967a; Yu and Tauxe, 2005). This method is referred to through-
out this work as the Thellier method. In its original form, the Thellier method
involves heating and cooling a sample to temperature, Ti, in an applied ﬁeld, B.
This imparts a magnetization M(Ti, 0). The sample is then reheated to the same
temperature and cooled in a ﬁeld of the same strength but with opposite polarity
(-B), thereby imparting M(Ti, 180). The vector sum of these two induced magneti-
zations is twice the NRM remaining after heating to Ti, while the vector diﬀerence
gives twice the pTRM imparted after heating to Ti in the applied ﬁeld. This double
heating procedure is repeated to progressively higher values of Ti until all of the
NRM is replaced with the laboratory-induced TRM. The intensity of the ancient
magnetic ﬁeld can then be obtained from equation 3.1 at a range of temperatures
over which the NRM:TRMLab relationship is linear.
The Thellier method is based on Néel’s theory of SD remanence (Néel, 1949,
1955) and incorporates assumptions concerning the behaviour of the magnetic par-CHAPTER 3. PALEOINTENSITY THEORY AND METHODS 30
ticles within a sample. Fundamentally, all remanence carriers must be within the
ideal SD size range. These assumptions are summarized in Thellier’s three laws of in-
dependence, additivity and reciprocity (Thellier, 1938, 1941; Thellier and Thellier,
1959).
Thellier’s law of independence states that a pTRM acquired by cooling from T2
to T1, pTRM (T2, T1), is completely independent in direction and intensity of any
other pTRM imparted over a diﬀerent, non-overlapping temperature interval. If
this assumption holds (it is only true for SD grains, see §3.2.2), then the sum of
all pTRMs acquired between Tc and room temperature (T0) should be equal to the
total TRM acquired by cooling from Tc to T0 in a single step, i.e.,
TRM(Tc, T0) =
Ti+1=Tc X
Ti=T0
pTRM(Ti+1, Ti). (3.2)
Thellier’s law of additivity states that the total TRM is the sum of all pTRMs, as
shown in equation 3.2.
Thellier’s law of reciprocity states that a pTRM acquired over a particular tem-
perature interval, say pTRM(T2, T1), is completely removed by reheating to T2 in
zero ﬁeld. This assumption is equivalent to saying that the blocking temperature
and the unblocking temperature are identical.
Theillier’s three laws have been experimentally veriﬁed for SD particles (Thellier,
1946; Thellier and Thellier, 1959) and agree with SD theory (Néel, 1955). These
assumptions, however, are not valid for larger grains (e.g., Levi, 1977; Biggin and
Böhnel, 2003; Krása et al., 2003; Xu and Dunlop, 2004). This will be discussed in
more detail in §3.2.2.
The power of the Thellier method and its variants lies in its ability to most
accurately replicate the original magnetization through heating, its potential for
checking for non-ideal behaviour such as alteration, and its ability to directly check
the validity of inherent theoretical assumptions (e.g., additivity, independence and
reciprocity). In addition, even if thermal alteration occurs at elevated temperatures,
results from lower temperature steps can often be used to make an intensity esti-
mate. On these grounds, the Thellier method and its variants are deemed to be the
most reliable for determining the intensity of ancient geomagnetic ﬁelds (Prévot and
Perrin, 1992; Yu et al., 2004).
3.1.2 The Coe protocol
The most commonly used version of the Thellier method is that devised by Coe
(1967a). The fundamental theory behind this method is the same as for the Thellier
method, with the main diﬀerence lying in the experimental procedure. The ﬁrst step
of the Coe method involves heating a sample in zero ﬁeld. This demagnetization
step gives a direct measure of the NRM remaining. The next step involves a secondCHAPTER 3. PALEOINTENSITY THEORY AND METHODS 31
heating to the same temperature but in an applied ﬁeld, which imparts a pTRM. The
diﬀerence between the two heating steps gives the pTRM gained. In the strictest
sense the law of reciprocity is violated in the Coe method. Owing to the fact that
blocking occurs in an applied ﬁeld and unblocking in zero ﬁeld, the energies of
each step will not be equivalent and hence Tb 6= Tub. This temperature diﬀerence,
however, will only amount to a few degrees for ideal SD grains (McClelland and
Briden, 1996) and should therefore fall within experimental errors.
Nagata et al. (1963) proposed a simple, yet extremely eﬀective, method for pre-
senting data acquired from paleointensity experiments. In such graphs, known as
Arai plots, the NRM remaining is plotted against the pTRM gained at each tem-
perature step (Figure 3.2). Given ideal behaviour, the slope of the straight line
connecting all (or a segment) of the points is proportional to the intensity of the
ancient magnetic ﬁeld (i.e., BAncient = −Slope × BLab). This is the most frequently
used graphical plot for obtaining intensity estimates. Various parameters can be
used to quantify the uncertainty and quality of the estimate; these are discussed
below in §3.4.
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Figure 3.2: Schematic illustration of an Arai plot. The numbers next to each point
represent the temperature of that step. A linear segment exists between 160◦C and 400◦C,
the slope of which can be used to obtain a paleointensity estimate. Deviation from a
straight line at low temperatures can often be attributed to the presence of a viscous
overprint. Deviation at high temperatures is commonly attributed to thermal alteration.
One of the principal advantages of the Thellier method and its variants are their
ability to incorporate checks for non-ideal behaviour. The details of the causes of
non-ideal behaviour are discussed further in §3.2, but the experimental procedure
associated with some of these checks will be described here. Coe (1967a,b) proposed
a check for chemical alteration during heating, which aﬀect a sample’s capacity to
carry a TRM. These checks are called pTRM checks. After a sample is heated to aCHAPTER 3. PALEOINTENSITY THEORY AND METHODS 32
temperature, say 200◦C, repeat heating to a lower temperature, say 100◦C, is carried
out in an applied ﬁeld. This allows the freshly imparted pTRM to be compared with
the one imparted earlier in the experiment. If the values agree to within experimental
error, then it is deemed that no alteration of the magnetic minerals has occurred.
The pTRM checks are repeated at progressively higher temperatures to check for
alteration later in the experiment.
Other checks are needed for non-SD behaviour, which will produce non-ideal
paleointensity results. It is known that MD grains are not ideal for paleointensity
experiments (e.g., Levi, 1977). One property of MD grains that leads to this non-
ideal behaviour is what is called a pTRM tail (Bol’shakov and Shcherbakova, 1979).
A pTRM tail is a portion of a pTRM, imparted by cooling from T1 to T0 in an
applied ﬁeld, that is not removed by reheating to T1 in zero ﬁeld (i.e., MD grains
unblock at temperatures greater than the blocking temperature). McClelland and
Briden (1996) used a simple method to detect this. The so called “pTRM tail check”
(Riisager and Riisager, 2001) involves a third heating step in zero ﬁeld that follows
the in-ﬁeld heating. If no pTRM tail is present, then the ﬁrst demagnetization should
approximately be the same as the second demagnetization, within experimental error
and accounting for time relaxation of remanence. If a pTRM tail is present, then
after the second demagnetization, the remaining remanence will signiﬁcantly diﬀer
from that measured before and the direction of the remanence should shift toward
the direction of the laboratory ﬁeld. A key feature to note about pTRM tails is
their angular dependence with respect to the applied ﬁeld (Yu and Dunlop, 2003;
Yu et al., 2004; Yu and Tauxe, 2005). The angular dependence of the magnitude of
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Figure 3.3: Angular dependence of pTRM tails. pTRM tails are approximately zero for
the parallel test, positive for the perpendicular test and negative for the anti-parallel test.
Note |B1| = |B2|. Redrawn after Yu and Tauxe (2005).
pTRM tails is shown in Figure 3.3. When the applied ﬁeld (B2) is parallel to the
“ancient” ﬁeld (B1), the pTRM tail checks are virtually zero (both ﬁelds are of theCHAPTER 3. PALEOINTENSITY THEORY AND METHODS 33
same strength). The pTRM tails are present but are not revealed by the tail check
process. When B2 is perpendicular to B1, the pTRM tail checks are positive and
when the ﬁelds are anti-parallel the checks are negative.
3.1.3 Variations of the Thellier method
Multiple variations of the Thellier and Coe methods have been suggested over the
years (e.g., Domen, 1977; Kono and Ueno, 1977; Walton, 1984; Hoﬀman et al., 1989;
McClelland and Briden, 1996; Yu and Tauxe, 2005). One group of modiﬁcations of
the Thellier method involves heating samples only once in order to minimize thermal
alteration.
Domen (1977) modiﬁed the original Thellier method by using dual samples. For
each heating step, a sample was oriented parallel to the applied ﬁeld and a sister
sample was oriented anti-parallel. During a single heating step, both M(Ti, 0) and
M(Ti, 180) can be determined. This method has its obvious limitations in that
it assumes that both samples are identical. Given the complex nature of natural
samples, this assumption is unlikely to be always valid and can lead to unaccountable
errors.
Kono and Ueno (1977) proposed a method whereby the laboratory ﬁeld is applied
perpendicular to the NRM of the sample, which allows the NRM lost and pTRM
gained to be calculated from only one heating step. If the ratio of NRM lost to pTRM
gained is constant (i.e., no alterations aﬀect TRM capacity and the NRM contains
only a single intensity component), and the NRM direction also remains constant,
then after each cooling the NRM vectors will lie in a plane and the vector end points
will trace out a straight line (Figure 3.4). The slope of the line is proportional to
the ancient geomagnetic ﬁeld.
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Figure 3.4: Schematic illustration of the paleointensity method of Kono and Ueno (1977);
redrawn after Collinson (1983). Each vector arrow represents the resultant remanence
direction after each step. Line 0-b is the NRM direction; a-b is the NRM lost after
heating to 200◦C, while 0-c is the pTRM gained at 200◦C.CHAPTER 3. PALEOINTENSITY THEORY AND METHODS 34
Hoﬀman et al. (1989) suggested a multi-specimen approach where each sample
was sub-divided into multiple specimens, each of which was heated to a single tem-
perature only. Each specimen was heated twice; in zero ﬁeld and in an applied
ﬁeld. The premise is to reduce the number of heating steps and, hence, to reduce
the likelihood of chemical alteration. Sherwood (1991) presented evidence that the
maximum temperature and the time of heating have more of an eﬀect on alteration
rates than the number of previous heating steps. Another drawback of this approach
is its inability to incorporate pTRM checks to verify whether alteration is occurring.
Hoﬀman and Biggin (2005) presented an updated multiple-sample method that in-
volves exactly ﬁve heating steps. They argued that methods using multi-specimens
on a composite Arai plot provide the best measure of the precision of an intensity
estimate than using a standard deviation obtained from a few samples.
Another more promising multi-specimen method is that proposed by Dekkers and
Böhnel (2006). Their method involves heating each specimen only once and applying
a ﬁeld parallel to the NRM of the sample. The rationale behind their method, called
the “multispecimen parallel diﬀerential pTRM” method (hereby called the MPDP
method), is that when a laboratory ﬁeld of the same intensity as the ancient ﬁeld
is applied then there should be no change in remanence. If the laboratory ﬁeld is
lower or higher than the ancient ﬁeld, the resultant magnetization will also be lower
or higher. Each sample is partially demagnetized to remove any viscous component
before a pTRM is imparted between the temperature of the demagnetization step
and the maximum temperature before which alteration begins. This ensures that
the minimum amount of alteration occurs. The procedure is repeated on multiple
specimens under the same temperature conditions, but using diﬀerent ﬁeld strengths.
An important consideration of this method is that during the pTRM acquisition the
laboratory ﬁeld is on during both the heating and cooling cycles. Each specimen
will have slightly varying amounts of magnetic material, therefore the diﬀerences
must be normalized by the original TRM of the sample. Dekkers and Böhnel (2006)
argued that this method is independent of domain state, i.e., it will even provide
useful results for MD grains. They base their argument on the fact that linearity of
pTRM with applied ﬁeld is independent of domain state (Shcherbakov et al., 1993;
Fabian, 2001, 2003a) and that inducing pTRMs parallel to the NRM minimizes the
value of pTRM tail checks (Yu and Dunlop, 2003; Xu and Dunlop, 2004; Yu and
Tauxe, 2005). The results of Dekkers and Böhnel (2006) and Michalk et al. (2008)
have shown that this method is a viable way of obtaining absolute paleointensity
estimates. However, the eﬀect of MD grains on results from this method have yet
to be fully quantiﬁed. The results of Dekkers and Böhnel (2006) tend to give a
slight underestimation of the expected ﬁeld for modern lava ﬂows, although some
specimens with the largest grains overestimate the ﬁeld intensity. Regardless of the
behaviour of MD gains during these experiments, the MPDP method is potentiallyCHAPTER 3. PALEOINTENSITY THEORY AND METHODS 35
useful for samples containing SD grains. The reduced heating temperature and
reduced number of heating steps will help to minimize alteration, which is one of
the biggest causes of failure of paleointensity experiments. The analysis of MPDP
data still needs to be improved; quantiﬁcation of what is deemed to be an acceptable
paleointensity estimate has yet to be deﬁned.
Some authors have suggested possible ways to correct for thermal alteration
during heating (e.g., Walton, 1991; McClelland and Briden, 1996; Valet et al., 1996).
McClelland and Briden (1996) and Valet et al. (1996) both suggested the use of
pTRM checks to correct for alteration. The idea is to quantify the changes in
remanence due to alteration at low temperatures (obtained from the pTRM checks)
and to use these to correct the data obtained at higher temperatures where no
further alteration has occurred. A critical assumption is that alteration only aﬀects
blocking temperatures below the temperature of the pTRM check. These types of
corrections are sample dependent and care needs to be taken in their application.
Another recent variation of the Thellier method is that proposed by the paleo-
magnetic group at the Scripps Institution of Oceanography (Tauxe and Staudigel,
2004; Yu et al., 2004; Yu and Tauxe, 2005). This new protocol combines the zero
ﬁeld, in-ﬁeld (ZI) steps of the Coe method and the in-ﬁeld, zero ﬁeld (IZ) steps of
the method proposed by Aitken et al. (1988). This new sequence, known as the
IZZI protocol, involves alternating between two heatings (in-ﬁeld then zero ﬁeld)
and four heatings (zero ﬁeld, in-ﬁeld, pTRM check and pTRM tail check) at every
other temperature step. Based on theoretical calculations and experimental data,
Tauxe and Staudigel (2004) showed that if a small pTRM tail is present the IZZI
protocol will detect this by a zigzag pattern of points on an Arai plot. Due to this
graphical detection of pTRM tails, the tail check in the quadruple heating step could
potentially be dropped, thereby reducing experimental time.
The major drawbacks of Thellier-type experiments are their time-consuming na-
ture and the potential alteration that can occur at high temperatures, which leads to
high failure rates. Several authors have proposed techniques using ARM to reduce
thermal alteration and speed up the process, the most notable of which is the Shaw
method (Shaw, 1974; Rolph and Shaw, 1985).
3.1.4 The Shaw method
In the Shaw method (Shaw, 1974), the paleointensity estimate is based on a por-
tion of the coercivity spectrum of a sample. First, the NRM of the sample is AF
demagnetized, yielding the NRM coercivity spectrum. Second, an ARM (ARM1)
is imparted and is similarly AF demagnetized. Third, a total TRM is imparted by
heating the sample above its Tc. Fourth, this TRM is AF demagnetized, followed
by imparting a second ARM (ARM2). The coercivity spectra of both the ARMs
are then compared and the portion where the ratio is unity is selected to estimateCHAPTER 3. PALEOINTENSITY THEORY AND METHODS 36
the paleointensity. The paleointensity estimate is made by comparing the NRM and
TRM spectra over the selected coercivity range. Kono (1978) proposed a correction
to the Shaw (1974) method that can be applied when the ratio of the two ARMs
is not unity. With this correction, the ratio of the NRM to TRM is multiplied by
ARM2/ARM1 for the chosen range of coercivities. The Shaw method, in both its
original and modiﬁed forms, is unable to test for irreversible alteration during the
single heating step, which limits its use.
3.1.5 The microwave method
One of the most promising developments in paleointensity studies has been the use
of microwaves (MWs) in demagnetization and remagnetization experiments (Walton
et al., 1992, 1993; Hill and Shaw, 1999; Hill et al., 2002). During demagnetization
of a rock, the spin systems of the magnetic grains (magnons) are excited. This
happens with both the application of a microwave frequency and conventional heat-
ing. During microwave demagnetization by ferromagnetic resonance (FMR), high
frequency microwaves directly stimulate the magnons, bypassing the need to heat
the bulk sample. During thermal demagnetization, heating creates lattice vibrations
(phonons), which in turn excite magnons. Magnons cause the magnetic moments of
magnetic particles to align in the presence of an external ﬁeld, or to become random-
ized in the absence of a ﬁeld. Increasing MW power excites more magnons, raising
the eﬀective temperature of the magnetic system and allowing progressive demagne-
tization or magnetization. The excited magnons, in turn, excite some phonons in the
surrounding rock matrix, causing heating of the rock. This heating is considerably
less than that during thermal demagnetization, which helps to reduce or prevent
chemical alteration during the experiment. It is this reduction in alteration, and
the rapidity of the experimental procedure, that makes microwave demagnetization
and remagnetization so attractive for paleointensity experiments. In addition, the
measurement of each sample individually allows the experiment to be tailored to
each sample or for the experiment to be modiﬁed as more information about a suite
of samples is obtained.
Walton (2004) investigated the heating of the matrix material during exposure
to microwaves and concluded that to minimize the energy transfer between the two
systems, the MW power should be applied for the shortest time possible, typically
around 10 s. Although the MW method is promising, with each step only taking 10
s, as opposed to ∼ 1 hour for heating in an oven, the reproducibility of microwave
power absorption has been a limiting factor in its uptake, although this has been
greatly improved.
Theoretically, current ampliﬁers used in MW experiments do generate high
enough frequencies to excite the smallest magnetite grains, i.e., < 65 nm (Wal-
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an important size range for paleointensity recordings. Therefore, this can cause
problems when samples cannot be fully demagnetized.
3.1.6 Relative paleointensities
Many authors have investigated the potential of sediments to provide near-continuous
records of geomagnetic intensity variation (e.g., Tauxe, 1993; Tauxe et al., 1995;
Guyodo and Valet, 1996, 1999a,b). Sedimentary rocks are capable of recording the
geomagnetic ﬁeld by acquisition of a DRM or PDRM (see §2.4.8). Early work on
sedimentary intensities was concerned with attempting to reproduce the depositional
conditions in order to simulate the original DRM (Collinson, 1983). While some of
these experiments were able to give estimates of absolute intensity, many problems
and uncertainties with the depositional conditions and processes make the reliability
of these results questionable. A DRM can be aﬀected by various inﬂuences, such
as bedding and inclination errors, grain size dependences, water circulation, drying
and compaction eﬀects, most of which can not be easily accounted for.
Later work concentrated on relative changes in NRM intensity within a sedi-
mentary sequence (Tauxe, 1993). These NRM variations can be attributed to grain
size variations, diﬀerences in magnetic mineralogy and concentration of magnetic
particles as well as to changes in the ﬁeld intensity (Collinson, 1983; Dunlop and
Özdemir, 1997). As a result, it is necessary to normalize the NRM intensity by a
parameter that takes these factors into account. Initial susceptibility, ARM, an-
hysteretic susceptibility, IRM and SIRM have all been proposed as normalization
parameters (Dunlop and Özdemir, 1997).
Much debate still exists as to how best to account for the various inﬂuences
on sedimentary NRM. For a summary of these various parameters, and a detailed
review of relative paleointensity methods, see Tauxe (1993) and Brachfeld (2007).
3.2 Non-ideal absolute paleointensity behaviour
As mentioned previously, paleointensity experiments frequently have high failure
rates (Perrin, 1998). This can be attributed to three main factors: 1. chemical
alteration; 2. MD remanences; and 3. magnetostatic interactions among the con-
stituent magnetic particles in a sample.
3.2.1 Chemical alteration
One of the most commonly cited reasons for the failure of intensity experiments
is chemical alteration (e.g., Carvallo et al., 2006). Alteration can take place over
geological periods or during laboratory experiments. Chemical changes during long
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duction of CRMs that are unsuitable for paleointensity determinations (Coe, 1967b;
Tarduno et al., 2001; Carvallo et al., 2006). Laboratory alteration occurs during
experimental heating and produces two main eﬀects: changes aﬀecting existing
magnetic minerals (e.g., Collinson, 1983), or growth of new magnetic phases (e.g.,
Cottrell and Tarduno, 1999, 2000). The ﬁrst type of alteration is typically asso-
ciated with the oxidation/reduction of titanomagnetites (Collinson, 1983) or with
exsolution of magnetic phases (Coe, 1967b), while the second can be associated
with decomposition of clay minerals (Cottrell and Tarduno, 2000). Both types of
alteration aﬀect the capacity of a sample to acquire a TRM.
As described in §3.1.2, pTRM checks, where pTRM acquisition is repeated at
lower temperatures to test reproducibility, are a common test for changes in TRM
capacity. It must be noted, however, that pTRM checks can only identify Tb changes
in temperature intervals below the temperature of the pTRM check. Any chemi-
cal changes with Tb greater than the temperature of the pTRM check will not be
identiﬁed by the check and may lead to an incorrect paleointensity estimate.
During early paleointensity work, it was commonly assumed that a linear seg-
ment on an Arai plot was indicative of the absence of chemical alteration (e.g., Coe,
1967a; Levi, 1977). Prévot et al. (1983) showed that samples with linear Arai plots
can have undergone signiﬁcant alteration, as indicated by irreversible Ms(T) heat-
ing/cooling curves. This gave one of the ﬁrst indications that linearity on an Arai
plot does not necessarily indicate a reliable paleointensity estimate. Kono (1987)
further investigated this and showed experimentally that it is possible for a TRM
to be entirely replaced by a CRM while still preserving the linearity of an Arai plot.
Draeger et al. (2006) investigated CRM and TCRM behaviour and produced linear
Arai plots that yielded underestimates of the true paleointensity. They also noted
that some samples yielded slight overestimates, which they attributed to cooling
rate eﬀects. Fabian (2009) used numerical models of grain dissolution, recrystalliza-
tion and exsolution to conﬁrm that TCRM can produce linear Arai plots. His work
indicated that TCRM can lead to both underestimates and overestimates of the
paleo-ﬁeld strength, which suggests that the overestimates noted by Draeger et al.
(2006) may not have resulted from cooling rate eﬀects.
3.2.1.1 Monitoring for chemical alteration
It is common during heating experiments to monitor the low-ﬁeld magnetic suscep-
tibility after each heating step. Susceptibility changes can reﬂect chemical alteration
of the minerals within a sample, so the basic principle is to look for major changes
in susceptibility after each heating step to check for alteration. Henry et al. (2005)
pointed out that the measured values result from bulk changes in mineralogy and
therefore may not reﬂect chemical changes in the magnetic carriers. This means
that, generally speaking, if there are no signiﬁcant remanence variations but consid-CHAPTER 3. PALEOINTENSITY THEORY AND METHODS 39
erable susceptibility changes, then the remanence carrier is potentially unaﬀected by
alteration. Variations of both remanence and susceptibility are not always indicative
of alteration of the remanence carrying phases; the temperature may coincide with
a blocking temperature of the carrier and the alteration of a magnetic phase that
carries little or no magnetic remanence. While susceptibility measurements can be
useful, it is clear that they can fail to adequately identify alteration.
Haag et al. (1995) suggested the use of hysteresis parameters as a check for
alteration, where hysteresis measurements are made using sister samples after each
heating step (Figure 3.5). Their results show that for sample CA07, the hysteresis
parameters are roughly constant up to ∼365◦C after which they begin to change. For
their other sample, RA05, the points on the Day plot never cluster, which indicates
that the sample has undergone thermal alteration from the start of the experiment.
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Figure 3.5: Changes in hysteresis properties during heating, as shown on a Day plot
(data from Haag et al., 1995). Hysteresis properties of sample CA07 (red) change little
up to around 365◦C. Beyond this, the parameters shift toward the SD end of the plot,
which suggests growth of a new magnetic phase. Sample RA05 (blue) probably undergoes
alteration from the onset of heating.
Cottrell and Tarduno (2000) showed that similar changes in hysteresis proper-
ties of whole rock samples after heating shifted data toward the SD region of the
Day plot, which they interpreted as growth of a new, ﬁne-grained magnetic phase.
Smirnov and Tarduno (2003) used this method to identify alteration in Cretaceous
SBG, which suggested that older SBG may experience signiﬁcant alteration dur-
ing heating, thereby making it unsuitable for Thellier-type intensity studies. Tauxe
and Staudigel (2004) presented diﬀerent results from Cretaceous SBG which suggest
that there is little correlation between samples that undergo hysteresis changes and
those that are rejected according to their DRAT parameter (DRAT is a measure of
a pTRM check and is discussed in more detail in §3.4.2). They also pointed out that
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plies that the sister specimen approach that is needed to monitor hysteresis changes
may not be suﬃciently representative to enable meaningful comparison of results.
Hysteresis measurements, like susceptibility, are bulk measurements and changes in
a bulk parameter may not reﬂect changes in the remanence carriers. Carvallo et al.
(2006) conﬁrmed, using a range of samples from diﬀerent localities and ages, that
thermal alteration that evidently aﬀects a paleointensity experiment can not always
be easily detected using a series of short heating steps such as those used to monitor
hysteresis changes.
Henry et al. (2005) took the idea of monitoring hysteresis one step further by
looking at the shape of the resultant hysteresis loop when the hysteresis loop from
temperature step Ti is subtracted from the loop measured at the next temperature
step, Ti+1. By doing this, they suggest that it is possible to identify not only
that alteration is occurring, but the speciﬁc type of alteration. This approach has
not yet been used in conjunction with paleointensity experiments and still needs
experimental veriﬁcation.
3.2.1.2 Reducing chemical alteration
Numerous authors have performed heating for Thellier experiments in a controlled
atmosphere using an inert gas such as nitrogen or argon (Coe, 1967a; Levi, 1977;
Kissel and Laj, 2004). The purpose is to prevent, or reduce, oxidation of the mag-
netic minerals. This practice has had varying results. Perrin (1998) pointed out
that heating in an inert atmosphere is highly dependent on mineralogy and grain
size, which makes it nearly impossible to generalize its eﬀects.
Kissel and Laj (2004) did a comparison of heating in both air and argon atmo-
spheres. They noted, using the colour of olivine crystals as a rough measure of the
degree of oxidation, that there is no identiﬁable predictability of whether oxidation
will be prevented. They further suggested the use of activated charcoal, placed next
to the samples during heating, to act as a buﬀer to reduce the likelihood of oxidation.
Their results suggest that a combination of both charcoal and an Ar atmosphere can
reduce the degree of oxidation. The eﬀects of using activated charcoal alone were
not reported. Similarly, Leonhardt et al. (2000) failed to note diﬀerences between
air and Ar-rich atmospheres. In particular, no diﬀerence was seen when using ‘mini
samples’ (diameter 0.5 cm) where, given the much higher surface area to volume
ratio, one would expect alteration to more readily occur. While these measures
may help to diminish the eﬀects of oxidation, they may promote reduction of the
magnetic phases, they will not have much inﬂuence on mineral transformations that
only require a heat input and no additional chemical input from the atmosphere,
and are likely to have little inﬂuence on alteration if any free oxygen is present in
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3.2.1.3 Comparison of TRM and CRM
It is important to be able to distinguish a TRM from a CRM in a paleointensity ex-
periment. It has been noted that remanent magnetizations of thermal and chemical
origin can have similar remanence acquisition characteristics at low temperatures
because both magnetizations are proportional to the applied ﬁeld (Kono, 1987; Mc-
Clelland, 1996). McClelland (1996) developed a model for CRM acquisition by grain
growth, and examined the diﬀerences between CRM and TRM. She identiﬁed that
a CRM and TRM acquired in the same ﬁeld, by identical grains, can have the same
unblocking temperature spectra up to ∼350◦C with a CRM intensity typically less
than that of a TRM. Based on this, she proposed a method to distinguish the two
types of magnetization. The sample in question was stepwise thermally demagne-
tized to at least 450◦C. At each heating step, the sample was given a pTRM so that
its TRM acquisition could be assessed. The relationship between NRM lost and
pTRM gained at each step should be linear for both TRM and CRM up to ∼350◦C,
but it will change signiﬁcantly for CRM above this temperature. Alteration dur-
ing heating can aﬀect the results, and if pTRM checks fail below about 400◦C, it
becomes impossible to distinguish a CRM from a TRM. The diﬃculty in distin-
guishing a CRM from a TRM means that great care must be taken when a CRM
is suspected to be present. Rock magnetic methods (e.g, thermomagnetic curves)
and microscopy can be used to help identify magnetic phases that are commonly
associated with CRM (e.g., maghemite).
3.2.2 Eﬀects of grain size
The Thellier method is based on Néel’s theory of non-interacting SD particles (Néel,
1955). Complications arise for paleointensity studies involving larger grains. Sev-
eral authors have investigated the eﬀects of PSD grains during Thellier experiments
(Levi, 1977; Shcherbakova et al., 2000; Shcherbakov and Shcherbakova, 2001; Fabian,
2001; Xu and Dunlop, 2004). While these grains are not completely ideal, they still
are capable of giving reasonable intensity estimates (Shcherbakov and Shcherbakova,
2001; Xu and Dunlop, 2004). MD grains, on the other hand, provide further com-
plications.
In the following description of MD behaviour the following conventions will be
used: pTRM(Ti+1, Ti) refers to a pTRM imparted by heating to Ti+1 in zero ﬁeld
and cooling to Ti in an applied ﬁeld; pTRM tail(Ti+1, Ti) refers to the remanence
remaining from pTRM(Ti+1, Ti) after reheating to Ti+1 in zero ﬁeld; pTRM*(Ti+1,
Ti) is a pTRM imparted by ﬁrst heating to Tc and cooling to Ti+1 in zero ﬁeld and
then cooling to Ti in an applied ﬁeld.
No deﬁnitive MD remanence acquisition theory exists, but various theories and
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et al., 1993; McClelland and Shcherbakov, 1995; Shcherbakova et al., 2000; Fabian,
2001, 2003a). Any MD theory must account for the following properties identiﬁed
from experiments.
1. The linearity of remanence with weak ﬁelds.
2. The dependence of pTRM on the thermal prehistory of MD grains (i.e., pTRM 6=
pTRM*).
3. That additivity holds for pTRM but not for pTRM*.
4. The decrease of
pTRM(Ti+1, Ti)
Ms(T) during cooling.
5. The existence of pTRM tail(Ti+1, Ti), the residual magnetization of pTRM(Ti+1,
Ti) after demagnetization to Ti+1.
6. The validity of pTRM = pTRM*+tail(pTRM).
Points 2 and 3 are only valid for zero ﬁeld heating and in-ﬁeld cooling. For a more
detailed description of these observations and their role in MD theory, see Fabian
(2001, 2003a).
Levi (1977) was one of the ﬁrst to systematically study the eﬀects of grain size
on paleointensity experiments. He noted that the line on an Arai plot became
increasingly non-linear with increasing grain size. MD grains produce a curved Arai
plot with the low temperature sections giving overestimates of the intensity and the
high temperature portions giving underestimates of the true intensity value.
Bol’shakov and Shcherbakova (1979) experimentally studied MD remanence and
showed that MD grains carrying a pTRM(Ti, T0), where Ti < Tc, are not fully de-
magnetized until heated to Tc, which is a violation of the Thellier law of reciprocity.
The presence of these pTRM tails also violates Thellier’s law of independence due
to the fact that the unblocking spectra of adjacent pTRMs overlap. From this, it
is clear that the assumptions inherent in the Thellier method are invalid for MD
grains.
Levi (1977) also pointed out, as have many others (e.g., Coe, 1967b; Coe et al.,
2004), that the ratio of the two endpoints on an Arai plot frequently yields the
correct intensity. This value, however, can not be deemed reliable because it does
not incorporate the checks inherent in a Thellier experiment. These authors reason
that a lack of symmetry in domain wall movement between the zero ﬁeld and in-ﬁeld
steps results in relatively more NRM being removed than pTRM imparted, which
produces a curved Arai plot. One approach to identify the presence of MD tails
is to use pTRM tail checks (McClelland and Briden, 1996; Riisager and Riisager,
2001). These checks involve a repeat demagnetization step after the in-ﬁeld step.
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occurred in Tb above the temperature of the heating step. Quantiﬁcation of pTRM
tail checks is discussed further in §3.4.3.
Krása et al. (2003) proposed a modiﬁcation of Thellier experiments to check
the law of additivity and to identify the presence of MD grains. These so-called
additivity checks are similar to standard pTRM checks, but involve a repeat de-
magnetization of the sample at a lower temperature. In the course of a Thellier
experiment, two pTRMs are imparted; pTRM(T1, T0) and pTRM(T2, T0), where
T1 < T2 and T0 is room temperature. pTRM(T2, T0) is then partly demagnetized
by heating to T1 and the remaining remanence, Mrem is measured. If additivity
holds, then:
Mrem = pTRM(T2, T0) − pTRM(T1, T0). (3.3)
In the case of MD remanence, Mrem will be less than the diﬀerence between the two
pTRMs.
With our present understanding of MD particles, reliable paleointensity estimates
cannot be determined using Thellier-type experimental procedures. Further devel-
opment of MD remanence models may allow better understanding of MD behaviour
during paleointensity experiments.
When performing paleointensity experiments, it is often useful to look at the un-
blocking temperature spectra of the samples being investigated. This only requires
progressive thermal demagnetization and it also provides the directional information
carried by the remanence. Kissel and Laj (2004) suggested comparing the direction
after demagnetization with that obtained from the zero-ﬁeld steps from the pale-
ointensity experiment. If any CRM growth (both with Tb greater or less than the
temperature of formation) or pTRM tails are present, then these would bias the
magnetization away from the direction of the NRM and toward the applied ﬁeld
direction. They suggest that the two directions should be in agreement to within
15◦ to exclude the possibility that the blocking temperature spectrum of the NRM
has been aﬀected by MD grains or CRM growth.
3.2.3 Eﬀects of magnetic interactions
Magnetostatic interactions arise from the local, but strong, magnetic ﬁelds generated
by magnetized grains as they interact with other nearby grains. The strength of this
local interaction ﬁeld can be much larger than the Earth’s magnetic ﬁeld (> 1000%),
so if present the aﬀected particles will be strongly inﬂuenced by the interaction ﬁeld.
Interaction eﬀects have been diﬃcult to theoretically quantify due to their highly
non-linear nature; only recent developments in computer technology have allowed
in-depth analysis of these eﬀects.
Coe (1967b) was one of the ﬁrst to address the eﬀect of interactions on paleointen-
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to the magnetization of the grain, the linearity of Arai plots will be lost. The degree
of non-linearity will depend on the demagnetization factor, the magnitude of the
NRM of the sample and the magnitude of the laboratory ﬁeld. Coe (1967b) used an
approximation to quantify the eﬀect of interactions and showed that they can pro-
duce curved Arai plots with intensity estimates up to 30% diﬀerent from the correct
value. Compared with the result of Levi (1977), it seems that interacting SD grains
have similar behaviour to MD grains during intensity experiments. Muxworthy et al.
(2003b) showed that interacting SD grains have similar hysteresis properties to MD
grains.
Using numerical models, Shcherbakov and Sycheva (1997) showed that interac-
tions will only have a signiﬁcant eﬀect on pTRM acquisition if the concentration
of magnetic grains is greater than ∼1%. The models of Muxworthy et al. (2003b)
indicate that signiﬁcant changes in hysteresis parameters can occur with concentra-
tions as low as ∼0.6%, but that the most extreme changes are seen at concentrations
closer to 1%. Both of these models assume a uniform distribution of grains.
3.2.4 Eﬀects of cooling rate
Theoretical calculations (Dodson and McClelland-Brown, 1980; Halgedahl et al.,
1980) and experiments (Fox and Aitken, 1980) both indicate that TRM intensity
is dependent on cooling time. As cooling time increases, so does TRM intensity.
This is due to the fact that blocking temperature is a function of time; with in-
creasing time, a greater percentage of the remanence is blocked. During laboratory
heating experiments, cooling times are typically around 30 minutes, but cooling can
sometimes take place over millions of years in nature (e.g., a plutonic body). A
correction needs to be applied to account for the diﬀerence in cooling rates. Dodson
and McClelland-Brown (1980) estimated that a diﬀerence in cooling rates of one
order of magnitude would lead to an error of a few percent in the estimated pale-
ointensity value. Halgedahl et al. (1980) derived the following equation to correct
paleointensity estimates:
TRMNature
TRMLab
'

1 +
ln

∆TLab
∆TNature

50

 BNature
BLab
, (3.4)
where
TRMNature
TRMLab is the ratio of NRM to TRM, or the slope on an Arai plot, ∆TNature
and ∆TLab are the natural and laboratory cooling rates, and BNature and BLab are the
paleo- and laboratory ﬁeld strengths, respectively. Erwin (2001) extended the work
of Dodson and McClelland-Brown (1980) by developing the theory to incorporate
corrections for the titanomagnetite series. These cooling rate corrections are only
valid for SD grains. It has been suggested that they are not valid for large SD grains
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indicates that the intensity of a TRM acquired by MD grains decreases with slower
cooling rates (McClelland-Brown, 1984). Generally, cooling rate corrections are not
applied (Perrin, 1998). Only in cases where the grain sizes and the cooling rates
are well constrained are these corrections made (e.g., Leonhardt et al., 2006).
3.2.5 Eﬀects of sample anisotropy
It is well known that paleomagnetic samples are not always magnetically isotropic
and that anisotropy can deﬂect paleomagnetic directions (Uyeda et al., 1963; Coe,
1979). Although remanence anisotropy is mainly of concern when dealing with meta-
morphic or deformed rocks, some evidence suggests that layered igneous intrusions
may also be aﬀected (Sobolev, 1990). In addition, single crystal inclusions can have
strong remanence anisotropy with magnetic grains being exsolved along a number
of preferred orientations (Feinberg et al., 2006). Variation of IRM with the angle of
the applied ﬁeld, for magnetite exsolved in a silicate host, is shown in Figure 3.6.
The IRM intensity can vary widely, falling as low as 25% of the maximum value.
The two repetitions suggest that the magnetic grains are aligned along two preferred
directions. In this case, the lamellae are within a clinopyroxene crystal and the two
directions are sub-parallel to the a and c crystallographic axes.
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Figure 3.6: Angular variation of IRM intensity from a single clinopyroxene crystal con-
taining exsolved magnetite and ulvöspinel. The intensity can vary from 25 to 100% of
Mrs. The frequency of the variation indicates that the magnetic grains are oriented along
two crystallographic axes. Redrawn after Feinberg et al. (2006).
The inﬂuence of remanence anisotropy on paleointensity estimates has long been
recognized in archeomagnetic studies (Rogers et al., 1979; Aitken et al., 1981). Only
relatively recently has it been investigated in paleomagnetic cases (Selkin et al.,
2000; Le Goﬀ and Gallet, 2004; Leonhardt et al., 2006). One way to minimize its
eﬀects is to apply the laboratory ﬁeld parallel to the direction of the NRM (Aitken
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which may not be available. In addition, this simple method is only applicable to
samples with univectorial magnetizations where the NRM can be reliably used to
orient the laboratory ﬁeld.
Selkin et al. (2000) investigated remanence anisotropy in geological samples and
developed a simple method to correct paleointensity results regardless of the ori-
entation of the laboratory ﬁeld. They demonstrated that anisotropy of magnetic
susceptibility is a poor proxy for magnetic fabric, so they suggested the use of
anisotropy of TRM (or ARM), measured after the intensity experiment, as a suit-
able measure of remanence anisotropy. They tested their method on samples from
the Stillwater Complex, Montana, USA with laboratory-induced remanences. They
found that their simple correction enabled recovery of the laboratory ﬁeld even when
the raw paleointensity values diﬀered by as much as a factor of 2.5. The method
involves imparting a sample with an ARM along six axial directions (±X, ±Y, ±Z)
after the intensity experiment. A demagnetization step follows each ARM acquisi-
tion, to act as a baseline. Alternatively, a TRM imparted along the six directions
could be used instead, with samples cooling from 600◦C. This approach, however, is
considerably more time-consuming. The measurement of remanence along each axis
allows determination of the mean anisotropy tensor. This can be used to correct the
paleointensity result (see Selkin et al., 2000, for full details of the method).
3.3 Sample pre-selection criteria
With the high failure rate of paleointensity experiments, many authors have devised
methods to pre-select samples that will give reliable paleointensity results (Coe,
1967b; Thomas, 1993; Cui et al., 1997; Calvo et al., 2002; Riisager et al., 2002;
Wehland et al., 2005; Carvallo et al., 2006). These have had varying, but usually
limited, success. Paterson et al. (2009a) investigated pre-selection methods using
historic samples. They found that the parameters investigated were uncorrelated
with the results of the paleointensity experiments. For full details, see Chapter 6.
3.4 Data analysis
3.4.1 Arai plots
Arai plots can be used to estimate the ancient magnetic ﬁeld intensity, but various
parameters from these plots can also be used to give a measure of the uncertainty
and quality of the estimate. Coe et al. (1978) proposed three parameters that can be
used to quantify the data. The fraction factor (f) is a measure of the NRM fractionCHAPTER 3. PALEOINTENSITY THEORY AND METHODS 47
over which the paleointensity is estimated, and is deﬁned as:
f =
∆NRM
NRMTotal
, (3.5)
where ∆NRM is the length of the NRM segment used, and NRMTotal is the total
NRM. A graphical representation of the parameters used in the calculation is given
in Figure 3.7. The gap factor (g) is a measure of the average NRM lost between
successive temperature steps over the NRM segment chosen:
g = 1 −
∆NRM
∆NRM
, (3.6)
where ∆NRM = 1
∆NRM
N−1 P
i=1
∆NRM
2
i, N is the number of temperature steps, and
∆NRMi is the NRM between each pair of points used. g tends to zero as data
become more and more unevenly spaced. A low gap factor generally indicates a
narrow unblocking temperature range. The fraction and gap factors can be used to
determine an overall quality, q:
q =
|b|fg
σb
, (3.7)
where |b| is the slope of the Arai plot, and σb is the standard error of the slope.
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Figure 3.7: An Arai plot with the parameters used to determine the quality of a pale-
ointensity estimate according to Coe et al. (1978).
It is common to specify that the NRM segment chosen must consist of at least
four data points on the Arai plot that must represent at least 15% of the total
NRM, i.e., f ≥ 0.15 (e.g., Coe et al., 1978; Selkin and Tauxe, 2000). Using this, a
standard error of 10%, and assuming that the points are evenly spaced (g = 2
3), gives
a minimum quality factor of one. The exact values used in diﬀerent studies varyCHAPTER 3. PALEOINTENSITY THEORY AND METHODS 48
from f ≥ 0.35 and q ≥ 2 (Kissel and Laj, 2004) to f ≥ 0.5 (Biggin and Thomas,
2003).
Tauxe and Staudigel (2004) demonstrated that while f is useful for single compo-
nent magnetizations, it can be misleading when multiple components of remanence
are present because the best-ﬁt line to the high temperature component may com-
prise a low proportion of the total NRM, which will give the segment used a low f
factor (Figure 3.8). Tauxe and Staudigel (2004) prefer the parameter fV DS which is
the fraction of the total NRM estimated by the vector diﬀerence sum (VDS) of all
the zero ﬁeld demagnetization steps. The VDS “straightens out” the magnetization
components when plotted on an Arai diagram by summing the vector diﬀerences at
each demagnetization step.
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Figure 3.8: An Arai plot with the parameters of Tauxe and Staudigel (2004). Circles
represent the pTRM gained versus NRM lost, triangles are pTRM checks, and squares are
pTRM tail checks. The diﬀerence between the pTRM check and the original measurements
is δT i, as shown by the horizontal bar labelled δ450. Redrawn after Tauxe and Staudigel
(2004).
Chauvin et al. (2005) investigated the eﬀects of choosing various NRM fractions
on the estimated intensity value from historic samples from Hawaii. They concluded
that smaller NRM fraction values lead to a wider scatter of intensity estimates.
They therefore suggested that it is better to increase the NRM fraction used rather
than to use a lower fraction that maximizes the correlation coeﬃcient of the chosen
line segment. They suggested that a minimum fraction of 50% should be used, in
agreement with Biggin and Thomas (2003).
Selkin and Tauxe (2000), based on the work of Coe et al. (1978), suggested a
cut-oﬀ value for the uncertainty in the best-ﬁt line on the Arai plot. Above this
value, the intensity estimate is deemed to be too inaccurate and is discarded. β is
the ratio of the standard error of the slope (σb) to the absolute value of the slopeCHAPTER 3. PALEOINTENSITY THEORY AND METHODS 49
(|b|):
β =
σb
|b|
. (3.8)
Based on visual inspection of Arai plots that yield successful intensity estimates,
Selkin and Tauxe (2000) chose an arbitrary value of β = 0.1 as a maximum acceptable
scatter.
3.4.2 pTRM checks
Selkin and Tauxe (2000) pointed out that the requirement that pTRM checks fall
within 5% of the original value is biased against low temperature steps where the
pTRM acquired may be small. They suggested a check that penalizes ﬁeld estimates
that are based on a smaller NRM fraction. This parameter is called the diﬀerence
ratio (DRAT):
DRAT =
δT i q
∆NRM
2 + ∆TRM
2
∗ 100, (3.9)
where δT i is the diﬀerence between the two pTRMs measured at Ti (Figure 3.8) and q
∆NRM
2 + ∆TRM
2 is the length of the best-ﬁt line segment used.
Selkin and Tauxe (2000) suggested that a value of DRAT ≤ 10% should be used
as a cut-oﬀ. Kissel and Laj (2004) suggested that a lower value of ≤ 7% should
be used. They also proposed the cumulative DRAT (CDRAT), which is the sum
of all the DRATs calculated over the NRM segment used. This parameter allows
assessment of the cumulative eﬀects of alteration, not just the eﬀect at a single
temperature. They suggested that CDRAT should be less than 10%.
Tauxe and Staudigel (2004) suggested a modiﬁcation to the DRAT parameter,
whereby the sum of all the diﬀerences is normalized by the pTRM acquired by
cooling from the maximum temperature step used in the slope calculation (Tmax) to
room temperature (T0). This parameter is called the diﬀerence ratio sum, DRATS,
and is given by:
DRATS =
PTi=Tmax
Ti=T0 δT i
pTRM(Tmax,T0)
. (3.10)
Along with these two parameters many normalizations are used. For example,
the pTRM check parameter, δ(CK), used in the ThellierTool software (Leonhardt
et al., 2004a) normalizes the maximum pTRM diﬀerence by the total TRM. Alter-
natively the initial NRM is often used to normalize pTRM checks.
Selkin and Tauxe (2000), amongst others, also specify selection criteria based on
the behaviour of the directional data as identiﬁed on Zijderveld plots (Zijderveld
(1967); for a review of Zijderveld diagrams, see Butler (1992)). They used the max-
imum angular deviation (MAD; Kirschvink, 1980), which gives an indication of the
scatter about the ChRM direction. To ensure that only one directional component
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they speciﬁed that the MAD must not exceed 15◦. In addition, Pick and Tauxe
(1993) used the angle that the best-ﬁt component makes with the origin. This pa-
rameter, known as the deviation angle (DANG; Tauxe and Staudigel, 2004) tests
whether the component selected is actually trending toward the origin, which would
be the case if it was the last component to be demagnetized.
Tauxe and Staudigel (2004) noted that most data selection criteria are arbitrarily
chosen. Instead, they used cumulative distribution functions to choose threshold
values for the various parameters. Based on their analyses of Cretaceous SBG from
the Troodos Ophiolite, they suggested the following cut-oﬀ values: fV DS ≥ 0.25;
DRATS ≤ 25%; β ≤ 0.15; MAD ≤ 15◦; and DANG ≤ 15◦. More recently (e.g.,
Ben-Yosef et al., 2008; Sbarbori et al., 2009), have optimized the selection criteria
to reduce the within-site scatter.
3.4.3 pTRM tail checks
As is the case for pTRM checks, several approaches to quantify and analyse pTRM
tail checks have been proposed. McClelland and Briden (1996) quantiﬁed tail checks
by measuring shifts in the direction of the zero-ﬁeld steps towards the laboratory
ﬁeld direction, indicating that the laboratory-induced TRM has not been completely
demagnetized. They also noted that pTRM tail checks identify changes in Tb above
the temperature of the heating step and may be the result of chemical alteration as
well as MD behaviour. Riisager and Riisager (2001) quantiﬁed pTRM tail checks
in terms of remanence diﬀerences normalized by the pTRM acquired. Biggin et al.
(2007a) used DRATTail, which, like DRAT, uses the length of the selected segment
as the normalizing factor. Tauxe and Staudigel (2004) used the vector diﬀerence
sum (VDS, see §3.4.1) of the NRM to normalize the tail check. The ThellierTool
software (Leonhardt et al., 2004a) quantiﬁes pTRM tail checks in two ways: (i) δ(TR)
normalizes the tail check by the NRM, and (ii) δ(t*), takes the angular dependence
of the pTRM tail into account and is an estimate of the extent of the “true” pTRM
tail. Cut-oﬀ values for pTRM tail checks are typically < 10% (e.g., Leonhardt et al.,
2004a; Biggin et al., 2007a).
3.4.4 Reliability at the site level
It was noted by Thellier (1977), and acknowledged more recently by Selkin and
Tauxe (2000), that within-site scatter of intensity values from multiple samples
(δB%) is still the best measure of the reliability of a group of intensity estimates.
δB% is deﬁned as:
δB% =
σB
¯ B
∗ 100, (3.11)
where σB is the standard deviation of the intensity estimates, and ¯ B is the average
of the estimates. Typically, if δB% is greater than 25%, the estimate is deemedCHAPTER 3. PALEOINTENSITY THEORY AND METHODS 51
unreliable and is discarded. Chauvin et al. (2005) pointed out that δB% fails to take
account of the quality factor of individual samples and that it is easy to imagine
a case where a small number of samples, with low q, could have similar intensity
values thus giving a low
σB
¯ B . On this basis, they proposed a new quality check, Q,
that they argue reﬂects reliability at a site level:
Q = N hqi, (3.12)
where N is the number of samples, and hqi is the average q. It must be pointed
out that this simply equates to the sum of all the q-factors of the samples used
to calculate the average intensity. Using this Q factor, an average intensity based
on multiple samples with low q could be given the same reliability as an average
obtained from fewer samples with higher q. It is also possible for samples with
high individual q values to give a high Q value, while having signiﬁcant variance of
individual intensities, thus giving a high value of δB%.
3.5 Search for new material for paleointensity
studies
Traditionally, absolute paleointensity studies have been performed on lava sequences,
typically basalts (e.g., Coe, 1967a; Kono and Ueno, 1977; Senanayake et al., 1982;
Goguitchaichvili et al., 2005). In recent years, many researchers have sought other
volcanic materials to test their suitability for obtaining high ﬁdelity recording of the
ancient geomagnetic ﬁeld (Pick and Tauxe, 1993, 1994; Cottrell and Tarduno, 1999,
2000).
3.5.1 Submarine basaltic glass (SBG)
Pick and Tauxe (1993) suggested the use of SBG shards for paleointensity studies.
SBG forms round the outer rims of pillow basalts that form parts of the oceanic
crust. Various rock magnetic measurements suggest that this material contains
ﬁne-grained SD magnetite, which indicates that it is ideal for Thellier-type paleoin-
tensity experiments (Pick and Tauxe, 1994; Juarez et al., 1998; Selkin and Tauxe,
2000; Tauxe and Love, 2003). Despite the apparently ideal nature of SBG, there is
evidence that older samples may be highly susceptible to alteration during heating
experiments (Smirnov and Tarduno, 2003). Additionally, there is still uncertainty
that the remanence carried by SBGs is a true TRM; there is evidence that it may
be a CRM (Heller et al., 2002). Tauxe and Staudigel (2004), however, provided fur-
ther arguments and evidence supporting a thermal origin of the remanence. Despite
these arguments the SBGs have been able to yield accurate paleointensity estimatesCHAPTER 3. PALEOINTENSITY THEORY AND METHODS 52
from recent times (Pick and Tauxe, 1993; Carlut and Kent, 2002) which provides
strong evidence of the suitability of SBG for paleointensity determinations.
3.5.2 Single crystal inclusions
Cottrell and Tarduno (1999) proposed using single plagioclase feldspar crystals as a
new material that could avoid the chemical alteration that widely compromises whole
rock samples during paleointensity experiments. By isolating single crystals, which
contain SD to PSD titanomagnetite inclusions, they argued that it is possible to limit
the decomposition of clay minerals that is often associated with the formation of new
magnetic phases. The results of Cottrell and Tarduno (2000) support this argument
and indicate that the crystals experience little change in hysteresis parameters during
heating compared to whole rock samples that undergo hysteresis changes indicative
of the growth of a ﬁne-grained magnetic phase.
A similar approach is to study magnetic minerals exsolved in plagioclase and py-
roxene crystals. The magnetic minerals are exsolved into their silicate hosts at high
temperature. They form highly acicular needle shapes and tend to grow sub-parallel
to the crystallographic axes of the host (Feinberg et al., 2006). This can produce
a high degree of remanence anisotropy, which needs to be taken into account when
considering paleointensity data obtained from such materials (see §3.2.5, Figure 3.6).
3.5.3 Pyroclastics
It was suggested by Tanaka and Kono (1991) that to obtain a reliable paleointensity
determination, similar values should be obtained from a suite of rocks with diﬀer-
ent magnetic minerals. It was later noted by Bardot and McClelland (2000) that
pyroclastic deposits, which often contain lithic clasts with multiple lithologies and
diﬀerent magnetic minerals, could provide the opportunity to test this idea.
3.6 Pyroclastics and paleomagnetism
Pyroclastic density currents (PDCs) can generate deposits with a wide range of
lithologies. Volcanic magma chambers can evolve with time or can be replenished,
which provides either gradational or sharp changes in chemistry (Best and Chris-
tiansen, 2001; Francis and Oppenheimer, 2004). The building of the volcanic ediﬁce
will reﬂect these changes in a stratigraphy of varying volcanic products. A multi-
lithology deposit can be produced during an eruption through inclusion of juvenile
material and the explosive fragmentation of existing parts of the volcanic ediﬁce,
thereby allowing incorporation of “accidental” lithic clasts (Fisher and Schmincke,
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from the basement on which the volcano was built, which allows sedimentary and
metamorphic rocks to be remagnetized.
The range of lithic compositions in pyroclastic deposits may help to provide a
reliability check for alteration. For example, if a lava ﬂow was to chemically alter
over geological time, due to its mono-lithological nature, the alteration might be
fairly homogeneous; this could lead to internally consistent paleointensity results
that are systematically wrong. By sampling a wide variety of lithic clasts, a range
of bulk compositions should be represented. Any chemical alteration should occur
at diﬀerent rates for diﬀerent lithic clasts. It stands to reason that if chemical alter-
ation of the sampled clasts has an eﬀect on the measured paleointensity, then this
should be evident in scatter of results or a bias within one group of lithologies. Con-
sistent results from multiple lithologies would provide a useful indicator of reliable
paleointensity results.
3.6.1 Testing the usefulness of pyroclastics for
paleointensity studies
Lithic clasts found within pyroclastic deposits have been studied here to assess their
potential use as paleomagnetic recorders. To assess the accuracy of recording, we
have targeted historic eruptions with pyroclastic deposits containing multiple litholo-
gies. Such a study provides the opportunity to additionally use paleomagnetism to
determine the emplacement temperatures of the pyroclastic deposits as well as to
test whether rock magnetic properties can be successfully used as pre-selection crite-
ria for paleointensity investigations. The following chapters therefore contain results
of emplacement temperature studies (Chapter 4), paleointensity analyses (Chapter
5), and rock magnetic pre-selection for paleointensity studies (Chapter 6).CHAPTER 4. PALEOMAGNETIC EMPLACEMENT TEMPERATURES 54
Chapter 4
Paleomagnetic emplacement
temperatures
4.1 Paleomagnetic determination of emplacement
temperatures of pyroclastic deposits: an under-
utilized tool
This chapter forms the basis of the paper by Paterson et al. (2009b), accepted for
publication in the Bulletin of Volcanology.
Paterson, G. A., A. P. Roberts, A. R. Muxworthy, C. Mac Niocaill, L. Gurioli, J.
G. Viramonté, C. Navarro, and S. Weider (2009b), Paleomagnetic determination
of emplacement temperatures of pyroclastic deposits: An under-utilized tool, Bull.
Volcanol., accepted.
4.1.1 Abstract
Paleomagnetic data from lithic clasts collected from Mt. St. Helens, USA, Volcán
Láscar, Chile, Volcán de Colima, Mexico and Vesuvius, Italy have been used to deter-
mine the emplacement temperature of pyroclastic deposits at these localities and to
highlight the usefulness of the paleomagnetic method for determining emplacement
temperatures. At Mt. St. Helens, the temperature of the deposits (Tdep) at three
sites from the June 12, 1980 eruption was found to be ≥532◦C, ≥509◦C, and 510–
570◦C, respectively. One site emplaced on July 22, 1980 was emplaced at ≥577◦C.
These new paleomagnetic temperatures are in good agreement with previously pub-
lished direct temperature measurements and paleomagnetic estimates. Lithic clasts
from pyroclastic deposits from the 1993 eruption of Láscar were fully remagnetized
above the respective Curie temperatures, which yielded a minimum Tdep of 397◦C.
Samples were also collected from deposits thought to be pyroclastics from the 1913,
2004 and 2005 eruptions of Colima. At Colima, the sampled clasts were emplacedCHAPTER 4. PALEOMAGNETIC EMPLACEMENT TEMPERATURES 55
cold. This is consistent with the sampled clasts being from lahar deposits, which are
common in the area, and illustrates the usefulness of the paleomagnetic method for
distinguishing diﬀerent types of deposit. Tdep of the lower section of the lithic rich
pyroclastic ﬂow (LRPF) from the 472 A.D. deposits of Vesuvius was ∼280–340◦C.
This is in agreement with other, recently published paleomagnetic measurements.
In contrast, the upper section of the LRPF was emplaced at higher temperatures,
Tdep ∼520◦C. This temperature diﬀerence is inferred to be the result of diﬀerent
sources of lithic clasts between the upper and lower sections, with the upper section
containing a greater proportion of vent-derived material that was initially hot. Our
studies of four historical pyroclastic deposits demonstrates the usefulness of paleo-
magnetism for emplacement temperature estimation.
Keywords: Emplacement temperature, Mt. St. Helens, paleomagnetism, pyro-
clastic deposits, Vesuvius, Volcán de Colima, Volcán Láscar.
4.1.2 Introduction
Pyroclastic density currents are one of the most deadly volcanic hazards (Tanguy
et al., 1998; Witham, 2005). Estimating emplacement temperatures for past pyro-
clastic eruptions helps to quantify risks in regional hazard assessments. The pa-
leomagnetic approach to estimating emplacement temperatures was ﬁrst suggested
by Aramaki and Akimoto (1957), and applied occasionally during the succeeding
decades (e.g., Mullineaux and Crandell, 1962; Chadwick, 1971; Wright, 1978). Mod-
iﬁcations introduced by Hoblitt and Kellogg (1979), and Kent et al. (1981) led to the
method that is used today (McClelland and Druitt, 1989; Clement et al., 1993; Bar-
dot, 2000; Cioni et al., 2004; McClelland et al., 2004; Porreca et al., 2007; Zanella
et al., 2007). The paleomagnetic approach is as follows. During a pyroclastic erup-
tion, explosive fragmentation of juvenile magma breaks up some of the existing
volcanic structure and creates a deposit containing fragments of juvenile material
and accidental lithic clasts. The accidental lithic clasts will have originally been
magnetized prior to the eruption. If a pyroclastic density current was emplaced
above ambient temperature, the clasts will have been heated during their incor-
poration into the deposit and will have then cooled in place after deposition. This
heating and cooling will partially or completely reset the magnetization of the clasts.
The portion of the magnetization that was reset during the eruption will be aligned
with the ambient Earth’s magnetic ﬁeld. This produces two components of mag-
netization: the original, higher temperature component, which will be randomly
oriented for an assemblage of clasts, and a lower temperature component that will
consistently align with the Earth’s magnetic ﬁeld at the time of emplacement. Pro-
gressive thermal demagnetization can be used to isolate these two magnetization
components. The highest temperature at which the low-temperature component isCHAPTER 4. PALEOMAGNETIC EMPLACEMENT TEMPERATURES 56
still present provides an estimate of the emplacement temperature of the clast.
4.1.3 Paleomagnetic determination of emplacement
temperature
The approach outlined above yields the emplacement temperature of each individual
clast. It may not represent the temperature reached by the deposit as a whole and
it does not take into account the thermal history of the clasts. Clasts that were
either cold or hot, prior to eruption, can be incorporated into a single deposit.
Clasts that were cold will be initially heated in the deposit, and clasts that were
originally hot will cool. There is a temperature at which the deposit will start
to cool as a whole; this is identiﬁed by the lowest emplacement temperature of
the sampled clasts. This temperature is deﬁned as the equilibrium temperature by
Bardot and McClelland (2000). Cioni et al. (2004) deﬁned the deposit temperature
(Tdep) slightly diﬀerently. They noted that thin pyroclastic deposits, or clasts that
are near the boundaries of the deposit, may experience adverse cooling conditions
and that the equilibrium temperature of Bardot and McClelland (2000) may not
represent the true temperature of the deposit. Instead, they proposed a temperature
estimate based on the overlap of the emplacement temperature of each clast at one
locality. They exclude outliers of this overlapping range on the basis of adverse
cooling or heating prior to deposition (Cioni et al., 2004; Zanella et al., 2007, 2008).
In the case of a thin deposit, the approach of Bardot and McClelland (2000) should
underestimate the true temperature of the deposit. Where the sampled deposits are
a thermally closed system (i.e., the middle of a thick deposit) both approaches should
yield similar results. We use the deﬁnition of Tdep from Bardot and McClelland
(2000) (i.e., the lowest emplacement temperature) to demonstrate the usefulness of
paleomagnetism for estimating emplacement temperatures of pyroclastic deposits.
Despite a large published literature on pyroclastics, relatively little work has
concentrated on the temperatures of pyroclastic eruptions, with fewer still using
paleomagnetism. Paleomagnetism has been used to determine the emplacement
temperature of pyroclastic deposits in 39 published papers (Table 4.1). The original
method proposed by Aramaki and Akimoto (1957) simply involved measurement of
the natural remanent magnetization (NRM) of samples without demagnetization.
If the NRM direction was consistent with the geomagnetic ﬁeld at the time of the
eruption, the clast was interpreted to have been emplaced hot; if not, then the clast
was emplaced cold. Since then the paleomagnetic method of determining emplace-
ment temperatures has been reﬁned to include improved experimental techniques
and data analysis. Hoblitt and Kellogg (1979) presented the ﬁrst paleomagnetic em-
placement temperature study to use progressive thermal demagnetization, and Kent
et al. (1981) used orthogonal vector component plots (Zijderveld, 1967) to separate
the recorded paleomagnetic components. Including Kent et al. (1981), only 30 pa-CHAPTER 4. PALEOMAGNETIC EMPLACEMENT TEMPERATURES 57
Table 4.1: Previous studies using paleomagnetism to determine pyroclastic emplacement
temperatures.
Authors Location Year of
Publication
1. Aramaki and Akimoto Asama, Bandai-san, Ko-Fuji 1957
2. Mullineaux and Crandell Mt. St. Helens 1962
3. Chadwick Gallatin Mountains 1971
4. Crandell Mt. St. Helens 1971
5. Crandell and Mullineaux Mt. St. Helens 1973
6. Yamazaki et al. Donzurubo 1973
7. Wright Santorini 1978
8. Hoblitt and Kellogg Mt. St. Helens 1979
9. Kent et al. Vesuvius 1981
10. Zlotnicki et al. Guadeloupe 1984
11. McClelland and Druitt Santorini 1989
12. Downey and Tarling Santorini 1991
13. Tamura et al. Shirahama Group 1991
14. Clement et al. Colima 1993
15. McClelland and Thomas Santorini 1993
16. Pares et al. Catalan Volcanic Zone 1993
17. Mandeville et al. Krakatau 1994
18. Bardot et al. Santorini 1996
19. De Gennaro et al. Campi Flegrei 1996
20. Moore et al. Jemez Mountains 1997
21. Grubensky et al. Oregon Cascades 1998
22. Smith et al. Mt. Ruapehu 1999
23. Bardot Santorini 2000
24. Bardot and McClelland Santorini 2000
25. Sawada et al. Mt. Sambe 2000
26. Mastrolorenzo et al. Vesuvius 2001
27. Zanella et al. Vulcano 2001
28. McClelland and Erwin Mt. Ruapehu 2003
29. Saito et al. Yufu 2003
30. Cioni et al. Vesuvius 2004
31. McClelland et al. Taupo 2004
32. Tanaka et al. Unzen 2004
33. Alva-Valdivia et al. San Gaspar 2005
34. Porreca et al. Colli Albani 2007
35. Zanella et al. Vesuvius 2007
36. Zanella et al. Vesuvius 2008
37. Sulpizio et al. El Chicón 2008
38. Di Vito et al. Vesuvius 2009
pers have been published using the full demagnetization method (excluding Zlotnicki
et al. (1984) who used paleointensities to estimate emplacement temperatures). A
number of these papers deal primarily with the magnetic properties of the pyro-
clastic deposits and only report the emplacement temperatures in passing. Only 19
diﬀerent localities have been studied. One quarter of the publications are based onCHAPTER 4. PALEOMAGNETIC EMPLACEMENT TEMPERATURES 58
data from Santorini, and are primarily from the paleomagnetic group at the Uni-
versity of Oxford. Their work on the extensive deposits of Santorini and the work
of the group based at the University of Torino, Italy, represent the only attempts
to document the thermal evolution of a pyroclastic volcano and changing emplace-
ment temperatures with changing eruptive styles. Paleomagnetism is therefore an
under-utilized tool in volcanology, despite recent eﬀorts by a few groups to use and
promote the method. Below, we outline some of the assumptions, potential prob-
lems, and advantages of the paleomagnetic method for determining emplacement
temperatures with respect to other techniques. We then present results from four
volcanoes to highlight the potential and range of applications of the paleomagnetic
method.
4.1.3.1 Non-ideal behaviour
A key assumption behind the paleomagnetic method for estimating emplacement
temperatures is that the magnetic remanence acquired at the time of emplacement
is a thermal remanent magnetization (TRM) (Bardot and McClelland, 2000; Mc-
Clelland et al., 2004). Formation of a chemical remanent magnetization (CRM)
can aﬀect the blocking temperature spectrum of a sample, and can obscure the em-
placement temperature as identiﬁed on orthogonal plots of paleomagnetic directions.
McClelland et al. (2004) and Porreca et al. (2007) proposed the use of thermomag-
netic curves or magnetic susceptibility-temperature curves to detect the possible
presence of a CRM. If a clast has multiple Curie temperatures, with one of the
lower Tc estimates that coincidences with its apparent emplacement temperature,
then the magnetic remanence of the sample could be a CRM. For example if a clast
has Curie temperatures of 280◦C and 580◦C, and an apparent emplacement temper-
ature of ∼270◦C, it is possible that the low temperature component of magnetization
is a carried by a magnetic phase of chemical origin that has overprinted the original
low temperature component. Thermomagnetic measurements can be made rapidly
and the most common magnetic mineral to acquire a CRM in the absence of ﬂuids,
maghemite, is readily identiﬁable on a thermomagnetic curve due to its inversion to
hematite or magnetite during heating.
In addition to the possibility of CRM acquisition, the time-temperature depen-
dence of magnetization (Néel, 1949) means that if a clast is exposed to a magnetic
ﬁeld for a prolonged period of time, part of its magnetization will relax and align with
the ﬁeld. This is called a viscous remanent magnetization (VRM). The same VRM
can be acquired if the clast is exposed to the same magnetic ﬁeld for a shorter period
of time, but at a higher temperature. This temperature dependence allows VRMs
to be removed by thermal demagnetization in the laboratory. A VRM acquired by
sampled clasts will record the geomagnetic ﬁeld between the time of cooling and
sample collection. For recent eruptions the VRM direction can be indistinguishableCHAPTER 4. PALEOMAGNETIC EMPLACEMENT TEMPERATURES 59
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Figure 4.1: Deposit age plotted versus minimum identiﬁable paleomagnetic emplace-
ment temperature as predicted by viscous magnetization theory for hematite, magnetite
and part of the titanomagnetite series (TM10–TM60). The curves are based on theory
and the magnetite data of Pullaiah et al. (1975) and hematite data from Dunlop (1971).
The titanomagnetite series curves are calculated from the Curie temperature scaling rela-
tionship suggested by Pullaiah et al. (1975) using data from Xu et al. (1996).
from the paleomagnetic direction acquired by clasts during emplacement. Therefore,
the maximum temperature at which a VRM is removed in the laboratory provides
a lower limit for emplacement temperature estimates. For a deposit of a given age,
there is a minimum emplacement temperature that can be resolved using paleo-
magnetism. This is determined by the demagnetization temperature required to
remove the VRM acquired during longest period of time that the deposit remains
in a constant geomagnetic ﬁeld. The age-temperature relation for VRM acquisition
at ambient temperature (25◦C) for common carriers of TRM is shown in Fig. 4.1.
For example, for clasts containing single-domain (SD) magnetite from a 1 Ma
deposit experience the longest period of stable geomagnetic ﬁeld during the Brunhes
Chron (780 kyrs), therefore the minimum emplacement temperature that can be es-
timated is ∼185◦C, for hematite this is ∼290◦C. Considering the Curie temperatures
of these minerals (580◦C and 675◦C, respectively) this gives a temperature range of
∼400◦C over which emplacement temperature estimates can be made. This exten-
sive age range demonstrates the distinct advantage of the paleomagnetic method
over other approaches.
Another potential source of non-ideal behaviour arises from the presence of mul-
tidomain (MD) grains. When a magnetic grain grows large enough the magnetiza-
tion no longer remains uniform as for SD grains and the magnetization is divided up
into regions (domains) of varying magnetization. Such grains have non-ideal paleo-CHAPTER 4. PALEOMAGNETIC EMPLACEMENT TEMPERATURES 60
magnetic behaviour (e.g., Bol’shakov and Shcherbakova, 1979; Shcherbakova et al.,
2000; Fabian, 2003a), particularly with respect to paleointensity studies (e.g., Levi,
1977). The remanence acquired by MD grains does not unblock at the same tem-
perature at which it was blocked, which produces what is known as a partial TRM
(pTRM) tail (i.e., a portion of magnetic remanence that demagnetizes above the
acquisition temperature; Bol’shakov and Shcherbakova, 1979). Such tails can com-
monly only be removed by demagnetization to the Curie temperature. The presence
of a pTRM tail produces an overlap in the unblocking temperature spectra of dif-
ferent magnetization components in a sample, which will be evident as curvature on
the vector component diagram (Yu and Dunlop, 2006). If only a single component
of magnetization is present, the overlapping blocking temperatures will record the
same direction, and the paleomagnetic directional analysis will be unaﬀected. Yu
and Dunlop (2006) demonstrated that, in the presence of curvature on the vector
component diagram due to MD grains, the intersection of the high and low tem-
perature components of magnetization approximately yields the true temperature
of intersection. This relies on a portion of both components being clearly deﬁned.
This approach could be used to estimate the emplacement temperature from samples
with curved vector component diagrams. The presence of MD grains will therefore
not compromise any paleomagnetic emplacement temperature estimates that can be
made. In our analysis, however, we have deﬁned the emplacement temperature as a
range, which allows a ﬁrst-order quantiﬁcation of the uncertainty of an emplacement
temperature estimate made from curved vector component diagrams.
4.1.4 Other methods for determining emplacement
temperatures
Estimates of the emplacement temperature for a pyroclastic deposit can be made
directly using a thermal probe or remotely, by satellite. Relatively few direct mea-
surements have been published (e.g., Banks and Hoblitt, 1981; Cole et al., 1998;
Calder et al., 1999; Druitt et al., 2002), largely because of the risk associated with
visiting an active volcanic region shortly after an eruption. Satellite observations
using Advanced Very High Resolution Radiometer (AVHRR) imagery provide ex-
cellent spatial resolution, but are only capable of measuring temperatures up to
∼250◦C (Denniss et al., 1998).
Field evidence provides another means of studying the thermal history of a py-
roclastic deposit. Features such as gas escape pipes, vesicles within the ash matrix,
carbonized materials and discolouration of lithic fragments provide evidence of high
temperature emplacement. However, these features are often not present or visi-
ble and do not always allow quantitative estimation of emplacement temperature.
Other, more quantitative, methods have also been used. These include oxidation
colours of pumice (Tsuboi and Tsuya, 1930), infra-red spectroscopy of wood frag-CHAPTER 4. PALEOMAGNETIC EMPLACEMENT TEMPERATURES 61
ments (Maury, 1971), and analysis of bone fragments (Capasso et al., 2000). Voight
and Davis (2000) used the melting points of plastic bottles to estimate the emplace-
ment temperatures of pyroclastic deposits at Merapi Volcano, Java, Indonesia. This
novel approach has limited usefulness and only allows temperature estimates up to
∼150–250◦C. Sawada et al. (2000) investigated use of the H/C ratio of carbonized
wood as a paleo-thermometer. Controlled laboratory experiments and analysis were
used to show that the correct heating temperature is recoverable with this method.
When applied to Holocene pyroclastics, the H/C ratio method gave results that were
consistent with paleomagnetic data (Sawada et al., 2000).
4.1.5 Sampling and experimental procedures
Several localities were studied here to demonstrate the widespread usefulness of the
paleomagnetic method for determining emplacement temperatures of pyroclastic de-
posits. At all localities sampled in this study, oriented hand specimens were collected
using the method described by Tarling (1983). A horizontal line was marked, on
a relatively ﬂat surface, on each clast. The strike of this line and the dip of the
surface were measured using a magnetic compass-clinometer. Cores with a diameter
of 10 or 20-mm were then drilled from the clasts in the laboratory. Remanence
measurements were made within a magnetically shielded laboratory using either a
2-G Enterprises cryogenic magnetometer, or a Molspin Minispin magnetometer at
the University of Southampton or at the University of Oxford. Thermal demagneti-
zation was carried out at 20–50◦C steps using either an ASC Scientiﬁc or a Magnetic
Measurements thermal demagnetizer, both of which have residual ﬁelds of less than
50 nT. Following every heating step, the low-ﬁeld magnetic susceptibility was mea-
sured at room temperature to check for signs of thermal alteration, using an Agico
KLY-4S Kappabridge or a Bartington Instruments MS2B magnetic susceptibility
meter. Additional sister samples were cut for rock magnetic measurements using
a Princeton Measurements Corporation Vibrating Sample Magnetometer (VSM)
at Southampton (maximum ﬁeld of 1 T) and using an Agico KLY-2 Kappabridge
magnetic susceptibility meter with furnace attachment at Oxford. Thermomag-
netic curves were analysed using the RockMag Analyzer software (Leonhardt, 2006),
and susceptibility-temperature curves were analysed using the inverse susceptibility
method outlined by Petrovský and Kapička (2006).
4.1.6 Results
4.1.6.1 Mt. St. Helens, USA
Mt. St. Helens is located in the Cascade Mountain Range of the western U.S.A., and
is famous for its devastating eruption on May 18, 1980. This eruptive phase began in
late March of 1980 with a series of generally short-lived eruptions. A magnitude 5.1CHAPTER 4. PALEOMAGNETIC EMPLACEMENT TEMPERATURES 62
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Figure 4.2: Location and map of the pyroclastic deposits from the 1980 eruption of Mt.
St. Helens, with the sampled localities indicated (MSH1–6). Modiﬁed after Erwin (2001).
earthquake on May 18 triggered a landslide that caused rapid depressurization of the
northern ﬂank of the volcano, which triggered a lateral surge cloud. Activity contin-
ued at Mt. St. Helens during 1980 and the collapse of eruptive columns generated
numerous pyroclastic density currents and deposits (Smithsonian, 1980). Within
days to weeks of the pyroclastic deposits being emplaced, direct temperature mea-
surements were taken by a group from the United States Geological Survey (Banks
and Hoblitt, 1981). The full procedure and emplacement temperature analysis was
presented by Banks and Hoblitt (1996). The debris avalanche was emplaced at low
temperatures (<100◦C), while the lateral blast deposit was emplaced at slightly
higher temperatures (100–200◦C). The pyroclastic deposits were much hotter, and
were emplaced at 300◦C to >600◦C (Banks and Hoblitt, 1996). Although the sites
sampled in this study do not coincide exactly with those of Banks and Hoblitt (1996),
the measured temperatures have been extrapolated based on the available data of
Banks and Hoblitt (1996) and compared with our paleomagnetically determined
temperatures.
A total of 113 clasts were collected from 6 diﬀerent sites on the northern ﬂank
of Mt. St. Helens (Fig. 4.2). The lithic clasts include basalts, andesites and
dacites. Thermal demagnetization up to around 125◦C will remove potential viscous
magnetizations in magnetite, so low temperature steps are excluded from analysis
of the recorded paleomagnetic directions. The measured samples have both single
and multiple components of magnetic remanence (Fig. 4.3).CHAPTER 4. PALEOMAGNETIC EMPLACEMENT TEMPERATURES 63
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Figure 4.3: Typical stepwise thermal demagnetization behaviour for the Mt. St. Helens
samples. (a) Sample MSH2M3 has a single component of magnetization. In this case the
clast has been reworked, so the direction does not align with the 1980 geomagnetic ﬁeld
direction. (b) Sample MSH6C1 has two components of magnetization. The intersection
of the two components is not clearly deﬁned and covers a temperature range of 510–
570◦C. In the vector component diagrams (top), open symbols denote projections onto
the vertical plane, while closed symbols denote projections onto the horizontal plane. In
the equal area stereographic projections (middle), open symbols denote upper hemisphere
projections, while closed symbols denote lower hemisphere projections.CHAPTER 4. PALEOMAGNETIC EMPLACEMENT TEMPERATURES 64
Sites MSH1 and 2 do not record a well-deﬁned paleomagnetic direction (Fig. 4.4).
Samples with two components of remanence indicate emplacement temperatures
in the 330–390◦C temperature range. Direct measurements by Banks and Hoblitt
(1996) give the temperature of the May 18 deposits in this area to be ∼300–367◦C.
It seems most likely that the scattered paleomagnetic directions for these clasts
therefore result from localized reworking (e.g., slope failure or mud ﬂows) and do
not result from low temperature pyroclastic emplacement.
Sites MSH3, 5 and 6 all have well-deﬁned paleomagnetic directions that record
the expected geomagnetic ﬁeld direction during 1980 (Fig. 4.4). Site MSH4 also
records this direction, but it is poorly deﬁned. However, the statistic 3R2/N, which
provides a test for randomness (Rayleigh, 1919), indicates that the paleomagnetic
directions are statistically grouped at the 95% conﬁdence level. The statistic will
exceed 7.81 for a group of non-random paleomagnetic directions; the statistic at sites
MSH3-6 exceeds 7.81. At both sites MSH1 and 2, 3R2/N is ≤5.9, which indicates
that no consistent paleomagnetic direction is recorded.
Sixty-two samples from sites MSH3–6 have paleomagnetic directions that fall
within 30◦ of the 1980 geomagnetic ﬁeld direction. These samples were used to
determine emplacement temperatures. The majority of samples have single compo-
nents of magnetization, which means they were emplaced above the Curie temper-
ature (Tc) of the constituent magnetic minerals. Curie temperatures of the clasts
(Fig. 4.5a, b and Table 4.2) are 447–634◦C for the juvenile material, and 460–634◦C
for the lithic clasts.
Sites MSH3, 5 and 6 are all from the deposits emplaced on June 12, 1980. Extrap-
olation from the data of Banks and Hoblitt (1996) give emplacement temperatures
at these three sites of ∼540 ± 30◦C. At site MSH3, deposits were rich in hot (≥447–
595◦C) juvenile material. The sampled lithic clasts were emplaced at or above Tc.
Tdep can only be constrained to have been hotter than the lowest Tc; for site MSH3
Tdep ≥532◦C. This is in good agreement with the direct measurements of Banks and
Hoblitt (1996) (Fig. 4.6). At site MSH 5, where the juvenile content is lower, the
lithic clasts also record only one paleomagnetic direction. The Tc of these clasts
is 509–619◦C. Tdep at MSH5 was ≥509◦C. All but one sample at site MSH6 have
single components of magnetization. The Curie temperatures of the lithic samples
are 527–634◦C. Sample MSH6C1 records two paleomagnetic directions. The inter-
section of these two directional components gives an emplacement temperature of
510–570◦C. Although only one sample gives this result, it is considered to provide
an accurate estimate of Tdep. We exclude the possibility of adverse cooling of this
particular clast as it was sampled from a similar level within the deposit as clasts
emplaced at temperatures above Tc, and so will have experienced the same cooling
conditions. A paleomagnetic estimate of Tdep = 510–570◦C is in excellent agreement
with the measured value from Banks and Hoblitt (1996) of 540 ± 30◦C (Fig. 4.6).CHAPTER 4. PALEOMAGNETIC EMPLACEMENT TEMPERATURES 65
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Figure 4.4: Equal area stereographic projections of paleomagnetic directions recorded at
each sample site at Mt. St. Helens. The stars denote the 1980 geomagnetic ﬁeld direction.
The circles represent the mean directions and ellipses are the α95 cones of conﬁdence about
the mean. Open symbols denote upper hemisphere projections, while closed symbols
denote lower hemisphere projections. Dec. = declination; Inc. = inclination; α95 = semi-
angle of 95% conﬁdence; N = number of samples; R = the length of the mean vector; k
= the estimate of the precision parameter, from Fisher (1953); and 3R2/N = the statistic
for randomness from Rayleigh (1919).
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Figure 4.5: Typical thermomagnetic and susceptibility-temperature curves for samples
from (a, b) Mt. St. Helens, (c, d) Láscar, and (e, f) Vesuvius. Solid (dashed) lines
represent the heating (cooling) cycle. (a) Clast MSH4S, which has a Curie temperature
of 590◦C. (b) Clast MSH6F, Tc = 527◦C. (c) Clast LV7H, Tc = 409◦C. (d) Susceptibility-
temperature curve for clast LV21A, Tc = 575◦C. (e) Thermomagnetic curve for clast
CP4Q, Tc = 362, 631◦C. The coincidence of a Curie temperature with the emplacement
temperature estimate may indicate that the remanence is of chemical and not thermal
origin. (f) Thermomagnetic curve for clast CP6P, which is typical of maghemite inversion
to hematite. The remanence carried by this clast is therefore likely to be a CRM.
The deposit at site MSH4 was emplaced on July 22, 1980, and direct measure-
ments by Banks and Hoblitt (1996) give an emplacement temperature of >600◦C.
The sampled clasts all have single components of magnetization. Tc for the lithic
clasts range from 577 to 603◦C, and for the juvenile material from 623 to 634◦C. Tdep
is taken to be ≥577◦C. This estimate also agrees with the measurements of Banks
and Hoblitt (1996) (Fig. 4.6).CHAPTER 4. PALEOMAGNETIC EMPLACEMENT TEMPERATURES 67
Paleomagnetic emplacement temperatures of Erwin (2001) along with the new
data presented here, and those of Sulpizio et al. (2008) from El Chichón, Mexico are
plotted against available directly measured emplacement temperature data in Fig.
4.6. These data illustrate the accuracy of the paleomagnetic method for estimating
emplacement temperatures of pyroclastic deposits and highlight the repeatability of
paleomagnetic measurements.
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Figure 4.6: Paleomagnetic emplacement temperature versus directly measured emplace-
ment temperature for the 1980 pyroclastic deposits at Mt. St. Helens, USA (Erwin, 2001,
and this study), and El Chichón (Sulpizio et al., 2008). Both temperatures are strongly
correlated, which indicates that the paleomagnetic approach is an accurate and viable
method for determining the emplacement temperature of pyroclastic deposits. Small er-
ror bars have been removed for clarity; arrows indicate a minimum temperature estimate.
Best-ﬁt line calculated using major-axis linear regression.
Table 4.2: Emplacement temperature and paleomagnetic data from Mt. St. Helens,
USA.
Sample Clast Type Te Dec. Inc. N MAD Tc
(◦C) (◦) (◦) (◦) (◦C)
MSH3B7 Pumice ≥ 543 28.6 54.9 15 3.8 543
MSH3C4 Pumice ≥ 480 8.9 62.0 14 3.8 480
MSH3F3 Pumice ≥ 553 17.3 63.4 19 2.4 553
MSH3G6 Pumice ≥ 553 354.0 69.8 19 5.2 553
MSH3H4 Pumice ≥ 541 34.5 58.8 15 2.4 541
MSH3K1 Pumice ≥ 560 41.6 66.0 17 2.2 560
MSH3L2 Pumice ≥ 563 37.7 73.7 19 5.4 563
MSH3M7 Pumice ≥ 493 2.1 77.7 14 5.5 493
MSH3N1 Pumice ≥ 595 2.3 55.0 19 4.1 544, 595
MSH3O5 Pumice ≥ 470 32.2 59.0 17 3.4 470
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(continued)
Sample Clast Type Te Dec. Inc. N MAD Tc
(◦C) (◦) (◦) (◦) (◦C)
MSH3P5 Pumice ≥ 527 12.1 54.9 15 3.0 527
MSH3Q1 Pumice ≥ 488 29.2 61.8 15 3.2 488
MSH3S1 Andesite ≥ 532 5.1 56.3 19 4.1 532
MSH3T1 Pumice ≥ 481 36.0 51.7 16 4.7 481
MSH3U1 Andesite ≥ 577 350.7 61.0 17 3.5 577
MSH3V3 Dacite ≥ 535 354.0 50.3 17 12.5 535
MSH3W5 Pumice ≥ 447 12.5 57.7 19 3.7 447
MSH4F7 Dacite ≥ 603 44.1 45.9 19 4.0 603
MSH4G6 Pumice ≥ 623 350.3 85.7 20 5.2 587, 623
MSH4M1 Dacite ≥ 592 5.0 65.8 17 2.9 592
MSH4Q1B Dacite ≥ 598 66.2 80.5 20 5.2 598
MSH4S3 Dacite ≥ 590 36.7 73.1 19 3.2 590
MSH4T2 Pumice ≥ 626 56.0 72.6 19 4.2 593, 626
MSH4U2 Andesite ≥ 577 39.9 61.1 17 2.7 577
MSH4V2 Pumice ≥ 634 359.7 53.8 19 4.3 634
MSH5B3 Andesite ≥ 509 15.1 53.6 16 1.9 509
MSH5D4 Andesite ≥ 527 349.3 58.3 17 2.9 527
MSH5E4 Pumice ≥ 567 338.7 68.8 18 3.4 567
MSH5G2 Andesite ≥ 547 6.0 58.4 18 2.5 547
MSH5H1 Andesite ≥ 549 62.7 75.0 19 3.7 549
MSH5K1 Andesite ≥ 619 29.2 57.3 18 3.1 619
MSH5L1 Andesite ≥ 542 353.2 60.7 19 2.9 542
MSH5M4 Dacite ≥ 582 16.5 57.9 19 3.4 582
MSH5N4 Andesite ≥ 538 48.6 63.7 17 3.1 538
MSH5O2 Dacite ≥ 593 10.7 54.0 18 3.1 540, 593
MSH5P3 Vesicular Basalt ≥ 596 17.8 62.8 18 3.1 596
MSH5Q2 Dacite ≥ 563 356.8 67.8 19 6.4 563
MSH5R2 Andesite ≥ 516 10.5 57.7 19 2.2 516
MSH5S1 Andesite ≥ 535 33.3 67.4 19 6.5 535
MSH5T1 Andesite ≥ 559 357.8 64.8 18 6.7 559
MSH5U4 Andesite ≥ 617 5.8 57.6 16 2.5 553, 617
MSH5V3 Andesite ≥ 519 350.1 74.1 18 3.8 519
MSH5W1 Dacite ≥ 607 348.8 78.4 19 3.7 607
MSH6B3A Pumice ≥ 533 296.7 65.3 18 3.7 533
MSH6C1 Reddened Dacite 510-570* 17.2 81.1 16 12.4 632
MSH6D3 Andesite ≥ 557 108.0 86.8 17 3.9 557
MSH6E12 Pumice ≥ 551 12.4 63.1 19 4.3 551
MSH6F3 Andesite ≥ 527 1.5 62.7 16 4.2 527
MSH6G2 Andesite ≥ 553 12.8 65.4 18 3.0 553
MSH6H4 Andesite ≥ 634 37.8 70.1 18 4.1 589, 634
MSH6K2 Vesicular Basalt ≥ 610 8.0 68.8 18 3.2 610
MSH6L1 Andesite ≥ 602 46.7 70.1 19 2.9 602
MSH6M5 Pumice ≥ 491 32.0 69.1 19 3.4 491
MSH6N2 Pumice ≥ 570 28.5 66.6 19 2.7 570
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(continued)
Sample Clast Type Te Dec. Inc. N MAD Tc
(◦C) (◦) (◦) (◦) (◦C)
MSH6O4 Andesite ≥ 571 30.8 61.4 18 3.4 571
MSH6P4 Andesite ≥ 560 47.1 78.3 18 3.3 560
MSH6Q1 Vesicular Basalt ≥ 610 41.4 67.2 19 3.7 610
MSH6R6 Dacite ≥ 592 3.6 70.3 19 3.4 592
MSH6S5 Andesite ≥ 553 26.8 54.1 18 3.9 553
MSH6T2 Pumice ≥ 564 29.4 60.1 19 3.8 564
MSH6U1 Andesite ≥ 592 88.0 68.4 19 2.9 592
MSH6V5 Andesite ≥ 585 39.1 65.7 18 3.1 585
Clast type identiﬁcation based on microscopy, Te = emplacement temperature, *
denotes an estimate made from the intersection of two directional components; N =
number of demagnetization steps used for the principal component analysis to de-
termine the paleomagnetic direction for each sample (see Kirschvink, 1980); MAD
= maximum angular deviation (Kirschvink, 1980); Tc = Curie temperature (deter-
mined from the heating cycle of a thermomagnetic experiment). Where two or more
Curie temperatures are listed, multiple magnetic minerals are present in the sample.
4.1.6.2 Volcán Láscar, Chile
Láscar is a stratovolcano in the Chilean Andes, near the Argentinean border (Fig.
4.7a). On April 18, 1993, Láscar erupted for three days, in what was the largest
historic eruption in the northern Andes (Smithsonian, 1993; Déruelle et al., 1995,
1996). Two intense eruptions on April 19 produced ejecta columns as high as 22
km. Pyroclastic density currents resulted on April 19 and 20 following the collapse
of eruptive columns. The pyroclastic deposits crop out on the volcano ﬂanks up to
8.5 km from the summit toward the NW and SE (Fig. 4.7a) and cover an area of
∼18.5 km2.
The deposits contain a pumice-rich facies typically found in the frontal lobes
and margins of the deposits and a lithic-rich facies in the interior of the deposits
(Sparks et al., 1997). The pumice facies comprises an andesitic-dacitic juvenile
component with a minor lithic content. The lithic-rich facies incorporates roughly
equal proportions of eroded and vent-derived lithic clasts. These include fragments
of the pre-existing andesitic lava dome, formed in 1992, and clasts from the Tumbres-
Talabre lava. Clasts of Tertiary ignimbrite and pink quartz rhyodacite were also
incorporated, although they are not common (Déruelle et al., 1996; Sparks et al.,
1997; Calder et al., 2000).
No direct temperature measurements of the pyroclastic deposits were made; how-
ever, due to its high altitude (5.5 km above sea level) and reduced cloud cover, Láscar
is ideal for satellite observations (Oppenheimer et al., 1993; Wooster and Rothery,
1997; Denniss et al., 1998; Wooster et al., 1998; Wooster, 2001). Denniss et al.
(1998), using AVHRR satellite imagery, produced a thermal radiance map of the
1993 Láscar pyroclastic deposits (Fig. 4.7b). Their results indicate a central hotCHAPTER 4. PALEOMAGNETIC EMPLACEMENT TEMPERATURES 70
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Figure 4.7: (a) Location map of Láscar volcano along with a simpliﬁed geological map
of the deposits from the 18–20 April, 1993, pyroclastic density currents. The geological
map has been modiﬁed after Calder et al. (2000). (b) Thermal radiance map of the 1993
Láscar pyroclastic deposits modiﬁed after Denniss et al. (1998). The shape of the northern
thermal anomaly mimics the shape of the pyroclastic deposits shown in (a). The eruption
cloud obscured the pyroclastic deposits on the SE slope of Láscar, so no thermal radiance
data are available for these deposits.
area associated with the volcanic vent. The distinct shape of the northern deposits
is also evident as areas with elevated temperatures. The southern slopes of Lás-
car were obscured by the ash plume, so no temperature estimates are available for
these deposits. The available satellite data indicate that the minimum surface tem-
perature of the deposits was ∼185–265◦C. It must be noted this is the maximum
temperature range that can be estimated using AVHRR imagery, so this range pro-CHAPTER 4. PALEOMAGNETIC EMPLACEMENT TEMPERATURES 71
vides a minimum estimate of emplacement temperature for the pyroclastic density
currents.
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Figure 4.8: Typical stepwise thermal demagnetization behaviour for the Láscar samples.
(a) Sample LV12E3A has a single component of magnetization that is aligned with the
1993 geomagnetic ﬁeld direction. (b) Sample LV1A1A exhibits (noisy) self-reversing pale-
omagnetic behaviour, in which the high temperature component aligns with the expected
geomagnetic direction and the low temperature component is anti-parallel to the expected
direction. Symbols are the same as in Fig. 4.3.
A total of 111 clasts, representing 31 sites from pyroclastic deposits on both
ﬂanks of Láscar, were collected. The sampled lithic clasts are andesitic to dacitic
in composition. Little erosion had occurred at Láscar between the eruption in 1993
and our sampling during early 2006. We could therefore only sample the presentlyCHAPTER 4. PALEOMAGNETIC EMPLACEMENT TEMPERATURES 72
exposed surface of the deposits. Thermal demagnetization was performed on 124
samples cut from the clasts. Two main types of demagnetization behaviour are
evident (Fig. 4.8). Most of the samples have a single magnetization component
that is aligned with the 1993 geomagnetic ﬁeld direction (Fig. 4.8a). An additional
18 samples, from dacitic clasts, provide evidence of self-reversing behaviour; the high
temperature component is consistent with the 1993 geomagnetic ﬁeld direction, but
the lower temperature component is anti-parallel to this direction (Fig. 4.8b). The
1993 geomagnetic ﬁeld direction is present up to the Curie temperature of these
samples, which indicates that the clasts were fully remagnetized during the 1993
eruption.
Fig. 4.9a is a stereoplot of the recorded paleomagnetic directions; the paleo-
magnetic directions are biased toward the 1993 geomagnetic ﬁeld direction and its
antipode. Fig. 4.9b is a stereoplot of the recorded paleomagnetic directions that fall
within 30◦ of the 1993 geomagnetic ﬁeld direction; these clasts are used to estimate
the emplacement temperature. Of the samples with self-reversing magnetizations,
17 have well-deﬁned normal and reverse polarity components of magnetization (with
maximum angular deviation, MAD ≤ 15◦). A further 11 samples have well-deﬁned
high temperature, normally magnetized components but have poorly deﬁned (MAD
> 15◦) low temperature components of magnetization, which fall close to the antipo-
dal direction of the 1993 geomagnetic ﬁeld. Due to their high MAD values, these
low temperature components of magnetization are excluded from further analysis.
A reversal test for the two, well-deﬁned directions (Fig. 4.9c) yields overlapping α95
cones of conﬁdence, which indicates that the directions are antipodal. The reversal
test of McFadden and McElhinny (1990) yields an angular separation, γ0, of 5.7◦,
and a critical angle, γc, of 6.5◦. This constitutes a positive reversal test (γ0 < γc) of
quality classiﬁcation ‘B’ (5◦ < γc ≤ 10◦).
A total of 80 samples (72 independent clasts) unambiguously recorded the Earth’s
magnetic ﬁeld during the 1993 eruption, which includes samples from 30 of the 31
sites sampled. The paleomagnetic data for the normal polarity component closely
cluster around the ambient ﬁeld direction during April 1993 (Fig. 4.9a, b). The pa-
leomagnetic inclination is shallower by a few degrees; this inclination error is most
likely caused by clast rotation during compaction of the deposits, as suggested by
Hoblitt et al. (1985).
Each clast indicates emplacement temperatures in excess of Tc (Table 4.3). Ther-
momagnetic curves (Fig. 4.5c, d) yield Tc values from 397◦C to 641◦C, while Tc of
the juvenile material ranges from 402◦C to 599◦C. Although there is no lowest em-
placement temperature on which to base an estimate of Tdep, the uniformly high
temperature of both the juvenile material and the lithic clasts suggests a high Tdep
value (≥397◦C).CHAPTER 4. PALEOMAGNETIC EMPLACEMENT TEMPERATURES 73
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Despite the consistently high emplacement temperatures at nearly all of the
sampled sites, 9 samples yielded noisy data and failed to record the 1993 geomagnetic
ﬁeld direction. These samples were not included in any further analysis. Another 35
samples do not record consistent paleomagnetic directions. This normally indicates
cold emplacement. At each site, however, samples were collected from within a
limited area and the distance between samples was typically less than 5 m. This
suggests implausible temperature gradients within the deposit if some samples were
emplaced cold and others hot. A much more likely scenario is that these samples
have moved since they cooled. This interpretation is supported by the fact that only
the surface of the deposit could be sampled.
Table 4.3: Emplacement temperature and paleomagnetic data from Láscar, Chile.
Sample Clast Type Te Dec. Inc. N MAD Tc
(◦C) (◦) (◦) (◦) (◦C)
LV1A1A Dacitic Pumice ≥ 425 5.5 -19.1 10 10.6 425
LV1A2B Dacitic Pumice ≥ 425 5.0 -26.5 8 6.4 425
LV3B1 R. Andesite ≥ 586 330.1 -24.0 16 6.7 586
LV3D2 Dacitic Pumice ≥ 428 10.6 -12.2 12 13.9 428
LV4A1 R. Andesite ≥ 641 15.7 -27.1 20 2.4 251, 469, 641
LV4C2 Andesite ≥ 483 344.2 -25.4 20 5.3 483
LV5A1A Dacitic Pumice ≥ 420 357.3 -12.9 11 8.2 420
LV5B2B Dacitic Pumice ≥ 427 339.9 -31.4 11 10.3 427
LV5C3A Dacitic Pumice ≥ 447 25.4 -8.2 11 14.8 447
LV6A1 Andesite ≥ 553 2.4 -46.1 20 6.8 553
LV6B1 Andesite ≥ 439 8.3 -18.3 13 3.4 439
LV6C1 Andesite ≥ 543 345.6 -2.8 16 4.9 543
LV6C5B Andesite ≥ 543 338.7 -5.3 14 2.7 543
LV6D1A Andesite ≥ 463 5.1 -6.3 18 4.8 463
LV6G5 Andesitic Pumice ≥ 599 11.3 -5.2 20 4.5 599
LV6I2 Andesite ≥ 420 7.2 -7.0 18 5.7 420
LV6I4A Andesite ≥ 420 2.8 -9.9 13 3.3 420
LV7B2 Andesite ≥ 413 0.4 -8.4 12 4.4 413
LV7G2 Andesite ≥ 543 353.5 -13.0 20 6.9 543
LV7H3 Andesite ≥ 409 4.1 -10.1 20 5.4 409
LV8A5 Dacitic Pumice ≥ 433 358.9 -15.0 10 7.7 433
LV9A1 Dacitic Pumice ≥ 523 11.7 -3.2 19 5.5 523
LV9B1 Dacitic Pumice ≥ 427 343.3 1.6 12 6.9 427
LV9D1A Dacitic Pumice ≥ 427 2.1 -17.0 11 9.7 427
LV9F3 Andesite ≥ 568 5.4 -14.4 15 5.5 568
LV10B3 Dacitic Pumice ≥ 428 8.8 -6.6 11 14.1 428
LV10C5 Dacitic Pumice ≥ 456 10.8 -9.3 13 4.2 456
LV10D1 Dacitic Pumice ≥ 517 348.8 -20.9 20 6.2 517
LV10D3B Dacitic Pumice ≥ 517 330.3 -28.2 15 3.8 517
LV11A1 Andesite ≥ 405 15.5 -13.8 20 5.4 405
LV11B3 Dacitic Pumice ≥ 481 1.0 -27.4 8 7.9 481
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(continued)
Sample Clast Type Te Dec. Inc. N MAD Tc
(◦C) (◦) (◦) (◦) (◦C)
LV12A3 R. Andesite ≥ 547 359.4 -19.3 19 4.2 547
LV12C1A Dacitic Pumice ≥ 432 4.4 -17.3 10 11.3 432
LV12D3 Dacite ≥ 457 11.3 -16.1 20 3.6 457
LV12E1A R. Andesite ≥ 587 8.7 -22.6 20 3.8 587
LV12E3A R. Andesite ≥ 587 356.0 -24.4 15 2.8 587
LV13A4 Dacitic Pumice ≥ 427 346.2 -13.9 11 3.6 427
LV14C1A Dacitic Pumice ≥ 436 10.1 -15.2 19 10.9 436
LV15B3 Dacite ≥ 527 10.7 -17.6 20 4.8 407, 527
LV16A1A Dacite ≥ 513 354.1 -3.4 19 14.0 513
LV16A3B Dacite ≥ 513 355.0 -10.1 14 6.6 513
LV16B1A Andesite ≥ 414 7.1 -6.0 17 7.0 414
LV16C2 Dacitic Pumice ≥ 417 6.6 -20.1 11 10.0 417
LV17A2 Andesite ≥ 426 355.8 -21.6 20 5.8 426
LV18B2 Andesite ≥ 427 8.1 -6.1 20 7.2 427
LV19B2 Dacite ≥ 534 4.1 -7.3 19 3.2 534
LV19C2 Andesite ≥ 518 353.0 -12.8 19 3.8 468, 518
LV19D2 Andesite ≥ 510 348.9 -9.5 18 6.1 510
LV19E2 Dacite ≥ 523 351.2 -1.8 20 8.1 523
LV19F1 Dacite ≥ 523 358.3 -11.6 20 4.2 463, 523
LV19G1A Dacite ≥ 533 6.3 -15.9 20 6.3 533
LV20B2 Dacite ≥ 527 12.8 -3.3 20 5.7 527
LV20C1 Dacite ≥ 444 359.2 -13.4 20 3.4 444
LV21A1 Andesite ≥ 575 358.4 -8.4 19 3.8 575
LV21B3 Dacite ≥ 397 7.3 -12.8 18 4.2 397
LV21C2 Andesite ≥ 573 3.0 -21.2 19 3.8 573
LV22A1B Dacitic Pumice ≥ 444 353.7 -6.3 11 15.0 444
LV22C2A Dacitic Pumice ≥ 440 18.0 -10.8 9 8.9 440
LV22C2B Dacitic Pumice ≥ 440 15.8 -16.0 9 8.0 440
LV22D2 Andesite ≥ 573 353.5 -30.1 17 7.9 573
LV23A1 Andesite ≥ 417 2.8 -14.6 18 8.3 417
LV23D2 Dacitic Pumice ≥ 417 350.5 -31.7 9 8.0 417
LV24A1 Dacitic Pumice ≥ 447 351.2 -17.8 8 8.5 447
LV24B2 Dacitic Pumice ≥ 483 351.3 -17.7 9 11.2 413, 483
LV25C2B Dacite ≥ 463 17.1 -19.5 20 4.1 463
LV26A1 Dacitic Pumice ≥ 413 16.0 -12.9 8 8.2 413
LV26B Dacitic Pumice ≥ 417 25.5 -20.8 15 3.8 417
LV26B2 Dacitic Pumice ≥ 417 356.4 -23.1 10 7.6 417
LV26D1 Andesite ≥ 401 342.2 -8.8 14 6.5 401
LV27B1 Dacite ≥ 413 0.8 -9.1 14 7.9 413
LV28C2 Dacitic Pumice ≥ 443 358.2 -27.9 8 4.2 443
LV28E1 Andesite ≥ 477 357.7 -20.3 16 6.6 477
LV29B3B Andesite ≥ 434 1.1 -4.4 20 12.6 434
LV29C2 Dacitic Pumice ≥ 443 343.9 -8.9 11 13.4 443
LV29E1A Dacitic Pumice ≥ 452 355.8 -14.9 11 9.0 402, 452
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(continued)
Sample Clast Type Te Dec. Inc. N MAD Tc
(◦C) (◦) (◦) (◦) (◦C)
LV30A4 Andesitic Pumice ≥ 543 7.6 -2.0 20 9.9 543
LV30B1 Dacite ≥ 483 0.4 -1.0 20 5.2 483
LV30C4 Dacitic Pumice ≥ 425 358.1 -14.0 12 6.2 425
LV30D2 Andesite ≥ 423 14.1 -39.6 20 6.5 423
LV31C5 Dacitic Pumice ≥ 433 351.3 -6.0 10 7.5 433
Symbols are the same as in Table 4.2. R. = Reddened; P. = Pumice.
4.1.6.3 Volcán de Colima, Mexico
The Colima Volcanic Complex, located in western Mexico, is a N-S trending volcanic
chain consisting of three volcanoes: Volcán Cantaro, Nevado de Colima and Volcán
de Colima (Fig. 4.10). Volcán de Colima is currently Mexico’s most active volcano
with at least 52 eruptions since 1560 A.D. (Bretón et al., 2002). Intermittent activity
has been observed since 1998, with vulcanian eruptions, lava ﬂows and growing
domes that have collapsed and generated pyroclastic density currents (Saucedo et al.,
2002; Zobin et al., 2002; Saucedo et al., 2004, 2005).
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Figure 4.10: Map of Central Mexico with the location of the Colima Volcanic Complex
(CVC) within the Trans-Mexican Volcanic Belt (TMVB). The inset contains an expanded
view of the CVC; the lines represent the main roads. Modiﬁed after Saucedo et al. (2002).
Thirteen localities were sampled from areas where pyroclastic eruptions occurred
on June 2005 (VC1–7), January 1913 (VC8–11), and June 2004 (VC12-13). Two
areas associated with the 2005 deposits were sampled where pyroclastic emplace-
ment was observed, in the northern end of Montegrande gully (VC1–4), and further
east in La Arena gully (VC5–7). Sites VC8–11 were located in the northern end
of Zarco river valley, and samples from the 2004 deposits (VC12–13) were collectedCHAPTER 4. PALEOMAGNETIC EMPLACEMENT TEMPERATURES 77
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Figure 4.11: (a) Vector component diagrams for samples VC5A2 and VC6K1, which rep-
resent examples of single and multiple component remanent magnetizations, respectively.
Symbols are the same as in Fig. 4.3. (b) Equal area stereographic projection of the low
temperature paleomagnetic directions recorded by the studied samples from Colima. The
two stars represent the expected geomagnetic ﬁeld directions from 1913, 2004/2005, which
are nearly indistinct. There is no statistically identiﬁable direction from the measured
paleomagnetic data, although there is a general bias toward a southeastward and upward
direction. Symbols are the same as in Fig. 4.4.
from the western ﬂank of the volcano inside the Rio la Lumbre river valley. Ther-
mal demagnetization was carried out on 133 samples from 107 clasts, which reveals
both single and multiple magnetization components (Fig. 4.11a). A stereographic
projection of all of the low temperature paleomagnetic components, which includes
single remanence components, is shown in Fig. 4.11b. Only one of the paleomag-
netic directions falls close to the geomagnetic ﬁeld direction during the respectiveCHAPTER 4. PALEOMAGNETIC EMPLACEMENT TEMPERATURES 78
eruptions that produced the sampled deposits (indicated by the two stars). The
test for randomness is not satisﬁed (3R2/N = 38.2), which suggests a bias in the
recorded directions toward a downward and southeastward direction, although no
statistically reliable direction can be identiﬁed (Fig. 4.11b). The recorded paleo-
magnetic directions all have low MAD values, which indicates that the scatter of
directions is not simply due to noise (Table 4.4). The lack of a contemporaneous
geomagnetic ﬁeld direction indicates that the sampled clasts were emplaced in their
current deposits below the temperature at which the viscous overprint is removed,
i.e., below ∼115◦C for the 2004/5 deposits and below ∼135◦C for the 1913 deposits.
The wet local climate means that pyroclastic debris is frequently remobilized as la-
hars, often soon after an eruption Davila et al. (2007). Therefore, the most probable
explanation of the data distribution is that the sampled deposits represent reworked
pyroclastics. The presence of numerous clasts with two components of magnetic
remanence may suggest that the clasts have undergone reheating/remagnetization
at some point in the past, which supports the hypothesis that the clasts are most
likely sourced from pyroclastic deposits. The wide range of potential emplacement
temperatures indicated by these multicomponent clasts (250–450◦C) provides little
information about the emplacement temperature of the reworked deposits because
there is no constraint on the origin of the clasts (i.e., they could be sourced from
numerous deposits with varying emplacement temperature).
Numerous pieces of charred wood and plant debris are visible within the sampled
deposits. The presence of these fragments suggests that the deposits were emplaced
above ambient temperature, while the paleomagnetic evidence indicates that the
deposits were emplaced in their cuurent position at ambient temperature. The
possibility of accessory materials being reworked into cold deposits and giving rise to
false emplacement temperature estimates highlights the value of the paleomagnetic
method for determining pyroclastic emplacement temperatures.
Table 4.4: Paleomagnetic data from Colima, Mexico.
Sample Clast Type Dec. (◦) Inc. (◦) N MAD
VC1B Dacite 145.2 -39.1 17 1.7
VC1D2 Andesite 91.0 -6.1 3 10.0
VC1E3 Olivine Andesite 98.4 -11.4 13 5.8
VC1E6 Olivine Andesite 98.3 -19.4 13 5.2
VC1F1 Andesite 136.5 -42.1 6 14.7
VC1H1 Olivine Andesite 310.1 -38.1 17 6.9
VC1K2 Andesite 144.3 -36.8 8 8.2
VC1L Olivine Andesite 42.2 4.1 4 2.6
VC2B1 Dacite 282.8 -32.5 7 10.6
VC2B2 Dacite 240.8 -1.6 10 10.0
VC2E1 Olivine Andesite 142.8 -28.6 17 5.2
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(continued)
Sample Clast Type Dec. (◦) Inc. (◦) N MAD
VC2E2 Olivine Andesite 153.4 -29.4 13 2.5
VC2G1 Andesite 126.1 16.7 17 4.6
VC2H Andesite 144.8 -53.3 6 8.6
VC2K Andesite 126.8 -25.6 10 6.0
VC2L1 Reddened Andesite 135.9 -41.4 6 14.2
VC3A1 Andesite 9.9 4.8 13 4.3
VC3C Andesite 9.5 10.6 17 5.3
VC3D1 Reddened Dacite 315.5 79.4 13 9.7
VC3E2 Andesite 33.2 -11.1 17 3.9
VC3F1 Reddened Dacite 28.8 -39.7 13 5.0
VC3H2 Andesite 308.6 -56.4 3 7.5
VC3K4B Dacite 78.0 -9.8 7 5.5
VC3K5A Dacite 74.5 -17.6 7 5.1
VC3L3 Olivine Andesite 86.2 -41.2 4 13.3
VC4B3A Andesite 195.0 -50.9 8 11.2
VC4C Andesite 191.2 -48.7 8 3.4
VC4E Andesite 176.0 -27.6 14 8.3
VC4G Olivine Andesite 134.2 -27.1 11 7.1
VC4H1 Andesite 193.3 2.5 13 3.9
VC4K3 Andesite 170.4 -35.3 10 5.5
VC4L Andesite 42.7 -65.6 18 3.7
VC5A2 Olivine Andesite 357.8 -57.0 13 2.5
VC5A4 Olivine Andesite 13.2 -57.3 13 3.8
VC5B1 Dacite 346.3 -52.1 17 1.2
VC5D3 Olivine Andesite 89.3 -36.7 13 4.7
VC5D6 Olivine Andesite 103.2 -40.9 13 4.8
VC5E1B Reddened Dacite 185.3 -47.2 11 3.6
VC5E3 Reddened Dacite 186.0 -46.2 18 5.4
VC5E4 Reddened Dacite 177.3 -39.8 13 6.7
VC5F1 Reddened Dacite 125.9 -16.0 17 5.3
VC5F2 Reddened Dacite 122.2 42.5 13 5.0
VC5F2 Reddened Dacite 122.2 42.5 13 5.0
VC5H Reddened Dacite 29.7 -9.9 17 7.7
VC5K2 Andesite 294.2 -10.8 9 7.4
VC5L Andesite 328.3 -15.3 17 3.8
VC6A1 Reddened Dacite 15.4 -40.2 11 8.8
VC6B Andesite 350.7 -16.6 17 5.0
VC6C Andesite 6.7 27.9 18 8.7
VC6D1 Dacite 33.3 -41.1 9 8.3
VC6E1 Andesite 208.2 8.0 13 4.8
VC6F Andesite 330.1 -13.7 17 3.7
VC6H Dacite 6.6 -48.7 9 9.1
VC6K1 Andesite 17.1 -20.2 10 12.0
VC7A2 Andesite 11.8 20.3 13 8.7
VC7A3 Andesite 337.7 25.3 13 8.2
VC7C1 Andesite 119.9 -6.7 13 4.4
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(continued)
Sample Clast Type Dec. (◦) Inc. (◦) N MAD
VC7D2B Andesite 21.6 -7.8 13 3.5
VC7D3B Andesite 25.3 -17.0 13 3.9
VC7E2 Olivine Andesite 359.4 -16.9 13 4.9
VC7F Olivine Andesite 357.0 -20.5 13 6.5
VC7G Dacite 49.3 -13.8 17 4.7
VC7H Andesite 70.7 -16.2 3 7.2
VC7K Andesite 8.1 -24.4 17 6.1
VC8A2 Andesite 226.8 -31.9 18 6.4
VC8B2 Dacite 304.7 -13.6 8 12.1
VC8C2 Andesite 335.6 10.2 9 14.1
VC8D2 Andesite 271.5 9.7 13 5.3
VC8D3 Andesite 265.9 11.9 18 5.1
VC8G2 Dacite 349.6 -33.3 8 10.0
VC8L Andesite 280.1 -11.0 9 10.4
VC8M Andesite 332.4 -16.6 9 10.8
VC9D2A Olivine Andesite 103.8 -20.9 8 13.6
VC9F2 Reddened Andesite 215.0 77.2 13 5.9
VC9F3 Reddened Andesite 230.2 71.9 18 2.3
VC9K Andesite 172.9 -13.9 17 3.2
VC9L Olivine Andesite 198.1 -18.8 17 2.3
VC9M2A Andesite 149.1 -17.1 13 4.5
VC9M4 Andesite 118.9 15.1 13 8.1
VC10A1 Dacite 219.0 -66.8 7 8.2
VC10B1 Reddened Andesite 50.9 33.9 13 6.6
VC10C Andesite 277.8 -36.9 9 11.2
VC10D Andesite 295.1 -8.3 12 11.2
VC10E1 Andesite 98.0 -46.7 13 5.8
VC10E2A Andesite 113.3 -67.8 13 5.0
VC10F1 Andesite 334.5 15.2 13 3.8
VC10H Olivine Andesite 184.3 1.5 18 3.5
VC10L2 Andesite 217.9 38.6 13 6.5
VC10L3 Andesite 157.6 -23.7 13 7.6
VC11A1 Andesite 262.3 -62.4 13 6.8
VC11F1 Reddened Andesite 73.1 30.2 13 1.8
VC11G1 Olivine Andesite 104.2 -80.5 8 14.1
VC11H1 Olivine Andesite 167.2 -48.1 17 4.5
VC11K1 Andesite 136.6 -42.2 13 3.6
VC11K4 Andesite 137.5 -56.5 13 2.9
VC11L2 Andesite 110.8 -41.2 11 12.7
VC12B1 Andesite 143.9 -29.2 5 5.5
VC12D1 Andesite 131.9 -32.7 7 9.5
VC12D4A Andesite 131.4 -31.0 7 8.5
VC12E1 Andesite 163.9 -28.0 8 3.8
VC12G1 Olivine Andesite 157.5 -49.6 9 13.4
VC12H2 Olivine Andesite 96.1 13.1 15 7.6
VC12M1 Andesite 177.7 -44.5 13 4.5
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(continued)
Sample Clast Type Dec. (◦) Inc. (◦) N MAD
VC12N1B Andesite 226.3 -37.4 15 6.4
VC12N2A Andesite 248.3 -49.5 15 4.6
VC12O2 Reddened Andesite 126.9 20.7 16 3.1
VC13B1A Dacite 165.6 -16.8 14 2.6
VC13C1A Olivine Andesite 139.8 -12.6 14 4.6
VC13D1 Reddened Dacite 351.7 37.2 15 4.0
VC13G2A Olivine Andesite 135.1 -31.6 8 12.9
VC13L1 Olivine Andesite 208.7 -43.6 15 6.5
VC13M1A Andesite 145.0 -18.9 13 4.5
VC13O2 Andesite 215.5 16.4 15 9.1
VC13P1 Reddened Andesite 42.9 30.9 12 11.0
VC13Q1A Andesite 165.9 -22.7 6 5.1
Symbols are the same as in Table 4.2. Clast type identiﬁcation based
on hand specimen examination.
4.1.6.4 Vesuvius, Italy
Numerous investigations have been made of the temperature from the 79 A.D.
eruption of Vesuvius using both paleomagnetic (e.g., Kent et al., 1981) and non-
paleomagnetic methods (e.g., Mastrolorenzo et al., 2001). Kent et al. (1981), in their
pioneering work on developing the paleomagnetic method, investigated lithic frag-
ments and juvenile material from pyroclastic deposits in the town of Herculaneum.
Their results suggest that the deposits could not have been hotter than ∼400◦C.
Both Capasso et al. (2000) and Mastrolorenzo et al. (2001) analysed bone fragments
from the bodies of victims killed by the pyroclastics at Herculaneum. Capasso et al.
(2000) estimated that the bones reached temperatures of up to 350–400◦C, while
Mastrolorenzo et al. (2001) suggested higher temperatures of ∼500◦C. Mastrolorenzo
et al. (2001) also used paleomagnetism to investigate a tile fragment, estimating its
emplacement temperature to be 480◦C. Cioni et al. (2004), using paleomagnetism,
investigated the temperature of the pyroclastic deposits on a much wider scale, and
sampled 13 sites around the volcano. Their results indicate that the pyroclastics
were emplaced at temperatures of 180–380◦C. Zanella et al. (2007) investigated the
temperature of the 79 A.D. deposits at Pompeii in detail. These deposits reached
temperatures up to 320◦C, but were as cool as 180◦C in some areas. This variation
of a few hundred degrees over short distances illustrates the eﬀect that urban ar-
eas can have on the temperature of pyroclastics and might explain the temperature
variations documented at Herculaneum. Zanella et al. (2008) recently investigated
the 472 A.D. deposits from Vesuvius. These deposits were uniformly hot with Tdep
∼260–360◦C irrespective of locality and the facies sampled. They concluded that
the uniformity of deposit temperature can be attributed to similar rates of heat
transfer from juvenile to lithic clasts and/or to similarity in deposition regimes of
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and magmatic facies, they also concluded that magma-water interactions had little
inﬂuence on Tdep.
At our sampled locality, Pollena quarry (Fig. 4.12), Cioni et al. (2004) estimated
the emplacement temperature of the 79 A.D. pyroclastics to be 250–310◦C, while
Zanella et al. (2008) estimated the 472 A.D. deposits to have been emplaced at
280–320◦C.
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Figure 4.12: Sketch map of the Vesuvius area, central Italy. All samples were collected
from Pollena quarry on the north-western ﬂank of Vesuvius.
We sampled 124 lithic clasts from the 472 A.D. deposits at the Pollena quarry,
on the western ﬂank of Vesuvius (Fig. 4.12). Six sites were sampled from the
lithic rich pyroclastic ﬂow (LRPF) and the Fg facies described by Sulpizio et al.
(2005, 2007). The sampled clasts are predominantly leucite-bearing tephrites, with
occasional andesites and a syenite (Table 4.5). Any VRM should be removed by
laboratory heating to ∼150◦C, therefore data below this heating step are ignored.
Three main types of remanence behaviour are identiﬁed, with most samples hav-
ing a single magnetization component (Fig. 4.13a). A number of samples have more
complicated, multi-component magnetizations (Fig. 4.13b, c). Equal area stereo-
graphic projections of the low temperature magnetization components recorded at
the six sampled sites are shown in Fig. 4.14. There is no consistency in the paleo-
magnetic directions at site CP1. Evidence of debris ﬂows at this site raised doubts
when sampling as to whether the site was in-situ; the paleomagnetic data conﬁrm
that these samples have been remobilized. At sites CP3–6 the paleomagnetic di-
rections are biased toward a northward and downward direction. Only 3 samples
were available from site CP2, but the same trend is still identiﬁable. At each of
these sites, 3R2/N exceeds 7.81 (Fig. 4.14), which indicates that the paleomagnetic
directions are statistically grouped. A mean paleomagnetic direction was obtained
by grouping sites CP2–6 (Dec. = 352.6◦, Inc. = 57.1◦, α95 = 8.5◦, N = 95, R = 70.9,
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recorded in previous studies (e.g., Tanguy et al., 2003; Zanella et al., 2008). To iso-
late clasts that record a consistent direction, data from sites CP2–6 were excluded if
the paleomagnetic direction was >30◦ away from the mean paleomagnetic direction.
A total of 63 clasts were thereby used to estimate emplacement temperatures. At
least 3 clasts from each site met this selection criterion.
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Figure 4.13: Typical stepwise thermal demagnetization behaviour for the Vesuvius sam-
ples. (a) Sample CP5E2 has a single component of magnetization that coincides with
the mean paleomagnetic direction recorded at sites CP2-6. (b) Sample CP3X6A has two
components of magnetization, with the low temperature direction aligning with the mean
direction at site CP2–6. (c) Sample CP4T2 has three components of magnetization; the
low temperature direction aligns with the expected mean direction, while neither higher
temperature components have a preferred direction. Symbols are the same as in Fig. 4.3.
Thermomagnetic analysis was carried out on all of these clasts (e.g., Fig. 4.5e,
f). Sample CP4Q has a Curie temperature that coincides with its estimated em-
placement temperature (362◦C,Fig. 4.5e). This might be because the sample has a
CRM, therefore it was excluded from further analysis. Sample CP6Q has behaviour
that is typical of the inversion of maghemite to hematite (Fig. 4.5f). This is strongCHAPTER 4. PALEOMAGNETIC EMPLACEMENT TEMPERATURES 84
evidence that maghemite is the main magnetic mineral and that the magnetic re-
manence of this lithic clast is a CRM. This sample was also removed from further
consideration.
The three clasts from site CP2 (from the Fg facies) were remagnetized above the
Curie temperature of their constituent magnetic minerals. Tc values range from 568
to 580◦C (Table 4.5). The small number of samples precludes a reliable estimate of
the deposit temperature at this locality. Sites CP3 and 4 are from the lower 2 m
of the exposed LRPF within Pollena quarry. Variable emplacement temperatures
were estimated from ∼280◦C to above Tc (537–628◦C). The majority of clasts have
multi-component remanences, which indicate emplacement between 310 and 460◦C.
The deposit temperature is constrained by the lowest temperature experienced by
an individual clast. For site CP3, Tdep = 310–340◦C, and Tdep = 280–340◦C for site
CP4. Tdep of the lower section of the LRPF is 280–340◦C. This agrees well with
the estimate of Zanella et al. (2008) of Tdep = 280–320◦C. This result emphasizes
the inter-laboratory repeatability of the paleomagnetic method. Sites CP5 and 6
are from the upper part of the LRPF. The majority of clasts from these sites were
emplaced above Tc, but three clasts from site CP5 and two clasts from site CP6
were emplaced at ∼520◦C. Curie temperatures at these two sites range from 533
to 649◦C. Tdep is taken to be ∼520◦C. This estimate is higher than the 280–320◦C
estimated by Zanella et al. (2008) and our estimate of 280–340◦C for the lower
LRPF. Zanella et al. (2008) only sampled the lower portions of the LRPF deposit
(L. Gurioli, personal communication, 2008). The temperature contrast between the
upper and lower LRPF and the data of Zanella et al. (2008) is large (∼200◦C). Few
samples measured by Zanella et al. (2008) have single magnetization components
that indicate full remagnetization of clasts (∼1%); similarly, in this study the lower
LRPF has relatively few fully remagnetized clasts. This suggests that the majority
of clasts incorporated into this part of the deposit experienced little or no heating
prior to deposition. In contrast, the upper section of the LRPF sampled in this
study predominantly contains clasts that have been remagnetized above Tc. This
suggests that these clasts have undergone considerable heating before deposition.
From this we infer that the upper and lower sections of the LRPF have diﬀerent
sources of lithic clasts. The clasts from the lower LRPF are sourced from the cold
debris on the ﬂanks of the volcano, while clasts from the upper LRPF are most
likely to be vent-derived lithics that were initially hot.
Figure 4.14: Equal area stereographic projections of paleomagnetic directions recorded
at each sample site at Vesuvius. The mean paleomagnetic direction from sites CP2–6
agrees with the mean paleomagentic directions from Tanguy et al. (2003) and Zanella
et al. (2008). Symbols are the same as in Fig. 4.4.CHAPTER 4. PALEOMAGNETIC EMPLACEMENT TEMPERATURES 85
CP1
Dec. = 14.6°,   Inc. = 19.7°
α95 > 90.0°,    N = 19
R = 2.5,      k = 1.1
3R2/N = 1.0
CP2
Dec. = 355.3°,  Inc. = 65.8°
α95 = 24.9°,    N = 3
R = 2.9,      k=25.7
3R2/N = 8.5
CP5
Dec. = 354.9°,  Inc. = 54.5°
α95 = 12.2°,    N = 22
R = 19.2,     k = 7.4
3R2/N = 50.1
CP6
Dec. = 353.5°,  Inc. = 53.8°
α95 = 7.7°,    N = 24
R = 22.5,     k = 7.8
3R2/N = 63.4
CP3
Dec. = 5.8°,    Inc. = 48.9°
α95 = 33.0°,    N = 24
R = 11.1,     k = 1.8
3R2/N = 15.5
CP4
Dec. = 330.4°,  Inc. = 67.1°
α95 = 19.6°,    N = 22
R = 16.0,     k = 3.5
3R2/N = 34.7
CP2-6 mean direction
Dec. = 352.6°,  Inc. = 57.1°
α95 = 8.5°,    N = 95
R = 70.9,     k = 3.9
3R2/N = 158.6
Tanguy et al. (2003)
Dec. = 4.7°,  Inc. = 53.7°
α95 = 0.8°,  N = 13
Zanella et al. (2008)
Dec. = 9.6°,  Inc. = 53.2°
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Table 4.5: Emplacement temperature and paleomagnetic data from Vesuvius, Italy.
Sample Clast Type Te Dec. Inc. N MAD Tc
(◦C) (◦) (◦) (◦) (◦C)
CP2A3 Andesite ≥ 573 335.4 74.6 12 3.1 573
CP2B1 Andesite ≥ 580 342.9 71.6 9 3.2 580
CP2C3 Leucite Tephrite ≥ 568 9.1 48.8 12 1.9 568
CP3A1B Leucite Tephrite 310–380* 20.9 56.0 6 9.3 602
CP3B6 Leucite Tephrite 420* 3.8 45.6 7 13.4 607
CP3E2 Leucite Tephrite 380–420* 9.8 49.6 6 9.5 559
CP3O1 Andesite ≥ 579 19.7 41.8 14 3.5 483, 579
CP3Q4B Leucite Tephrite ≥ 548 309.8 52.3 12 8.1 548
CP3S2 Leucite Tephrite 310–340* 347.3 51.2 6 12.1 547
CP3V12A Leucite Tephrite 380* 348.8 31.7 8 10.9 537, 577
CP3X6A Leucite Tephrite 420–460* 350.3 53.0 9 7.5 606
CP3Y2B Leucite Tephrite 460* 9.0 70.3 9 13.1 611
CP4A2 Leucite Tephrite 380–420* 291.9 82.1 8 11.7 594
CP4B2B Leucite Tephrite 420–460* 25.8 51.3 10 14.3 603
CP4E4 Leucite Tephrite ≥ 589 329.1 69.8 14 4.0 589
CP4F2 Leucite Tephrite 490–520* 23.4 86.2 12 11.6 612
CP4H4B Leucite Tephrite 340–380* 9.1 48.8 8 14.9 611
CP4I8A Leucite Tephrite 280–340* 3.0 79.3 8 14.2 571
CP4J4B Porph. Leuc. Teph. ≥ 599 344.6 54.6 16 4.3 599
CP4P1B Porph. Leuc. Teph. ≥ 610 313.4 43.4 16 4.7 610
CP4T2 Porph. Leuc. Teph. 460–490* 341.8 61.9 10 9.8 628
CP4X3 Andesite 380–460* 326.2 43.9 8 12.7 553
CP4Y6 Porph. Leuc. Teph. 380–420* 25.4 42.4 8 12.2 553, 603
CP5A2A Leucite Tephrite ≥ 568 345.1 51.4 14 3.9 568
CP5C4B Leucite Tephrite ≥ 543 358.3 52.7 13 3.5 543
CP5E2 Andesite ≥ 557 8.2 56.3 12 2.3 557
CP5F2 Leucite Tephrite ≥ 580 340.2 48.6 11 2.8 580
CP5H1 Andesite ≥ 555 339.3 37.4 15 5.1 555
CP5J2 Leucite Tephrite ≥ 572 5.9 54.7 11 4.9 572
CP5K2B Leucite Tephrite ≥ 572 351.3 42.3 10 2.3 572
CP5L4 Leucite Tephrite ≥ 572 18.3 38.1 15 3.3 572
CP5N1A Leucite Tephrite ≥ 569 325.1 49.7 15 5.1 569
CP5P2 Leucite Tephrite ≥ 548 6.8 56.3 11 3.3 548
CP5Q1 Leucite Tephrite ≥ 589 331.2 60.5 15 4.7 589
CP5S3 Leucite Tephrite 520* 356.1 60.8 14 4.0 559
CP5U1B Leucite Tephrite ≥ 560 27.2 65.8 12 2.7 560
CP5V1 Porph. Leuc. Teph. ≥ 563 41.5 78.5 15 4.0 563
CP5X5 Leucite Tephrite 520* 337.3 73.5 15 5.8 577
CP5Y2 Leucite Tephrite 520* 1.2 51.5 13 3.8 568
CP5Z1 Leucite Tephrite ≥ 562 349.3 59.6 12 2.5 562
CP6A3 Syenite ≥ 649 6.8 55.9 15 3.1 649
CP6B4 Leucite Tephrite ≥ 572 14.1 51.8 11 3.8 572
CP6C2 Leucite Tephrite ≥ 573 357.4 57.2 14 4.4 573
CP6E4 Leucite Tephrite ≥ 574 359.6 67.2 14 3.5 574
CP6F1 Andesite ≥ 580 359.6 57.2 11 4.4 580
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(continued)
Sample Clast Type Te Dec. Inc. N MAD Tc
(◦C) (◦) (◦) (◦) (◦C)
CP6H1 Leucite Tephrite ≥ 623 15.5 55.2 16 4.7 623
CP6I1 Leucite Tephrite 520* 29.9 66.7 11 13.1 603
CP6K2 Porph. Leuc. Teph. ≥ 601 346.5 44.6 15 4.7 601
CP6L1 Leucite Tuﬀ ≥ 607 12.7 62.6 14 3.2 607
CP6M4 Porph. Leuc. Teph. ≥ 572 4.6 62.8 13 5.8 572
CP6N2 Leucite Tephrite ≥ 630 339.8 45.5 15 5.1 630
CP6O3 Porph. Leuc. Teph. ≥ 572 356.4 62.0 15 3.8 572
CP6Q3 Leucite Tephrite ≥ 548 0.7 49.5 12 3.3 548
CP6R1 Leucite Tephrite ≥ 609 2.6 40.9 16 6.5 609
CP6S3 Leucite Tephrite ≥ 571 359.4 61.6 16 4.4 571
CP6T2 Leucite Tephrite ≥ 533 344.7 61.2 13 3.1 533
CP6U3 Leucite Tephrite ≥ 587 43.2 56.7 12 2.9 587
CP6V1 Andesite ≥ 590 347.5 42.1 14 4.6 590
CP6W2B Leucite Tephrite ≥ 553 348.4 53.3 11 4.2 553
CP6X2 Andesite ≥ 583 353.3 49.4 15 4.3 583
CP6Y1 Leucite Tephrite 520* 359.7 67.9 12 12.5 543
Symbols are the same as in Table 4.2. Porph. Leuc. Teph. = Porphyritic
Leucite Tephrite.
4.1.7 Discussion
Determining the emplacement temperature of pyroclastic deposits can aid in the
assessment of volcanic hazards. Establishing the thermal evolution of an eruptive
phase or the entire thermal history of a volcano can help to reﬁne predictions of
hazards associated with future activity. Paleomagnetism provides an under-utilized
tool for such studies. We have used paleomagnetism to investigate the emplacement
temperatures of pyroclastic deposits from historic eruptions of four volcanoes. Mt.
St. Helens, USA, provides an ideal locality to test the paleomagnetic method against
direct measurements taken shortly after deposition. Erwin (2001) highlighted the
accuracy of the paleomagnetic method at Mt. St. Helens. We provide additional
data, which further conﬁrms the usefulness of the paleomagnetic method. Our anal-
ysis of clasts and juvenile material collected from the June and July 1980 pyroclastic
deposits conﬁrm the paleomagnetic determinations of Erwin (2001) and agrees well
with the direct measurements of Banks and Hoblitt (1996). The three sampled local-
ities of the June 1980 pyroclastics (MSH3,5 and 6) were emplaced ≥532◦C, ≥509◦C
and at 510–570◦C. For the July 1980 pyroclastics (MSH4), Tdep ≥577◦C.
At Láscar, Chile, paleomagnetic data also indicate that the clasts were emplaced
above Tc at ≥397◦C. Satellite imagery provides an estimate of Tdep ≥185–265◦C
(Denniss et al., 1998). Satellite methods do not allow higher temperature esti-
mates, so paleomagnetic determinations have proven more useful in this case. The
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rise to uncertainties with these estimates. Alternating ﬁeld demagnetization data
conﬁrm that the NRM of the samples in question is aﬀected by self-reversal, which
indicates that the self-reversing mechanism occurred naturally and that it is not an
artefact of thermal demagnetization. If we consider the directions recorded by the
self-reversing and non-self-reversing samples independently, we can perform a sta-
tistical analysis to test if the two directions are distinguishable (e.g., Butler, 1992).
The F-statistic indicates that the two directions cannot be distinguished at the
95% conﬁdence level, where F = 0.332 << 3.054 (the critical F value for the two
datasets).
At Colima, Mexico, the opposite end of the spectrum is observed, where the
sampled clasts were cold when emplaced into their current deposits. This suggests
that the sampled deposits most likely represent lahars. This illustrates the usefulness
of paleomagnetism for discriminating between diﬀerent types of deposits, which is
useful when diﬀerentiation based on ﬁeld or satellite observations is diﬃcult.
Results from Vesuvius, Italy, highlight the potential of the paleomagnetic method
to investigate the emplacement temperature of older deposits. Emplacement tem-
peratures of the individual clasts range from ∼280◦C to above Tc (∼533–649◦C).
The deposit temperature was ∼280–340◦C for sites CP3 and CP4 (lower section
of the LRPF), and ∼520◦C for sites CP5 and CP6 (upper section of the LRPF).
Few samples from sites CP5 and CP6 have two magnetization components, which
suggests that the deposit was emplaced close to Tc. We attribute the higher em-
placement temperature recorded from the lower LRPF compared to the upper LRPF
to changes in the source of lithic material. The lower LRPF contains initially cold
lithic clasts, while the upper section contains initially hot clasts that were most
likely sourced from or close to the volcanic vent.
4.1.8 Conclusions
The paleomagnetic method of determining emplacement temperatures of pyroclastic
deposits is a reliable and accurate method. However, while it can provide means of
distinguishing hot pyroclastics and cold reworked deposits, like other methods, dis-
tinguishing between cold pyroclastic deposits and cold reworked deposits is diﬃcult.
Despite this diﬃculty, this study highlights a number of key advantages in using the
paleomagnetic method to determine the emplacement temperature of pyroclastic
deposits.
1. The paleomagnetic method is as accurate as directly measuring temperatures
shortly after deposition. Paleomagnetic sampling has the added beneﬁt of not
having to visit an active volcanic region immediately after an eruption.
2. The method is repeatable between laboratories, which allows reliable compar-
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3. Paleomagnetism provides a wide temperature range for estimating emplace-
ment temperatures, up to 580–675◦C, depending on the magnetic minerals
present.
4. The method has a much wider emplacement temperature range than can be
determined from satellite data and can be applied in the absence of materials
such as wood or man-made materials, which may not always be present.
5. The presence of charred materials in reworked deposits provides ambiguity
that can be resolved with paleomagnetism, which highlights the possibility
that such proxies may give inaccurate emplacement temperature estimates.
6. The paleomagnetic method can be used to investigate emplacement tempera-
tures over long time scales. Stable recordings of the geomagnetic ﬁeld can be
carried by single domain magnetic grains over billions of years. This contrasts
with direct measurements that are limited to recent and future events. Man-
made materials are only available over the past several thousand years, and
useful charred wood fragments are unlikely to survive over long time scales.CHAPTER 5. PALEOINTENSITY ANALYSIS 90
Chapter 5
Paleointensity analysis
Parts of this chapter form the basis of the ﬁrst half of the paper by Paterson et al.
(2009a), accepted for publication in the Journal of Geophysical Research.
Paterson, G. A., A. R. Muxworthy, A. P. Roberts, and C. Mac Niocaill (2009a), As-
sessment of the usefulness of lithic clasts from pyroclastic deposits for paleointensity
determination, J. Geophys. Res., accepted.
5.1 Introduction
Information about the full paleomagnetic vector can give insights into the workings
of the geomagnetic ﬁeld as well as an understanding of the evolution of the Earth’s
core. Determining the strength of the paleomagnetic ﬁeld, however, is problematical.
Absolute paleointensity experiments are time consuming and prone to failure, which
makes it diﬃcult to obtain good data. This limits the global paleointensity database,
which has inadequate spatial and temporal resolution (Perrin and Schnepp, 2004).
Failure to experimentally determine the paleointensity of a sample can result from
numerous factors, with alteration in nature or during laboratory heating, and the in-
ﬂuence of multidomain (MD) grains being the most commonly cited problems (e.g.,
Levi, 1977; Perrin, 1998; Carvallo et al., 2006; Tarduno et al., 2006). Developing
reliable yet eﬃcient experimental techniques is important for improving paleointen-
sity data quality (e.g., Thellier and Thellier, 1959; Coe, 1967a; Shaw, 1974; Walton
et al., 1992; Yu et al., 2004; Dekkers and Böhnel, 2006), as is expanding the range
of materials to investigate (e.g., Pick and Tauxe, 1993; Cottrell and Tarduno, 1999;
Ben-Yosef et al., 2008). Characterizing and understanding the behavior of previ-
ously rarely used materials enables an assessment of their potential usefulness as
paleomagnetic recorders. Pre-existing lithic fragments that are reheated as they are
incorporated into pyroclastic density currents (PDCs) and their subsequent deposits
are one such material. Reheating during eruption partially resets the magnetization
of these clasts to record the ambient ﬁeld at the time of eruption. The explosive na-
ture of volcanic eruptions associated with PDCs frequently results in a range of lithicCHAPTER 5. PALEOINTENSITY ANALYSIS 91
fragments being incorporated into deposits and the high temperatures involved (up
to ∼1200◦C; Fisher and Schmincke, 1984) can often fully reset the magnetization.
The nature of deposition of these clasts allows consistency checks to be made. Clasts
emplaced at varying temperatures give conﬁdence that the magnetic remanence is
of thermal rather than chemical origin. The multiple lithologies in these deposits
provides a further check against chemical alteration, where consistent results from
diﬀerent lithologies give a greater conﬁdence in the result.
Pyroclastic deposits have been studied using paleomagnetism to investigate sec-
ular variation (e.g., Genevey et al., 2002; Lanza and Zanella, 2003) or the emplace-
ment temperature of the deposits (e.g., Kent et al., 1981), but relatively few pale-
ointensity studies have been carried out, and none have assessed their viability for
paleointensity determinations using historic samples. The youngest pyroclastic lithic
clasts from which paleointensity estimates have been made are dated at ∼3,600 B.P.,
where paleointensity experiments were used to assess the reliability of emplacement
temperature determinations for pyroclastic deposits from Santorini, Greece (Bardot
and McClelland, 2000). Of the 24 samples measured, 7 gave acceptable paleointen-
sity results. One sample from the ∼3,600 B.P. eruption gave an estimate that was
comparable with paleointensity values from archaeomagnetic studies. The remain-
ing 6 samples were from older deposits (21,000–180,000 B.P.) and their results were
compared with VDM curves from sedimentary records (Guyodo and Valet, 1996).
Uncertainties associated with age estimations for these eruptions makes the com-
parisons inconclusive. The small data set, and both age and paleoﬁeld uncertainties
make the study of Bardot and McClelland (2000) an inadequate assessment of the
potential usefulness of pyroclastic lithics as paleointensity recorders. In this paper,
we consider lithic clasts from three historical pyroclastic eruptions in order to test
their potential use for paleointensity analysis, and to test the eﬀectiveness of previ-
ously published paleointensity selection criteria. Various rock magnetic parameters
have also been investigated to assess their usefulness as pre-selection criteria for
absolute paleointensity studies.
5.2 Sampling and experimental procedures
The three volcanoes from which historical pyroclastic deposits were studied are:
Volcán Láscar, Chile, Mt. St. Helens, USA, and Vesuvius, Italy. At all locali-
ties sampled in this study, oriented hand samples were collected using the method
described by Tarling (1983). A magnetic compass-clinometer was used for sample
orientation. Cores with 10 or 20-mm diameter were then drilled from the sampled
clasts in the laboratory. Remanence measurements were made within a magnetically
shielded laboratory using either a 2-G Enterprises cryogenic magnetometer, an Agico
JR5A spinner magnetometer, or a Molspin Minispin magnetometer at the NationalCHAPTER 5. PALEOINTENSITY ANALYSIS 92
Oceanography Centre, Southampton (NOCS). Thermal treatment was carried out
using an ASC Scientiﬁc oven, which has a residual ﬁeld of less than 50 nT, and
an applied ﬁeld control of < ±0.5 µT. Either the Coe paleointensity method, with
partial thermoremanent magnetization (pTRM) checks and pTRM tail checks, with
an applied ﬁeld of 30 µT (Coe, 1967a; McClelland and Briden, 1996), or the IZZI
protocol (Yu et al., 2004; Yu and Tauxe, 2005), including pTRM tail checks, with an
applied ﬁeld of 10 µT, were used. Low-ﬁeld magnetic susceptibility was measured
at room temperature after each heating step using a Bartington Instruments MS2B
magnetic susceptibility meter. Data analysis was performed using the ThellierTool
v4.2 software (Leonhardt et al., 2004a). The error associated with paleointensity
estimates from historic eruptions can be quantiﬁed by the intensity error fraction,
IEF(%):
IEF(%) =
IMeas − IExp
IExp
∗ 100, (5.1)
where IMeas and IExp are the measured and expected geomagnetic ﬁeld strengths,
respectively. Various experimental parameters are typically used to quantify the
quality of, and to select, paleointensity data (e.g., Coe et al., 1978). Deﬁnitions of
the main parameters used in this study are brieﬂy summarized in Table 5.1.
Table 5.1: Deﬁnitions of the investigated experimental paleointensity selection criteria.
q Quality factor: a measure of the overall quality of the paleointensity
estimate (Coe et al., 1978)
f NRM fraction used for the best-ﬁt on an Arai diagram
N Number of data points used for the paleointensity estimate
β Ratio of the standard error of the slope to the absolute value of the
slope
MAD Maximum angular deviation of the anchored ﬁt to the paleomagnetic
vector on a vector component diagram
α Angular diﬀerence between the anchored and free-ﬂoating vectors on
a vector component diagram
DRAT Maximum diﬀerence produced by a pTRM check, normalized by the
length of the line segment
DRATTail Maximum diﬀerence produced by a pTRM tail check, normalized by
the length of the line segment
δ(CK) Maximum diﬀerence produced by a pTRM check, normalized by the
TRM (obtained from the intersection of the best-ﬁt line and the
x-axis on an Arai plot)
δ(TR) Maximum diﬀerence produced by a pTRM tail check, normalized by
the initial NRM
δ(t*) Extent of pTRM tail after correction for angular dependence
Sister samples from every studied clast were cut for rock magnetic measure-
ments. Hysteresis loops, back-ﬁeld demagnetization curves, ﬁrst-order reversal curve
(FORC) diagrams and thermomagnetic curves were measured using a Princeton
Measurements Corporation Vibrating Sample Magnetometer (VSM) at NOCS (max-CHAPTER 5. PALEOINTENSITY ANALYSIS 93
imum applied ﬁeld of 1 T). An Agico KLY-2 Kappabridge magnetic susceptibil-
ity meter with furnace attachment was used to measure susceptibility-temperature
curves at the University of Oxford. Stepwise alternating ﬁeld (AF) demagnetization
was carried out on additional sister samples up to a maximum peak ﬁeld of 140
mT, and the remanence was measured using the 2-G Enterprises magnetometer at
NOCS. FORC diagrams were produced using the FORCinel v1.11 software (Harri-
son and Feinberg, 2008). Thermomagnetic curves were analysed using the second
derivative approach as implemented by the RockMag Analyzer software v1.0 (Leon-
hardt, 2006), and susceptibility-temperature curves were analysed using the inverse
susceptibility method outlined by Petrovský and Kapička (2006). The rock magnetic
analyses are outlined in Chapter 6.
5.3 Volcán Láscar, Chile
Láscar is a stratovolcano in the Chilean Andes, near the Argentinean border. On
April 18, 1993, Láscar erupted for three days, in what was the largest historic erup-
tion in the northern Andes (Smithsonian, 1993). Two intense eruptions on April
19 produced ejecta columns as high as 22 km. PDCs resulted on April 19 and
20 following the collapse of eruptive columns. Advanced very high resolution ra-
diometry satellite imagery indicated that the pyroclastic deposits were emplaced at
temperatures in excess of ∼185–265◦C (Denniss et al., 1998), which is the upper
limit of this technique. A total of 111 clasts, representing 31 sites from pyroclastic
deposits on the northern and southern ﬂanks of Láscar, were investigated to deter-
mine the emplacement temperature of the deposits (Paterson et al., 2009b). The
sampled lithic clasts are andesitic to dacitic in composition. Paleomagnetically de-
termined emplacement temperatures indicate that the clasts were heated to above
the Curie temperature (Tc) of the constituent magnetic minerals (397–641◦C). Only
clasts that record paleomagnetic directions within 30◦ of the expected geomagnetic
ﬁeld direction were used to estimate the emplacement temperature; 72 independent
clasts passed this criterion. Twenty-seven of the clasts have self-reversing magne-
tizations (Paterson et al., 2009b), which makes them unsuitable for paleointensity
determination. Forty-six clasts were subjected to paleointensity analysis, including
an additional clast (LV19A), which was unavailable for emplacement temperature
determination. Three main clast types were analysed: andesites, reddened andesites,
and dacites. The strength of the geomagnetic ﬁeld at Láscar during April, 1993,
was 24.0 µT (IAGA, 2005).
5.3.1 Results
The Coe protocol (Coe, 1967a) with pTRM check and pTRM tail checks, and an
applied ﬁeld of 30 µT was used to obtain paleointensity estimates from the LáscarCHAPTER 5. PALEOINTENSITY ANALYSIS 94
samples. In order to obtain a best-ﬁt line on Arai plots, initial selection criteria were
applied (f ≥ 0.1, β ≤ 0.3, N ≥ 4; see Table 5.1 for deﬁnitions of these parameters).
These criteria are less strict than those typically applied when estimating a ﬁnal pa-
leointensity value (e.g., Selkin and Tauxe, 2000; Kissel and Laj, 2004). The lowest
permitted temperature step was 100◦C, to exclude potential viscous overprints. All
46 samples pass the initial criteria; Table 5.2 contains the full results of the paleoin-
tensity analysis and example Arai plots are shown in Figure 5.1a–d. The data yield
a mean intensity value that is consistent with the expected ﬁeld intensity (Int. =
24.0 µT, IEF = 0.0%, σ = 6.10, N = 46, N(|IEF| ≤ 10%) = 31). The scatter of the
intensity values, however, is high (δB% =
σB
¯ B = 25.4%), and fails to pass a typically
applied threshold of δB% ≤ 25% (Selkin and Tauxe, 2000). Application of stricter
paleointensity criteria is discussed below.
5.4 Mt. St. Helens, USA
Mt. St. Helens is located in the Cascade Mountain Range of the western USA, and
is famous for its devastating eruption on May 18, 1980. This eruptive phase began
in late March of 1980 with a series of generally short-lived eruptions. A magnitude
5.1 earthquake on May 18 triggered a landslide that caused rapid depressurization
of the northern ﬂank of the volcano, which triggered a lateral surge cloud. Activity
continued at Mt. St. Helens during 1980 and the collapse of eruptive columns
generated numerous PDCs and deposits (Smithsonian, 1980). One-hundred-thirteen
clasts were collected from 6 sites on the northern ﬂank of Mt. St. Helens. The lithic
clasts include basalts, andesites and dacites. Only 4 of the 6 sampled sites were
emplaced at high temperatures, with clasts being emplaced at temperatures from
520◦C to above the Tc, which ranges from 447 to 634◦C (Paterson et al., 2009b).
Sixty-two clasts were determined to have been emplaced at high temperature. The
strength of the 1980 geomagnetic ﬁeld at Mt. St. Helens was 55.6 µT (IAGA, 2005).
5.4.1 Results
The IZZI protocol was applied to one sample from each of the 62 clasts; 6 replicate
samples were measured using the triple heating method. Forty samples (39 indepen-
dent clasts) pass the initial selection criteria, as described in §5.3.1 (Figure 5.1e–h).
These data yield a poorly constrained and inaccurate mean paleointensity (Int. =
44.4 µT, IEF = -20.1%, σ = 14.4, δB% = 32.4%, N = 40, N(|IEF| ≤ 10%) = 6).
The 22 samples that fail to pass initial selection typically fail due to a high β value,
as a result of a high degree of scatter, or zigzagging, on the Arai plot. Only one
sample subjected to the IZZI protocol passes the typically used criterion of β ≤ 0.1;
the 6 triple heated samples pass this criterion. The failure of β for the IZZI samples
suggests that alteration and MD grains have aﬀected the samples.CHAPTER 5. PALEOINTENSITY ANALYSIS 95
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Figure 5.1: Typical Arai plots for clasts from pyroclastic deposits from: (a–d) Láscar,
(e–h) Mt. St. Helens, and (i–l) Vesuvius. Circles represent NRM-TRM data points;
triangles represent pTRM checks. Samples labelled as “Accepted” or “Rejected” refer to
whether the sample passed the ﬁnal selection criteria outlined in §5.7 and Table 5.3.CHAPTER 5. PALEOINTENSITY ANALYSIS 96
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5.5 Volcán de Colima, Mexico
The Colima Volcanic Complex, located in western Mexico, is a N-S trending volcanic
chain consisting of three volcanoes: Volcán Cantaro, Nevado de Colima and Volcán
de Colima. The latter is currently Mexico’s most active volcano with at least 52
eruptions since 1560 A.D. (Bretón et al., 2002). One-hundred-seven clasts were col-
lected at Colima from deposits that were thought to be pyroclastics from the 1913,
2004 and 2005 eruptions. The paleomagnetic directions measured by Paterson et al.
(2009b) are scattered and do not record a direction consistent with the expected
geomagnetic ﬁeld direction at the time of eruption. This inconsistency in paleo-
magnetic direction indicates that the sampled clasts were emplaced in their current
deposits at ambient temperature. In wet climates, pyroclastic debris is frequently
remobilized as lahars, often soon after an eruption (Davila et al., 2007). Therefore,
the most probable explanation of the data is that the sampled deposits are reworked
pyroclastics. Although the clasts carry a magnetic remanence, lack of information
concerning the timing of remanence acquisition and inter-clast consistency makes
impossible any meaningful paleointensity analysis.
5.6 Vesuvius, Italy
One-hundred twenty-four lithic clasts were sampled at 6 sites from the 472 A.D.
deposits found within the Pollena quarry, on the western ﬂank of Vesuvius (Pater-
son et al., 2009b). The sampled clasts are predominantly leucite-bearing tephrites,
with occasional andesites and a syenite (Paterson et al., 2009b). Sixty-three clasts
recorded a direction that is consistent with previously published data (within 30◦
of the mean paleomagnetic direction). Paterson et al. (2009b) presented thermo-
magnetic evidence of the inversion of maghemite, which suggests that the remanent
magnetization of two clasts was of chemical, rather than thermal origin (e.g., sample
CP6P; Figures 4.5f, 6.9h); these samples were excluded from emplacement temper-
ature determination and are excluded from the paleointensity analysis. Sixty-one
clasts were determined to have been emplaced above ambient temperature. Of these,
41 clasts had been fully remagnetized (≥ Tc = 533–649◦) and 20 had been partially
remagnetized up to temperatures of 280–520◦C. Based on the CALS7K.2 archaeo-
magnetic model (Korte and Constable, 2005), the ﬁeld intensity at Vesuvius in 472
A.D. was ∼58 µT. A search of the GEOMAGIA database v.2 (Korhonen et al.,
2008) for paleo- and archaeointensity estimates using Thellier-type or microwave
protocols that include pTRM checks with three or more samples, yields 7 estimates
from Europe, which cover the time period 413–550 A.D. These paleoﬁeld strength
estimates correspond to virtual axial dipole moments (VADMs) that range from 9.22
to 10.56 ×1022 Am2 (Kovacheva and Toshkov, 1994; Chauvin et al., 2000; Genevey
and Gallet, 2002; Genevey et al., 2003; Leonhardt et al., 2006). The correspondingCHAPTER 5. PALEOINTENSITY ANALYSIS 99
VADM from the CALS7K.2 model data for Vesuvius is 9.92 ×1022 Am2. If we con-
sider the range of values obtained from previous studies as the uncertainty range for
the CALS7K.2 estimate, the accuracy is ∼ ± 4 µT. This overlaps with the lower end
of the VADM estimate of Knudsen et al. (2008) for this time interval (10.38–11.12
×1022 Am2).
5.6.1 Results
Of the 61 samples subjected to triple heating paleointensity experiments (the same
experimental procedure used with the Láscar samples; §5.3.1), 56 pass the initial
selection criteria. Like the data from Mt. St. Helens, these results provide an
inaccurate and poorly constrained intensity estimate (Int. = 45.5 µT, IEF = -22.0%,
σ = 29.4, δB% = 64.6%, N = 56, N(|IEF| ≤ 10%) = 7). The 5 samples that fail
the initial criteria either fail to unblock enough of the NRM up to the temperature
at which they were remagnetized (failing the f ≥ 0.1 criterion) or they fail the β ≤
0.3 criterion. Fifteen samples that pass the initial selection criteria were not fully
remagnetized during emplacement in the pyroclastic deposit; of these, nine were
remagnetized to temperatures <500◦C. Representative Arai plots from the Vesuvius
samples are shown in Figure 5.1i–l.
5.7 Discussion - paleointensity results
5.7.1 Paleointensity data
With the least stringent selection criteria, the Láscar data yield an accurate average
intensity estimate, but with scattered results. The eﬀects of applying a range of
published selection criteria to these paleointensity data are investigated in Figure
5.2. Owing to the nature of the pTRM checks used, cumulative alteration checks
could not be meaningfully applied (i.e., cumulative checks are only valid if the
combined checks span the full temperature range of interest, which is not the case
here, e.g., Figure 5.1d). The default ‘B’ class criteria of the ThellierTool (Leonhardt
et al., 2004a), the criteria of Biggin et al. (2007a) (SELCRIT2, based on those
of Selkin and Tauxe (2000) with an added MD check), and PICRIT (Kissel and
Laj, 2004) were all investigated. Each set of criteria yields good paleointensity
estimates (|IEF| ≤ 4.2%), which pass a within-site scatter criterion of ≤ 25%. The
ThellierTool ‘B’ class criteria give the lowest scatter (15.4%), but with the lowest N.
This reduced scatter is predominantly the result of exclusion of one sample (LV6A2;
Figure 5.1a), which over-estimates the geomagnetic ﬁeld intensity by >98%. Sample
LV6A2 has a large pTRM tail at the 500◦C temperature step, and the succeeding
pTRM check also fails. Given that all of the other tail checks are small, it seems
likely that this results from chemical alteration during heating. Sample LV6A2 failsCHAPTER 5. PALEOINTENSITY ANALYSIS 100
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Figure 5.2: Histograms of paleointensity estimates for the various selection criteria in-
vestigated.
the δ(CK) alteration criterion, but passes the diﬀerence ratio (DRAT) thresholds of
the other selection criteria. The ThellierTool ‘A’ class criteria use a much stricter
δ(t*) threshold (≤ 3) and do improve on the result from the ‘B’ criteria by reducing
the scatter, but they exclude a further 18 samples (Int. = 23.7 µT, IEF = -1.3%, σ
= 0.8, δB% = 3.4%, N = 5, N(|IEF| ≤ 10%) = 5).CHAPTER 5. PALEOINTENSITY ANALYSIS 101
5.7.2 Experimental selection criteria
As outlined above there are many sets of selection criteria for absolute paleointensity
studies, each of which uses slightly diﬀerent parameters. This raises the question of
what threshold values provide the optimal result?
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Figure 5.3: Experimental paleointensity selection criteria for the Láscar samples. These
data were used to select cut-oﬀ values for acceptable paleointensity results (Figure 5.2).
See Table 5.1 for a description of these parameters. For clarity, sample LV26D2 (IEF(%)
= -47.6, δ(t*) = 102.3) is omitted from (i).
The relationship between various paleointensity selection criteria and IEF(%)
was investigated for the Láscar data to determine an optimum set of selection cri-
teria for these pyroclastic materials (Figure 5.3). The most striking feature of this
analysis is the lack of obvious corelation between the selection criteria and IEF(%).
This suggests that the typically used paleointensity selection criteria may not be
deterministic. As is the case with most paleointensity studies, threshold values
for these criteria were arbitrarily selected. However, knowledge of the correct geo-
magnetic ﬁeld intensity value for historic eruptions allows criteria to be chosen to
maximize the number of accurate intensity estimates. A key question to address
is what normalization best enables identiﬁcation of alteration and MD magnetiza-
tions? Selkin and Tauxe (2000) proposed that pTRM checks should be normalized
by the length of the line segment used on the Arai plot for their DRAT parameter,
while Biggin et al. (2007a) normalized pTRM tail checks in the same way for theirCHAPTER 5. PALEOINTENSITY ANALYSIS 102
DRATTail. Leonhardt et al. (2004a) normalized pTRM checks by the TRM (as ob-
tained by the intersection of the best-ﬁt line and the x-axis on an Arai plot) and
pTRM tail checks by the initial NRM (Table 5.1).
For the Láscar data, a δ(CK) cut-oﬀ of 10% excludes the 3 most deviant pa-
leointensity estimates, while only excluding 2 samples with low IEF(%) (|IEF| ≤
10%; Figure 5.3g). Similarly, a DRAT cut-oﬀ of 10% only excludes 2 samples with
low IEF(%), but it retains the single most deviant result (sample LV6A2; Figure
5.3e). DRAT < 6.7% is required to exclude the most deviant estimates, but this
would also remove 5 accurate paleointensity estimates. A cut-oﬀ value of δ(CK) ≤
10% provides the best reduction of the scatter of estimates while keeping a large
number of accurate results. An important factor to consider is the role that f plays
on DRAT and δ(CK) values. For fractions << 1, the length of the best-ﬁt line, used
to normalize the DRAT parameter, will be smaller than the TRM value used to cal-
culate δ(CK). The eﬀect is that, for the same absolute value of a pTRM check, the
DRAT parameter will be larger than δ(CK), hence δ(CK) should be a more lenient
criterion. The majority of Láscar samples have f >0.6, so this eﬀect is unlikely to be
signiﬁcant. In addition, the critical cut-oﬀ values for alteration checks are dependent
on the experimental set-up, particularly the heating step increments. If a sample
undergoes gradual alteration and small temperature steps are used, the alteration
checks will be smaller than if larger temperature increments are used, assuming that
the pTRM checks are made only to the preceding temperature step. In this situa-
tion, cumulative checks provide the best discrimination against chemical alteration.
For Láscar, however, accurate results can be obtained using both DRAT and δ(CK)
criteria with diﬀerent threshold values, which suggests that gradual alteration is
unlikely to have occurred with these samples.
In relation to pTRM tail checks, accurate results can be obtained from samples
with large DRATTail and δ(TR) values (Figure 5.3f, h). Using a 10% cut-oﬀ produces
better results from δ(TR) simply because it excludes sample LV6A2. To exclude the
three most deviant paleointensity results, a DRATTail cut-oﬀ of ≤ 4.8% or δ(TR) ≤
5.4% would be necessary. This is strict for both parameters, but for δ(TR) this cut-
oﬀ results in exclusion of the 7 most deviant results. Relaxing the cut-oﬀ to δ(TR) ≤
6.5% still excludes around two-thirds of the less accurate results, while retaining over
85% of the accurate estimates. The parameter δ(t*) takes into account the angle that
the laboratory ﬁeld makes with the NRM, which is an important consideration for
identifying MD pTRM tails. For the Láscar data (Figure 5.3i), the largest |IEF(%)|
is at low (< 8) δ(t*) values. Conversely, a few samples have δ(t*) ≈ 20 and yet have
low IEF(%) values. Based on this dataset, we have set a critical cut-oﬀ of δ(t*) ≤
20; this is considerably higher than the default value of the ThellierTool class ‘A’
criteria (δ(t*) ≤ 3).
After applying the δ(CK) and δ(TR) criteria, variation of other parameters hasCHAPTER 5. PALEOINTENSITY ANALYSIS 103
Table 5.3: Paleointensity selection criteria for pyroclastic lithics (this study).
q ≥ 1 f ≥ 0.25 N ≥ 4
β ≤ 0.1 MAD ≤ 15 α ≤ 15
δ(CK) ≤ 10 δ(TR) ≤ 6.5 δ(t*) ≤ 20
little inﬂuence on improving the result. We set the parameters to values that are
typically used or to the minimum appropriate value observed in the data. The ﬁnally
adopted selection criteria are listed in Table 5.3. Applying these criteria signiﬁcantly
reduces the scatter and provides an accurate estimate of the geomagnetic ﬁeld in-
tensity of 24.3 ± 1.3 µT (Figure 5.2, Table 5.4). The scatter (∼5%) is considerably
less than that typically observed for paleointensity experiments on historic samples
(e.g., Hill and Shaw, 2000; Biggin et al., 2007a).
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Figure 5.4: Histogram of paleointensity estimates for Mt. St. Helens obtained using the
relaxed selection criteria.
All data from Mt. St. Helens (Figure 5.4) fail to pass the selection criteria in
Figure 5.2. The fact that most samples fail δ(CK) or DRAT, but pass δ(TR) or
DRATTail, this may suggest that chemical alteration during heating is responsible
for the failure. Although around one-third of the samples are pumiceous, these
samples have no bias to higher alteration checks compared to other samples. The
failure of the alteration and not the pTRM tail criteria may be an artefact of the low
laboratory ﬁeld strength, which will produce relatively smaller pTRM tails. This
can make the δ(TR) and DRATTail criteria easier to pass. The low ﬁeld strength,
combined with the IZZI protocol, may also emphasize non-ideal MD behavior. The
phenomenological model of Biggin (2006) suggests that paleointensity experiments
using the IZZI protocol with laboratory ﬁelds that are much lower than the paleoﬁeld
can dramatically increase the scatter on an Arai plot compared to laboratory ﬁelds
with similar magnitude to the paleoﬁeld. This is in contrast with the suggestion
of Yu et al. (2004) to use a low laboratory ﬁeld. In Figure 5.5a, the scatter on
the Arai plot (β) is plotted against the angle between the laboratory ﬁeld and the
sample NRM. A weak correlation (R2 = 0.366) between the two parameters, is still
signiﬁcant at the 99% conﬁdence level. This suggests that the scatter on the Arai
plots is partially due to MD eﬀects. A weak correlation between β and δ(CK) (R2 =
0.254) indicates that thermal alteration during experiments is also a source of scatter
on the Arai plots, although MD eﬀects can inﬂuence pTRM checks. Re-analysis ofCHAPTER 5. PALEOINTENSITY ANALYSIS 104
δ(t*) for all samples (Figure 5.5b) indicates that the Mt. St. Helens samples have
high values, due to the large angle between the applied ﬁeld and the NRM (Figure
5.5a). Although the largest range of IEF(%) values is at low δ(t*) values, few
samples with δ(t*) >20 have low IEF(%) values. This supports the interpretation
that the Mt. St. Helens samples failed predominantly due to MD eﬀects, which were
ampliﬁed by the experimental conditions: BLab. << BNRM, and the angle between
the applied ﬁeld and the NRM being > 120◦ . The low laboratory/paleoﬁeld ratio
(10/55.6) conﬁrms the suggestion that the laboratory ﬁeld should approximate the
paleoﬁeld (Biggin, 2006).
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Figure 5.5: (a) Correlation of the angle between the applied laboratory ﬁeld and the
NRM direction and the scatter on an Arai plot (β). Although weak, the correlation is
statistically signiﬁcant at the 99% conﬁdence level. This suggests that the scatter on the
Arai plots is partially due to MD eﬀects. (b) δ(t*) selection criterion for all samples. Few
samples with δ(t*) ≥ 20 have |IEF| ≤ 10%. Sample MSH4G5 (IEF(%) = -38.7, δ(t*) =
338.4) is omitted for clarity.
When the selection criteria tested in Figure 5.2 are applied to the Vesuvius data
(Figure 5.6), all samples are rejected by the ThellierTool ‘B’ criteria. Four samples
remain after applying the criteria of Biggin et al. (2007a), but they signiﬁcantly
underestimate the paleointensity, with scattered results (Int. = 23.2 µT, IEF = -
60.2%, σ = 15.0, δB% = 64.7%, N = 4, N(|IEF| ≤ 10%) = 0). The PICRIT criteria
yield an overestimate of the paleointensity with a similar scatter as the unselected
data and the Biggin et al. (2007a) criteria (Int. = 67.4 µT, IEF = 15.6%, σ =
44.6, δB% = 66.2%, N = 4, N(|IEF| ≤ 10%) = 0). Despite yielding “acceptable”
results, these data would be rejected after applying a site criterion of δB% ≤ 25%.
As is the case for the two samples that were initially rejected due to the presence of
maghemite, the apparent cause of failure for the Vesuvius samples is predominantly
chemical alteration, either in nature or during laboratory heating.
Applying the criteria in Table 5.3 to the Mt. St. Helens and Vesuvius data
results in exclusion of all samples. The majority of the samples fail the δ(CK) ≤
10% or δ(t*) ≤ 20% criteria for pyroclastic material. Poor data quality preventsCHAPTER 5. PALEOINTENSITY ANALYSIS 105
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Figure 5.6: Histogram of paleointensity estimates Vesuvius obtained using the relaxed
selection criteria. For clarity Vesuvius sample CP2A2 (IEF = 158%) is omitted.
an adequate test of our paleointensity selection criteria, or reﬁnement of the cut-oﬀ
values for the various parameters.
5.7.3 Chemical alteration
Low-ﬁeld magnetic susceptibility measurements were undertaken after each heating
step to identify chemical alteration, but they fail to do so (Figure 5.7). Sample
LV12E2 yielded an accurate paleointensity estimate (Table 5.2), and underwent little
susceptibility variation during heating. Similarly, sample LV9A2 did not undergo
much susceptibility change during heating; however, this sample overestimates the
paleointensity by ∼37%, and is excluded by the eparameter δ(CK). Sample MSH5B2
fails the δ(CK) criterion, but again had negligible susceptibility change during the
experiment. This highlights the inadequacy of monitoring susceptibility changes
during paleointensity experiments, but it also emphasizes the need to include pTRM
checks, which are lacking in some approaches (e.g., Dekkers and Böhnel, 2006; Biggin
et al., 2007b).
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Figure 5.7: Low-ﬁeld magnetic susceptibility measurements performed after each heating
step during the paleointensity experiments. These measurements are not always diagnos-
tic of chemical alteration during the paleointensity experiment. Sample LV9A2 (dacitic
pumice) was heated to a peak temperature of 580◦C; sample LV12E2 (reddened andesite)
was heated to 620◦C; and sample MSH5B2 (andesite) was heated to 390◦C.
A further alteration check was made by considering sample lithology. All but one
pumice sample failed at Láscar. Due to their friable nature and the ease with which
pumices alter during heating, this is not surprising. Clast LV6G (sample LV6G1,CHAPTER 5. PALEOINTENSITY ANALYSIS 106
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Figure 5.8: Histograms of lithology for the samples measured from Láscar for failed and
successful paleointensity determinations.
Figure 5.1b) is an andesitic pumice, which had evidence of alteration (reddening
at the edges) in the ﬁeld, so it is plausible that alteration of pumiceous samples
began from the onset of the paleointensity experiments. Of the accepted rock types,
there is no lithological bias and each group of samples gives accurate paleointensity
estimates. This provides conﬁdence that the results are not biased by alteration in
any particular lithology. Intensity values for each lithology are summarized in Table
5.4.
Table 5.4: Paleointensity results from Láscar, Chile.
Group Mean IEF n/N Relative σ δB
(µT) (%) Abundance (µT) (%)
Unselected 24.0 0.0 46/46 - 6.1 25.4
Selected 24.3 1.3 26/46 - 1.3 5.3
Andesites 24.4 1.7 13/23 50.0% 1.4 5.7
Reddened andesites 24.0 0.0 3/4 11.5% 0.7 2.9
Andesitic pumices 23.6 -1.7 1/2 3.8% - -
Dacites 24.4 1.7 9/14 34.7% 1.2 4.9
n is the number of samples used to calculate the mean paleointensity
estimate; N is the total number of samples.
Draeger et al. (2006) suggested that caution must be exercised when investigating
paleointensities from materials that may have experienced late mineral crystalliza-
tion through reheating, such as baked contacts and pyroclastic lithic clasts. This
is because a chemical remanent magnetization (CRM) can produce linear trends on
Arai plots (Kono, 1987; Draeger et al., 2006). A CRM intensity is typically lower
than a TRM intensity (McClelland, 1996; Draeger et al., 2006), and would therefore
produce an underestimate of the paleointensity during a Thellier-type experiment.
Given the high quality and accuracy of the Láscar results, it is unlikely that these
samples were aﬀected by a CRM. However, the data from Mt. St. Helens andCHAPTER 5. PALEOINTENSITY ANALYSIS 107
Vesuvius underestimate the paleointensity. Considering the poor quality of the line
ﬁts on the Arai plots for the Mt. St. Helens data (e.g., Figure 5.1e, f), little can
be reliably inferred from this underestimate. At Vesuvius, the underestimation is
greater and thermomagnetic evidence suggests a CRM in some clasts (e.g., Fig-
ure 6.9h). From FORC diagrams, we can identify MD grains and the presence of
magnetic interactions (see §6.2.2). Along with alteration during heating, these rock
magnetic factors are equally plausible reasons for failure of the paleointensity deter-
minations. Uncertainty associated with the expected paleointensity obtained from
the CALS7K.2 model may account for the apparent paleointensity underestimate,
and cannot be excluded.
Paleointensity estimates for two Vesuvius samples that were suspected of having
a CRM (samples CP4Q3B and CP6P3) both failed to meet selection criteria (Fig-
ure 5.9). Clast CP4Q has a Curie temperature that coincides with the apparent
emplacement temperature, which might suggest that the low temperature compo-
nent is a CRM; the thermomagnetic curve for clast CP6P indicated the inversion
of maghemite (Figure 2.10h). The Arai plot for sample CP4Q3B has a straight line
segment that extends over the temperature range of the low temperature component,
which yields an underestimate of the paleoﬁeld intensity and which agrees with the
suggestion of Draeger et al. (2006). The Arai plot for sample CP6P3 does not have a
good linear segment, with pTRM checks failing at all temperatures. This indicates
that alteration occurred throughout the paleointensity experiment, which suggests
that the remanence carrier is chemically unstable, unlike the CRM behavior seen
by Draeger et al. (2006). These two cases highlight the extremes of CRM behavior,
and the diﬃculty in conclusively identifying CRMs based on paleointensity data.
5.7.3.1 Implications for emplacement temperature determinations
Given the documented occurrence of maghemitization in some samples, and the large
proportion of samples that failed to pass the paleointensity selection criteria due to
chemical alteration, are the estimates of emplacement temperature also aﬀected by
CRM? The temperature of formation of a CRM is independent of the Tb of the grain
(McClelland, 1996); as a consequence the blocking temperature spectrum of a CRM
is independent of the emplacement temperature, Te. A CRM can be acquired: (i)
parallel to the Earth’s magnetic ﬁeld during emplacement, and aﬀecting Tb below
Te, (ii) parallel to the Earth’s magnetic ﬁeld during emplacement, and aﬀecting Tb
above Te, (iii) parallel to the demagnetizing ﬁeld direction of the parent magnetic
grain, and aﬀecting Tb below Te, or (iv) parallel to the demagnetizing ﬁeld direction
of the parent magnetic grain, and aﬀecting Tb above Te. In case (i), the Te estimate
is unaﬀected because the intersection of the low and high temperature components
of magnetization on a vector component diagram will be unaﬀected. In case (ii), the
low Tb CRM will extend above Te and overlap with the high temperature, randomlyCHAPTER 5. PALEOINTENSITY ANALYSIS 108
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Figure 5.9: Arai plots for samples: (a) CP4Q3B, and (b) CP6P3 from Vesuvius. Both
of these samples are likely to have a CRM. Symbols are the same as in Figure 5.1.
oriented, component of magnetization. The overlapping paleomagnetic directions
will produce curvature on the vector component diagram that will extend from ∼Te
to the maximum Tb aﬀected by the CRM. The Te estimate will be constrained to
a temperature interval determined by the extent to which the CRM aﬀects Tb. A
similar eﬀect could also result from the presence of pTRM tails due to MD grains.
In case (iii), the low temperature component of magnetization that records the
reheating during eruption and emplacement will become progressively obscured with
increasing Tb aﬀected by the CRM, which will record a paleomagnetic direction that
is randomly oriented with respect to the geomagnetic ﬁeld. In case (iv), Te will
be totally obscured preventing an estimate of the emplacement temperature. The
clear consistency of the emplacement temperature results presented in Chapter 4
precludes cases (iii) and (iv) and indicates that these estimates are not compromised
by the presence of a CRM.CHAPTER 5. PALEOINTENSITY ANALYSIS 109
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Figure 5.10: Arai plots from samples LV12C1B and LV13A1, which exhibit self-reversing
magnetizations. Symbols on the Arai plots are the same as Figure 5.1. In the vector
component diagrams, open symbols denote projections onto the vertical plane, while closed
symbols denote projections onto the horizontal plane. See §6.4 for further rock magnetic
data from these samples.
5.7.4 Paleointensity data from self-reversing clasts
Although samples that exhibit self-reversing magnetizations are not suited for the
paleointensity experiments outlined above, some triple heating paleointensity exper-
iments were performed. Example Arai plots and vector component diagrams from
the paleointensity experiments are shown in Figure 5.10. The normal and reversed
polarity components of sample LV12C1B have equal intensity, which produces a pos-
itively sloped Arai diagram. The reversed polarity component of sample LV13A1
has a lower intensity than the normal polarity component; the vector componentCHAPTER 5. PALEOINTENSITY ANALYSIS 110
diagram has a clear paleomagnetic direction that trends toward the origin of the
diagram above around 380◦C. The Arai plot similarly has a positive, and poorly
constrained slope below ∼380◦C, and a more typical negative slope above 380◦C.
The high temperature segment yields an intensity estimate of 33.6 µT (IEF(%) =
40), but fails the δ(CK) and δ(TR) selection criteria. This suggests that when the
intensity of the reversed polarity component is small, compared to the intensity of
the normal polarity component, it may be possible to obtain a paleointensity esti-
mate from self-reversing samples, although this may require a modiﬁed experimental
procedure. Rock magnetic measurements indicate that part of the stable normally
magnetized remanence is likely to be carried by low-Ti titanomagnetite (§6.4).
5.8 Conclusions
Using new experimental paleointensity selection criteria derived here (Table 5.3),
we have accurately estimated the geomagnetic ﬁeld intensity from pyroclastic lithic
clasts from Volcán Láscar, Chile (24.3 ± 1.3 µT). When these criteria are applied
to clasts from pyroclastic deposits at Mt. St. Helens and Vesuvius, all samples
are rejected. Paleointensity experiments failed because of chemical alteration in
nature and in the laboratory, MD eﬀects, and potentially the eﬀects of magnetic
interactions. Threshold values of selection criteria were arbitrarily chosen, based on
the data available. These new criteria, like previously published criteria, may not
be universally applicable, but may serve as the basis for paleointensity studies using
lithic clasts from pyroclastic deposits. Paleointensity criteria in this study are related
to accuracy of the paleointensity estimate in a non-deterministic fashion. Further
work is needed to reﬁne paleointensity selection criteria; basing these criteria on
paleointensity data from historic eruptions provides a useful measure of the accuracy
of determinations, therefore allowing development of optimal criteria.
Diﬀerent experimental conditions can have a signiﬁcant inﬂuence on the outcome
of a paleointensity study. The magnitude and orientation of the laboratory ﬁeld with
respect to the sample NRM are critical factors to consider; using the IZZI protocol
for the Mt. St. Helens samples highlights this. The typically large angle between
the laboratory ﬁeld and the sample NRM along with the magnitude of the ﬁeld
being a factor ﬁve smaller than the expected ﬁeld strength may have contributed to
complete failure of these samples. The factor of two diﬀerence between the intensity
of the laboratory ﬁeld and the natural ﬁeld for the Vesuvius samples may have been
a contributing factor. This emphasises the importance of using a laboratory ﬁeld
that closely approximates that present during the formation of the sample NRM.
Overall, the results of this study demonstrate what is typical of Thellier-type pa-
leointensity studies in which high failure rates hinder attempts to develop a detailed
and high quality database of global paleointensity variations. The high quality andCHAPTER 5. PALEOINTENSITY ANALYSIS 111
accurate results from Láscar indicate that multiple lithologies in a pyroclastic de-
posit can provide a useful check on paleointensity data. On the other hand, failure of
paleointensity determinations for samples from the other studied volcanoes indicates
that more work is required to establish pyroclastic lithics as a useful material for
producing valuable additional consistency checks in paleointensity investigations.CHAPTER 6. ROCK MAGNETIC PRE-SELECTION 112
Chapter 6
Rock magnetic pre-selection for
paleointensity analysis
Parts of this chapter form the basis of the second half of the paper by Paterson
et al. (2009a), accepted for publication in the Journal of Geophysical Research.
Paterson, G. A., A. R. Muxworthy, A. P. Roberts, and C. Mac Niocaill (2009a), As-
sessment of the usefulness of lithic clasts from pyroclastic deposits for paleointensity
determination, J. Geophys. Res., accepted.
6.1 Introduction
Numerous authors have investigated the use of rock magnetic parameters as pre-
selection tools for paleointensity analysis (e.g., Cui et al., 1997; Perrin, 1998; Car-
vallo et al., 2006). Our large data set (142 samples) of paleointensity estimates
from historic times provides an ideal opportunity to test suggested pre-selection
approaches. Knowledge of the geomagnetic ﬁeld strength allows these approaches
to be assessed by directly comparing rock magnetic parameters with IEF(%), and
enables comparison with respect to samples that pass the experimental selection
criteria.
6.2 Rock magnetic results
6.2.1 Hysteresis analysis
Hysteresis and back-ﬁeld demagnetization measurements are among the most rapid
rock magnetic measurements that can be made, which is appealing. Two end-
member hysteresis loops from our data are shown in Figure 6.1. Hysteresis pa-
rameters from all samples are plotted in Figure 6.2. Accepted paleointensity results
and samples with low IEF(%) cover a wide range of hysteresis values. No correla-
tion is observed between good paleointensity data and the rock magnetic parameters.CHAPTER 6. ROCK MAGNETIC PRE-SELECTION 113
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Figure 6.1: Examples of hysteresis loops for magnetic end-members from the studied
pyroclastic samples. Sample LV20C is a dacite, and sample M5P is a vesicular basalt.
Samples with low squareness (Mrs/Ms), high Bcr/Bc ratios, and low coercivities pass
the experimental selection criteria and give accurate paleointensity estimates. These
properties, however, would be expected to indicate poor paleomagnetic recording.
Michalk et al. (2008) noted a weak correlation (R2 = 0.30) between IEF(%) and
squareness for historic volcanic samples from Mexico and Iceland. This correla-
tion was observed only in paleointensity data from the multispecimen approach of
Dekkers and Böhnel (2006) and not in data from IZZI experiments. They could not,
however, exclude that this correlation is related to uncertainties in the expected
ﬁeld strength and not to MD eﬀects. A similar correlation is observed in data re-
ported by Calvo et al. (2002) and Biggin and Thomas (2003); Biggin and Thomas
(2003) attribute these correlations to the eﬀects of PSD/MD grains. In particular,
we observe no relation between IEF(%) and Mrs/Ms (Figure 6.2a).
Data for some accepted samples appear toward the upper right-hand side of
a Day plot (Day et al., 1977) (Figure 6.3a), and may indicate a signiﬁcant pro-
portion of superparamagnetic (SP) grains. Overall, however, it is not possible to
use a Day plot to discriminate between accepted and failed paleointensity results.
A squareness-coercivity plot (Figure 6.3b) also fails to segregate results. Fabian
(2003b) suggested a plot of the shape parameter for hysteresis loops (which is sen-
sitive to SP contributions) against Brh/Bcr (which is sensitive to domain state; Brh
is the coercivity of remanent hysteretic magnetization (Fabian and von Dobeneck,
1997)), as shown in Figure 6.3c. Most of the studied samples have Shape < 0,
which indicates that the hysteresis loops are largely pot-bellied (Tauxe et al., 1996).
Brh/Bcr has a narrow range of values and no distinction can be made to enable
pre-selection of successful paleointensity samples.
It has been noted by many authors (e.g., Roberts et al., 1995, 2000; Tauxe et al.,
1996, 2002; Muxworthy et al., 2003b; Williams et al., 2006) that various factors (e.g.,
grain size distributions, magnetostatic interactions, mineralogy, grain shape, degree
of grain stress, oxidation state) can inﬂuence hysteresis properties. These complicat-
ing factors prevent hysteresis data and related parameters from providing suﬃcientlyCHAPTER 6. ROCK MAGNETIC PRE-SELECTION 114
(c) (d)
Shape
-1.0 -0.5 0.0 0.5 1.0
I
E
F
 
(
%
)
-80
-40
0
40
80
120
160
(a) (b)
B c (mT)
0 10 20 30 40 50 60 70
I
E
F
 
(
%
)
-80
-40
0
40
80
120
160
Mrs / Ms
0.6 0.1 0.2 0.3 0.4 0.5 0.0
I
E
F
 
(
%
)
-80
-40
0
40
80
120
160
B cr / Bc
1 2 3 4 5 6 7 8 9 10
I
E
F
 
(
%
)
-80
-40
0
40
80
120
160
Figure 6.2: Hysteresis selection criteria for paleointensity determinations, as investigated
in this study for all samples. (a) Mrs/Mr; (b) Bcr/Bc; (c) Coercivity, Bc; and (d) Shape
parameter (Fabian, 2003b). No signiﬁcant correlation is evident between any hysteresis
parameter and IEF(%), or between any hysteresis parameter and samples that pass the
experimental paleointensity selection criteria. Symbols are the same as in Figure 5.5.
unambiguous discrimination to provide a useful paleointensity pre-selection tool.
6.2.2 FORC analysis
It has been suggested that FORC diagrams (Pike et al., 1999) could provide a
more suitable screening technique for paleointensity experiments (Roberts et al.,
2000; Muxworthy et al., 2004). Carvallo et al. (2006), based on analysis of ∼200
mainly basaltic samples that had been subjected to paleointensity analysis, proposed
selection criteria based on FORC diagrams. They quantiﬁed FORC parameters to
reject/accept samples for paleointensity experiments on the basis of the presence of
interactions and/or a signiﬁcant MD component. Use of three parameters enabled
rejection of 32% of unsuccessful samples, with the remaining failures being attributed
to thermal alteration (propensity to alteration is not related to rock magnetism).
The PICRIT selection criteria of Kissel and Laj (2004) were used by Carvallo et al.
(2006) to identify successful paleointensity determinations.
The three parameters used by Carvallo et al. (2006) are the full-width at half
maximum (FWHM) of the interaction ﬁeld distribution at the peak of the FORC
distribution; the spread of the FORC distribution along the Bc = 0 axis at 10% ofCHAPTER 6. ROCK MAGNETIC PRE-SELECTION 115
(a)
B cr / Bc
1 2 3 4 5 6 7 8 9 10
M
r
s
 
/
 
M
s
0.1
0.2
0.3
0.4
0.5
0.0
(b)
B c (mT)
0 10 20 30 40 50 60 70
M
r
s
 
/
 
M
s
0.1
0.2
0.3
0.4
0.5
0.0
(c)
S
h
a
p
e
-1.0
-0.5
0.0
0.5
1.0
B rh / Bcr
1.0 0.2 0.4 0.0 0.8 0.6 1.2
(d)
FWHM (mT)
20 40 60 80 100 0 120 140
W
i
d
t
h
 
(
m
T
)
25
50
75
100
125
150
0
Figure 6.3: Typical rock magnetic bi-plots for data from the studied pyroclastic samples.
Samples that pass the experimental paleointensity selection criteria have no bias toward
any diagnostic regions on any of the plots. The thresholds indicated by dashed lines in
(d) are from Carvallo et al. (2006). Symbols are the same as in Figure 5.5.
the peak of the FORC distribution (called the width); and the bulk coercivity, Bc
(Figure 6.4). The FWHM is an empirical parameter that quantiﬁes the interaction
ﬁeld strength (Muxworthy and Dunlop, 2002). Both the width and bulk coercivity
are sensitive to magnetic domain state. Threshold acceptance values of FWHM ≤
29 mT, width ≤ 132 mT, and Bc ≥ 5.4 mT exclude around one-third of unsuccess-
ful samples, but also exclude ∼8% of “successful” samples. Carvallo et al. (2006)
noted that these excluded “successful” samples did not represent ideal paleointensity
determinations.
We encountered two diﬃculties when quantifying FORC diagrams with these
parameters. First, many FORC diagrams have distribution peaks that are centered
on the origin of the FORC diagram (e.g., Figure 6.5a, h), which results in Bc =
0, and makes this parameter diﬃcult to use (Figure 6.6c). We have used another
measure of sample coercivity called the spread. This is an estimate of the breadth
of the coercivity distribution and is calculated as the coercivity at which the FORC
distribution falls to 10% of its peak value along the Bu = 0 axis (Figure 6.6d).
Second, the width parameter is diﬃcult to measure because many samples have a
contribution to the FORC distribution along the negative Bu axis at low coercivities,
with the most extreme cases having near-vertical contours (Figure 6.5). This is a
manifestation of single-domain (SD)/SP particles, as well as of domain walls with
relaxation times close to the averaging time of the FORC measurement (Pike et al.,CHAPTER 6. ROCK MAGNETIC PRE-SELECTION 116
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Figure 6.4: Illustration of the three FORC parameters (width, FWHM, and Bc) used
by Carvallo et al. (2006) to select samples for paleointensity experiments, along with a
fourth parameter (spread). Width is the spread of the FORC distribution along the Bc
= 0 axis at 10% of the peak of the FORC distribution. Along with Bc, this parameter is
sensitive to domain state variations. The full width at half maximum (FWHM) quantiﬁes
the interaction ﬁeld strength within the sample.
2001). This gives the width parameter an inﬁnite value. To solve this problem,
we assume a symmetrical FORC distribution and fold the width in the positive Bu
direction to provide a width estimate that is similar to that used by Carvallo et al.
(2006). Where FORC distributions have peaks at the origin of the FORC diagram,
the FWHM was folded in the same way. Samples without such distributions were
used to check the validity of the folding process for the FWHM; the diﬀerence
between the two approaches was minimal. No such check could be made for the
width.
Figure 6.5: Example FORC diagrams from: (a–e) Láscar, (f–h) Mt. St. Helens, and
(i–k) Vesuvius. Samples LV7G, LV21A, and LV19F pass the experimental paleointensity
selection criteria; samples LV6G and LV22D both fail. All samples from the latter two
volcanoes fail to pass the experimental paleointensity selection criteria. The measurement
time for all experiments was 200 ms. The smoothing factor (Roberts et al., 2000) for each
FORC diagram is 3. Sample LV7G: andesite, LV21A: andesite, LV19F: dacite, LV6G:
andesitic pumice, LV22D: andesite, MSH3U: andesite, MSH4Q: dacite, MSH6M: pumice,
CP5P: leucite tephrite, CP5Q: leucite tephrite, CP6O: porphyritic leucite tephrite.CHAPTER 6. ROCK MAGNETIC PRE-SELECTION 117
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Plots of the 4 FORC parameters and IEF(%) are shown in Figure 6.6. Coerciv-
ity provides no discrimination betweeen good and bad paleointensity results. Width
and FWHM do not correlate with IEF(%) or with successful results. When width
is plotted against FWHM (Figure 6.3d), along with the cut-oﬀ values suggested by
Carvallo et al. (2006), ∼50% of the samples that pass the experimental criteria for
acceptance of paleointensity data are excluded. A higher cut-oﬀ value of FWHM ≈
50 mT includes all accepted results. Wehland et al. (2005) noted that some sam-
ples with successful paleointensity results have high mean interaction ﬁelds. They
suggested that the interplay of the interaction ﬁeld and mean coercivity controls
the inﬂuence of magnetic interactions on a paleointensity experiment. For our sam-
ples, no signiﬁcant correlation could be identiﬁed between any coercivity parameter,
FWHM and IEF(%). As is the case for hysteresis data, FORC data are inadequate
for pre-selection for the studied samples. Reducing a FORC diagram to a few param-
eters loses a large amount of information. For example, in some cases, FWHM fails
to quantify the true extent of magnetic interactions (e.g., Figure 6.5k). FWHM is a
measure of the interaction ﬁeld at the peak of the FORC distribution, in this case
at Bc ≈ 20 mT. However, the interaction ﬁeld is much larger at higher coercivities.
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Figure 6.6: FORC selection criteria for paleointensity determinations, as investigated
in this study for all samples. (a) Width; (b) full width at half maximum, FWHM; (c)
coercivity; and (d) spread. See text for deﬁnitions of the FORC parameters. No signif-
icant correlation is evident between any FORC parameter and IEF(%), or between any
FORC parameter and samples that pass the experimental paleointensity selection criteria.
Symbols are the same as in Figure 5.5.CHAPTER 6. ROCK MAGNETIC PRE-SELECTION 119
Despite the inability of FORC diagrams to enable pre-selection of samples that
are suitable for paleointensity experiments in this study, they provide additional
information to explain the possible causes of failure of paleointensity experiments.
Narrow FORC distributions with peaks at Bc values of 20–30 mT are evident in
Figure 6.5d, f, j, which suggests the dominance of magnetically non-interacting SD
magnetite. These samples should be ideal paleomagnetic recorders, so failure of
paleointensity experiments is more likely to result from chemical alteration dur-
ing the experiment; these 3 samples fail the δ(CK) criterion. Samples with MD-
and pseudo-single domain (PSD)-like FORC diagrams, respectively (Figure 6.5e, i),
both fail the δ(TR) pTRM tail check. Both, however, also fail the alteration check,
which suggests that either: (i) both MD grains and alteration aﬀected the pale-
ointensity experiment; or (ii) MD eﬀects are not solely manifested as pTRM tails
and can inﬂuence pTRM checks. Case (i) is the simplest explanation. Case (ii) has
been empirically demonstrated (Biggin and Thomas, 2003) and predicted theoret-
ically (Leonhardt et al., 2004b; Biggin, 2006; Yu and Tauxe, 2006). Yu and Tauxe
(2006) showed that MD remanence depends on the thermal prehistory of the sample,
with pTRM intensity progressively increasing during multi-cycle heatings. This can
aﬀect pTRM checks and could produce a similar eﬀect to alteration during a pale-
ointensity experiment. These two scenarios are impossible to discriminate between
with the data available. Samples from Láscar with MD-like FORC diagrams (e.g.,
Figure 6.5e), pass all of the experimental paleointensity selection criteria and yield
accurate intensity estimates (e.g., sample LV19G; Table 5.2). This suggests a third
possible explanation, (iii) in which there is a mixture of contrasting domain states
where high-ﬁeld measurements such as FORCs indicate MD grains, whereas rema-
nence measurements are dominated by SD grains, as suggested by Carvallo et al.
(2006). This could explain the lack of usefulness of FORC data for paleointensity
pre-selection in this study.
6.2.3 Demagnetization characteristics
AF demagnetization spectra can give an indication of the domain state and miner-
alogy of remanence carriers in paleomagnetic samples (Dunlop and Özdemir, 1997).
The median destructive ﬁeld (MDF) is frequently cited as a measure of the hardness
of remanence in paleomagnetic studies (e.g., Dunlop and Özdemir, 1997; Carvallo
et al., 2006). IEF(%) versus MDF is plotted for all samples in Figure 6.8a. MDF
ranges from 1.5 mT to >140 mT. A number of samples have MDF >100 mT, which
indicates that signiﬁcant (titano-) hematite is present in these samples. Samples that
pass the experimental paleointensity selection criteria and those with low IEF(%)
have MDFs that span the entire range of measured values. Samples with the most
deviant IEF(%) values have MDFs of ∼20–60 mT. Carvallo et al. (2006) measured
the MDF of ∼85% of their samples, which have a narrower range of values thatCHAPTER 6. ROCK MAGNETIC PRE-SELECTION 120
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Figure 6.7: Examples of AF demagnetization curves for magnetic end-members and an
intermediate case from the studied pyroclastic samples.
extend up to ∼80 mT. They suggested a minimum cut-oﬀ value of MDF = 12.9
mT. While this threshold excludes a number of our samples with failed paleointen-
sity determinations, it also excludes good data and fails to remove most of the data
from inaccurate samples. No MDF threshold value from our data could be used
to isolate accepted from failed paleointensity results. An MDF selection criterion
therefore does not provide suitable screening for paleointensity pre-selection for our
samples.
Biggin et al. (2007a) suggested that the fraction of NRM remaining after thermal
demagnetization to 350◦C (NRMT/NRM0) can be used as a ﬁrst-order indicator of
domain state. This is supported by Dunlop and Özdemir (2000) who showed that
pTRMs acquired by SD magnetite unblock sharply at approximately the blocking
temperature, but pTRMs acquired by MD magnetite unblock over a range of tem-
peratures. IEF(%) versus NRM remaining after demagnetization to 340◦C (Lás-
car) or 360◦C (Mt. St. Helens and Vesuvius) is plotted in Figure 6.8b; samples
with NRMT/NRM0 ≥ 1 lose no NRM after thermal demagnetization. Biggin et al.
(2007a) suggested that samples with NRMT/NRM0 < 0.5 tend to underestimate
the true paleointensity, while samples with NRMT/NRM0 >0.6, tend to overes-
timate, both as a result of MD bias. Our data indicate that samples with low
NRMT/NRM0 generally produce paleointensity results with low scatter, but high
NRMT/NRM0 values produce both underestimates and overestimates of the ex-
pected ﬁeld strength. As was the case for Biggin et al. (2007a), NRMT/NRM0 fails to
distinguish between samples that pass the paleointensiy selection criteria and those
that do not. A number of complicating factors might explain the lack of usefulness of
NRMT/NRM0. First, mineralogy will play a complicating role. Hematite is present
in some samples, and will result in higher values than magnetite. The presence of
titanomagnetite with lower Curie temperatures will produce lower NRMT/NRM0
ratios. Second, grain size distributions, which are present in some samples (e.g.,CHAPTER 6. ROCK MAGNETIC PRE-SELECTION 121
sample LV19F; Figure 6.5c), can lead to a spectrum of unblocking temperatures
and lower NRMT/NRM0 ratios.
(a) (b)
MDF (mT)
20 40 60 80 100 120 140 0
I
E
F
 
(
%
)
-80
-40
0
40
80
120
160
NRMT / NRM0
0.2 0.4 0.6 0.8 1.0 0.0 1.2
I
E
F
 
(
%
)
-80
-40
0
40
80
120
160
Figure 6.8: Demagnetization selection criteria for paleointensity determinations, as in-
vestigated in this study for all samples. (a) median destructive ﬁeld (MDF); and (b)
NRMT/NRM0 is the fraction of the NRM remaining after demagnetization to tempera-
ture T (Biggin et al., 2007a); for Láscar T = 340◦C, and for Mt. St. Helens and Vesuvius
T = 360◦C. No signiﬁcant correlation is evident between any demagnetization parame-
ter and IEF(%), or between any demagnetization parameter and samples that pass the
experimental paleointensity selection criteria. Symbols are the same as in Figure 5.5.
6.2.4 Thermomagnetic behaviour
Curie temperatures were measured for all clasts (Paterson et al., 2009b). For the
Láscar samples, Tc ranges from 397 to 641◦C; at Mt. St. Helens it ranges from
447 to 634◦C, and at Vesuvius it ranges from 533 to 649◦C. These Curie temper-
atures suggest the presence of low-Ti titanomagnetite, magnetite, titanohematite
and hematite. Impure maghemite (with aluminium) can be thermally stable and
may account for the Curie temperatures above ∼600◦C. Two samples from Láscar,
14 samples from Mt. St. Helens, and 18 from Vesuvius have Curie temperatures
≥590◦C. Samples with high MDF and high Tc are most likely contain (titano-)
hematite, while high Tc and low MDF may indicate thermally stable maghemite.
From Láscar, sample LV4A has a high MDF and Tc, suggesting the presence of
hematite, while sample LV6G has a Tc of 599◦C, but an MDF of 24.4 mT (Table
6.1). This sample is likely to have undergone thermal alteration during the mea-
surement of Tc (see §5.7.3). The samples from Mt. St. Helens have MDFs that
range from 19.9 to 131.2 mT, which suggests that titanohematite may not account
for the high Curie temperatures. However, for all the samples a peak ﬁeld of >80
mT is required to demagnetize 90% of the NRM; for only two of the samples is
this ﬁeld less than 100 mT. This suggests that a high coercivity magnetic phase,
like titanohematite, is present. Similarly, for the Vesivius samples only two of the
18 samples with high Tc have peak demagnetization ﬁelds less than 100 mT. This
diﬀerence may be due to diﬀerent magnetic pahses dominating the remanence andCHAPTER 6. ROCK MAGNETIC PRE-SELECTION 122
high-ﬁeld behaviour.
Table 6.1: AF demagnetization properties of samples with high Curie temperature
(≥590◦C).
Sample Peak Tc (◦C) MDF (mT) Peak DF∗ (mT)
LV4A1 641 140.0 140.0
LV6G5 599 24.4 75.8
MSH4F7 603 19.9 96.8
MSH4G6 623 29.1 101.9
MSH4M1 592 23.4 140.0
MSH4S3 590 28.1 81.2
MSH4T2 626 44.6 140.0
MSH4V2 634 81.1 140.0
MSH5P3 596 131.2 140.0
MSH5W1 607 46.4 140.0
MSH6C1 632 59.0 140.0
MSH6K2 610 38.9 107.9
MSH6L1 602 35.2 125.4
MSH6Q1 610 58.3 140.0
MSH6R6 592 32.8 139.5
MSH6U1 592 40.8 128.3
CP3A1B 602 47.8 138.4
CP3X6A 606 57.1 140.0
CP3Y2B 611 35.8 109.3
CP4A2 594 25.0 140.0
CP4B2B 603 32.3 139.6
CP4F2 612 18.9 75.8
CP4H4B 611 39.8 110.2
CP4J4B 599 42.2 140.0
CP4P1B 610 40.7 111.0
CP4Y6 603 29.3 117.7
CP6A3 649 40.6 140.0
CP6H1 623 33.0 140.0
CP6I1 603 34.5 140.0
CP6K2 601 55.8 140.0
CP6L1 607 61.9 140.0
CP6N2 630 31.5 121.3
CP6R1 609 24.4 87.4
CP6V1 590 28.3 122.9
∗ Peak destructive ﬁeld. The demagnetizing ﬁeld required
to demagnetize 90% of the NRM.
Thermomagnetic behavior is widely used for paleointensity pre-selection (e.g.,
Goguitchaichvili et al., 1999; Zhu et al., 2001; Shcherbakova et al., 2008), with irre-
versible heating and cooling curves indicating thermal alteration. Thermomagnetic
data from Láscar have both reversible and irreversible behavior (Figure 6.9) and
there is no correlation between reversibility of the curves and samples that give ac-
ceptable paleointensity results (Figure 6.10). Thermomagnetic curves from Mt. St.CHAPTER 6. ROCK MAGNETIC PRE-SELECTION 123
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Figure 6.9: Example thermomagnetic curves from: (a–c) Láscar, (d–f) Mt. St. Helens,
and (g–i) Vesuvius. Solid (dashed) lines represent the heating (cooling) cycles. The applied
ﬁeld during the experiments was 1 T.
Helens and Vesuvius both have reversible and irreversible behavior (Figure 6.9d–i),
while none of the paleointensity analyses yielded acceptable data. Lack of correlation
between reversibility of thermomagnetic curves and successful paleointensity exper-
iments has been noted by other authors (e.g., Coe, 1967b; Coe and Grommé, 1973;
Perrin, 1998). This lack of correlation can be explained in three ways: (i) alteration
that gave rise to irreversible thermomagnetic curves is in a magnetic phase that car-
ries an insigniﬁcant amount of NRM, so that while the alteration aﬀects Ms it has
little inﬂuence on the paleointensity result; (ii) alteration during the thermomagnetic
measurement occurred above the maximum temperature used for the paleointensity
estimate; or (iii) alteration that aﬀects the paleointensity experiment only occursCHAPTER 6. ROCK MAGNETIC PRE-SELECTION 124
after repeated thermal cycling. The maximum heating step used in the paleointen-
sity experiments was ∼600◦C, and thermomagnetic curves extend to at least 650◦C
with only one heating/cooling cycle, which makes it diﬃcult to distinguish between
these possibilities. These factors make alteration during paleointensity experiments
diﬃcult to predict.
R e v e r s i b l e
T h e r m o m a g n e t i c   C u r v e
Y e s N o
0
5
10
15
20
25
30
35
N
u
m
b
e
r
 
o
f
 
s
a
m
p
l
e
s
Failed
Successful
Paleointensity
outcome
Figure 6.10: Histogram of the reversibility of thermomagnetic curves for the samples
measured from Láscar for failed and successful paleointensity determinations.
6.3 Discussion - rock magnetic results
The measured rock magnetic parameters in this study do not enable discrimina-
tion between samples that failed or that provided high quality paleointensity data.
Previous attempts to use rock magnetism to pre-select samples for paleointensity
experiments have been assessed. The FORC parameter thresholds used by Carvallo
et al. (2006) fail to isolate samples that yield accurate paleointensity values for the
pyroclastic lithics studied here. It is possible, given that the Mt. St. Helens samples
appear to fail mainly due to chemical alteration, that our rock magnetic analysis
might be biased by one dataset. If we separately analyze data from the three diﬀer-
ent volcanoes, no correlation becomes evident. Lack of correlation between intensity
results and rock magnetic data could also result from large lithological variations.
Adequate pre-selection might therefore be achieved if only one rock type is con-
sidered. Andesite samples constitute the largest group in this study (48 samples;
23 from Láscar, 16 from Mt. St. Helens, and 9 from Vesuvius), with 13 accepted
paleointensity values. Isolating these samples and investigating the magnetic prop-
erties (cf. Figures 6.2, 6.3, 6.6, 6.8) yields no obvious correlation between magnetic
properties and acceptable paleointensity data. The rock magnetic parameters for
the andesites covers at least half the range of values for the entire sample set, and
they often span the full range of values. This conﬁrms that rock magnetic properties
can vary widely within a lithology (e.g., Chauvin et al., 2005; Biggin et al., 2007a;CHAPTER 6. ROCK MAGNETIC PRE-SELECTION 125
Michalk et al., 2008). Questions may also be raised about the representativeness of
the rock chips used to measure rock magnetic parameters compared to the larger
samples used for paleointensity experiments. This can only be fully resolved by
measuring several chips per clast, which negates any time advantage of pre-selection
measurements.
It appears that there is generally no correlation between high-ﬁeld magnetic
properties and low-ﬁeld remanence behavior. For FORC and hysteresis measure-
ments, this lack of correlation may be attributed to diﬀerences between high-ﬁeld
and remanence properties. However, remanence properties such as MDF are most
likely dominated by mineralogical variations and not by magnetic domain state,
which means that these parameters provide little useful information for paleointen-
sity studies, especially in samples sets like the present one where the wide range of Tc
values indicates considerable variation in magnetic mineralogy. Lack of correlation
between the rock magnetic criteria and paleointensity results may be partially due
to thermal alteration during the paleointensity experiments, or to the inequivalence
of rock magnetic and paleointensity data for the variable studied lithologies in which
variation in magnetic mineralogy might mask any relationship between domain state
and paleointensity data. The diﬀerent experimental conditions used may also mask
any relationships between rock magnetic and paleointensity data.
6.3.1 Lithological comparison
As noted above, the varying lithologies from Láscar provide an additional check
for alteration during paleointensity experiments. However, while both andesites
and dacites from Láscar yield acceptable and accurate paleointensity data, similar
lithologies from Mt. St. Helens do not pass the paleointensity selection criteria.
Using the two-sample Kolmogorov-Smirnov test, we can determine the probability
that the various rock magnetic parameters were sampled from the same underlying
distribution of values (i.e., how similar the rock magnetic properties of the Láscar
lithologies are to the Mt. St. Helens lithologies; Table 6.2). For dacites, most of
the parameter distributions cannot be distinguished at the 95% conﬁdence interval;
Bcr/Bc, Bc and the FORC coercivity are the only parameters that are signiﬁcantly
diﬀerent. Comparison of andesites from Láscar and Mt. St. Helens indicates that
half of the rock magnetic parameters were sampled from the same underlying distri-
bution at the 95% conﬁdence level, but the remaining parameters have not (Table
6.2). Similar results are obtained when comparing Vesuvius andesites with those
from Mt. St. Helens or Láscar. Despite the wide spread of probabilities for both
dacites and andesites, all of the parameters deﬁne ranges that overlap between the
two lithologies, with data from Mt. St. Helens commonly deﬁning a range within
that deﬁned by the Láscar data (e.g., Bcr/Bc, Shape and FWHM; Figures 6.2b, d,
6.6b). It is possibile that insuﬃceint samples are available to identify the full rangeCHAPTER 6. ROCK MAGNETIC PRE-SELECTION 126
of rock magnetic properties. The similarity of rock magnetic properties from Láscar
and Mt. St., Helens supports the argument that the failure of the Mt. St. Helens
samples is exaggerated by the experimental protocol, as outlined in §5.7.
Table 6.2: Probability that rock magnetic parameters from the three studied volcanoes
were sampled from the same distribution of values.
Andesites1
Láscar/MSH Láscar/Vesuvius MSH/Vesuvius
Mrs/Ms 0.161 0.0193 0.081
Bcr/Bc 0.0023 0.0003 0.0003
Bc 0.094 0.0133 0.148
Shape 0.0253 0.701 0.0163
Brh/Bcr 0.0353 0.212 0.174
Width 0.0013 0.0013 0.0023
Coercivity 0.365 0.0013 0.0003
FWHM 0.0003 0.957 0.0073
Spread 0.478 0.355 0.148
MDF 0.055 0.277 0.0423
NRMT/NRM0 0.111 0.0193 0.805
Dacites2 Andesites/Dacites Andesites/Dacites
Láscar/MSH Láscar MSH
Mrs/Ms 0.106 0.193 0.982
Bcr/Bc 0.0003 0.767 0.587
Bc 0.0093 0.527 0.838
Shape 0.992 0.452 0.587
Brh/Bcr 0.230 0.986 0.354
Width 0.380 0.178 0.587
Coercivity 0.0203 0.438 0.0413
FWHM 0.380 0.0243 0.0173
Spread 0.230 0.986 0.587
MDF 0.230 0.527 0.838
NRMT/NRM0 0.508 0.438 0.354
Probabilities from the two-sample Kolmogorov-Smirnov test.
1 23 samples from Láscar, 16 samples from Mt. St. Helens, 9 samples
from Vesuvius.
2 14 samples from Láscar, 8 samples from Mt. St. Helens.
3 Sampled distributions diﬀer at the 95% conﬁdence level.
6.4 Rock magnetism of self-reversing clasts
Limited rock magnetic measurements have been carried out on some of the samples
that exhibit self-reversing behaviour, in order to better characterize the constituent
magnetic minerals. FORC diagrams for clasts that have self-reversing paleomagnetic
behaviour (Figure 6.11) are similar to those for some clasts that do not exhibit self-
reversing behaviour (cf. Figure 6.5a, c), with distribution peaks at the origin of the
FORC diagrams. Clast LV13A has a coercivity contribution that extends beyondCHAPTER 6. ROCK MAGNETIC PRE-SELECTION 127
120 mT (Figure 6.11). It is likely that this high-coercivity magnetic contribution
is responsible for the normally magnetized NRM component that gives rise to the
well-behaved segment seen on the Arai plot for sample LV13A1 (Figure 5.10).
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Figure 6.11: FORC diagrams and thermomagnetic curves for clasts LV12C and LV13A,
which both exhibit self-reversing magnetizations.
Thermomagnetic behaviour gives no indication of a self-reversing titanohematite
phase (Figure 6.11). Curie temperatures are consistent with the presence of low-Ti
titanomagnetite; similar high-ﬁeld behaviour has been previously observed in self-
reversing titanohematite samples (e.g., Bina et al., 1999) and in general for mixtures
of synthetic hematite and magnetite (e.g., Frank and Nowaczyk, 2008). This is at-
tributed to the larger saturation magnetization of titanomagnetite compared with
titanohematite. The Curie temperature of a titanohematite with x = 0.4–0.6 (see
§2.5.3) is ≤ 300◦C (Dunlop and Özdemir, 1997). These compositions of titanohe-
matite are much more common in felsic rocks than in maﬁc rocks (§2.6; Dunlop and
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Figure 6.12: Rock magnetic properties and SEM photomicrographs of magnetic grains
from samples: (a, b) LV4A, (c) LV6I, and (d) LV12D. Each sample yields accurate and
accepted paleointensity results.
6.5 Scanning electron microscope imaging
Scanning electron microscope (SEM) images from some Láscar samples that yield
successful paleointensity experiments are shown in Figure 6.12. It was not possible
to obtain exact compositional data for these grains. Sample LV4A (Figure 6.12a,
b) contains a mixture of grain types. Grains with evidence of low temperature ox-
idation were observed, with a Fe-rich oxide within another Fe-rich oxide (Figure
6.12a). Sample LV4A also contains symplectic Fe-rich oxides within a highly oxi-
dized Fe-rich silicate matrix, most likely titanomagnetite that formed from oxidized
olivine (Figure 6.12b). Oxidation is likely to have occurred at temperatures greaterCHAPTER 6. ROCK MAGNETIC PRE-SELECTION 129
than 600◦C (Haggerty, 1991); this is supported by the emplacement temperature
estimate for this clast (≥ 641◦C; see §4.1.6.2, Table 4.3). A signiﬁcant number of
more euhedral, and compositionally unzoned grains are also present in this sample.
Grains that have no indication of low temperature oxidation dominate this sample.
Curie temperatures indicates three magnetic phases, the highest of which is likely to
coincide with a titanohematite phase that gives the sample its reddened colour. The
lowest Tc may be the due to the titanomagnetite formed from the decomposition of
olivine, which is likely to be TM60 (Tc ∼200◦C). The ﬁned grained titanomagnetite
and titanohematite will contribute to the high Bc and MDF of this sample. Samples
LV6I and LV12D (Figure 6.12c, d) predominantly contain Fe-rich oxide crystals that
frequently contain physical chips and cracks, but give little or no evidence of low
temperature oxidation. Beyond rounded crystal edges, these grains show no evi-
dence of high temperature oxidation. Curie temperatures for these samples suggest
that the iron oxides are low-Ti titanomagnetite. These observations support the
suitability of pyroclastic lithics from Láscar for paleointensity analysis.
6.6 Conclusions
Rock magnetic measurements can help to constrain the cause(s) of failure of pale-
ointensity experiments. However, numerical thresholds for key parameters fail to
provide adequate pre-selection criteria for paleointensity experiments of the studied
pyroclastic samples. This might be because the rock magnetic and paleointensity
data involve high-ﬁeld magnetic behavior and low-ﬁeld remanence characteristics,
which are often not equivalent, or because magnetic mineralogy is so variable that
magnetic property variations due to mineralogy overwhelms those due to domain
state. In addition, diﬀerences in the experimental protocols and laboratory ﬁelds
may mask any relationships between rock magnetic and paleointensity data.CHAPTER 7. CONCLUSIONS 130
Chapter 7
Conclusions
7.1 Summary of results
7.1.1 Emplacement temperatures
In this thesis, I have investigated the use of lithic clasts found within pyroclastic
deposits as paleomagnetic recorders. In Chapter 4, I have used paleomagnetism to
determine the emplacement temperature of pyroclastic deposits from ﬁve volcanoes
(see also Appendix A.). Estimating emplacement temperatures of pyroclastic de-
posits can give insight into volcanic processes and aid in the assessment of volcanic
hazards. Paleomagnetism is a useful tool for such studies because it allows deposit
temperatures to be estimated for past eruptions and reduces the risks associated
with studying active volcanoes.
Data from the 1980 pyroclastic deposits at Mt. St. Helens, USA, yield emplace-
ment temperatures that are in excellent agreement with directly measured values
(Banks and Hoblitt, 1996) and with those of a previous paleomagnetic study (Er-
win, 2001). The data indicate that the three sampled localities of the June 1980
pyroclastics were emplaced at ≥532◦C, ≥509◦C and 510–570◦C. For the July 1980
pyroclastics, Tdep ≥577◦C. The additional data added by this study reaﬃrm the
accuracy and usefulness of the paleomagnetic method for determining emplacement
temperatures of pyroclastic deposits.
Clasts from the 1993 eruption of Láscar, Chile, were fully remagnetized above the
respective Curie temperatures, which yield a minimum Tdep of 397◦C. Seventy-two
independent clasts were used to estimate Tdep, with individual clasts being emplaced
at temperatures from ≥397 to ≥641◦C.
Samples collected from deposits that were thought to be pyroclastics from the
1913, 2004 and 2005 eruptions of Colima, Mexico, were emplaced at ambient tem-
perature. This is consistent with the sampled clasts being from lahar deposits, which
are common in the area (Davila et al., 2007). This illustrates the usefulness of the
paleomagnetic method for distinguishing between diﬀerent types of deposit, which,CHAPTER 7. CONCLUSIONS 131
based solely on ﬁeld observations, can be diﬃcult.
Two deposits were sampled from the 472 A.D. eruption of Vesuvius, Italy. Only
3 clasts were available from the massive, magmatic ﬂow unit, Fg (Sulpizio et al.,
2005, 2007). Each of these were remagnetized above Tc, at ≥ 568–580◦C. The small
number of samples from this site means that a reliable estimate of Tdep cannot be
made. The lower section of the lithic rich pyroclastic ﬂow (LRPF) has a deposit
temperature of ∼280–340◦C. This agrees well with the recently published paleomag-
netic measurements of Zanella et al. (2008) who estimated Tdep to be 280–320◦C.
The upper section of the LRPF, in contrast, was emplaced at a higher tempera-
ture, Tdep ≈ 520◦C. This increase in temperature is inferred to be due to changes in
the source of lithic clasts between the lower and upper sections; the upper section
contains a greater proportion of vent-derived material that was initially hot before
being incorporated into the deposit.
As summarized by Paterson et al. (2009b), the paleomagnetic method for de-
termining the emplacement temperature of pyroclastic deposits has a number of
advantages.
1. The paleomagnetic method is as accurate as directly measured temperatures,
but with considerably reduced risk.
2. The paleomagnetic method has the advantage of inter-laboratory repeatability.
3. A wide temperature range can be used to estimate emplacement temperatures,
up to 580–675◦C, which is wider than most other methods (e.g., satellite im-
agery and man-made plastics).
4. Paleomagnetism can be used in the absence of other temperature proxies, such
as wood or man-made materials.
5. The deposit itself is sampled, which reduces ambiguity associated with rework-
ing of other temperature proxies into cold mudﬂow deposits.
6. The paleomagnetic method can be used to investigate emplacement tempera-
tures over much longer long time scales than other materials.
7.1.2 Paleointensity analysis
In Chapter 5, the pyroclastic lithics from Láscar, Mt. St. Helens, and Vesuvius
that were determined to have be emplaced above ambient temperature were sub-
jected to triple heating or IZZI paleointensity experiments (McClelland and Briden,
1996; Yu et al., 2004). The cold nature of the Colima deposits, and the uncertain
emplacement temperatures for Santorini, mean that the timing of remanence acqui-
sition is unconstrained. As a result, no sensible interpretation would be possible forCHAPTER 7. CONCLUSIONS 132
paleointensity data from these localities, and paleointensity estimates have been not
made.
Twenty-seven of the 72 clasts from which useful emplacement temperature es-
timates were made from Láscar have self-reversing magnetizations and were ex-
cluded from the paleointensity analysis. Triple heating paleointensity experiments
and strict selection criteria yield a mean paleointensity of 24.3 ± 1.3 µT (1σ, N
= 26). This is in agreement with the expected ﬁeld strength of 24.0 µT. Multiple
lithologies are used for this estimate, which gives conﬁdence that the results are not
biased by chemical alteration within one lithology.
Sixty-two samples from Mt. St. Helens were subjected to the IZZI protocol
and 6 repeat samples were measured using the triple heating method. All IZZI
samples have a high degree of scatter on the respective Arai plots, which indicates
that chemical alteration and/or MD grains have aﬀected the results. Applying the
selection criteria successfully used for the Láscar samples excludes all of the results.
This severe exclusion is acceptable considering that only 6 samples record a paleoin-
tensity that is within 10% of the expected value. FORC diagrams provide evidence
for a mixture of SD and MD behaviour. This conﬁrmed the suggestion from pale-
ointensity data, which indicated that MD grains are present. It also suggests that
SD-dominated samples, which should behave in an ideal fashion during paleointesity
experiments, have undergone chemical alteration.
The triple heating paleointensity method was applied to the 61 studied clasts
that were emplaced above ambient temperature from Vesuvius. As is the case for
Mt. St. Helens, all of the samples fail to pass the selection criteria used for the
Láscar samples, with only 7 samples recording a paleointensity within 10% of the
expected value (which was estimated from the CALS7K.2 archaeomagnetic model
of Korte and Constable, 2005). Thermomagnetic curves indicate the presence of
maghemite in some samples, which suggests the presence of a CRM. These samples
were excluded from the intensity analysis. Undetected CRM is a possible explana-
tion for why the Vesuvius samples fail to provide acceptable paleointensity data.
FORC diagrams indicate that both SD- and MD-like behaviour are present, which
again suggests that MD eﬀects and thermal alteration of SD-dominated samples
might contribute to paleointensity failure. Strong magnetostatic interactions are
evident in a number of FORC diagrams, which could also have contributed to the
failure of paleointensity experiments. This study also highlights the importance of of
experimental conditions, where appropriate choice of laboratory ﬁeld strength and
orientation can play a critical role in the success of an absolute paleointensity study.
Paleointensity experiments carried out on lithic clasts from pyroclastic deposits
suﬀer from the same causes of failure as typical Thellier-type paleointensity experi-
ments (i.e., mainly chemical alteration and the inﬂuence of MD grains). Overall, the
high paleointensity failure rate of this study (∼85%) is reasonably typical of pale-CHAPTER 7. CONCLUSIONS 133
ointensity experiment involving multiple heating steps (∼63–84%; e.g., Calvo et al.,
2002; Riisager et al., 2002; Yamamoto et al., 2003; Tauxe and Staudigel, 2004). Py-
roclastic lithics, however, have the potential to accurately record paleointensity, as
highlighted by the Láscar data, which has a low failure rate (∼43%). The mul-
tiple lithologies sampled provide an additional check against chemical alteration,
and allow a greater number of independent samples to be used for an individual
paleointensity estimate. These factors make pyroclastic lithics a viable additional
material for obtaining ancient paleointensity estimates to help further our knowledge
of long-term geomagnetic ﬁeld behaviour.
7.1.3 Rock magnetic analysis
Rock magnetic measurements outlined in Chapter 6 provide useful information for
identifying the causes of failure of the paleointensity experiments. Non-ideal mag-
netic properties such as MD behaviour and magnetic interactions can be readily
identiﬁed using rock magnetic analyses. Samples with SD-like FORC diagrams are
most likely to have failed due to chemical alteration during laboratory heating. Rock
magnetic data can therefore be combined with paleointensity data to conﬁrm the
causes of failure, where data from only one source leaves the cause of failure am-
biguous. Thermomagnetic curves were able to identify the presence of maghemite
in a number of samples. This suggests that a CRM is present, which makes these
samples unreliable for paleointensity determinations.
The availability of a large amount of paleointensity and rock magnetic data from
historic volcanoes also provides the opportunity to test the usefulness of rock mag-
netic parameters for determining pre-selection criteria to screen samples that will
be suitable for paleointensity experiments. FORC parameters (e.g., Carvallo et al.,
2006), hysteresis parameters (e.g., Day et al., 1977; Fabian and von Dobeneck, 1997;
Fabian, 2003b), the median destructive ﬁeld from AF demagnetization, and the
reversibility of thermomagnetic curves have all been investigated. No correlation
between rock magnetic parameters and paleointensity estimates was observed for
the pyroclastic lithics studied here. Thermal alteration has undoubtedly played a
role in obscuring any correlation between rock magnetic parameters and paleointen-
sity results. However, the lack of observed correlation between rock magnetic and
paleointensity data may also be partially caused by the comparison of remanence
characteristics used for paleointensity determinations and the high-ﬁeld behaviour
used for rock magnetic analyses. The two types of data are often dominated by
contributions from diﬀerent grain size fractions, which can hinder the applicability
of rock magnetic parameters for paleointensity pre-selection. Experimental condi-
tions may also play a role in masking any relationships between rock magnetic and
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7.2 Suggestions for future work
Obtaining estimates of the strength of the ancient geomagnetic ﬁeld is critical to our
understanding of the evolution of the Earth’s core and is important for constraining
geodynamo models. Lithic clasts from pyroclastic deposits are a potential source of
valuable paleomagnetic data. Although samples from Mt. St. Helens and Vesuvius
both failed to provide useful paleointensity data, the reasons for failure are typical
for Thellier-type paleointensity experiments. The high failure rate of paleointensity
experiments is one of the main reasons that intensity data remain scarce. The
chemical alteration that compromised paleointensity analysis of samples from Mt.
St. Helens and Vesuvius could be reduced by using an alternative paleointensity
method. Both the microwave paleointensity method and the use of single feldspar
crystals could be suitable for obtaining accurate paleointensity determinations for
samples from these volcanoes.
The high quality and accuracy of the Láscar data suggest that further work is
required to fully assess the potential of pyroclastic lithics for paleomagnetic stud-
ies. Sampling of additional, historic volcanoes will provide more information about
the suitability of pyroclastic materials for paleointensity determinations. Possible
locations for further sampling of historic eruptions include Ruapehu, New Zealand
(1977), Merapi, Indonesia (2006), and El Chichón, Mexico (1982). Other localities
for applying this method to ancient deposits may include Taupo, New Zealand (1.8
ka), Tenerife, Spain (2.1–0.15 Ma), or a more detailed sampling at Santorini, Greece
(≤ 360–3.6 ka). Such studies should aim to expand on emplacement temperature
studies to ensure that the deposits were emplaced at suﬃciently high temperatures
to allow a paleointensity estimate to be made. Paleomagnetic emplacement temper-
atures have already been obtained from El Chichón (Sulpizio et al., 2008), which
conﬁrms this volcano as a suitable target for paleointensity studies. For older de-
posits the interpretation and analysis of the paleomagnetic data may become more
complicated. Consideration must be given to the potential of remagnetization of
the samples after initial deposition and cooling. The paleomagnetic directional data
collected from the lithic clasts in this study generally have a high scatter (k < 35),
so highly clustered directional data may indicate that pyroclastic deposit have been
remagnetized after emplacement. Both Genevey et al. (2002) and Tanguy et al.
(2003) have shown that it is possible to get clustered paleomagnetic directions (k >
400) from pyroclastic material, so care must be taken using this criterion to in-
fer remagnetization. The accuracy of the mean paleomagnetic directions from this
study, along with the ﬁndings of Genevey et al. (2002) and Tanguy et al. (2003),
suggest that the directional data from pyroclastic materials is good enough to be
used to convert paleointensity estimates into virtual dipole moments to allow global
comparisons of datasets.
In Chapter 5, the eﬀects of diﬀerent paleointensity selection criteria were inves-CHAPTER 7. CONCLUSIONS 135
tigated. Such selection criteria are typically chosen arbitrarily and are not widely
applicable to other data sets. Further work is needed to investigate how best to
choose cut-oﬀ values and to deﬁne a set of paleointensity selection criteria that would
allow intensity estimates and data quality to be more readily compared. Based on
the data presented in Figure 5.3, the relationship between various selection criteria
and the accuracy of the paleointensity estimate appears to be non-deterministic. A
probability or maximum-likelihood approach might be needed to optimize the choice
of cut-oﬀ values. These criteria should not only deﬁne data quality, but they should
have a theoretical basis for excluding samples that exhibit MD behaviour. Using
paleointensity data from modern eruptions (< 100 years) would provide a necessary
measure of the accuracy of the paleointensity result, therefore allowing the choice
of criteria to be fully assessed.REFERENCES 136
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Appendix A.
Additional emplacement
temperature data - Santorini,
Greece
The Greek island of Santorini, which is located in the Aegean Sea (Figure A1),
is famous for its cataclysmic eruption during the Bronze Age, which devastated
the Minoan civilization. The crater collapse of that devastating eruption generated
widespread destruction throughout the Aegean, and left Santorini with its distinctive
crescent shape.
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Figure A1: Location map of Santorini, Greece, and the Aegean Sea.
Santorini has an extensive stratigraphy of pyroclastic deposits. Several studies
have investigated the emplacement temperature of the Santorini deposits (Table 4.1);
the ages and estimated emplacement temperatures are summarized in Figure A2.
Bardot et al. (1996) and Bardot (2000) provide the most comprehensive temperature
data available for Santorini (Figure A2).
Fifty-one clasts were collected from the Minoan and Upper Scoria 2 deposits
(Figure A2); clasts were oriented as described in §4.1.5. Nineteen-millimeter di-
ameter cores were drilled from the clasts in the laboratory. Sixteen samples were
available for emplacement temperature analysis, from 13 independent clasts. Al-
though the two sampled deposits diﬀer greatly in age, the expected paleomagnetic
directions diﬀer only by a few degrees in both declination and inclination (BardotAPPENDIX A. 161
Minoan
Cape Riva
Upp. Scoriae 2
Upp. Scoriae 1
Vourvoulos
Cape Thera
Lower Pumice
2
Lower Pumice
1
Cape Therma 3
Cape Therma 2
Cape Therma 1
Middle Pumice
S
e
c
o
n
d
 
C
y
c
l
e
F
i
r
s
t
 
C
y
c
l
e
Basement Lavas, palaeosols
& minor pyroclastics
113
Maximum
Thickness
44
70
67
62
61
5
21
33
2
21
62
3.6
Age
(ka)
21
55
100*
180*
172
–
79
203
230*
220*
≤ 360*
170 to ≥ 580
Te
(ºC)
160 to ≥ 580
≥ 580
176 to ≥ 580
176 to ≥ 580
–
–
470 to ≥ 580
159 to 527
–
≥ 580
–
* estimated ages.
Stratigraphic
Unit
Figure A2: Major pyroclastic units found on Santorini (redrawn after Druitt et al.
(1989)). Age and thickness data are compiled from Druitt et al. (1989, 1999), and tem-
perature data are from Bardot et al. (1996) and Bardot (2000).
2000; Figure A3); as a result, the samples can be analysed collectively. One sample
yielded noisy demagnetization data and was excluded.
The low temperature paleomagnetic directions recorded by the remaining 15
samples are shown in Figure A3. There is a bias toward a northward and upward
direction, however, the α95 is high, and no statistically reliable direction can be
identiﬁed. If duplicate samples are removed, leaving only the sample with the lowest
MAD from each clast, the mean changes little, but the α95 increases and 3R2/N
decreases (Dec. = 1.9◦, Inc. = 26.0◦, α95 = 43.7◦, N = 12, R = 6.4, k = 1.95, 3R2/N
= 10.1). Compared to the data from Colima, where the deposits were emplaced cold,
the paleomagnetic directions are not as widely scattered (cf. Figure 4.11). Bardot
(2000) included data from more than double the number of samples than for which
we have obtained magnetically stable data. The small number of samples measured
here are insuﬃcient to constrain any mean paleomagnetic direction and hence to
determine the emplacement temperature of the deposits.APPENDIX A. 162
Mean Direction
Dec. = 359.4°,  Inc. = 21.7°
α95  = 31.4°,  N = 15
R = 9.3,    k = 2.45
3R2/N = 17.3 
Upper
Scoria 2
Minoan
Figure A3: Equal area stereographic projection of the low temperature paleomagnetic
directions recorded by the studied samples from Santorini. The mean direction has an in-
clination that is shallower than expected. There are too few independent samples available
to accurately constrain the paleomagnetic direction. The two stars are the paleomagnetic
directions from Bardot (2000) and the respective α95 cones of conﬁdence. Symbols are the
same as in Figure 4.4.APPENDIX B. 163
Appendix B.
Data
All paleomagnetic and rock magnetic data from Paterson et al. (2009a), Paterson
et al. (2009b) and this thesis will be made publicly available through the paleomag-
netic (PMAG) and rock magnetic (RMAG) portals of the Magnetics Information
Consortium (MagIC). The data can be obtained from www.earthref.org/MAGIC/
after publication of both Paterson et al. (2009a) and Paterson et al. (2009b). Sum-
mary data tables of the paleointensity results from Mt. St. Helens and Vesuvius are
presented below.APPENDIX B. 164
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Appendix C.
Sampling location data
The following chapter contains additional information about the sample sites. Ad-
ditional data include GPS coordinates, maps, photographs of the deposits, strati-
graphic logs and the height of the sampled clasts within the deposits.
C1 Mt. St. Helens
Table C1: GPS coordinates of the sites sampled from the 1980 deposits at Mt. St.
Helens. Based on the WGS84 datum.
Site Deposit (targeted) Latitude Longitude
MSH1 (May 18, 1980) 46.243 ◦N 122.175 ◦W
MSH2 (May 18, 1980) 46.244 ◦N 122.175 ◦W
MSH3 June 12, 1980 46.261 ◦N 122.195 ◦W
MSH4 July 22, 1980 46.249 ◦N 122.184 ◦W
MSH5 June 12, 1980 46.247 ◦N 122.195 ◦W
MSH6 June 12, 1980 46.246 ◦N 122.195 ◦WAPPENDIX C. 170
MSH3
MSH5
MSH6
Figure C1: Map of sample locations from the June 12, 1980 deposits at Mt. St. Helens.
The red dots mark the sampled sites. Other information refers to the sample locations
and directly measure emplacement temperatures of Banks and Hoblitt (1996). Modiﬁed
after Banks and Hoblitt (1996).APPENDIX C. 171
MSH4
Figure C2: Map of sample locations from the July 22, 1980 deposits at Mt. St. Helens.
The red dot marks the sampled site. Other information refers to the sample locations and
directly measure emplacement temperatures of Banks and Hoblitt (1996). Modiﬁed after
Banks and Hoblitt (1996).APPENDIX C. 172
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Figure C3: Photographs of the 1980 pyroclastic deposits at Mt. St. Helens. Sites. (a)
MSH1: cream coloured matrix supported deposit with subordinate lithic clasts ranging
up 5–10 cm in size (b) MSH2: lithic rich deposit overlaid by cream coloured ﬁne grained
ash rich horizon. (c) MSH3: pumice rich deposit exposed in a 25–30 m deep river valley.
Deposit contains large (decimetre sized) pumice clasts, overlaid by a sequence of ﬁne
ash layers 10’s of cm in thickness; entire exposure is pale grey in colour, with the lower
∼15 m covered by scree. (d) MSH4: clast supported, pumice rich PDC deposits with a
distinct salmon pink colour. (e) MSH5: matrix support deposit rich in lithic clasts, 1–2
m exposure with lower section covered by scree, pale pink in colour. (f) MSH6: pumice
rich ash supported deposit grading up to clast supported; pale pink in colour.APPENDIX C. 173
Table C2: Stratigraphic height of Mt. St. Helens samples. Heights for sites MSH1–3
and MSH5 are depths measured from the exposed contact of the overlying unit or the top
of the exposure. Heights for site MSH4 and MSH6 are measured relative to an arbitrary
reference marker.
Clast Height in Clast Height in Clast Height in
deposit (cm) deposit (cm) deposit (cm)
MSH1A 320 MSH3E 75 MSH5C 190
MSH1B 380 MSH3F 150 MSH5D 200
MSH1C 420 MSH3G 140 MSH5E 190
MSH1D 260 MSH3H 145 MSH5F 180
MSH1E 320 MSH3K 150 MSH5G 200
MSH1F 290 MSH3L 65 MSH5H 220
MSH1G - MSH3M - MSH5K 160
MSH1H 260 MSH3N 40 MSH5L 240
MSH1I 290 MSH30 60 MSH5M 150
MSH1J 315 MSH3P 65 MSH5N 120
MSH1K 320 MSH3Q 145 MSH50 140
MSH1L 370 MSH3R 25 MSH5P 160
MSH1M 370 MSH3S 40 MSH5Q 150
MSH1N 345 MSH3T 100 MSH5R 250
MSH10 410 MSH3U 40 MSH5S 100
MSH1P 400 MSH3V 50 MSH5T 100
MSH1Q 450 MSH3W 5 MSH5U 90
MSH1R 470 MSH4A 45 MSH5V 50
MSH1S 445 MSH4B -100 MSH5W 50
MSH1T 470 MSH4C 0 MSH6A -
MSH2A 60 MSH4D 10 MSH6B -
MSH2B 70 MSH4E 40 MSH6C -
MSH2C 70 MSH4F 15 MSH6D -
MSH2D 140 MSH4G -50 MSH6E -
MSH2E 100 MSH4H 50 MSH6F -
MSH2F 105 MSH4K 100 MSH6G -
MSH2G 100 MSH4L 110 MSH6H -
MSH2H 65 MSH4M 160 MSH6K -
MSH2I 105 MSH4N 30 MSH6L -
MSH2J 240 MSH40 30 MSH6M -
MSH2K 235 MSH4P 45 MSH6N -
MSH2L 235 MSH4Q 35 MSH60 -
MSH2M 250 MSH4R 20 MSH6P -
MSH2N 240 MSH4S 30 MSH6Q -
MSH20 225 MSH4T 100 MSH6R -
MSH3A 80 MSH4U -100 MSH6S -
MSH3B 105 MSH4V 70 MSH6T -
MSH3C 95 MSH5A 180 MSH6U -
MSH3D 60 MSH5B 100 MSH6V -APPENDIX C. 174
C2 Láscar
Table C3: GPS coordinates of the sites sampled from the 1993 deposits at Láscar. Based
on the WGS84 datum.
Site Latitude Longitude Site Latitude Longitude
LV1 23.319 ◦S 67.765 ◦W LV17 23.325 ◦S 67.761 ◦W
LV2 23.320 ◦S 67.763 ◦W LV18 23.326 ◦S 67.760 ◦W
LV3 23.320 ◦S 67.763 ◦W LV19 23.328 ◦S 67.759 ◦W
LV4 23.320 ◦S 67.763 ◦W LV20 23.329 ◦S 67.755 ◦W
LV5 23.320 ◦S 67.761 ◦W LV21 23.330 ◦S 67.754 ◦W
LV6 23.321 ◦S 67.760 ◦W LV22 23.333 ◦S 67.752 ◦W
LV7 23.390 ◦S 67.723 ◦W LV23 23.395 ◦S 67.718 ◦W
LV8 23.390 ◦S 67.722 ◦W LV24 23.391 ◦S 67.715 ◦W
LV9 23.388 ◦S 67.723 ◦W LV25 23.390 ◦S 67.718 ◦W
LV10 23.384 ◦S 67.723 ◦W LV26 23.388 ◦S 67.715 ◦W
LV11 23.385 ◦S 67.721 ◦W LV27 23.387 ◦S 67.717 ◦W
LV12 23.321 ◦S 67.776 ◦W LV28 23.387 ◦S 67.718 ◦W
LV13 23.322 ◦S 67.774 ◦W LV29 23.385 ◦S 67.718 ◦W
LV14 23.324 ◦S 67.767 ◦W LV30 23.383 ◦S 67.721 ◦W
LV15 23.324 ◦S 67.766 ◦W LV31 23.382 ◦S 67.723 ◦W
LV16 23.324 ◦S 67.765 ◦W
LV4
LV6
LV12
LV14
LV15
LV16
LV17
LV18
LV19
LV20
LV21
LV22
LV13
LV1
LV3
LV2 LV5
1.5 km
23° 19.0' S
20.5' S
67° 47.5' W 44.5'
Figure C4: Sketch map of sample locations from the northern ﬂank of the 1993 deposits
at Láscar.APPENDIX C. 175
LV31 LV31
LV30 LV30
LV10 LV10
LV9 LV9
LV8 LV8
LV7 LV7
LV11 LV11
LV23 LV23
LV24 LV24
LV25 LV25
LV28 LV28
LV26 LV26
LV29 LV29
LV27 LV27
1 km
23° 22' S
24' S
67° 44' W 42' W
Figure C5: Sketch map of sample locations from the southern ﬂank of the 1993 deposits
at Láscar.APPENDIX C. 176
(a) (b)
(c) (d)
Figure C6: Photographs of the 1993 pyroclastic deposits at Láscar. Little erosion has
occurred between the eruption and our sampling; only the top surface of the pyroclastic
breccia deposits were sampled. (a) and (b) are from the northern ﬂank; LV4 and LV19,
respectively. (c) and (d) are typical views from the southern ﬂank. Where exposed the
pyroclastic breccia is at least 20–30 cm thick (b). (c) is an example of a impact crater,
which are common on the southern ﬂank.APPENDIX C. 177
C3 Colima
Analysis of the Colima paleomagnetic data indicate that the sampled clasts were
emplaced in their current deposits at ambient temperature, and are most likely from
lahar deposits. As such, the sampled deposits were not those that were targeted
(listed in Table C4). The sampled deposits are likely to represent recent (<10 years
ago) reworking of pyroclastic deposits or pre-existing mud ﬂow deposits, and form
the upper part of the stratigraphic sequence at Colima.
Table C4: GPS coordinates of the sites sampled from the deposits at Colima. Based on
the WGS84 datum.
Site Target deposit Latitude Longitude
VC1 June 2005 19.480 ◦N 103.625 ◦W
VC2 June 2005 19.480 ◦N 103.625 ◦W
VC3 June 2005 19.479 ◦N 103.626 ◦W
VC4 June 2005 19.481 ◦N 103.624 ◦W
VC5 June 2005 19.486 ◦N 103.574 ◦W
VC6 June 2005 19.486 ◦N 103.574 ◦W
VC7 June 2005 19.486 ◦N 103.575 ◦W
VC8 January 1913 19.485 ◦N 103.662 ◦W
VC9 January 1913 19.484 ◦N 103.662 ◦W
VC10 January 1913 19.483 ◦N 103.663 ◦W
VC11 January 1913 19.478 ◦N 103.666 ◦W
VC12 June 2004 19.492 ◦N 103.673 ◦W
VC13 June 2004 19.491 ◦N 103.676 ◦W
3 km VC1
VC2
VC9
VC8 VC7
VC5/6
VC4
VC3
VC11
VC12
VC13
VC10
El Jabalí
Volcán de
Colima
19° 32.4' N
28.2' N
103° 40.8' W 34.2' W
Figure C7: Sketch map of sample locations at Colima.APPENDIX C. 178
Table C5: Stratigraphic depth of Colima samples. All depths are relative to the top of
the exposure.
Clast Depth in Clast Depth in Clast Depth in
deposit (cm) deposit (cm) deposit (cm)
VC1A 25 VC5K 45 VC10D 15
VC1B 25 VC5L 20 VC10E 20
VC1C 35 VC6A 68 VC10F 70
VC1D 95 VC6B 54 VC10G 40
VC1E 80 VC6C 13 VC10H 50
VC1F 75 VC6D 10 VC10K 50
VC1G 75 VC6E 89 VC10L 20
VC1H 70 VC6F 72 VC11A 10
VC1K 40 VC6G 52 VC11B 15
VC1L 120 VC6H 68 VC11C 15
VC2A 200 VC6K 98 VC11D 15
VC2B 230 VC6L 41 VC11E 15
VC2C 190 VC6M 30 VC11F 15
VC2D 50 VC7A 100 VC11G 10
VC2E 50 VC7B 110 VC11H 20
VC2F 100 VC7C 120 VC11K 20
VC2G 50 VC7D 140 VC11L 25
VC2H 80 VC7E 140 VC12A 50
VC2K 25 VC7F 160 VC12B 35
VC2L 40 VC7G 110 VC12C 42
VC3A 230 VC7H 130 VC12D 45
VC3B 245 VC7K 20 VC12E 79
VC3C 300 VC7L 30 VC12F 75
VC3D 325 VC8A 180 VC12G 127
VC3E 335 VC8B 195 VC12H 75
VC3F 175 VC8C 185 VC12K 115
VC3G 15 VC8D 180 VC12L 50
VC3H 50 VC8E 85 VC12M 129
VC3K 110 VC8F 225 VC12N 7
VC3L 50 VC8G 60 VC12O 125
VC4A 52 VC8H 140 VC13A 65
VC4B 34 VC8K 165 VC13B 68
VC4C 54 VC8L 70 VC13C 75
VC4D 48 VC8M 30 VC13D 112
VC4E 81 VC9A 30 VC13E 80
VC4F 108 VC9B 25 VC13F 19
VC4G 155 VC9C 10 VC13G 30
VC4H 232 VC9D 85 VC13H 105
VC4K 257 VC9E 20 VC13K 135
VC4L 0 VC9F 40 VC13L 105
VC5A 50 VC9G 30 VC13M 148
VC5B 65 VC9H 125 VC13N 50
VC5C 30 VC9K 120 VC13O 180
VC5D 40 VC9L 80 VC13P 140
VC5E 5 VC9M 145 VC13Q 250
VC5F 25 VC10A 30 VC13R 230
VC5G 55 VC10B 50
VC5H 70 VC10C 40APPENDIX C. 179
C4 Vesuvius
Table C6: GPS coordinates of the sites sampled from the 472 A.D. deposits at Vesuvius.
Based on the WGS84 datum.
Site Deposit Latitude Longitude
CP1 - 40.846 ◦N 14.393 ◦E
CP2 Fg 40.846 ◦N 14.393 ◦E
CP3 LRPF 40.846 ◦N 14.393 ◦E
CP4 LRPF 40.846 ◦N 14.393 ◦E
CP5 LRPF 40.846 ◦N 14.393 ◦E
CP6 LRPF 40.846 ◦N 14.393 ◦E
CP3/4
CP6
CP5
Figure C8: Photograph of sites CP3 and CP4 at Vesuvius. CP3 and CP4 were sam-
pled from the lower 2 m of the exposed LRPF unit (see Figure C9 for a description of
the sampled deposits). Site CP5 was sampled from the upper section to the left of the
photograph; site CP6 was sampled from the upper section exposed round the corner to
the right of the photograph. Large boulder in on the left is approximately 1.5 m above
the base of the exposure.APPENDIX C. 180
Topographically controlled, massive PDC 
deposits. Contains both juvenille and 
accidental lithic clasts. Yellowish ash matrix. 
Can be interbedded with cross stratified 
surge deposits.
Yellowish ash with cross stratification.
Topographically controlled, PDC deposits. 
Contains both juvenille and accidental 
lithic clasts. Grey-brown ash matrix.
Massive to crudely stratified PDC. Rich in 
bomb fragments. Lithic clasts are predomi-
nantly juvenile.
Grey ash with cross stratification.
Massive coarse PDC rich in accidental lithic 
clasts. Outcrops only in the northwest sector 
in ponded deposits tens of meters thick.
Fallout deposits
Air fall deposit
See S1
Air fall deposit
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Figure C9: Composite stratigraphic log of the 472 A.D. pyroclastic deposits at Vesuvius.
Redrawn after Sulpizio et al. (2005). Thickness is not to scale. Labels: ‘A’ ash bed, ‘L’
lapilli bed, ‘LRPF’ lithic rich pyroclastic ﬂow, ‘Na’ nueé ardente, ‘S’ stratiﬁed bed from
diluted PDC, ‘F’ massive bed from concentrated PDC; subscripts ‘g’ and ‘y’ indicate
units from magmatic or phreatomagnetic phases, respectively. Units in bold are the units
sampled in this study.APPENDIX C. 181
Table C7: Stratigraphic height of Vesuvius samples. Heights for site CP2 are depths
measured from the exposed contact of the overlying unit. Heights for sites CP1 and CP3–
6 are measured relative to the based of the exposure or an arbitrary reference marker.
Clast Height in Clast Height in Clast Height in
deposit (cm) deposit (cm) deposit(cm)
CP1A 400 CP3Q 80 CP5J 80
CP1B 400 CP3R 200 CP5K 100
CP1C 420 CP3S 250 CP5L 140
CP1D 400 CP3T 200 CP5M 100
CP1E 380 CP3U 200 CP5N 20
CP1F 340 CP3V 200 CP5O 120
CP1G 390 CP3W 230 CP5P 180
CP1H 380 CP3X 300 CP5Q 180
CP1I 380 CP3Y 280 CP5R 130
CP1J 380 CP3Z 250 CP5S 210
CP1K 400 CP4A 15 CP5T 120
CP1L 380 CP4B 30 CP5U 100
CP1M 420 CP4C 25 CP5V 100
CP1N 450 CP4D 15 CP5W 30
CP1O 450 CP4E 150 CP5X 20
CP1P 450 CP4F 120 CP5Y 80
CP1Q 380 CP4G 90 CP5Z 260
CP1R 400 CP4H 30 CP6A 190
CP1S 480 CP4I 5 CP6B 190
CP1T 480 CP4J 15 CP6C 185
CP1U 500 CP4K 0 CP6D 180
CP1V 500 CP4L 160 CP6E 170
CP1W 500 CP4M 120 CP6F 170
CP1X 480 CP4N 160 CP6G 80
CP1Y 480 CP4O 120 CP6H 95
CP1Z 450 CP4P 135 CP6I 25
CP2A 50 CP4Q 100 CP6J 55
CP2B 80 CP4R 150 CP6K 55
CP2C 40 CP4S 40 CP6L 150
CP3A 100 CP4T 50 CP6M 160
CP3B 130 CP4U 150 CP6N 60
CP3C 50 CP4V 50 CP6O 65
CP3D 20 CP4W 60 CP6P 110
CP3E 100 CP4X 120 CP6Q 40
CP3F 30 CP4Y 130 CP6R 65
CP3G 110 CP4Z 110 CP6S 65
CP3H 150 CP5A 110 CP6T 135
CP3I 200 CP5B 150 CP6U 25
CP3J 200 CP5C 170 CP6V 35
CP3K 80 CP5D 190 CP6W 25
CP3L 50 CP5E 200 CP6X 120
CP3M 70 CP5F 190 CP6Y 110
CP3N 100 CP5G 170 CP6Z 90
CP3O 100 CP5H 220
CP3P 120 CP5I 100