Abstract-Forecasting of the solar irradiance and load demand are essential for system level control and components coordination in the supervisory controller of an off-grid hybrid energy system. This paper presents the analysis of the predictions for solar irradiance and load demand using two different Single Exponential Smoothing forecasting approaches. Both approaches perform prediction based on hourly basis. The first approach uses the current day data while the other uses the previous day data. Comparison between the two approaches is carried out, and the forecast results show that the Single Exponential Smoothing forecast models utilizing the previous day data achieved higher accuracy as compared to the one using the previous hour data.
I. INTRODUCTION
Forecasting is necessary to provide accurate estimation of the future process. Forecasting applications can be found in stock markets, manufacturing processes, utilities and etc. These organisations rely on forecasting for planning and decision making in daily operations. Recently, the applications of forecasting have been extended to the engineering disciplines. Predictive control of a hybrid energy system (HES) based on the forecasts of the renewable sources and the load demand can be found in [1] and [2] .
One of the most commonly used forecasting methods is the Weighted Moving Averages (WMA) technique due to its simplicity which gives more weight on the most recent observation. WMA is also the fundamental of many advanced forecasting methods. The limitation of this method is that the sum of the weight assigned to the observations has to be tantamount to unity [3] . Single Exponential Smoothing (SES) method does not have the limitation as found in WMA. In SES, the core component is the smoothing constant that determines the functionality of a forecast model. It is also referred as the weight assigned to the data and the most recent data have the higher weights as compared to the older data [3] . One example of the application of SES to predict the wind velocity is discussed in [4] .
The selection of a forecast technique for a particular application remains an arbitrary subject and highly relies on the characteristics of the time series. Time series is a set of recorded data with equally spaced time intervals for a defined period. These data are used to generate the future unknown data as accurate as possible through a selected forecast technique and the smoothing constant.
This paper presents the analysis of predictions of solar irradiance and load demand using two different SES methods. The first approach uses the current day data to forecast while the other uses the data from the previous day. In the second section of this paper, the generation of a series of testing data using HOMER is presented. Details of the SES approaches are elaborated in section three. The data are analyzed in section four, the comparison between the two models is carried out and the selection criterion for a model is also presented. The appropriate approach will be selected and can be potentially used as a benchmark for the other improved forecast method developed by the author in [5] .
II. SOLAR IRRADIANCE AND LOAD DEMAND DATA GENERATED USING HOMER Time series for the solar irradiance and load demand are required to justify the selection for a forecast model. Due to the complete sets of annual data are rarely available especially for an off-grid HES, the hourly data for a year were generated using the Hybrid Optimization Model for Electric Renewables (HOMER) V.2.68 for the solar irradiance and load demand respectively. These data represents the actual or measured data in the forecast model that will be discussed later.
The first time series is the annual hourly solar irradiance for Gaadhoo, Maldives located at 1°49' 12"N, 73°28'11"E. The average monthly weather data of this selected site is obtained from the NASA surface solar irradiance website [6] , and the data generation of the synthesised solar irradiance by HOMER as depicted in Fig. 1 is based on the algorithm developed by Graham and Hollands in [7] as stated in the HOMER's manual. The generated solar irradiance as shown in Fig. 2 depicts the common phenomenon of sunshine for five days with varying irradiance that represents the sunny and cloudy days.
The daily load profile in Fig. 3 is estimated based on the load curves according to [8] for outer islands, and the household numbers as given in the electricity assessment sheet for Maldives in [9] . As the activity of the village community is repeating daily, no significant variation in daily load demand pattern is expected. Random variability is taken into account during the generation of synthesized data in HOMER to imitate the realistic load demand profile, which usually consists of random fluctuations in magnitude.
These synthesised time series were exported to MS Excel and were used for two approaches of the SES forecasting methods simulations as discussed in the following sections. 
III. SINGLE EXPONENTIAL SMOOTHING METHOD
SES is widely accepted for its nature that requires low computation power. Comprehensive discussion regarding this popular method can be found in [3] . Generally, forecast based on the previous hour actual and predicted values may be suitable for the time series that is continuous. However, this approach may not be suitable for the time series with alternating consecutive numerical and null values such as the cyclic daily solar resource. Two approaches based on the SES method have been studied, these forecast models are written in MATLAB m-file and the simulation results are tabulated in spreadsheet for graph plotting and analysis.
A. Model 1: SES based on the current day most recent forecast and actual values
The first model is the conventional SES, which uses both of the most recent actual and the most recent forecast values in the previous period to perform a new forecast [3] . The new forecast is equal to the previous actual data plus a fraction of the previous forecast value. In (1), the smoothing constant, α represents the weight attached to the most recent actual data. The value of α is between the range of zero to one. The forecast model indicates that the higher the α, the greater the effect of the previous actual data to the prediction, while less impact will be imposed from the previous forecast value. For instance, if α equals to 0.8, the prediction is 80% of the most recent actual data and 20% of the most recent forecast data. The SES forecast model as in (1) is used for the solar irradiance and load demand predictions.
where (ℎ + 1) is the forecast value.
(ℎ) is the actual/measured value prior to the forecast period.
is the old forecast value prior to the forecast period. The solar irradiance data obtained from HOMER for a selected day is shown in the first column of Fig. 5 and the simulation results of the predicted values employing different smoothing constant ranging from 0.1 to 0.9 are listed in the remaining columns. Fig. 6 shows the testing data and the simulation results for a selected day for the load demand. As observed from Fig. 5 and Fig. 6 , since the load demand is continuous all the time, there is no limitation of employing this forecasting technique for this instance. However, this technique results continuous data during the absence of solar resource particularly between evening and dawn. This appears to be undesirable as it leads to high overall forecast errors.
B. Model 2: SES based on the previous day forecast and actual values
In order to overcome the limitation of the first approach especially when applied to forecast the solar irradiance, the second approach uses the previous day data for prediction. The smoothing constant performs the same function as in the first approach where higher α results higher impact of the actual data of the same period in the previous day and lower effect of the forecast value of the same period in the previous day or vice versa.
where ( , ℎ + 1) is the forecast value.
( − 1, ℎ + 1) is the actual or measured value of the previous day of the same hour as the forecast period.
(d − 1, ℎ + 1) is the forecast value in the previous day of the same hour as the forecast period. Fig. 7 and Fig. 8 show the partial testing data and forecasting results using the second approach of SES. It is worth noting the prediction of the solar irradiance forecast using this approach provides preferable results where the problem of the first approach is eliminated. As shown in the spreadsheet, the model is able to predict properly regardless of the intermittence of the solar irradiance. While this is an appropriate model for the solar irradiance forecast, it is valid for the load demand forecasting as well. Since the daily energy demand for a remote area community usually has the similar daily pattern, it is very likely to increase the accuracy of the prediction for each forecast period compared to the previous method. Basically, the selection of a forecasting model depends on the characteristics of the time series and also the applications. Forecast model with different values of smoothing constant, α, results in different degree of accuracy. The choice of α might not be critical in certain applications, where α can be selected randomly in between the commonly acceptable range from 0.1 to 0.5 [3] . However, when accuracy is an important aspect to be considered, the optimum α should be chosen based on certain statistic relative measure of forecast accuracy such as the forecast error in (3) and the mean absolute error (MAE) in (4) and (5) [3] . The MAE calculated based on the simulation results for one year is used to facilitate the model comparisons which consequently determine the best choice of α for the forecast model.
where is the measured or the actual variable. is the forecast variable.
is the mean absolute error. is the total number of errors. ℎ is the first hour for MAE calculation. The performances of the SES Model 1 and SES Model 2 are summarised in Table I and II. Apparently, predictions for both of the solar irradiance and the load demand using the SES Model 1 are less accurate as compared to the SES Model 2. Minimal errors are observed for the forecast model SES Model 1 using the highest α, which indicates the forecast is highly relative to the actual data in the previous period and the relativity on the previous forecast value is low. This is due to the variation that is likely to occur hourly between the previous and the current data. On the other hand, SES Model 2 gives overall lower prediction errors than the former method. Although this approach relies on the past day data, it appears to be an advantage for the prediction especially for the time series that has similar daily pattern, where today prediction is based on the data of the same period in previous day. Fig. 9 and Fig. 11 graphically illustrate the prediction for both parameters using the SES Model 1 with α equals to 0.9 for a selected day. Most of the time, deviations are found between the predicted and the testing data. The entire prediction curve shows a lagging pattern to the synthesized data. In consequence, these accumulating inaccuracies have caused the high forecast errors. In contrast, only minor discrepancies are observed for the predictions of the solar irradiance and the load demand using the SES Model 2 as depicted in Fig. 10 and Fig. 12 . As the principle of this method is to manipulate the previous day data of the same period as the forecast, the curves of the predicted data are not far apart from the synthesised data's curves. 
V. CONCLUSIONS
The synthesized load demand and the synthesized daily solar irradiance time series that consists of numerical and null values are used to justify the function of two different SES approaches. Based on the analysis, the SES Model 2 has demonstrated better capability and prediction performance for the given sets of testing data. It has also been verified that, the SES Model 2 outperforms the SES Model 1 for prediction of time series with intermittence. Although the prediction based on the SES Model 2 is not completely accurate, it produces marginally low errors. Thus, the SES Model 2 can potentially be a benchmark for other advanced forecasting methods developed based on the foundation of SES.
