In this paper, a novel, automated process for constructing and initializing deep feedforward neural networks based on decision trees is presented. The proposed algorithm maps a collection of decision trees trained on the data into a collection of initialized neural networks with the structures of the networks determined by the structures of the trees. The tree-informed initialization acts as a warm-start to the neural network training process, resulting in efficiently trained, accurate networks. These models, referred to as "deep jointly informed neural networks" (DJINN), demonstrate high predictive performance for a variety of regression and classification data sets and display comparable performance to Bayesian hyperparameter optimization at a lower computational cost. By combining the user-friendly features of decision tree models with the flexibility and scalability of deep neural networks, DJINN is an attractive algorithm for training predictive models on a wide range of complex data sets.
I. INTRODUCTION
D EEP neural networks are quickly becoming one of the most popular tools in machine learning due to their success at solving a wide range of problems-from language translation [1] , [2] to image recognition [3] - [5] and playing Atari [6] , [7] . Neural networks trained via supervised learning are capable of discovering subtle relationships between variables that make them well-suited for creating "surrogate" models for complex physical systems. Surrogate models approximate complicated response surfaces by interpolating between a set of sparse data, which is typically expensive to acquire. The models provide a method for studying a continuum of designs rapidly without resorting to costly computer simulations or experiments. Many machine learning algorithms can be used to create surrogates, but neural networks offer several distinct advantages: they are scalable to large volumes of high-dimensional data, have low memory demands, and can be readily updated as new data become available.
Despite the flexibility of neural networks, the application of deep learning to studying physics-based problems has been slow to increase in popularity. In part, the limited use of neural networks by nonexperts is due to the difficulty of training an accurate model. There are an infinite number of design options, including the activation function, learning rate, regularization methods, and the network architecture: the number of hidden layers and the number of neurons in each layer. Often, changes in these settings can yield wildly different results. Data sets of interest for physics-based systems are often from high-dimensional design spaces that are undersampled and represent complex, nonlinear processes. The choice of neural network architecture for such data can significantly impact the training efficiency and accuracy of the model, and there exist few guidelines for determining appropriate settings that are robust across a multitude of problems.
In many cases, simple machine learning algorithms can produce reasonably accurate surrogate models with minimal effort from the user. For example, decision tree-based algorithms, such as random forests or extremely randomized trees, have been successful at modeling a variety of physics-based data sets [8] - [10] . Tree-based models are robustly accurate and have few hyperparameters that need to be tuned, making them convenient "black box" algorithms. However, traditional trees are confined to on-axis splits, limiting the accuracy of the model, and the memory demands for storing an ensemble of trees are high for complex data.
To create a black-box neural network, the user-friendly features of tree-based models can be combined with the accuracy, flexibility, and scalability of deep neural networks. Several studies have explored the possibility of mapping decision trees and random forests to neural networks [11] - [15] . One particularly successful approach maps trees to equivalent two-hidden layer (2HL) neural networks with the number of neurons in each layer related to the number of leaves in the decision tree [11] , [14] . The mapping warm starts the neural network training process by initializing the network in a state that performs similar to the decision tree; after additional training, the neural networks achieve higher accuracy than the original tree-based model. Although the 2HL models perform well for moderately sized data sets, the networks can become quite wide for high-dimensional nonlinear regression problems with complex decision trees, making subsequent training difficult for limited-size data sets.
While it is possible to fit any function with a sufficiently wide, shallow neural network [16] , studies suggest that deep networks often perform better than wide networks with a similar number of neurons [17] . Including more hidden layers allows for higher levels of interaction between parameters, and thus, deep networks can discover nonlinear relationships not discernible with only 2HLs. Based on this observation, we propose a novel mapping from decision trees to deep neural networks. The mapping produces a network with a specific number of hidden layers, neurons per hidden layer, and a set of initial weights that reflect the decision tree structure. The neural network is subsequently trained using backpropagation to optimize predictive performance. The algorithm is called "deep jointly informed neural networks" (DJINN) as the final neural network is informed by an underlying decision tree model and the standard training method of backpropagation.
In this work, the DJINN algorithm is described in detail and compared to a variety of other neural network models for regression and classification data sets. In Section II, the algorithm for mapping from trees to initialized neural networks is presented and illustrated with a few examples. In Section III, DJINN is presented as a "warm-start" method for training deep neural networks, and it is compared to other warm-start and weight initialization techniques. Section IV compares DJINN, which determines the neural network architecture based on the structure of a decision tree, to a Bayesian hyperparameter optimization method for selecting an appropriate architecture. Although DJINN does not attempt to optimize the architecture of the neural network, it displays comparable performance to optimized architectures at a significantly lower computational cost. Overall, DJINN is observed to be a robustly accurate and user-friendly method for creating deep neural networks to solve a variety of classification and regression tasks.
II. DEEP JOINTLY INFORMED NEURAL NETWORKS
The DJINN algorithm determines an appropriate deep neural network architecture and weight initialization that utilizes the dependency structure of a decision tree trained on the data. The algorithm can be broken into three steps: constructing the ensemble of decision trees, mapping from trees to neural networks, and fine-tuning the neural networks via backpropagation. Each step of the algorithm is presented in detail in Sections II-A-II-C. In Section II-D, the mapping from trees to neural networks is illustrated with a few simple examples.
A. Decision Tree Construction
The first step of the DJINN algorithm is the construction of the decision tree-based model. This can be a single decision tree that will result in a single neural network, or an ensemble of trees, such as random forests [8] , which will produce an ensemble of neural networks. The depth of the trees is often limited to avoid the creation of excessively large neural networks; the maximum tree depth is a hyperparameter that should be tuned for each data set.
B. Mapping Decision Trees to Deep Neural Networks
The DJINN algorithm chooses a deep neural network architecture and a set of initial weights based on the structure of a decision tree. The mapping is not intended to reproduce the decision tree but instead takes the decision paths as guidance for the network architecture and weight initialization.
While neural networks are initialized layer by layer, decision trees are typically stored by decision path. The paths begin at the top branch of the tree, and follow the left, and then the right, side of every decision until a leaf (prediction) is reached. The manner in which trees are stored makes them difficult to navigate according to depth but simple to traverse recursively. When mapping from tree to neural network, it is easiest if the structure of the tree is known before initializing neural network weights; thus the decision paths are recursed through twice: first to determine the structure and then to initialize the weights.
The primary branch of the tree is defined as the l = 0 level. The levels then increase from l = [1, D t ], where D t is the maximum tree depth, often specified by the user. The maximum branch depth is defined as D b = D t − 1, as the last level of a decision tree contains only leaves. The mapped neural network has D t total layers: an input layer at l = 0, D b hidden layers, and an output layer. The output layer contains one neuron per label for multilabel classification or one neuron for single-output regression problems. Multioutput regression is accommodated by performing the mapping on multioutput decision trees [18] , including one neuron per target variable in the output layer.
Algorithm 1 outlines the process of initializing the DJINN network for a single tree. If an ensemble method is desired, a random forest or extremely randomized tree model can be used, and the mapping is repeated for each tree to create an ensemble of neural networks.
The variance of the normal distribution used to initialize nonzero DJINN weights is 3/(n prev + n cur ), where n prev and n cur are the numbers of neurons in the previous and current hidden layers, respectively. Biases for each neuron are randomly sampled from the same distribution. This is a variant of the popular Xavier initializer [19] , [20] . The variance of the distribution is designed to keep the scale of the gradients roughly the same in all layers of a deep neural network. Weights that are used to pass input variables or leaf values through the hidden layers are initialized to unity in order to preserve their value.
C. Optimizing the Neural Networks
Once the trees have been mapped into initialized neural networks, subsequent tuning of the weights is carried out using backpropagation. For the examples presented in the following sections, the neural networks are trained using Google's deep learning software TensorFlow [21] . The activation function used at each hidden layer is the rectified linear unit, which generally performs well for deep neural networks [22] , [23] and can exactly retain the values of neurons in previous hidden layers. The Adam optimizer [24] is used to minimize the cost function, which is mean squared error (MSE) for regression, and cross entropy with logits for classification [25] . For a max branch depth D b , there will be D b hidden layers, an input layer with N in neurons, and an output layer with N out (regression) or N class (classification) neurons in the neural network. Each hidden layer will have n(l) neurons, where
This "copies" the previous hidden layer and adds "new" neurons for each branch in the current level of the tree.
This ensures input values are passed through hidden layers until the decision tree no longer splits on them. 4: Recurse through decision paths of the tree:
For levels l = 1,…,D b : For each node c in level l: ·Define p as the neuron created by the parent branch If c = branch: According to Eq. 1, a new neuron has been added to layer l · Initialize W l new, p ∼ N (0, σ 2 ), connecting branch p and new neuron · Initialize W l new,c ∼ N (0, σ 2 ), connecting branch c and new neuron If c = leaf:
Classification: out = neuron for the class Regression: out = output neurons Fig. 1 shows a simple example of a decision tree and the initialized DJINN neural network. Following the steps outlined in the algorithm, the mapping is performed as follows.
D. Examples Mapping From Trees to DJINN Models

1) Recurse through paths of the decision tree:
a) The maximum tree depth is D t = 3, as indicated by the numbers l = 0, . . . , 3. b) There are (1, 1, 2, 0) branches in each level of the tree. c) The maximum depth at which each input occurs as a branch is given by L max i = (2, 1, 2) for x 1 , x 2 , and x 3 . 2) The neural network architecture is shown in Fig. 1 ;
initially all weights are set to zero.
; this retains the input values through the hidden layers until they are no longer used as branches. In Fig. 1 , this step is represented by the horizontal red (labeled 1) and blue (2) connections for x 1 and x 3 , respectively. 4) Recurse through decision paths of the tree: a) Start with leftmost branch (red, 1). This node is a leaf, which uses x 1 to determine if the output is class A. The horizontal red connections propagate the value of the parent, x 1 , through the hidden layers to the output layer, then connect to class A. b) Consider the yellow path (2) in the tree. i) For l = 1, the node is a branch splitting on x 2 with parent x 1 . One of the "new" neurons in l = 1 of the neural network represents this decision. Connect x 1 and x 2 to this neuron (yellow, 2). ii) For l = 2, there is a branch splitting on x 1 ; connect the parent (new neuron in l = 1) and x 1 to a new neuron in l = 2 (yellow, 2). iii) For l = 3, there are two leaves; connect the parent (new neuron in l = 2) to class A (yellow, 2) and B (green, 3). c) Move to the rightmost path of the tree.
i) The l = 1 layer, which created a new neuron that accepts x 1 and x 2 in l = 1 of the network, has already been mapped. ii) For l = 2, there is a branch splitting on x 3 ; connect the parent (new neuron in l = 1 of the neural network) and x 3 to a new neuron in l = 2 (blue, 4). iii) For l = 3, there are two leaves; connect the parent (new neuron in l = 2) to class A (blue, 4) or B (purple, 5). In step 4, all "connections" are nonzero weights initialized from the Xavier normal distribution as described previously, unless already initialized to unity. Qualitatively, the algorithm maps decision paths in the tree to decision paths through the network. Neurons that are not initially connected are randomly included in the final architecture; all biases are randomly initialized from a normal distribution, and thus, neurons with positive biases can be trained. The inclusion of extra degrees of freedom allows for the neural network to correct for inaccuracies in the decision tree during training.
As decision trees are sequences of logical operations, further insight into the mapping can be gained by considering how DJINN initializes networks to solve simple logic problems. Fig. 2 illustrates the decision tree and DJINN mapping for three logic operations that have unique decision tree structures: the IF, OR, and XOR statements. The connections in the initialized DJINN networks indicate nonzero weights, and all biases are random. Gray neurons represent those that are not initially connected but could be included in training if randomly assigned a positive bias.
For the IF x statement, the tree contains a single decision based on the value of x. DJINN reproduces this decision path by connecting the input x to either 0 or 1, knowing that the value of x alone is enough to solve the problem. Two decisions are needed to solve the OR problem: if x ≥ 0, the answer is 1; otherwise, it needs to also consider the value of y. If x < 0 and y ≥ 0, the answer is 1; otherwise, the answer is 0. In the DJINN mapping of this tree, the value of x is passed directly to the output class 1, as shown by the red connections, mimicking the left side of the tree. To mimic the right side of the tree, both the values of x and y are passed to the last neuron in the hidden layer, which is then connected to classes 0 and 1. The XOR operation requires knowledge of x and y to determine the correct class. The DJINN initialization has two hidden neurons that receive both x and y, which then connect to the output layer. For the OR and XOR problems, the gray neurons that are randomly included can correct for errors in the decision tree. For simple logic operations, the presence of additional neurons is not necessary, but for complicated problems, the decision tree is often too simple to accurately model the data.
Since the decision trees are a series of logical operations, DJINN initialization can also be viewed as such. When a branch splits into two additional branches, there is an XORlike decision; when a branch splits into a branch and a leaf there is an OR-like decision, and when a branch splits into two leaves, there is an IF-like decision. This is illustrated in Fig. 1 : the first decision is OR-like-the red and yellow connections in the neural network from Fig. 1 match those in Fig. 2 . The next decision is XOR-like-the yellow and blue connections between l = 1 and l = 2 in Fig. 1 match those from the XOR in Fig. 2 . Finally, there are two IF-like decisions, which connect the neurons from the final hidden layer to the outputs, as shown by the blue/purple and yellow/green connections in Fig. 1 .
Currently, the thresholds of the logical operations are tuned during training; a potential path for improving the algorithm is to encode the decision tree thresholds into the neural network initialization procedure.
III. DJINN PERFORMANCE
The ease of use of the DJINN algorithm makes it an attractive method for general researchers to create neural network-based surrogate models for complex data sets. Unlike hyperparameter optimization algorithms used to design neural networks [26] , [27] , DJINN does not require expensive searches through high-dimensional parameter spaces in order to determine a suitable neural network architecture and weight initialization.
The performance of DJINN is compared to alternative methods for neural network design and initialization for a variety of regression and classification data sets. In Section III-A, the benefits of using DJINN as an ensemble method are explored, followed by a comparison to shallow neural networks initialized from decision trees in Section III-B. In Section III-C, the importance of the initial topology of the DJINN weights is illustrated by comparing DJINN to other initializations: densely connected topologies and sparsely connected initial weights that do not leverage the dependency structure of the data learned by a decision tree. The DJINN initialization is shown to provide a warm-start to the training process for a variety of data sets, allowing the models to achieve higher predictive performance than noninformative initialization techniques in a fixed amount of training time.
A. DJINN as an Ensemble Method
The DJINN algorithm maps a decision tree to a deep neural network with architecture and initial weights that reflect the dependency structure of the data learned by the tree. In practice, ensembles of decision trees, such as random forests [8] or extra-trees models [10] , often exhibit significantly higher performance than individual decision trees. In the ensemble approach, each tree is trained on a random subset of the data and gains complementary knowledge about the relationship between the input and target variables. Each tree makes its own prediction for the target variables, and the model reports the mean prediction of the ensemble. Increasing the Similar to the random forest from which DJINN is mapped, the performance of DJINN improves as the number of trees included in the ensemble increases. Fig. 3 plots the predictive performance of DJINN as the number of tree-initialized neural networks increases; the MSE is normalized by the MSE of the single-tree model. The bold line shows the mean value from a fivefold cross-validation score, and the error bars represent the standard deviation of the score. The cross validation is performed by randomly splitting the data into training (80%) and testing (20%) groups with a fixed random seed, such that each model sees the five same permutations of training and testing data.
Included in Fig. 3 are three standard regression data sets: California housing prices [28] , Boston housing prices [29] , and diabetes disease progression [30] . DJINN is also tested on a novel database of inertial confinement nuclear fusion (ICF) implosion simulations [31] . The ICF data set consists of 46 416 points Latin hypercube sampled from a 9-D input space. The output of interest is the yield: the thermonuclear energy produced in the implosion. The yield response surface has proved challenging to fit with common machine learning algorithms [32] , as there are many nonlinear cliffand peak-like features that are not well resolved by the data. A 300-tree random forest regressor [8] previously proved to be the most successful model with a mean prediction error of approximately 10% and an explained variance (EV) score of 0.92.
The models are trained with fixed hyperparameter settings, summarized in Table I . Features in each data set are scaled between (0, 1) prior to training, but performance metrics, such as MSE and mean absolute error (MAE), are reported in unscaled units, unless otherwise noted.
For each of the regression data sets, the error of the DJINN model decreases with the number of trees included in the model; this behavior is characteristic of the random forest from which DJINN is mapped. In tree-based ensemble methods, there are typically a minimum number of trees that achieve low prediction error; adding more trees yields diminishing improvements in performance, and eventually leads to overfitting. In the remainder of this work, DJINN is always evaluated as an ensemble method with 10 trees per model.
Ensemble methods are becoming popular for various neural network applications; in particular, recent work has shown that attention models exhibit improved performance when treated as ensembles. Attention models are popular for exploiting dependencies between variables, particularly for time series and sequence data [33] - [35] . Rather than using a single attention model, it has been observed that using an ensemble of models, in which each model is initialized with a different structure to extract complementary information from the data, often leads to superior performance [36] . This is analogous to the improvements seen in DJINN, in which each neural network is initialized with a different dependency structure learned by the trees in the random forest. The importance of this dependency structure will be emphasized in the next sections.
B. Comparison to Shallow Tree-Initialized Neural Networks
Other algorithms for mapping decision trees to 2HL neural networks are observed to act as "warm-starts" to neural network training [11] , [14] . In the first two rows of Table II , DJINN is compared to 2HL networks for the regression data sets presented in Fig. 3 . The first two rows of Table III show the performance of the models for four standard classification data sets: the iris flower [37] , digits [38] , wine [39] , and breast cancer [40] . DJINN and the 2HL model are evaluated as ensemble methods; the trees are mapped from 10-tree random forests and the ensemble prediction is the mean of the 10 individual predictions. The networks are trained with the hyperparameters summarized in Table I slightly higher predictive accuracy for classification tasks, but the improvements over the 2HL model are not statistically significant.
In general, the performance of DJINN is comparable to existing methods for mapping trees to initialized neural networks for simple data sets but has higher predictive accuracy for regression tasks. As the complexity of the data increases, it is expected that the deep structure of DJINN will have advantages over the wide, shallow networks, which tend to require more data and time to train [17] .
C. DJINN as a Warm-Start for Neural Network Training
Many graph-based models, including decision trees and neural networks, are trained to learn dependency structures in the data. In unsupervised applications, relationships between features are used to find lower dimensional representations of data [41] ; in supervised learning, dependency structures relate the input data to output quantities of interest via a series of latent representations formed in the hidden layers of the network [42] . If an informative structure is initially imposed on the graph, the training process can be accelerated as the imposed relationships act as a warm-start. A common method to warm-start neural networks is the use of a previously trained model to initialize a new model that will be trained on similar, or additional, data. This type of warm-start is often used in transfer learning; it leverages previously discovered relationships between the inputs, latent representations of the data, and the outputs to accelerate the training process [43] .
The DJINN and 2HL algorithms leverage the dependency structure learned by a decision tree, which has been trained on the data, to warm start the training of a neural network. By beginning the training process in a state that is primed with dependency information between the input and output data, the tree-based models often converge to a minimum cost in fewer training epochs than randomly initialized networks with the same architecture.
To illustrate the importance of the DJINN weight initialization, the algorithm is compared to other weight initialization schemes. There are two main aspects of DJINN's initial weight topology: the sparsity of the nonzero weights and where the nonzero weights are placed. To evaluate the importance of the dependency structure imposed by the DJINN weights, the algorithm is compared to neural networks that have no imposed dependency structure: networks with the same architecture but densely connected Xavier-initialized weights. To demonstrate that it is not just the sparsity of nonzero weights that is important, but the placement of these weights, DJINN is compared to a network with the same architecture but with a random, sparse dependency structure imposed on the initial weights. The sparse-random initialization has the same number of nonzero weights per layer, which the DJINN initialization utilizes but with those weights placed randomly within the layer. The initialization guarantees that every neuron has at least one nonzero incoming and outgoing weight; this prevents the initialization from inadvertently changing the architecture by creating neurons that are unable to learn. Like DJINN, the nonzero weights are pulled from the Xavier normal distribution described in Section II-B.
The middle sections of Tables II and III show the performance of the random-dense and random-sparse initialization schemes for the four regression and classification data sets, respectively. Similar to the comparison between DJINN and the 2HL model, the random initializations are treated as ensemble models: each model contains 10 individual neural networks (for DJINN, this corresponds to ten trees, and for random initializations, this corresponds to 10 random seeds used to initialize and place the weights). The prediction from the ensemble is the average of the 10 individual predictions. The process of training and evaluating the performance of the random-dense and random-sparse initializations is repeated five times with the same training and testing data sets used in the comparison between DJINN and the 2HL model. The randomly initialized networks use the same architectures as DJINN and are trained with the same hyperparameters summarized in Table I . Fig. 4 shows the training cost as a function of epoch for the regression tasks; DJINN acts as a warm-start to the training process by consistently starting at a lower cost than other initialization methods. Furthermore, DJINN often converges to the lowest cost, suggesting that the network is initialized near a lower local minimum than random initializations can reach in a limited number of training epochs. The warm-start provided by the decision tree structure leads to higher predictive performance for DJINN in three of the four regression tasks. The improvements of DJINN over the other initialization schemes are statistically significant for the CA housing and yield data sets; the advantages of DJINN are less significant for Boston housing due to the noise in the training cost versus epoch, and the differences in initialization schemes are not significantly different for the diabetes progression data. While DJINN achieves good predictive accuracy in classification tasks, the advantages of the DJINN weight initialization are less significant. The classification tasks considered are simpler than the regression data sets, and thus, the performance of various models is less sensitive to the choice of initial weights and hyperparameter settings. Furthermore, the decision trees are kept shallow due to the size and dimensionality of the data sets; this limits the amount of information mapped from the decision tree into the initialized DJINN model.
The effects of limiting the depth of the decision tree for data sets with a large number of inputs are illustrated by the digit classification task. Each digit is 64-pixel image, which is the input for the decision tree. The decision tree will split first on the pixel that best separates the digits; however, it is unlikely that a single pixel can provide a significant amount of information about the class to which the image belongs. The decision tree needs to grow deep enough to consider dozens of pixel values before it can accurately classify the image as digit. For DJINN, the width of the hidden layers reflects the width of the input layer. With 64 input values, the depth of the neural network must be limited; otherwise, there will not be enough data to train the model without a severe risk of overfitting. Table IV lists example DJINN architectures for each data set; indeed, the hidden layers in the digit classification model are wide compared to models with fewer input parameters.
With a limited tree depth and a large number of input parameters, the decision paths in the tree are unlikely to contain a significant amount of information to provide a good warm-start for the neural network training procedure. This is illustrated in Fig. 5 , where DJINN starts at a cost comparable to the other models for digit classification. In contrast, the iris data set has four input parameters and three classes; thus, the first few splits in the decision tree are able to provide valuable information for separating the classes, and DJINN starts at a slightly lower cost than the other models.
To handle the data sets with a large number of inputs, it would be best to first send the data through convolutional filters or an autoencoder to compress the features into a lowdimensional, meaningful latent space. The latent variables can then be used as inputs to DJINN to build a predictive model. To summarize, the benefits of DJINN are most obvious when the trees are sufficiently deep, and the number of nodes in the tree exceeds the number of input parameters; this results in a meaningful dependence structure in the tree that is mapped to initial weights. These conditions are often met for regression tasks, where the warm-start provided by the decision tree allows DJINN to achieve higher predictive performance than noninformative initial weights. Although DJINN does not provide as significant of a warm-start for classification tasks, Table III shows that DJINN achieves good predictive performance and has the advantage of not requiring the user to hand-tune the architectures for each data set.
IV. COMPARISON OF DJINN TO HYPERPARAMETER OPTIMIZATION
The utility of DJINN is its ability to be applied as a black box algorithm for efficiently creating accurate deep neural networks for arbitrary data sets. Recently, researchers have started developing a variety of hyperparameter optimization techniques for designing deep neural networks [26] , [27] , [44] , [45] . These algorithms eliminate the need to hand-tune architectures by searching through various combinations of hidden layers and neurons per layer to find the best architecture for a given data set. Although effective, high-dimensional hyperparameter searches can be prohibitively expensive. For each proposed architecture, the neural network must be trained to determine the quality of model, and unless the architecture space is restricted to a fixed number of layers or has a constraint on the number of neurons per layer, finding the optimal architecture can require training hundreds of candidate neural networks.
DJINN does not attempt to find the "optimal" architecture for a given data set; it uses an architecture determined by the structure of a decision tree. This architecture, combined with the weight-initialization that leverages the dependency structure from the tree, is observed to produce accurate models for a variety of data sets.
Although DJINN does not solve the same problem a hyperparameter optimization method seeks to solve, both methods attempt to improve the usability of neural networks by reducing the number of hyperparameters that must be specified to train a neural network. It is interesting to see how DJINN, which only requires training a decision tree to propose a suitable architecture, compares to a network designed via architecture optimization.
The final sections of Tables II and III show the performance of neural networks designed via Bayesian hyperparameter optimization [46] . To constrain the search space, the optimizer is restricted to neural networks with the same number of layers used in the DJINN models and searches for the optimal number of neurons for each hidden layer. Table IV lists five of the architectures (resulting from the fivefold cross validation) found via Bayesian optimization and an example architecture from DJINN for each of the cross-validation steps. The candidate neural networks are trained with the same hyperparameters summarized in Table I and are initialized with Xavier weights. The optimizer is stopped after it has evaluated 100 architectures, and the best model is used to compute the integrated performance metrics. Consistent with the other comparisons, the Bayesian optimizer is run for the five permutations of training/testing data sets to compute cross-validation scores recorded in Tables II and III. DJINN has a higher predictive performance than the Bayesian optimizer for three of the four regression tasks. The p-values indicate that the improvement of DJINN over the Bayesian optimizer is statistically significant for the CA housing and yield data sets, but the Bayesian optimizer performance is significantly better than DJINN for the diabetes progression data. For classification tasks, the Bayesian optimizer and DJINN perform similarly. Table IV indicates that the optimization algorithm prefers smaller networks than DJINN for classification tasks; the inclusion of too many degrees of freedom in DJINN could explain its lower performance for the breast cancer and wine classification tasks, consistent with the previous discussions.
Computational efficiency is important to consider when employing hyperparameter optimization procedures. For the above-presented examples, the hyperparameter optimization algorithm evaluates 100 neural networks; this requires approximately 10× the training time of DJINN when the 10-network ensemble is trained serially or 100× the training time of DJINN if the 10 networks are trained in parallel. For the moderate-sized data sets, hyperparameter optimization is feasible. However, for high volume, high-dimensional data sets, hyperparameter searches become prohibitively expensive. DJINN remains comparatively inexpensive as the complexity of the data increases, requiring only the construction of a small ensemble of decision trees, which are often trained in seconds, to determine an appropriate architecture and weight initialization. Subsequent training of the individual neural networks in a DJINN ensemble can then be carried out in parallel, offering significant advantages over sequential hyperparameter optimization methods.
Overall, there is a compelling empirical evidence to suggest that DJINN is a robust black box algorithm for creating accurate neural networks for a wide variety of data sets. The advantages of DJINN are most evident in complex regression problems, where the choice of architecture and initialization can greatly impact the predictive performance of the model. For simple classification problems, the performance of DJINN is comparable to other network design and weight initialization techniques. Although DJINN is not attempting to find an optimal architecture, when compared against hyperparameter optimization for designing neural networks, DJINN displays competitive performance while requiring significantly lower computational costs. DJINN successfully combines the usability of decision tree models with the flexibility of deep neural networks to produce accurate predictive models for a variety of problems.
V. CONCLUSION
The flexibility and powerful predictive capabilities of neural networks are combined with user-friendly decision tree models to create scalable and accurate deep jointly informed neural networks. The DJINN algorithm maps an ensemble of decision trees trained on a data set into an ensemble of initialized neural networks that are subsequently trained via backpropagation. The information mapped from the decision trees into initial weights provides a warm-start to the neural network training process; thus, DJINN is often observed to start at, and converge to, a lower cost than other neural network initialization methods.
DJINN reduces the number of user-specified hyperparameters needed to create a deep neural network by using the decision tree structure to determine the network architecture. When compared to hyperparameter optimization methods for selecting an appropriate architecture, DJINN displays competitive performance at a fraction of the computational cost, demonstrating that an optimal architecture is not necessary if the weight initialization is sufficiently informative.
Although formulated for fully connected feedforward neural networks, DJINN could also be applied to networks that use feedforward neural networks as part of a more complex system. For example, DJINN could be used for image analysis tasks after convolutional layers extract the important features. By combining the ease of use of decision trees with the predictive power of deep neural networks, DJINN is an attractive method for easily creating surrogate models of complex systems.
