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Universal quantum computation encoded over continuous variables can be achieved via Gaussian
measurements acting on entangled non-Gaussian states. However, due to the weakness of avail-
able nonlinearities, generally these states can only be prepared conditionally, potentially with low
probability. Here we show how universal quantum computation could be implemented uncondi-
tionally using an integrated platform able to sustain both linear and quadratic optomechanical-like
interactions. Specifically, considering cavity opto- and electro-mechanical systems, we propose a re-
alisation of a driven-dissipative dynamics that deterministically prepares the required non-Gaussian
cluster states — entangled squeezed states of multiple mechanical oscillators suitably interspersed
with cubic-phase states. We next demonstrate how arbitrary Gaussian measurements on the cluster
nodes can be performed by continuously monitoring the output cavity field. Finally, the feasibility
requirements of this approach are analysed in detail, suggesting that its building blocks are within
reach of current technology.
Introduction.— Measurement-based quantum compu-
tation (MBQC) is a powerful approach to process infor-
mation encoded in quantum systems [1], which requires
solely local measurements on an entangled state (clus-
ter state) [2, 3]. This approach gives significant the-
oretical insights into fundamental questions about the
origin of the power of quantum computing [4–9], and it
offers promising applicative opportunities provided large
enough clusters can be built, including the demonstra-
tion of quantum computational supremacy [10, 11] and
the realisation, in condensed matter systems [12–19], of
fault-tolerant processors with high resilience thresholds
[20, 21].
In view of the relevance of MBQC, major efforts have
been devoted to its experimental implementation. In the
setting of finite-dimensional (discrete-variable) quantum
systems, various experimental demonstrations of small-
size MBQC have been reported [22–30]. However, the
largest clusters to date have been generated in the con-
text of continuous-variable (CV) systems [31, 32], with
photonic clusters composed of up to one million modes
[33–38]. Such achievements stem from the fact that these
clusters belong to the class of Gaussian states [39–42],
and CV Gaussian entanglement is generally available
unconditionally (deterministically), contrary to discrete-
variable systems whose entanglement typically relies on
post-selection [43]. Despite such remarkable progress,
in order to realize universal computation [44], these
photonic clusters have to be either equipped with non-
Gaussian measurements [45, 46] or interspersed with non-
Gaussian states [47]. Unfortunately, both strategies re-
quire high order non-linearities, which are hard to imple-
ment deterministically in optics and in fact stand as a
major roadblock [48]. As a remedy, we propose here to
use non-linear optomechanical systems, with the aim of
providing a feasible path to unlock the full potential of
unconditional MBQC.
Our approach is motivated by recent experimental
breakthroughs in cavity optomechanics [49, 50], which
lends itself as a disruptive new platform for CVs in which
the information carrier is embodied in the centre of mass
motion of a mechanical oscillator. Indeed ground state
cooling [51–53], squeezing beyond the parametric limit
[54–56], two-oscillator entanglement [57, 58] and non-
locality [59] have been achieved experimentally, with fur-
ther scalability and integrability within reach [60–64].
Crucially, optomechanics has a significant advantage to
photonics in the unconditional non-linearity embedded
in the radiation pressure dynamics [65, 66]. For driven
systems this manifests primarily as a quadratic coupling
in the position of the oscillator [60, 66–89].
Here we consider a driven-dissipative opto-mechanical
system. By taking advantage of the control over the me-
chanical state granted by externally driving the cavity,
and arranging for either dissipative engineering [90–92]
or continuous monitoring [42, 93, 94], we are able to pro-
vide schemes for the deterministic preparation of non-
Gaussian cluster states and local measurements sufficient
to achieve computational universality. The integration of
these schemes into a single experimental platform consti-
tutes, as far as we know, the first proposal for universal
MBQC with CVs that can be implemented uncondition-
ally.
Measurement based computation with CVs.— As said,
MBQC is predicated on the existence of a highly en-
tangled multipartite resource state known as the cluster
state. For our purposes, a cluster state is associated with
a mathematical lattice graph G(V,E) of vertices j ∈ V,
and edges (j, k) ∈ E that define the adjacency matrix A
with entries (A)j,k = 1 if (j, k) ∈ E (with 1 ≤ j, k ≤ N).
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FIG. 1. Circuit representing the preparation of a cluster state
with squeezing s and adjacency matrix A. In the absence
(presence) of cubic operations —given in the dashed box—
the standard (non-Gaussian) cluster is obtained.
Consider an N -oscillator system, with each oscillator j
characterised by the canonical position qj =
1√
2
(bj + b
†
j)
and momentum pj =
1
i
√
2
(bj − b†j) operators, bj being
their respective annihilation operator. The CV cluster
state [45, 95] is operationally defined by first prepar-
ing all vertices (embodied by the oscillators) in a prod-
uct state of momentum-squeezed vacua S(s) |0〉, where
|0〉 = |0〉1 ⊗ · · · ⊗ |0〉N , S(s) =
⊗
j Sj(sj), Sj(sj) =
exp[−i2 (qjpj + pjqj) ln sj ], and s ≡ (s1, . . . , sN ) is a
shorthand for the degree of squeezing. Then, controlled-
phase operations CZjk = e
iqjqk are applied for any edge
(j, k) ∈ E . These can be compactly written defin-
ing the multi-oscillator operator E(A) = e
i
2 q
>Aq, with
q = (q1, . . . , qN )
>. Consequently, the resulting standard
cluster state is given by |s,A〉GC = E(A)S(s) |0〉 (see
Fig. 1); this is a Gaussian state and the degree of squeez-
ing s (with s > 1) determines its quality for computa-
tional purposes [46].
The computation proceeds via a series of local pro-
jective measurements on the cluster nodes. These mea-
surements implement the gates of the program to be
computed, whose output is embodied in the state of
the non-measured nodes. The Lloyd-Braunstein crite-
rion [44], first developed for circuit-based computation,
allows a distinction to be drawn between Gaussian and
non-Gaussian gates. A finite set of Gaussian gates is
sufficient to perform any multimode Gaussian operation.
However, it is only when an additional non-Gaussian gate
is at disposal that universality is unlocked, in the sense
that any Hamiltonian can be simulated to arbitrary pre-
cision. In MBQC, Gaussian measurements on the cluster
|s,A〉GC are sufficient to implement arbitrary Gaussian
gates [46], including in extremely compact ways [96]. On
the other hand, as mentioned, several proposals for im-
plementing non-Gaussian gates are extant in the litera-
ture [46, 97–103]. Here we focus on a method in which
the standard cluster is modified using non-Gaussian re-
sources — called cubic-phase states [104]. This modi-
fied non-Gaussian cluster is particularly advantageous for
scaling to large numbers of operations since it allows for
the measurement strategy to remain Gaussian [46, 104].
We will first present a general exposition of the op-
tomechanics model we wish to base our proposal on, and
then introduce two complementary schemes allowing us
to prepare the modified non-Gaussian cluster and per-
form on it arbitrary Gaussian measurements.
Optomechanics implementation.— Consider an array
of N mechanical resonators, each with distinct frequency
Ωj , immersed in a cavity field of frequency ω and driven
by an external field (t). The Hamiltonian for such a sys-
tem is H = ωa†a+
∑N
j=1 Ωjb
†
jbj + (t)
∗a+ (t)a†. Due to
radiation pressure the cavity frequency becomes depen-
dent on the mechanical positions qj [50]. Expanding in
powers of these latter, we write: ω ≡ ω(q1, . . . , qN ) =
ωc +
∑N
j=1
(√
2G
(j)
L qj + 2G
(j)
Q q
2
j + . . .
)
, with G
(j)
L =
1√
2
∂ω
∂qj
and G
(j)
Q =
1
4
∂2ω
∂q2j
. In addition, we consider the
case of a multi-tone drive, (t) =
∑
k ke
−iωkt with k
the complex driving amplitudes and ωk the driving fre-
quencies. The standard linearisation procedure for an
externally driven cavity [50] yields, in the frame rotating
with the free terms, the following Hamiltonian [105]
H =
N∑
j=1
∑
k
(
αke
−i∆kta† + α∗ke
i∆kta
)×
×
[
G
(j)
L
(
bje
−iΩjt + b†je
iΩjt
)
+G
(j)
Q
(
bje
−iΩjt + b†je
iΩjt
)2]
(1)
where the ∆k = ωk − ωc are the detunings of the kth
field with the cavity, and αk are the amplifications of the
single phonon-photon couplings due to the external driv-
ing. Then, we consider four driving fields per each me-
chanical resonator j with detunings ∆
(j)
1 = −Ωj , ∆(j)2 =
Ωj , ∆
(j)
3 = −2Ωj , ∆(j)4 = 2Ωj and amplitudes α(j)`
(` = 1, . . . , 4). Moreover, we consider an additional drive
that is resonant with the cavity (∆5 = 0), with amplitude
α5. Hamiltonian (1), in the rotating wave approximation
(RWA), becomes [105]
H = a†
N∑
j=1
(
g
(j)
1 bj + g
(j)
2 b
†
j +
+ g
(j)
3 b
2
j + g
(j)
4 b
†
j
2
+ g
(j)
5 {bj , b†j}
)
+ H.c. , (2)
with g
(j)
µ ≡ α(j)µ G(j)L , g(j)ν ≡ α(j)ν G(j)Q (µ = 1, 2; ν = 3, 4)
and g
(j)
5 ≡ α5G(j)Q . Notice that independent control over
each term in the Hamiltonian (2) is possible [106], which
is in turn crucial for our purposes. The aforementioned
RWA holds in a regime satisfying |α(j)` G(k)σ |  Ωj and
|α5G(j)σ |  Ωj (j, k = 1, . . . , N , ` = 1, . . . , 4, σ = L,Q),
given that the frequencies Ωj do not overlap [105].
As said, dissipation is central for our aims. We model
the evolution of the system by a master equation in which
3the cavity mode dissipates at a rate κ and the mechanical
oscillators are in contact with a thermal bath [11, 108]:
ρ˙(t) = −i[H, ρ(t)] + κD[a]ρ(t)+
N∑
j=1
γm,j(n¯j + 1)D[bj ]ρ(t) + γm,j n¯jD[b
†
j ]ρ(t) , (3)
where γm,j and n¯j denote the mechanical damping rate
and mean phonon number for the j-th mechanical oscilla-
tor. The standard super-operator for Markovian dissipa-
tion is denoted as D[f ]ρ = fρf† − 12{f†f, ρ} (f = a, bj).
The cubic phase state.— The finitely-squeezed cubic
phase state of a single system j is defined as [104]
|γ, s〉j = eiγq
3
jSj(s) |0〉j . (4)
A core result of our proposal is that the cubic phase
state of a single mechanical oscillator can be uncondi-
tionally generated as the steady state of the dynamics
given in Eq. (3) (with N = 1), applying suitable drive
amplitudes and phases. The coefficients of the linear
terms, g1 and g2, are associated only with Gaussian
steady states [92]. Indeed, the ratio of the amplitudes
of these determines the degree of squeezing [109] of the
steady state [90, 92]. Non-Gaussianity at the steady
state derives instead from the remaining coefficients as
follows. By choosing the driving strengths as g2 = −rg1,
g3 = g4 = g5 =
−3i
2
√
2
γ(1 + r)g1 with g1 > 0, we obtain
the Hamiltonian
Hcub = g1a
†
(
b1 − rb†1 −
3iγ
2
√
2
(1 + r)(b1 + b
†
1)
2
)
+ H.c. .
(5)
It can be proven analytically [105] that, neglecting the
mechanical thermal noise, the master equation (3) has
the steady state |0〉c⊗|γ, s(r)〉1 where |0〉c is the vacuum
state of the cavity and |γ, s(r)〉1 is the mechanical finitely
squeezed cubic phase state defined in Eq. (4) with s(r) =√
1+r
1−r . The stability condition of the system’s dynamics
is inherited from the linear system: 0 ≤ r < 1. Notice
that for this Hamiltonian, the cubic phase state is the
only steady state regardless of the initial state [105].
In order to consider the effect of non-zero mechanical
noise, we numerically find the steady state of Eq. (3) and
then we calculate the fidelity between the latter and the
state in Eq. (4). This is shown in Fig. 2 where we plot the
fidelity as a function of the mean phonon number of the
bath and the mechanical damping rate. As expected, the
mechanical noise has a noxious effect on the target cubic
phase state; the higher the temperature (quantified by n¯)
or mechanical damping rate (γm) the lower the fidelity.
This analysis shows that a cubic phase state can be
generated in the massive mechanical oscillator of an op-
tomechanics experiment. This is a result of interest in
its own, given the highly non classical character of such
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FIG. 2. Fidelity of the noisy cubic phase state with the noise-
less one as a function of the mean phonon number (n¯) and
mechanical damping rate (γm). Each point of the plot was
obtained with the following parameters: r = 0.52 (5 dB),
γ = 0.2, and κ = 10 g1.
a state — which displays a non-positive Wigner function
and a high degree of quantum non-Gaussianity [110, 111]
— and its deterministic attainability. As mentioned, for
this state to be considered as a resource for computing,
we must also show that it can be embedded in a standard
Gaussian cluster state [112].
Non-Gaussian cluster states.— We aim to generate
a modified non-Gaussian cluster state sufficient to per-
form universal computation by interspersing the stan-
dard state |s,A〉GC with cubic-phase states. In particu-
lar we will now show how the dissipative dynamics de-
scribed by Eq. (3) can be adapted to generate the state
|γ, s, A〉nGC = E(A)Γ(γ)S(s) |0〉, where γ ≡ (γ1, . . . , γN )
denotes the cubic non-linearities, and we have defined
Γ(γ) =
⊗N
j=1 Vj(γj) and Vj(γj) = e
iγjq
3
j (see Fig. 1). The
state |γ, s, A〉nGC allows the implementation of universal
computation since it can be composed of nodes with zero
non-linearity, as the standard Gaussian one, and nodes
with γj 6= 0. For any given computation, Gaussian mea-
surements will then “tailor” this non-Gaussian cluster
accordingly to the program to be implemented. In this
way, cubic gates V (γ) can be implemented only when
needed [113].
Adapting the Hamiltonian switching scheme consid-
ered in Refs. [91, 92], one can generate the state
|γ, s, A〉nGC via dissipation engineering. The switching
scheme involves N steps such that at each one the driv-
ing fields are tuned to implement the transformation dk =
E(A)Γ(γ)S(s) bk
(
E(A)Γ(γ)S(s)
)†
. This implies that,
4at the kth step, the Hamiltonian is H
(k)
clust = β(a
†dk+ad
†
k)
where β is a positive parameter. At each step, the sys-
tem is allowed to reach its steady state (i.e., the vacuum
of the collective mode dk) and then the Hamiltonian is
switched, by modifying the driving fields, for the next
step to begin (see Ref. [105] for details). Therefore, if the
system is initially in vacuum (and neglecting the mechan-
ical damping), after the N steps the mechanical state is
given by the target cluster state, in the basis of the local
modes {b1, . . . , bN} [114].
Fig. 3 demonstrates the effectiveness of the switching
scheme for generating a two-node non-Gaussian cluster.
In the absence of mechanical noise (solid red line), the
fidelity with the target state increases monotonically in
each step and it reaches unit fidelity at the steady state
(at the end of the second step, provided longer evolu-
tion time is allowed). When the mechanical environ-
ment is considered (dot dashed line), the fidelity reaches
a maximum (during the second step) before the noise
starts to negatively affect the quality of the target cluster
state. As already seen in Fig. 2, the thermal noise has
a detrimental effect on the performance of the switch-
ing scheme, however high degrees of fidelities can still
be achieved. Part of this negative effect is due to the
fact that the oscillators are assumed to be initialized in
thermal equilibrium with their environment (with mean
phonon numbers n¯1 = 10 and n¯2 = 1 and mechanical
damping γm = 10
−4β), rather than in the ground state.
This effect can then be circumvented to a large degree by
first independently cooling the oscillators (red detuned
sideband cooling) [115, 116]. This can be seen in the
dashed blue curve of Fig. 3, which in fact closely approx-
imates the noiseless scenario.
Local Gaussian measurements— For the non-Gaussian
cluster state above to be useful in quantum computation,
one finally requires the capacity to perform Gaussian
measurements on individual nodes. Unfortunately, the
mechanical modes embodying our cluster state are not
directly accessible to measurement and must be probed
instead using the cavity field as a detector. Conveniently,
since the resonators are assumed to have distinct and
well-spaced frequencies [105], we may address each os-
cillator individually. In particular, by properly driving
the system, it is possible to engineer a quantum non-
demolition (QND) interaction between the cavity posi-
tion quadrature and an arbitrary quadrature of any given
oscillator [93, 94].
Consider again Hamiltonian (2) with g
(j)
ν = g
(j)
5 = 0
(ν = 3, 4; j = 1, . . . , N), i.e. addressing only the first
sidebands. Let
∣∣∣g(j)1 ∣∣∣ = ∣∣∣g(j)2 ∣∣∣ = βj and arg (g(j)2 ) =
−arg
(
g
(j)
1
)
≡ φj . In this case one has a sum of QND in-
teractions, Hmeas = 2X
∑N
j=1 βjQ
(j)
φj
, where X = a+a
†√
2
is
the cavity position quadrature and Q
(j)
φj
= qj cosφj +
pj sinφj is an arbitrary quadrature of the mechanical
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FIG. 3. The fidelity of the preparation of a two-node non-
Gaussian cluster state. The nodes of the cluster consist of a
squeezed state and a cubic phase state with same amount of
squeezing. We used the following parameters: s1 = s2 = 1.78
(5 dB), γ1 = 0, γ2 = 0.1, κ = 10 β and evolution duration
τ = 20 β−1. Pre-cooling (dashed line) the oscillators close to
the ground state greatly increases the (maximum) achievable
fidelity of the scheme.
mode j. Each oscillator can be addressed in turn by
setting all but the amplitude of interest to zero. In this
case we have an N -step process with each step described
by H
(k)
meas = 2βkXQ
(k)
φk
. Let us stress that the mechan-
ical quadrature Q
(k)
φk
to be measured, which in turn de-
pends on the program to be implemented, is simply se-
lected by the phase of the external driving. Continuously
monitoring, via homodyne detection, the output cavity
field’s position quadrature drives the mechanical system
towards an eigenstate of the chosen quadrature (repre-
sented by a vacuum state squeezed along an appropriate
axis defined by φk). For the purposes of computation,
this is equivalent to performing a projective quadrature
measurement directly onto the cluster state [94]. As said,
the latter are in turn sufficient to perform any multimode
operation, when operating on the non-Gaussian cluster
|γ, s, A〉nGC .
In [105] we provide an example of how to implement
the minimal building block of universal MBQC by using
the tools introduced so far. In particular, we consider
the universal non-Gaussian gate defined as the operator
V = eiγq
3
[40] — called cubic phase gate — and show
that it can be reliably implemented on a squeezed state
via local Gaussian measurements on the two-node non-
Gaussian cluster of Fig. 3.
Experimental feasibility.— The protocol proposed
above to prepare non-Gaussian cluster states requires
physical platforms exhibiting linear and quadratic po-
5sition coupling with the cavity field. Moreover, the sys-
tem needs to operate in the resolved sideband regime
and the conditions |α(j)` G(k)σ |  Ωj and |α5G(j)σ |  Ωj
(j, k = 1, . . . , N , ` = 1, . . . , 4, σ = L,Q) must be met
to ensure the validity of the RWA used in our deriva-
tion of the dynamics. These requirements may be re-
alised in current and near future experiments. In fact,
there are many platforms that can be used to implement
our scheme, including membrane-in-the-middle configu-
rations [66, 72, 74, 75, 81], ultracold atoms inside a cavity
[71], photonic crystals [79, 80, 84, 87], circuit-QED [82],
electro-mechanical systems [60, 67–69, 89], micro-disks
[73, 76–78], and optically levitated particles [83, 85, 117].
In particular, very large quadratic couplings are within
reach of current experiments [73, 80, 84]. Also we men-
tion that linear to quadratic ratios of up to 102 may be
obtained [86, 88].
Furthermore, the linear to quadratic couplings ratio
can be improved by optimising the experimental design.
For instance, one may exploit the membrane tilting in
membrane-in-the-middle setups [66, 72] or fine position-
ing the microdisc in microtorid optomechanical systems
[76]. Also, our protocols can be implemented in electrical
circuits by controlling the bias flux and coupling capaci-
tance as proposed in [82], or considering magnetically or
optically levitated particles as suggested in [117, 118].
Conclusions and outlook.— Continuous-variable sys-
tems are convenient for fault-tolerant computation since
they naturally offer high-dimensional spaces in which
the discrete units of quantum information can be re-
siliently encoded [47, 104, 119–122], as recently proven
experimentally in the context of circuit-based quan-
tum computation [123–125]. In this respect, the alter-
native measurement-based approach considered here is
promising, thanks to the availability of high threshold
schemes [20, 21]. In particular, we have shown that
a setting where mechanical oscillators act as the in-
formation carriers, rather than photons, provides the
advantage that the core ingredients for universal com-
putation —non-Gaussian cluster states and Gaussian
operations— can be realized unconditionally. This opens
the way to deterministic fault-tolerant quantum compu-
tation in integrable platforms where linear and quadratic
optomechanics-like interactions can be simultaneously
achieved.
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1Supplementary Material:
Unconditional measurement-based quantum computation
with optomechanical continuous variables
HAMILTONIAN DERIVATION
Our optomechanical system consists of N mechanical oscillators interacting with a cavity mode via radiation
pressure, and the cavity is pumped by a multi-tone field. The full Hamiltonian of the system is given by [S1]
H = ωa†a+
N∑
j=1
1
2
Ωj(q
2
j + p
2
j ) + (t)a
† + (t)∗a , (S1)
where a and ω are, respectively, the annihilation operator and frequency of the cavity field, Ωj , qj and pj are the
frequency and (dimensionless) position and momentum quadratures of the jth mechanical oscillator, and (t) is the
(classical) pump of the cavity.
The cavity’s frequency becomes dependent on the mechanical positions qj [S1]. We expand ω in powers of qj up to
the second order:
ω = ωc +
N∑
j=1
(
g
(j)
L qj + g
(j)
Q q
2
j + . . .
)
, (S2)
with g
(j)
L =
∂ω
∂qj
and g
(j)
Q =
1
2
∂2ω
∂q2j
are the the position and position-squared couplings of the mechanical oscillator with
the cavity field. The Hamiltonian becomes
H = ωca
†a+
N∑
j=1
[
1
2
Ωj(q
2
j + p
2
j ) + a
†a
(
g
(j)
L qj + g
(j)
Q q
2
j
)]
+ (t)a† + (t)∗a . (S3)
Allowing our system to be in contact with vacuum reservoir for the cavity and thermal bath for the mechanical
oscillator, leads to the following Heisenberg - Langevin equations [S2] for the system operators:
q˙j(t) = Ωjpj , (S4)
p˙j(t) = −Ωjqj − a†a(g(j)L + 2g(j)Q qj)− Γjpj + ξj(t) , (S5)
a˙(t) =
(
−κ
2
− iωc
)
a− ia
N∑
j=1
(g
(j)
L qj + g
(j)
Q q
2
j )− i(t) +
√
κ ain , (S6)
where κ and Γj are the damping rates for the cavity mode and the j
th mechanical oscillator, and ain and ξj are the
input noise operators for the cavity and mechanical oscillator respectively, satisfying the correlation relations:
〈a†in(t)ain(t
′)〉 = 0 , (S7)
〈ain(t)a†in(t
′)〉 = δ(t− t′) , (S8)
〈ξ†j (t)ξj(t′)〉 = n¯jδ(t− t′) , (S9)
〈ξj(t)ξ†j (t′)〉 = (n¯j + 1) δ(t− t′) , (S10)
with n¯j denoting the mean phonon number.
We aim to derive an effective Hamiltonian for the system involving quantum fluctuations around the (classical)
fields steady states. Replacing the system operators, in equations (S4)-(S6), by their mean-fields: 〈a〉 ≡ α, 〈qj〉 ≡ Qj
and 〈pj〉 ≡ Pj , the classical equations of motion become:
Q˙j(t) = ΩPj , (S11)
P˙j(t) = −ΩQj − |α|2(g(j)L + 2g(j)Q Qj)− ΓjPj , (S12)
α˙(t) =
(
−κ
2
− i
[
ωc + g
(j)
L Qj + g
(j)
Q Q
2
j
])
α− i(t) . (S13)
2The multi-tone driving field can be written as :
(t) =
∑
k
ke
−iωkt , (S14)
where ωk is the frequency of the k
th pump field, and k is its complex amplitude. We consider the following ansatz
for the intra-cavity field at the steady state [S3]:
α =
∑
k
αke
−iωkt , (S15)
where the constants αk are the complex amplitudes of the cavity at the steady state. By substituting expression (S15)
in Eq. (S12) we find:
P˙j(t) = −ΩjQj − (g(j)L + 2g(j)Q Qj)
∑
k,`
α∗kα`e
i(ωk−ω`)t − ΓjPj . (S16)
If we assume weak coupling such that for k 6= ` we have∣∣∣g(j)L,Q αkα`∣∣∣ Ωj , (S17)
the time dependent terms in Eq. (S16) can be neglected. And if we denote by Q
(0)
j and P
(0)
j the values of position
and momentum at the steady state, it is easy to find the following:
P
(0)
j = 0 , (S18)
Q
(0)
j =
−g(j)L
∑
k
|αk|2
Ωj + 2g
(j)
Q
∑
k
|αk|2
, (S19)
αk =
−ik
κ
2 + i (−∆k + gLQ0 + gQQ20)
, (S20)
where ∆k ≡ ωk − ωc is the detuning of the kth drive with respect to the cavity.
Having obtained the steady state for all fields, we can derive a Hamiltonian of the system in terms of the quantum
fluctuations around the classical steady values. First, we split the system operators into classical part and quantum
fluctuation,
a→ a+
∑
k
αke
−iωkt , q → q +Q0 , p→ p+ P0 , (S21)
then we substitute (S21) in equations(S4)-(S6). Assuming a strong drive, αk  1, we find:
q˙j = Ωjpj , (S22)
p˙j ≈ −Ωjqj −
(
a†
∑
k
αke
−iωkt + a
∑
k
α∗ke
iωkt
)(
g
(j)
L + 2g
(j)
Q Q
(0)
j + 2g
(j)
Q qj
)
− Γjpj + ξj(t) , (S23)
a˙ ≈
(−κ
2
− iωc
)
a−
∑
k
iαke
−iωkt
([
g
(j)
L + 2g
(j)
Q Q
(0)
j
2]
qj + g
(j)
Q q
2
j
)
+
√
κ ain(t) . (S24)
Equations (S22)–(S24) correspond to the following effective Hamiltonian:
H = ωca
†a+
N∑
j=1
[
Ωj
2
(q2j + p
2
j ) +
∑
k
(
αke
−iωkta† + α∗ke
iωkta
) (√
2 G
(j)
L qj + 2G
(j)
Q q
2
j
)]
, (S25)
where we defined
√
2 G
(j)
L ≡ g(j)L + 2g(j)Q and 2G(j)Q ≡ g(j)Q .
3The explicit time-dependence of Hamiltonian (S25) can be removed by, first, going to a frame rotating with the
free terms of the system where the Hamiltonian transforms to
H =
∑
k
(
αke
−i∆kta† + α∗ke
i∆kta
) N∑
j=1
[
G
(j)
L
(
eiΩjtb†j + e
−iΩjtbj
)
+G
(j)
Q
(
eiΩjtb†j + e
−iΩjtbj
)2]
. (S26)
Then, we consider a resonant drive with the cavity, with amplitude α0 and null detuning, and four driving fields per
each mechanical oscillator, with detunings ∆k ≡ ∆(`)j = `Ωj and amplitudes αk ≡ α(`)j (` = ±1,±2). By invoking the
rotating wave approximation (RWA), we may write the Hamiltonian as
H = a†
N∑
j=1
(
g
(j)
1 bj + g
(j)
2 b
†
j + g
(j)
3 b
2
j + g
(j)
4 b
†
j
2
+ g
(j)
5 (b
†
jbj + bjb
†
j)
)
+ H.c. , (S27)
where we have defined g
(j)
1 ≡ α(−1)j G(j)L , g(j)2 ≡ α(+1)j G(j)L , g(j)3 ≡ α(−2)j G(j)Q , g(j)4 ≡ α(+2)j G(j)Q and g(j)5 ≡ α0G(j)Q .
VALIDITY OF THE ROTATING WAVE APPROXIMATION
The validity of the RWA introduced in Sec. will be justified here. Hamiltonian (S27) is obtained from Eq. (S26)
by discarding all time-dependent (counter-rotating) terms and keeping only the resonant ones. The counter-rotating
terms may be written as
Hcrt =
N∑
j=1
 4∑
`=1
H
(`)
j e
i`Ωjt +
N∑
k=1,k 6=j
Hj,k
 + H.c. , (S28)
with the following expressions:
H
(1)
j = a
†
[
α0G
(j)
L b
†
j + α
(−2)
j G
(j)
L bj + α
(+1)
j G
(j)
Q b
†
j
2
+
N∑
k=1
α
(−1)
j G
(k)
Q {bk, b†k}
]
+a
[
α0G
(j)
L bj + α
(+2)
j G
(j)
L b
†
j + α
(−1)
j G
(j)
Q b
2
j +
N∑
k=1
α
(+1)
j G
(k)
Q {bk, b†k}
]†
, (S29)
H
(2)
j = a
†
[
α0G
(j)
Q b
†
j
2
+ α
(−1)
j G
(j)
L b
†
j +
N∑
k=1
α
(−2)
j G
(k)
Q {bk, b†k}
]
a
[
α0G
(j)
Q b
2
j + α
(+1)
j G
(j)
L bj +
N∑
k=1
α
(+2)
j G
(k)
Q {bk, b†k}
]†
, (S30)
H
(3)
j = a
†
[
α
(−2)
j G
(j)
L b
†
j + α
(−1)
j G
(j)
Q b
†
j
2
]
+ a
[
α
(+2)
j G
(j)
L bj + α
(+1)
j G
(j)
Q b
2
j
]†
, (S31)
H
(4)
j = a
†
[
α
(−2)
j G
(j)
Q b
†
j
2
]
+ a
[
α
(+2)
j G
(j)
Q b
2
j
]†
, (S32)
Hj,k = e
i(2Ωk−Ωj)t
(
a†
[
α
(−2)
k G
(j)
L bj + α
(+1)
j G
(k)
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†
j
2
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†
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k G
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†
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2
j + e
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2
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G
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†
j + e
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k a
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G
(j)
L bj . (S33)
Now we can state the necessary conditions to safely neglect the counter-rotating terms. For the RWA to be valid,
the following constraints must be met:∣∣∣α0G(j)L,Q∣∣∣ Ωj , ∣∣∣α(±1)j G(k)L,Q∣∣∣ Ωj , ∣∣∣α(±2)j G(k)L,Q∣∣∣ Ωj . (S34)
4We study the validity of the RWA in more details for the interesting case of the preparation of the cubic phase
state of a mechanical oscillator. The system consists of a cavity and one mechanical oscillator (N = 1). The full
Hamiltonian of the system is again H = HRWA +Hcrt with
HRWA = a
†
(
g1b+ b2b
† + g3b2 + g4b†
2
+ g5{b, b†}
)
+ H.c. , (S35)
Hcrt =
4∑
`=1
H(`)ei`Ωt + H.c. , (S36)
with H(`) given by
H(1) = R(g3a
† + g∗4a)b+R(g5a
† + g∗5a)b
† +R−1(g2a† + g∗1a)b
†2 +R−1(g1a† + g∗2a){b, b†} , (S37)
H(2) = (g1a
† + g∗2a)b
† + (g5a† + g∗5a)b
†2 + (g3a† + g∗4a){b, b†} , (S38)
H(3) = R(g3a
† + g∗4a)b
† +R−1(g1a† + g∗2a)b
†2 , (S39)
H(4) = (g3a
† + g∗4a)b
†2 , (S40)
where we defined R ≡ GLGQ the ratio between the bare linear and quadratic optomechanical couplings. Therefore, the
necessary conditions for the validity of the RWA are
|gj |, |Rgµ|, |R−1gν |  Ω (j = 1, . . . , 5, µ = 3, 4, 5, ν = 1, 2) . (S41)
In particular, for the cubic phase state; g2 ≡ −rg1, g3 = g4 = g5 = −3i2√2 (1 + r)γg1 ≡ λRg1 (0 ≤ r < 1 and γ real),
these latter conditions translate to
|g1|, |Rg1|, |R−1g1|  Ω . (S42)
In the following we quantify the effect of the counter rotating terms on the steady state of the dissipative dynamics.
For this, we use the Uhlman fidelity defined as [S4, S5]:
F (γ, s) =
√
〈γ, s|ρ˜(t)|γ, s〉 , (S43)
where ρ˜(t) is the density operator of the system at time t when considering the full Hamiltonian, HRWA +Hcrt. We
calculate ρ˜(t) by solving the master equation for big enough Hilbert space and plot the fidelity F
(
0.05× 2√2, s(0.33))
as function of time (see Fig. S1). We see that one can reach fidelity > 0.99 in some regimes. Namely, for the used
values and when the ratio R = GLGQ is between 5 and 10, the validity of the RWA is justified.
STABILITY ANALYSIS
Here we will give a detailed analysis of the stability of the optomechanical system described by the Hamiltonian
(S27) for one mechanical oscillator (N = 1). The Langevin-Heisenberg equations for the quantum fluctuations are:
U˙ = A U +B +N , (S44)
where U is the operator-valued vector defined as U = (x, y, q, p)T , with x = (a + a†)/√2 and y = (a − a†)/√2i the
cavity field quadratures, N = (xin, yin, 0, ξ)T is the vector of noise operators, and the matrix A and the vector B are
given by:
A =

−κ
2 0 I1 R2
0 −κ2 −R1 I2−I2 R2 0 0
−R1 −I1 0 −Γ
 , B =

I3q
2 + I4p
2 +R5(qp+ pq)
−R3q2 −R4p2 + I5(qp+ pq)
2x(R4p− I5q) + 2y(I4p+R5q)
2x(−R3q + I5p)− 2y(I3q +R5p)
 , (S45)
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FIG. S1. Fidelity of the system’s state with the cubic phase state as function of time. The system state is obtained by solving
the dynamics of the cavity-mechanical oscillator with and without the RWA. We used the parameters γ/2
√
2 = 0.05, r = 0.33
(3 dB squeezing) and g1 = κ = 10
−2 Ω.
where Rk and Ik, k = 1, . . . , 5, are defined as follows:
R1 = <(g1 + g2) , I1 = =(g1 + g2) , (S46)
R2 = <(g1 − g2) , I2 = =(g1 − g2) , (S47)
R3 =
1√
2
<(g3 + g4 + 2g5) , I3 = 1√
2
=(g3 + g4 + 2g5) , (S48)
R4 =
−1√
2
<(g3 + g4 − 2g5) , I4 = −1√
2
=(g3 + g4 − 2g5) , (S49)
R5 =
1√
2
<(g3 − g4) , I5 = 1√
2
=(g3 − g4) . (S50)
The system given by Eq. (S44) is stable if the linear part is stable [S6–S8]. This is equivalent to A being a Hurwitz
matrix, i.e. all eigenvalues have negative real part. In fact, applying the Routh-Hurwitz criterion [S9] we find the
following stability condition:
R1R2 + I1I2 > 0 ⇔ |g1| > |g2| , (S51)
i.e. the driving amplitude at blue side band is smaller than that at the red side band. For the cubic phase state, we
have g2 = −rg1. Therefore the system is always stable as long as |r| < 1.
THE CUBIC PHASE STATE
Consider the the optomechanical system with the Hamiltonian
H = a†
(
g1b+ g2b
† + g3b2 + g4b†
2
+ g5{b, b†}
)
+ H.c. . (S52)
We set the couplings such that: g1 ≡ µg , g2 ≡ −νg and g3 = g4 = g5 ≡ σg , where we defined g =
√|g1|2 − |g2|2 and µ,
ν and σ are parameters. The Hamiltonian becomes
H = ga†
(
µb− νb† + σ(b+ b†)2)+ H.c. . (S53)
6Now we set the parameter σ as σ = −3i
2
√
2
γ(µ+ ν). The Hamiltonian takes the following expression:
Hcub = ga
†UbU† + H.c. , (S54)
where U is the unitary transformation given by
U = eiγq
3
e−
i
2 ln s (qp+pq) , (S55)
with q and p are position and momentum quadratures of the mechanical oscillator, and s = µ + ν. Notice that U is
a squeezing operation followed by a cubic transformation.
Furthermore, we assume that the cavity mode a is damped to a vacuum reservoir (with damping rate κ). The
dynamics of the system is described by the following master equation
ρ˙(t) = −i[Hcub, ρ(t)] + κ
(
aρ(t)a† − 1
2
{a†a, ρ(t)}
)
. (S56)
The steady state of the system will be vacuum for the cavity and the bogoliubov mode UbU†. The vacuum state of
the latter, that we denote |φ〉 satisfies
UbU† |φ〉 = 0⇒ b (U† |φ〉) = 0⇒ U† |φ〉 = |0〉 ⇒ |φ〉 = U |0〉 . (S57)
Therefore, the steady state of the mechanical oscillator is the cubic phase state |φ〉 ≡ |γ, s〉.
SWITCHING PROTOCOL TO GENERATE NON-GAUSSIAN CLUSTER STATES
In this section we show how to generate the non-Gaussian cluster state in the mechanical oscillators by adopting a
switching scheme. A similar (but not exactly the same) protocol for generating arbitrary Gaussian cluster states was
introduced in Ref. [S10]. The merit of the protocol shown in this work is that it allows the generation of a generic
class of Gaussian and non-Gaussian states by only tuning the amplitudes of a set of driving fields.
We consider an optomechanical system consisting of one cavity mode coupled to N mechanical oscillators. The
Hamiltonian of this system is:
H = a†
∑
j
(
g
(j)
1 bj + g
(j)
2 b
†
j + g
(j)
3 b
2
j + g
(j)
4 b
†
j
2
+ g
(j)
5 {bj , b†j}
)
+ H.c. , (S58)
where a (bj) is the cavity (j
th mechanical oscillator) annihilation operator, and g
(j)
µ (µ = 1, . . . , 5) are the optome-
chanical couplings. Taking in to account the cavity decay and neglecting mechanical dissipation, the dynamics of the
optomechanical system is described by a master equation given by [S11, S12]
dρ(t)
dt
= −i[H, ρ(t)] + κD[a]ρ(t) , (S59)
where ρ is the system’s density operator, κ is the cavity decay rate, and D[a]ρ is defined as
D[a]ρ = aρa† − 1
2
{
a†a, ρ
}
. (S60)
Our goal is to find the suitable optomechanical couplings such that the steady state of the mechanical oscillators
is a given non Gaussian cluster state. Our protocol involves N consecutive steps, where in each step we perform the
following transformation:
b` −→ d` = E(A)Γ(γ)S(s) b` [E(A)Γ(γ)S(s)]† (` = 1, . . . , N) , (S61)
where S(s), Γ and E(A) are squeezing, cubic and controlled phase operations respectively. They are defined as follows:
S(s) ≡
N⊗
j=1
Sj(sj) =
N⊗
j=1
e−
1
2 ln sj (qjpj+pjqj) , (S62)
Γ(γ) ≡
N⊗
j=1
Vj(γj) =
N⊗
j=1
eiγjq
3
j , (S63)
E(A) ≡ e i2 q>Aq , (S64)
7with q ≡ (q1, . . . , qN )> the vector of position quadratures, s ≡ (s1, . . . , sN ), γ ≡ (γ1, . . . , γN ), and the N ×N matrix
A is the adjacency matrix of the cluster state. Consequently, the Hamiltonian (S58) transforms to
H` = β(a
†d` + ad
†
`) . (S65)
The steady state of the system with Hamiltonian (S65) is the vacuum for both modes a and d`. Therefore, starting
from vacuum state of the system and after performing all the N steps, the state of the N -mechanical oscillators
becomes the vacuum state in the space of modes d1, . . . , dN which is our target cluster state in the space of modes
b1, . . . , bN , i.e. E(A)Γ(γ)S(s) |0〉.
Now we show how the optomechanical couplings should be chosen in order to obtain the target (non Gaussian)
cluster state. The unitary transformation (S61) can be written as
d` =
N∑
j=1
[
U`j bj + V`j b
†
j +W`j
(
bj + b
†
j
)2]
, (S66)
where the matrices U, V and W are given in terms of the squeezings s, cubic phase parameters γ and the target
adjacency matrix A as follows:
U = D+ − i
2
(D+ +D−)A , (S67)
V = −D− − i
2
(D+ +D−)A , (S68)
W =
−3i
2
√
2
Dγ(D+ +D−) , (S69)
where the matrices D± and Dγ are given by
D± =
1
2
diag
(
s1 ± 1
s1
, . . . , sN ± 1
sN
)
, (S70)
Dγ = diag (γ1, . . . , γN ) , (S71)
with diag denotes a diagonal matrix.
The switching protocol is performed by choosing the optomechanical couplings such that at the `th step we set:
g
(j)
1 = βU`j , (S72)
g
(j)
2 = βV`j , (S73)
g
(j)
3 = g
(j)
4 = g
(j)
5 = βW`j , (S74)
for some constant parameter β. We should mention here that the switching program requires, at the step `, to set all
the quadratic couplings, except g
(`)
5 , to zero (this is clear from Eq. (S74) where the matrix W is diagonal). On the
other hand, the parameters g
(j)
5 are tunable only through the control of the quadratic couplings; g
(j)
5 = α0G
(j)
Q , and
the resonant drive α0 will lead to all the terms {bj , b†j} to be resonant in the hamiltonian. Therefore, for our protocol
to work one needs to be able to switch on and off the quadratic couplings G
(j)
Q at will in every step of the switching
scheme in order to kill all terms {bj , b†j} for j 6= ` at step `.
EXAMPLE: TWO-MODE NON-GAUSSIAN CLUSTER STATE
We demonstrate the generation of two modes non Gaussian cluster state using the protocol introduced so far. We
choose the target cluster (see Fig. S2) to be a squeezed state (with parameters s1 and γ1 = 0) coupled to a cubic
phase state (with parameters s2 and γ2).
First we focus on the noiseless case, i.e. no mechanical dumping. Since we have two mechanical modes than
preparing the target cluster involves two steps. Starting from the vacuum state of the two mechanical oscillators, we
set the driving amplitudes such that the system’s Hamiltonian is
H1 =
β
2
a†
[(
s1 +
1
s1
)
b1 −
(
s1 − 1
s1
)
b†1 − is1
(
b2 + b
†
2
)
− 3iγ1s1√
2
(
b1 + b
†
1
)2]
+ H.c. , (S75)
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FIG. S2. Quantum circuit for the two modes non Gaussian cluster state. Quantum gates S1 and S2 (Γ1 and Γ2) are the
one-mode squeezing (cubic phase) for modes 1 and 2 respectively.
and we wait for sufficient time to reach the steady state. Then we set the amplitudes so that the Hamiltonian is
H2 =
β
2
a†
[
−is2
(
b1 + b
†
1
)
+
(
s2 +
1
s2
)
b2 −
(
s2 − 1
s2
)
b†2 −
3iγ2s2√
2
(
b2 + b
†
2
)2]
+ H.c. , (S76)
and we wait again for sufficient time to reach the steady state of the system. In main text we showed a plot showing
numerical confirmation that the system reaches the target cluster as a steady state of the system.
Now we turn our focus to the noisy case where the dynamics suffers from the (unwanted) coupling of the mechanical
oscillators with their thermal baths at finite temperature. We assess the quality of the generated cluster state by the
two steps protocol detailed above. We consider that the two mechanical oscillators are initially in thermal equilibrium
with their baths with mean phonon occupations n1 and n2 for the first and second modes respectively. Without loss
of generality we assume same mechanical damping rate γm for both oscillators. The fidelity of the system was shown
in main text for n1 = 10, n2 = 1 and γm = 10
−4. We notice that there is a gap between the curves corresponding
to the noisy and noiseless cases, and this is mainly to the fact that our protocol is valid when the initial state of the
mechanical oscillators is the vacuum. And since the mechanical oscillators here are initially in thermal state, then
we will expect that the fidelity will follow a different path from that corresponding to the system being initially in
vacuum. This is true even if the noise is disregarded during the switching protocol. To be able to assess the robustness
of our protocol against the effects of the mechanical noise, we suggest cooling down the mechanical oscillators before
starting the switching protocol. The cooling process is realised by exploiting the red side band cooling of each
mechanical oscillator individually [S13]: We drive the system with one field addressing one mechanical oscillator only.
The implemented Hamiltonian writes:
Hcoolj = βa
†bj + H.c. , (S77)
for j = 1, 2. Therefore, our protocol involves four steps: two steps for cooling the first then second mechanical
oscillators, and two steps for the preparation of the target cluster state as explained above. Hence, when pre-cooling
the oscillators, the target cluster state is obtained with higher fidelity than before.
CUBIC PHASE GATE
We consider the two-node non-Gaussian cluster of Fig. S2. We perform a momentum measurement on the input
squeezed state, which results (up to a distortion due to finite squeezing) in the output given by:
|φ′〉 = X(m)P (3γm)Z(3γm2)F e−iγp3 |φ〉 . (S78)
We assume the same conditions as in the generation of the non-Gaussian cluster and further assume the capability
to make a projective measurement on the input node (cf [S14]). The fidelity of the output state with Eq. (S78) is
analysed in Fig. S3. Since the output depends on the measurement result, which is random, we examine the fidelity
on average over many measurement results. The scheme proves effective on average with decreasing success as the
temperature increases.
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FIG. S3. Fidelity of the output state with the cubic phase gate target state averaged over the many measurements. On average
the operation produces a state with high fidelity to the target, with large temperatures and high damping rates leading to
smaller fidelities. See main text for the used parameters.
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