ABSTRACT RNA-binding hot spots are a small and complementary set of interfacial residues that contribute most to the binding energy of protein-RNA interfaces. As experimental methods for identifying hot spots are time-consuming, labor-intensive and costly, there is a great interest in computational approaches that can predict hot spots on a large scale. In this paper, we introduced a sequence-based method that used ensemble classifier to predict hot spots in protein-RNA complexes. We first employed three different sequence encoding schemes based on the physicochemical properties from the AAindex database, the amino acid substitution matrix (BLOSUM62), and the predicted relative accessible surface area. Based on these sequence features, 249 individual predictors were developed to identify hot spots using the radial basis function (RBF)-based support vector machine (SVM), sigmoid-based SVM, and k-nearest neighbor algorithm (k-NN), respectively. The combinations of these individual predictors by majority voting were explored in a comprehensive way and an ensemble vote classifier composed of 43 individual predictors were selected to construct the final ensemble classifier. The ensemble classifier outperformed the state-ofthe-art computational methods, yielding an F1 score of 0.843 and AUC of 0.893 on the training set as well as F1 score of 0.814 and AUC of 0.842 on the test set. The data and source code are available on the web site http://bioinfo.ahu.edu.cn:8080/SPHot.
I. INTRODUCTION
Proteins work by interacting with other molecules through their interfaces, where protein-RNA interactions play an essential role in fundamental cellular functions, such as gene expression regulation and structural recognition [1] , [2] . Several experiments have shown that the binding free energy of proteins is not uniformly distributed over the interaction surfaces [3] , [4] . Only a small fraction of interface residues termed hot spots account for the majority of the binding free energy. Hot spots identification is of much concern to explore underlying biological mechanism and structural analysis [5] . Experimentally, mutagenesis technologies like alanine scanning have been applied to explore the RNA-binding hot spots. The changes in
The associate editor coordinating the review of this manuscript and approving it for publication was Joey Tianyi Zhou. binding energy can be observed when the protein interface residues mutate to alanine [6] . As experimental technique for identifying hot spots is time consuming and expensive, reliable and efficient computational methods for identifying hot spots are greatly desired and urgently required.
Many efforts have been made to predict RNA-binding sites [7] - [13] , but few studies were made to identify hot spots in protein-RNA complexes. In a pioneering work, Barik et al. [14] used evolutionary information along with structural and physicochemical features to chart hot spots at protein-RNA interfaces. For the lack of public available database to analyze protein-RNA binding hot spots collected from mutagenesis experiments, Pan et al. [15] created a referenced protein-RNA hot spots dataset. In addition, they created a feature-based method called PrabHot to predict RNA-binding hot spots. Although recent computational methods achieve a relative success in probing hot spots over protein-protein interfaces, the studies of predicting RNA-binding hot spots are still at primary stage. The dominant factor is that there is no accessible database of alanine scanning energetics like ASEdb [16] for protein-RNA compounds. In addition, the features correlated with RNA used to predict hot spots are still insufficient. Lastly, the aforementioned computational methods depend on structural information, which is much less frequently available compared with sequence information.
In this article, we present a novel method, Sequence-based Prediction of Hot spots (SPHot), that predicts RNA-binding hot spots using only sequence information. We first extracted 83 relatively independent physicochemical features from AAindex and used a sliding window method to capture the sequence environment. Moreover, relative accessible surface area (RASA) and blocks substitution matrix (BLOSUM62) were integrated with each physicochemical feature and then used as the input feature vector to the classification model. Based on 83 input feature vectors, 249 individual predictors were developed to identify hot spots using radial basis function (RBF)-based support vector machine (SVM), sigmoidbased SVM, and k-nearest neighbor algorithm (k-NN), respectively. The different combinations of these individual predictors by majority voting were examined in a comprehensive way and an ensemble vote classifier composed of 43 individual predictors were selected to construct the final ensemble classifier. Tests on benchmark datasets demonstrate the power of the proposed method compared with previously published methods.
II. METHOD A. DATASETS
In order to produce a comparable result of our model with the previous methods in predicting hot spots over protein-RNA interfaces, we used the interface residues in 47 protein-RNA complexes as our datasets which come from Pan et al.'s work [15] . In Pan et al.'s study, they extracted 63 protein-RNA complexes, and 13 of which were taken from Barik et al.'s work [14] . The remaining 50 complexes were mined by manual operation. The redundancy in this dataset was further eliminated so that the sequence identity between any pair of sequences was below 40%. The interface residues with the binding free energy change G ≥ 1.0 kcal/mol are defined as hot spots and those with G < 1.0 kcal/mol are considered as non-hot spots. This results in 209 interface residues in 47 protein-RNA complexes, including 107 hot spots and 102 non-hot spots. For the training dataset, 32 protein-RNA complexes were randomly selected (79 hot spots and 72 non-hot spots), and the remaining 15 protein-RNA complexes with 58 mutated interface residues were used as the test dataset (28 hot spots and 30 non-hot spots). Note that we used exactly the same dataset as the one used in Pan et al. [15] for the purpose of comparing our method with theirs.
B. SEQUENCE ENCODING SCHEMES 1) PHYSICOCHEMICAL FEATURES
Physicochemical features of an amino acid residue were obtained from AAindex [17] , which is a database that stores 544 physicochemical characteristics of 20 types of amino acids. Owing to some highly correlated characteristics may decrease the performance of predictors, we removed a subset of characteristics to ensure the correlation coefficient between any pair of characteristics was less than 0.6. As a result, we obtained 83 physicochemical characteristics (Supplementary Table S1 ) [18] . Next, we used a sliding window method [19] to capture the sequence environment. That is, we used the fixed window size of 11 residue centered on the residue of interest and then extracted the sequence profiles in terms of the physicochemical characteristics. The reason the length of the sliding window is set to 11 is explained in detail in the Section THE LENGTH OF SLIDING WINDOW. Each residue in a protein sequence is encoded by a set of sequence order-correlated factors derived from its neighbor residues, which can be formulized as:
where L is the length of sliding window, k is the distance between two residues, R represents one type of amino acid residue, and (R i ) and (R i+k ) are the physicochemical characteristics of the amino acid R at position i and i + k, respectively. In Equation (1), θ 1 is called the first-tier correlation factor when the step-size between two residues is 1, θ 2 is the second-tier correlation factor which indicates the sequence order correlation between residues are the second nearest, θ 3 is the third-tier correlation factor that reflects the third nearest sequence order correlation, and so forth. As a result, for each physicochemical property, 10 encoding features can be obtained to represent the interface residue when the length of a sliding window is set as 11. In Equation (1), if the number of left or right-hand neighbors of a residue R for encoding is less than L/2, zero is assigned to these void places.
2) RELATIVE ACCESSIBLE SURFACE AREA
Relative accessible surface area (RASA) [20] has been reported to be a useful feature to improve hot spot predictions in protein-RNA, protein-DNA and protein-protein complexes [19] , [21] , [22] . Here, the RASA of each residue was calculated by using NetSurfP [23] . Allowing for only protein sequences used in our research, NetSurfP is a flexible tool to get RASA value for each interface residue through sequence data.
3) AMINO ACID SUBSTITUTION MATRIX
The amino acid substitution matrix BLOSUM62 [24] is a universal sequence-based feature which is usually applied to count relative frequencies of amino acids and their substitution probabilities to determine conservation in protein sequences. We obtained BLOSUM62 from AAindex database as another input feature used in our model.
4) CLASSIFIER CONSTRUCTION
The ensemble vote classifier (EVC) is an ensemble scheme, which is built from a set of different machine learning classifiers by using the average predicted probability values. In this study, each physicochemical property integrating the RASA and BLOSUM62 information was used to encode interface residues of interest as a 12-dimensional input feature vector. As a result, 83 input features vectors have been built to represent the interface residues as there are 83 relatively independent physicochemical properties. For each input features vector, a classifier was constructed by using the radial basis function (RBF)-based support vector machines (SVM) [25] , sigmoid-based SVM, or k-nearest neighbor (k-NN) algorithm. After 249 individual classifiers were constructed, the different combinations of these individual predictors by majority voting were examined by the results of 10-fold cross-validation on the benchmark dataset and an EVC composed of 43 individual predictors were selected to construct the final ensemble classifier.
5) PERFORMANCE EVALUATION
For the performance evaluation of our model, several widely used measures, including sensitivity (SEN), specificity (SPE), precision (PRE), F1 score (F1) and Matthew's correlation coefficient (MCC):
In above equations, TP, FP, TN, FN represent the number of true positive (hot spot residues correctly classified as hot spots), false positive (non-hot spot residues incorrectly classified as hot spots), true negative (non-hot spot residues correctly classified as non-hot spots) and false negative (hot spot residues incorrectly classified as non-hot spots), respectively. We also employed the area under the receiver operating characteristic (ROC) curve (AUC) to assess our model. 
III. RESULTS AND DISCUSSION

A. ASSESSMENT OF FEATURE IMPORTANCE
Choosing suitable features is one of the crucial steps to construct the best prediction model for the discrimination of hot spot residues from non-hot spot residues in protein-RNA complexes. In our study, the predictive model was trained from three groups of sequence features including physicochemical properties from AAindex database, RASA, and BLOSUM62. 10-fold cross-validation was performed for each feature group and four measures (F1, MCC, ACC and AUC) were used as the evaluation criteria. As shown in Figure 1 , the combination of AAindex and BLOSUM62 features performs similarly with the combination of AAindex and RASA features. As we expected, the combination of three features obtains the best performance on four measures. The results suggest that the three categories of features may be complementary and their combination is helpful for predicting hot spots in protein-RNA complexes.
B. COMPARISON WITH OTHER METHODS
In this section, we compared our proposed ensemble classifier with other two methods on the same datasets from Pan et al. [15] . The first method, HotSPRing [14] is a machine-learning method trained on 13 complexes with random forest (RF). The second method PrabHot [15] , also uses an EVC with extremely randomized trees, support vector machines and gradient tree boosting algorithm. In our model, we set the prediction threshold as 0.578 to get a VOLUME 7, 2019 To further confirm the robustness of our model, we also compared three prediction methods on the independent test set from Pan et al. [15] . The results are shown in Table 2 , which indicate that our method produces the best AUC score of 0.842, compared to HotSPRing's 0.658 and PrabHot's 0.804. HotSPRing and PrabHot use the structural features, while our method was designed to predict hot spots from protein sequence information. As a result, the comparison of different methods suggests that hot spots can be accurately predicted from protein sequence information.
C. CORRELATION TEST OF 43 TOP INDIVIDUAL PREDICTORS
To verify the reliability of our selected individual predictors used in EVC, we examined the correlation coefficient of 43 optimal individual predictors in EVC displayed by heat map. As shown in Figure 2 , most correlation coefficients of coupled predictors are under 0.2 except 4 pairs (RICJ880112 with RBF-SVM and RICJ880112 with k-NN, OOBM850104 with RBF-SVM and OOBM850104 with k-NN, CHOP780207 with RBF-SVM and CHOP780207 with k-NN, WILM950102 with RBF-SVM and WILM950102 with k-NN), which are more than 0.6. We further evaluated the exact influences of these 4-coupled predictors on our EVC model by excluding one of paired predictors which had lower performance. The performance comparison of 43 classifiers and 39 classifiers can be found in Table 3 . The AUC scores on both training and test set have a slight decrease with AUC = 0.016 and AUC = 0.027. This comes to a conclusion that the top 43 classifiers we selected have relative redundancy but they are complementary with each other to yield the best prediction performance.
D. EMPLOYMENT OF DIFFERENT RASA PREDICTION TOOLS
In light of previous work, several tools have been used to calculate RASA values. In this work, we evaluated three common sequence-based RASA prediction tools (NetSurfP (version 1.0), SPIDER2 [26] and PaleAle (version 4.0) [27] ) and compared their contributions to our model. As shown in Figure 3 , the model applied with NetSurfP achieves the highest AUC of 0.893. The following ones are SPIDER2 and PaleAle which yield suboptimal AUC scores of 0.835 and 0.813, respectively. The advantage of NetSurfP is that the predicted reliability values were transformed into Z-scores to recompute the output to each surface accessibility prediction, and this could successfully be used to filter out more reliable predictions resulting in a significantly better correlation between predicted and measured values. The experimental results highlight that NetSurfP is a reliable RASA prediction tool which is suitable for our model.
E. THE LENGTH OF SLIDING WINDOW
In current study, encoding sequences with distinct sliding window length contributes to different dimensions of input vector. These sliding window lengths represent choosing different amounts of neighbor residues to quantize features which can influence the prediction performance of classifier. In order to get the most suitable length of sliding window for our model, lengths of 7, 9, 11, 13, and 15 were applied respectively on the training dataset. The appropriate length was identified by the highest AUC score as shown in Figure 4 . As we can see, the 11-length sliding window method generates the highest AUC as well as the best average AUC score among five slide-window lengths. Although it performs poor when the EVC contains less than 15 top classifiers, this method shows an obvious advantage and yields the highest AUC of 0.893 with top 43 individual classifiers. As a result, the length of sliding window was set to 11. More detailed performance of 43 selected individual classifiers can be seen in the Supplementary Table S2 .
F. CASE STUDY
The SUP-12 protein bound to GGUGUGC RNA complex.
In the nematode Caenorhabditis elegans, the RNA-bound protein SUP-12 (PDB ID: 4CIO, chain A) contains an RNA recognition motif and involves in alternative splicing during cellular differentiation and the development of tissue. The sequence encompassing G-U/C-G-U-G can be attached to SUP-12 within the putative SUP-12 binding site [28] . Experimental method identified total ten hot spots and non-hot spots on protein chain, in which A110, K36, Y78 and Y44 are hot spots and the remaining six residues (G113, N108, N106, R103, K74 and R76) are non-hot spots ( Figure 5 .A). Prediction results of SPHot and PrabHot can be found in Figure 5 .B and Figure 5 .C respectively. Obviously, our method can correctly predict all four hot spots, while only one non-hot spots (K74) was wrongly identified. In contrast, PrabHot correctly predicted three hot spots (A110, K36 and Y78) and two non-hot spots (R103 and K74).
IV. CONCLUSION
In this study, we proposed a new method to predict hot spots in protein-RNA complexes from protein sequences only, by combining a number of useful sequence features including physicochemical property, the amino acid substitution matrix and the predicted relative accessible surface area. Comparison with other two state-of-the-art methods illustrates the effectiveness of our method. We hope that the developed SPHot method can become a powerful tool in sequence-based prediction of hot spots and help towards the identification of functionally important residues in defining particular protein interface signatures.
For the future work, more effective features which can well describe the different energetic contributions to binding interactions will be considered. In addition, other machine learning methods such as extreme gradient boosting [29] and deep forest [30] will be investigated in the ensemble classifiers. Finally, we note that there is a need to establish a bigger non-redundant hot spot database from literature. 
