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Abstract 
Machine translation (MT) has been the milestone of language understanding, ultimately seeking to provide high 
quality translation between pairs of languages, which is the genesis of natural language processing (NLP). Hybrid 
machine translation (HMT) is integrates the core of existing methods, including rule-based MT, statistical-based MT, 
and example-based MT, which makes up the deficiencies of individual MT method. This paper discusses the typical 
couplings of translation methods, and pointed out the advantages and deficiencies. Besides these combinations, 
architecture expansion approaches for system optimization are introduced. This paper also reviews the technologies 
employed for system evaluation. 
© 2011 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of Harbin University 
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1. Introduction  
Machine translation (MT) is the applications of computer to provide high quality, idiomatic translation 
between any pairs of natural languages (Bird et al 2009), by rationalism method and empiricist method. 
Rule-based method is a typical rationalism method, which denotes machine translation systems based on 
linguistic information as knowledge source. RBMT method translates more accurately by trying to 
represent every piece of the input. But it is limited by lexical selection in transfer and analysis failures 
sentences. Statistical-based machine translation (SMT) and example-based machine translation (EBMT) 
represent the empiricist method. SMT method is more robust, and provides fluent translation due to the 
use of Language Models and better lexical selection. However, SMT and EBMT meets the difficulties to 
deal with requirements of linguistic knowledge, such as morphology, syntactic functions, and word order, 
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which lead to the lost of adequacy (Vilar et al 2006). Hence, each method benefits to its essential, but 
limitations are also occurs.   
  Hybrid machine translation (HMT) integrates the strengths of rationalism method and empiricist 
method. Essential of HMT is to integrate the core of MT engines. Multiple- engine HMT integrates all 
available MT methods, applying to their benefits, in order to improve qualities of output. HMT can also 
be constructed based on RBMT. Translation process is completed by coupling with SMT or EBMT that is 
employed to solve problems with certain parts. According to present requirements, the most popular 
combinations comprise “rule-based MT vs. statistical-based MT”, “rule-based MT vs. example-based 
MT”, and multiple combinations.  
The paper systemically discusses architecture, architecture adaption, application of other paradigms, 
and technologies of evaluation. Section 2 of the paper introduces coupling systems and their applications; 
conclusion and prospect is covered by the last section. 
2. HMT approaches for architecture 
 Coupling, in HMT approaches, uses two or more existing MT modules produce more reliable MT 
output. MT modules can be coupled in a serial pattern, in a parallel pattern, and 3-D space model. 
Previous studies have proposed that the best translation is produced from the output of combinations. 
Figure 1 shows a scheme framework of example couplings. 
Figure 1: Schematic system architecture of coupling 
2.1. Serial coupling 
2.11 Rule-based MT vs. statistical-based MT 
In serial coupling, translations are performed using RBMT, applies to relative small domains (Simard 
et al 2007). SMT is then used in an attempt to adjust the output from the RBMT, which is defined as 
Statistical post-editing (SPE), using bilingual training component (Figure 1). Combinations of RBMT and 
SPE are highly competitive in MT quality (Schwenk et al 2007). The output tends to be grammatical, and 
the main effect of the combination is an increase in lexical selection quality (Dugast et al 2007), which 
remedies one of the weak points of pure RMT systems. Thus, uncertainties of combinations still exist. 
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Errors are possibly be introduced by SMT postprocessor, e.g. confusion by SPE component, omission of 
output, etc. (Ehara 2007)(Dugast et al 2009). And bilingual training data are required by SPE, in order to 
align better output (Thurmair et al 2009).   
2.12 Rule-based MT vs. example-based MT 
Rule-based MT vs. example-based MT EBMT based on analogy, i.e. fragments, which are similar to 
input source language strings will be searched in the database. Searching result will be adapted as TL 
fragments, and then recombined to sentences (Turcato and Popowich 2003). In other words, EBMT 
system searches for analogous examples to guide generation of target language forms equivalent to the 
source language input. As knowledge of EBMT exists in the forms of examples, it is easy for system 
expansion by increasing examples and vocabularies. High quality translation can be produced, if large 
amount of examples exactly match. And deep level linguistics analysis is not required, unlike RBMT. 
However, boundary friction loss of information is one of the limitations of EBMT, which results in the 
loss of relationships between phrases which extracted from input sentences, and costs greater 
computational complexity. Moreover, case retrieval mechanism is essential of EBMT method, which 
determines the process of retrieval, e.g. start with sentence level or sub-sentence level. Alignment of 
fragments must be in the same level. In addition, smaller example fragment are used, more difficulties 
will be made for boundary determination. 
In order to produce better quality translation, EBMT has been brought into HMT by pioneer 
researchers. Satoshi constructed a Japanese-English MT system using HMT based on RBMT and EBMT. 
He designed a system using loosely aligned texts, and implemented a prototype of system that uses 
corpora of the level available to translate Japanese to English. The prototype allows users to take 
advantage of any aligned text by adding it to the set of sentences searched by the system. RBMT vs. 
EBMT based HMT is also used in parallel coupling (see section 2.B). 
2.2. Parallel coupling
Model, which employs parallel coupling architecture trains on the data from all sources, then identifies 
the best output from a list of n-best translations. It searches the best n-grams in all available hypotheses 
for the best candidate. A skeleton is selected as a basis on sentence level (Rosti et al 2007), which 
determines the structure or word order of the target sentence. For each position of the skeleton, the best 
translation alternative is identified and composed. In another way, selections are based on phrase or word 
level (heafield et al 2009). In this case, a confusion network is employed. Sentences are generated on the 
base of screened phrases and words from all available MT outputs.  
Take RBMT vs. SMT combination for example, most output stems from SMT module, while RBMT 
module seems to add certain hypotheses (Leusch et al 2009), simultaneously, RBMT is sometimes used as 
a skeleton (Chen et al 2009). Previous studies indicated that parallel coupling can make improvement of 
2-3BLEU. However, in another research, Callison-Burch pointed out that system combinations can 
perform as well as the best individual systems, but not significantly better (Callison-Burch et al 2009). 
Sanchez-Martınez et al (Sanchez-Martinez et al 2009) presented a novel approach to the integration of 
sub-sentential translation units into the Apertium free/open-source rule-based MT platform, using a 
shallow-transfer translation approach. Bilingual chunks are used as longest as available, which was 
expected to integrate more contexts with a language model for a better quality translation. It is used 
especially when an SL chunk has more than one TL equivalent. Their results show that a small 
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improvement in translation performance was achieved, and indicated that the differences from Apertium 
is relatively small. 
A parallel system approach is difficult to be used in practical applications due to computational 
resources, and availability of MT modules. For the requirement of the architecture, two systems would be 
able to run in parallel at least. Moreover, numbers of output candidates is huge, which would slow down 
the decision process. 
2.3. Three-dimensional MT space model 
A new perspective on MT has been proposed by Wu (Wu and Chiang 2007), developing a three-
dimensional MT model space based on three pairs of concepts (Figure 2). Axes are defined corresponding 
to the degree of statistical, example-based, and compositional techniques. 
Figure 2. Three independent dimensions of MT model space (Wu and Chiang, 2007) 
X-axis of EBMT represents the degree of the performance of abstraction, generalization, and 
adaptation during testing, which is opposed to during training. Models vary along the spectrum from 
schema-based models. Y-axis of RBMT represents the degree of composition of rules, which is opposed 
to lexical. Models vary along the spectrum from flat lexical models, and fully recursive compositional 
models. Z-axis of SMT represents the degree to which models make appropriate use of statistics, which is 
opposed to logic and set-theoretic models. Models vary along the spectrum from purely logical models, to 
models that make increasing use of statistics and statistical inference (Wu and Chiang 2007). The 3-D MT 
allows compositional structures or rules being restricted to manipulate flat chunks in the form of lexical 
strings or segments. Tree-structured SMT approaches support stochastic transduction rules. Hence, lexical 
collocations and compositional structure could be explicitly incorporated into SMT. 
3. Conclusion
MT technology has been developed more than 50 years. Many methods and technologies have been 
proposed and implemented in practice. However, essential deficiencies occurred in existing methods, even 
practical ones. Quality of translation is not of satisfaction so far. Then concept of HMT is introduced to 
integrate technologies into one system, which could make up each other’s deficiencies, which remedy a 
defect about single MT technology in the effect of translation to a great extent. 
In this paper, we’ve summarized the typical couplings of translation methods, which demonstrated the 
architectures of HMT systems, and pointed out the advantages and deficiencies. Apart from these 
combinations, further improvements are needed as architecture expansion approaches, including pre-
editing of individual translation method of the system, and modifications for the constructed HMT. The 
paper would like to suggest technologies for system evaluation, such as  approaches of BLEU and NIST, 
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which are developed by IBM and U.S NIST respectively, are found high frequency of applications. Other 
approaches are also of interest. 
Present researches in this field are carrying forward in many directions. For example, sufficient 
amounts of bilingual data still do not available for many languages and domains, or can-not be accessed, 
further research are need on construction of resources, alternatives could also help; investigation on 
automatic learning of the dialect transition probability and test should be improved in regards to better MT 
quality; and enhancement of evaluation technologies, etc. In the future, the development of HMT will give 
much help to government or enterprise, who applies MT for their needs. 
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