Abstract. In this paper, we describe the asymptotic behaviour of globally defined solutions and of bounded solutions blowing up in finite time of the radial energy-critical focusing nonlinear wave equation in three space dimension.
Introduction and main result
In this work we consider the energy-critical focusing non-linear wave equation in space dimension 3:
where I is an interval (0 ∈ I), u is real-valued,Ḣ 1 :=Ḣ 1 (R 3 ), and L 2 := L 2 (R 3 ). More precisely, we are interested in the so-called "soliton resolution conjecture" for radial solutions of (1.1). There has been a widespread belief in the mathematical physics community that, for large global solutions of dispersive equations, the evolution asymptotically decouples for large time into a sum of modulated solitons, a free radiation term and a term which goes to zero at infinity (see [37] , [41] , [40] , [47] , [46] , [20] ). Such a result should hold for globally well-posed equations (see [7] for a recent result in this direction for mass-subcritical NLS), or in general with the additional imposition that the solution does not blow up. When blow-up may occur, such decompositions are always expected to be unstable, see Remark 1.1 below. So far, to the authors knowledge, the only cases when a result of this type are proved are for the integrable KdV for data with regularity and decay, due to Eckhaus and Schuur (see [16] , [15] ) and for the integrable mKdV (see [40] ). Note that even the radial case of this conjecture is considered quite challenging (see [46] for example), and also that in the one dimensional case, only integrable models have been treated rigorously (see also [48] , [42] for heuristics in the case of the cubic NLS in one space dimension).
In the case of equation (1.1), since we are dealing with radial solutions, the solitons are of the form ± 
Previous results for the equation (1.1) dealt with solutions close to W (see [14] for the radial case and [13] for the nonradial case) and for large, radial solutions in the case when the asymptotics hold along a specific sequence, and the solution is assumed to be bounded in norm [12] . Since we are in a critical case, there is another regime in which one expects a similar decomposition, that is for solutions which blow up in finite time, but with bounded critical norm. We also establish such a result in this paper for radial solutions of (1.1).
Results of this type for other equations in the global case include those for data close to the soliton for subcritical nonlinearities: see the works of Martel and Merle [27] in the case of generalized KdV equations, of Buslaev and Perelman [4, 3] in the case of one dimensional NLS with specific nonlinearities, of Soffer and Weinstein [44] for NLS with specific non-linearities in higher dimensions. For critical nonlinearities, see Martel and Merle for generalized KdV [26] . For the finite time blow-up case in a critical setting, close to the soliton, we have the work of Martel and Merle [28] for the critical generalized KdV, and of Raphaël and Merle [32, 33] for the mass-critical NLS. In the finite time blow-up case, there are some large data results for critical equivariant wave-maps into the sphere due to Christodoulou -Tahvildar-Zadeh, ShatahTahvildar-Zadeh and Struwe (see [8, 43, 45] ) which show convergence along some sequence of times, locally to a soliton (harmonic map). In the case where a global Lyapunov functional is present in self-similar variables, results have been obtained for one dimensional wave equation in the work of Merle and Zaag [36] . For formation of similar structures (towering bubbles) for critical elliptic equations, for example on domains excluding a small ball, as the size of the ball goes to 0, see the work of Musso and Pistoia [38] and references therein.
We now turn to the description of our result. We will restrict ourselves to the case of radial solutions, and denote by r = |x| the radial variable. The equation (1.1) is well-posed inḢ 1 × L 2 . We will denote by (T − (u), T + (u)) the maximal interval of existence of u. On this interval of existence, the energy: E(u(t), ∂ t u(t)) = 1 2 |∇u(t, x)| 2 dx + 1 2 (∂ t u(t, x)) 2 dx − 1 6 (u(t, x)) 6 dx is conserved. In all the paper, if f and g are two positive functions defined in a neighborhood of ℓ ∈ R ∪ {±∞}, we will write f (t) ≪ g(t) as t → ℓ if and only if lim t→ℓ f (t) g(t)
= 0.
Theorem 1. Let u be a radial solution of (1.1) and T + = T + (u). Then one of the following holds:
• Type I blow-up: T + < ∞ and (
1.2) lim
t→T + (u(t), ∂ t u(t) Ḣ1 ×L 2 = +∞.
• Type II blow-up: T + < ∞ and there exist (v 0 , v 1 ) ∈Ḣ 1 × L 2 , an integer J ∈ N \ {0}, and for all j ∈ {1, . . . , J}, a sign ι j ∈ {±1}, and a positive function λ j (t) defined for t close to T + such that λ 1 (t) ≪ λ 2 (t) ≪ . . . ≪ λ J (t) ≪ T + − t as t → T + (1. an integer J ∈ N, and for all j ∈ {1, . . . , J}, a sign ι j ∈ {±1}, and a positive function λ j (t) defined for large t such that λ 1 (t) ≪ λ 2 (t) ≪ . . . ≪ λ J (t) ≪ t as t → +∞ (1.5) Remark 1.1. It is known that the set S 1 of initial data (u 0 , u 1 ) ∈Ḣ 1 × L 2 such that the corresponding solution of (1.1) scatters forward in time is an open subset ofḢ 1 × L 2 . It is widely believed that the set S 2 of initial data leading to a type I blow-up in positive time is also open (see [29] for a similar result for the supercritical heat equation). Theorem 1 says that any radial, finite energy solution of (1.1) whose initial data is in the complementary set S 3 of S 1 ∪ S 2 decouples in a finite sum of rescaled solitons and a radiation term. We believe that one could deduce from Theorem 1, using arguments similar to the ones in [30] for the radial heat equation or in [35] for the L 2 -critical nonlinear Schrödinger equation, that S 3 is the boundary of S 1 ∪ S 2 . We conjecture in particular that a nontrivial consequence of Theorem 1 is that the asymptotic behaviour of solutions with initial data in S 3 is unstable.
For critical problems, understanding the boundary of the set of initial data leading to blow-up is relevant. For example, for the L 2 -critical NLS equation viewed as a limit of the Zakharov system, the structurally stable blow-up is given by the pseudo-conformal blow-up, which is unstable with respect to the initial data (see [31] ). See also [18] and [2] in the hyperbolic context. Remark 1.2. In the finite time blow-up case, Theorem 1 implies that lim t→T + (u(t), ∂ t u(t)) Ḣ1 ×L 2 = ℓ ∈ ( ∇W L 2 , +∞) exists. In particular, there is no oscillation of the norm, or mixed asymptotics, where the limit is infinite for one sequence {t n } → T + and finite for another sequence {t n } → T + . Remark 1.3. Another consequence of Theorem 1 in the case T + < ∞ is that solutions split into type I and type II blow-up. It is surprising that this can be established in a critical problem outside the parabolic setting (see [29] for example). Remark 1.4. Note that in the case when T + < ∞, both type I (see [12, §6.2] ) and type II (see [23] , and also [19] ) exist. We expect that type II solutions with arbitrary J ≥ 1 exist. For such constructions in the elliptic radial case, see for example [38] , and in the hyperbolic one-dimensional setting [9] . Remark 1.5. For the case T + = +∞, Theorem 1 implies that (u(t), ∂ t u(t) Ḣ1 ×L 2 is bounded on [0, +∞). More precisely,
(Note that unless E(u 0 , u 1 ) ≥ 0, T + < ∞, see [24] , [21] .) Thus there are no solutions such that T + = ∞ and lim sup
Such a result has been established before only in the dissipative case [6] and for subcritical Klein-Gordon equations [5] . Solutions as in Theorem 1 with T + = +∞ and J = 1 have been recently constructed in [11] . As in Remark 1.4, we expect that they exist for any J ≥ 0 (the existence of wave operators, i.e the case J = 0 is of course classical). In the case T + = +∞, Theorem 1 implies that J ≤
The fundamental new ingredient of the proof is the following dispersive property that all radial solutions u to (1.1) (other than 0 and ±W up to scaling) verify in their domain of definition, namely that there exist R > 0, η > 0 such that for all t ≥ 0 or all t ≤ 0, we have
This property is established using only the behavior of u outside regions as in (1.7), without using any global integral identities of virial type. (In fact this approach gives a new proof of the fact that 0 and ±W are, up to scaling, the onlyḢ 1 radial solutions of the elliptic equation ∆f + f 5 = 0.) Using (1.7) with R > 0, the finite speed of propagation and the profile decomposition of Bahouri and Gérard [1] , we are able to decouple the dynamics of different profiles in regions of the type in (1.7). This is a fundamentally different approach to the one we used in [12] , which ultimately relied on virial identities. This new approach also yields a different proof of the characterization of radial solutions of (1.1) with a compact trajectory up to scaling (see Theorem 2 of [14] ) that does not rely on virial identities. Let us emphasize that most of the proof of Theorem 1 does not use any specific algebraic property of equation (1.1). In particular, the conservation of energy is only used in §3.2 to show that theḢ 1 × L 2 norm of a global solution does not go to infinity as t → +∞. For this reason, we expect our general method to apply to many nonlinear dispersive equations and in particular to other hyperbolic problems, at least in the radial case. However, the deepest part of our paper, the characterization of solutions not satisfying (1.7) (carried out in Section 2) is proved only in the context of equation (1.1).
In the nonradial case, even the elliptic equation −∆u = u 5 on R 3 is not well-understood yet (see [10] for the existence of solutions with infinitely many distinct energies), and we believe that for nonradial solutions of (1.1), only analogs of Theorem 1 with some extra assumptions are within reach. The nonradial case seems very challenging and out of reach in its full generality for now.
A key ingredient in our proof is the finite speed of propagation. However, in the case of infinite speed of propagation, the channel of energy method can still be applied (see e.g. [34] ).
The outline of the article is as follows. In Section 2, we show the property (1.7) for nonstationary solutions of (1.1). In Section 3 we prove Theorem 1 in the case of global solutions. In Section 4, we sketch the proofs in the finite-time blow-up case.
Existence of energy channels for nonstationary solutions
We will denote by S(t)(v 0 , v 1 ) the solution v to the linear wave equation on R × R 3 :
One can show (see [12] and Lemma 2.3 below) that if v is not identically 0, there exist R > 0 and η > 0 such that the following holds for all t ≥ 0 or for all t ≤ 0:
In this section, we prove that essentially all radial solutions of the nonlinear equation (1.1) satisfy this "channel of energy" property in some sense, except the stationary solutions 0 and
where · denotes the Lebesgue measure. We make the convention that ρ(u 0 , u 1 ) = +∞ if the set over which we take the infimum is empty. The main results of this section are the following: ( u 0 (r), u 1 (r)) = (u 0 (r), u 1 (r)) for r > R, and the following holds for all t ≥ 0 or for all t ≤ 0: 
and the following holds for all
Then there exists η > 0 and a global, radial solution u of (1.1), scattering in both time directions, such that (2.3) holds, and (2.4) is satisfied for all t ≥ 0 or for all t ≤ 0.
Let us mention that Propositions 2.1 and 2.2 generalize Theorem 2 of [14] (for the case N = 3), which states that any radial solution of (1.1) which has a relatively compact trajectory up to scaling inḢ 1 × L 2 is a stationary solution.
The proofs of Propositions 2.1 and 2.2 are based on dispersive properties of radial solutions to the linear wave equation (see Lemma 2.3 below), the small data theory of (1.1) and related equations, and refined localization arguments based on finite speed of propagation. Note that we never use in the proofs of the propositions any variational characterization of W or any uniqueness result on the elliptic equation −∆u = u 5 : the fact that 0, W and −W are (up to scaling) the only radial finite-energy solutions of this equation on R 3 can be seen as consequences of Propositions 2.1 and 2.2.
2.1. Preliminaries. We start with a few notations. We will denote by u = (u, ∂ t u).
for r > R, and
We will denote by D
1/2 x
the Fourier multiplier with symbol |ξ| 1/2 . We recall the following Lemma on radial, linear solutions, proved in [14] :
. Then the following holds for all t ≥ 0 or for all t ≤ 0:
The norm in Lemma 2.3 and the usualḢ 1 norm are related by the following formula, given by a straightforward integration by parts: for any radial f ∈Ḣ 1 and R > 0,
We will also need the following small data Cauchy problem result:
Lemma 2.4. There exists a small δ 0 > 0 with the following property. Let I be an interval with
Then there exists a unique solution h of
We will use Lemma 2.4 with two choices of V , given by the following claim:
Then there exists a small t 0 > 0 such that (2.8)
Then if R 0 is large, (2.8) holds with I = R.
We will prove Lemma 2.4 and Claim 2.5 in Appendix A. We conclude this preliminary subsection with the following elementary claim that will be needed throughout the proofs: Claim 2.6. Let u be a global solution of (1.1) such that for some R > 0, (2.13) lim sup
then (2.4) holds for some η > 0 and all t ≥ 0. An analoguous statement holds for negative times.
Proof. Indeed, assume (2.13), and (by contradiction) that there exists a sequence t n → ∞ such that
Let u n be the solution of (1.1) such that
Consider a small ε > 0 and let n such that (u n (t n ), ∂ t u n (t n )) Ḣ1 ×L 2 < ε. By the small data theory, u n is globally defined and for all t,
By finite speed of propagation, for all t, ( u(t n + t, r), ∂ t u(t n + t, r)) = (u n (t n + t, r), ∂ t u n (t n + t, r)) if r > R + t n + |t|, and hence lim sup
As ε > 0 is arbitrarily small, this contradicts (2.13), concluding the proof. Step 1: linearization around W . By our assumptions (up to a sign change), (u 0 , u 1 ) = (W, 0) + (h 0 , h 1 ) where (h 0 , h 1 ) is compactly supported. Using that W is globally defined, we get that there exists ε > 0 such that for any solution U of (1.1) with (W, 0)
Letǔ be the solution of (1.1) with initial data (W +ȟ 0 ,ȟ 1 ). Equivalently,ȟ =ǔ − W is the solution of (2.14)
By the definition of ε,ǔ andȟ are defined on [−R 0 , R 0 ]. By finite speed of propagation, (ǔ, ∂ tǔ ) = (W, 0) for r ≥ ρ(h 0 , h 1 ) + |t|, and thus
We must show that for all
Step 2: small time interval.
By Claim 2.5, there exists a small t 0 > 0 such that W satisfies the assumption (2.8) of Lemma 2.4 with I = [−t 0 , t 0 ]. We show in this step that (2.16) holds for all t ∈ [−t 0 , 0] or all t ∈ [0, t 0 ].
Let ρ 0 close to ρ(h 0 , h 1 ) such that R ′ < ρ 0 < ρ(h 0 , h 1 ), and define
If ρ(h 0 , h 1 ) − ρ 0 is small enough, we can assume
where δ 0 is given by Lemma 2.4. By Lemma 2.4, there exists a unique solution g of
and denoting by g l (t) = S(t)(g 0 , g 1 ),
By Lemma 2.3 and formula (2.7), the following holds for all t ∈ [0, t 0 ] or for all t ∈ [−t 0 , 0]:
We have
and thus if ρ 0 is close enough to
Combining with (2.18) (2.19) we get that the following holds for all t ≥ 0 or for all t ≤ 0:
By finite speed of propagation (see the argument after (2.27) below), one can replace g byȟ in the left-hand side of (2.21). Hence Step 3: end of the proof.
It is now easy to conclude by an induction argument. Assume to fix ideas that (2.16) holds for all t ∈ [0, t 0 ]. Applying Step 2, to t →ȟ(t + t 0 ), we get that the following holds for all t ∈ [0, t 0 ] or for all t ∈ [t 0 , min(2t 0 , R 0 )]: 
where the large parameter R 0 > 0 is given by Claim 2.5.
Furthermore, letting g l = S(t)(g 0 , g 1 ), we have
We divide the proof into two steps.
Step 1. In this step, we show that the following holds for all t ≥ 0 or for all t ≤ 0:
Indeed by Lemma 2.3 and the integration by parts formula (2.7), the following holds for all t ≥ 0 or for all t ≤ 0:
By (2.20) (with R instead of ρ 0 ), and using that
L 2 , which shows (2.25) in view of (2.24).
Step 2: conclusion of the proof.
Let u be the solution of (1.1) with initial data (
is chosen large and R > R 0 close enough to ρ(h 0 , h 1 ), it is easy to see that ( u 0 , u 1 ) Ḣ1 ×L 2 is small, and thus that u is globally defined and scatters in both time directions. Moreover,h satisfies
Using that W = V if |x| > R 0 + |t| we get by finite speed of propagation and the equations (2.23) and (2.26), (2.27) (h, ∂ th )(t, r) = (g, ∂ t g)(t, r) for r > R + |t|.
Indeed, w =h − g satisfies the equation:
One can check that for any compact interval
The solution w can be constructed by a fixed point on small time intervals as in Appendix A. Writing the solution w iteratively via Duhamel formula, one shows using the finite speed of propagation for the free wave propagator that w = 0 for |x| > R 0 + |t|, which gives (2.27). We omit the details.
By
Step 1, we deduce that the following holds for all t ≥ 0 or for all t ≤ 0:
we get that one of the following holds at least for one sign + or −:
which concludes the proof of case (b) of Proposition 2.2, in view of Claim 2.6.
Other solutions.
In this part we prove Proposition 2.1 as a consequence of the following lemma:
Lemma 2.7. Let u be a global, radial solution of (1.1) such that, for some R > 0,
Then (u 0 , u 1 ) is compactly supported, or there exists λ > 0 and ι ∈ {±1} such that
is compactly supported.
End of the proof of Proposition 2.1. We first assume Lemma 2.7 and prove Proposition 2.1. Let u be a radial solution of (1.1). We first note that the conclusion of Proposition 2.1 holds when (u 0 , u 1 ) is compactly supported. Indeed, in this case, the proof of §2.2.2 remains valid, replacing V and W by 0, and using the standard small data Cauchy theory for equation (1.1) instead of Lemma 2.4. We note that this case was treated in [12] (see Lemma 3.4) .
Assume that (u 0 , u 1 ) is not compactly supported, and let ( u 0 , u 1 ) = Ψ R (u 0 , u 1 ), where R > 0 is chosen large, so that (ε > 0 is given by the small data Cauchy theory for (1.1)):
Let u be the solution of (1.1) with initial data ( u 0 , u 1 ). According to Claim 2.6, there exists η > 0 such that u satisfies (2.4) for all t ≥ 0 or all t ≤ 0 unless:
Assume (2.30). Then by Lemma 2.7, ( u 0 , u 1 ) is compactly supported or there exists λ > 0 and
, 0 is compactly supported. In the first case, (u 0 , u 1 ) is compactly supported, which is already excluded. In the second case,
is compactly supported, contradicting the assumptions of Proposition 2.1 and concluding the proof.
It remains to prove Lemma 2.7. Let u be as in Lemma 2.7. We let v = ru, v 0 = ru 0 and v 1 = ru 1 . We first show two Lemmas.
Lemma 2.8. There exists a constant C 0 > 0 (not depending on u) such if for some r 0 > 0 (2.31)
Furthermore, for all r, r ′ with r 0 ≤ r ≤ r ′ ≤ 2r,
Proof. We first assume (2.32) and prove (2.33). If r 0 ≤ r ≤ r ′ ≤ 2r, we have by (2.32):
hence the first inequality in (2.33). If r ≥ r 0 , then (see formula 2.7),
which yields the second inequality in (2.33). We next show (2.32). Let u l (t, r) = S(t)(u 0 , u 1 ) and v l = ru l . By Lemma 2.3, the following holds for all t ≥ 0 or for all t ≤ 0 (2.34)
Recall the definition of Ψ R from the beginning of Subsection 2.1.
, and u the solution of (1.1) with initial data ( u 0 , u 1 ). By assumption (2.31), ( u 0 , u 1 ) 2Ḣ 1 ×L 2 ≤ δ 0 . Taking δ 0 small, we get by the small data Cauchy theory that for all t ∈ R,
By finite speed of propagation,
and we obtain:
Combining (2.34) and (2.35), we see that the following holds for all t ≥ 0 or for all t ≤ 0:
Letting t → +∞ or t → −∞ in (2.36), we see that the first term of the right-hand side of (2.36) goes to 0 by our assumption on u. Since
and δ 0 is small, we can neglect the term
dr in the right-hand side of (2.36). Noting that r 5 0 u 10 0 (r 0 ) =
, we get (2.32).
Lemma 2.9. The function v 0 (r) has a limit ℓ ∈ R as r → +∞. Furthermore, there exists C > 0 such that
Proof. We first claim that there exists C > 0 such that for large r:
, and thus |v 0 (2 n r 0 )| ≤ 2 n 10 |v 0 (r 0 )|, which shows the inequality (2.38) for r = 2 n r 0 , n ∈ N. The general case for (2.38) follows from (2.33).
We next prove that v 0 (r) has a limit as r → +∞. By (2.33), we get, for n ∈ N,
By (2.38), there exists C > 0 such that
which shows that there exists ℓ ∈ R such that
Using (2.33) and (2.38), we get lim
It remains to prove (2.37). Using that v 0 (r) converges as r → ∞, we get that it is bounded for r ≥ r 0 , and thus the first inequality in (2.33) implies, for r ≥ r 0 and n ∈ N,
Summing up, we get
which concludes the proof of Lemma 2.9.
End of the proof of Lemma 2.7. Consider the limit ℓ of v 0 defined in Lemma 2.9. We distinguish between two cases, depending on ℓ.
The case ℓ = 0. In this case we will show that (v 0 , v 1 ) is compactly supported. We fix a large r. By (2.33), using that δ 0 is small,
By induction, we obtain |v 0 (2 n r)| ≥ 3 4
n |v 0 (r)|. Since ℓ = 0, (2.37) in Lemma 2.9 implies:
Letting n → +∞, we get a contradiction unless v 0 (r) = 0. Since r is any large positive number, we have shown that the support of v 0 is compact. By (2.32), we get that the support of v 1 is also compact, concluding this case.
The case ℓ = 0. In this case we will show that there exists λ > 0 and a sign + or − such that
λ , u 1 is compactly supported. We note that for large r,
Thus Lemma 2.9 implies the existence of a constant C > 0 such that
where λ = ℓ 2 3 and the sign ± is the sign of ℓ. Rescaling u, and replacing u by −u if ℓ < 0, we can assume:
We claim that for a large R 0 > 0 we have
, it is easy to conclude that (H 0 (r), H 1 (r)) = (0, 0) for large r exactly as in the case ℓ = 0. Indeed, (2.40) implies, for large r and n ∈ N:
Letting n → +∞, we get a contradiction unless H 0 (r) = 0. Thus H 0 is compactly supported. By (2.40) again, we obtain that H 1 is compactly supported concluding the proof.
It remains to show (2.40) . Consider the large positive number R 0 and the potential V defined by Claim 2.5. Let r 0 > R 0 , and define
Let g l (t) = S(t)(g 0 , g 1 ), and consider the solution g of
By Lemma 2.4, we get that g is globally defined and satisfies
By Lemma 2.3, the following holds for all t ≥ 0 or for all t ≤ 0:
Combining (2.42) and (2.43), we get that for all t ≥ 0 or for all t ≤ 0,
By finite speed of propagation (as in Step 2 of §2.2.2) we get g(t, r) = h(t, r) for r ≥ r 0 + |t|.
Letting t → +∞ or t → −∞ and using that
and our assumption on u, we obtain that the second term of the last line of (2.44) goes to 0. Hence (2.44) implies 1 2
hence (2.40).
Proof of the main result in the global case
In this section we prove Theorem 1 in the global case: we show that all global radial solutions of (1.1), can be expanded as in (1.6). We start by recalling a few useful facts about the profile decomposition of Bahouri and Gérard [1] . In Subsection 3.2, we prove, using finite speed of propagation and convexity/monotonicity as in [21] , that a global solution is bounded along a sequence of times going to infinity. In Subsection 3.3, we show that a global solution u has a linear behaviour at finite distance from the boundary {|x| = |t|} of the wave cone, thus constructing the free wave v l of the expansion (1.6). The core of the proof is Subsection 3.4 where we use the channel of energy method and the results of Section 2 to prove that an expansion as (1.6) holds (after extraction of a subsequence) along any sequence of times going to infinity for which the solution is bounded. In Subsection 3.5 we conclude the proof, using continuity arguments to chose the signs ι j and the scaling parameters λ j (t) independently of the choice of the sequence of times.
3.1. Preliminaries on profile decomposition. We gather in this subsection well known facts about the profile decomposition of Bahouri and Gérard [1] .
3.1.1. Definition. Consider a sequence {(u 0,n , u 1,n )} n of radial functions inḢ 1 × L 2 , which is bounded inḢ 1 × L 2 . By [1] , there exists a subsequence of {(u 0,n , u 1,n )} n (that we still denote by {(u 0,n , u 1,n )} n ) with the following properties.
There exist a sequence (U j l ) j≥1 of radial solutions of the linear equation (2.1) with initial data (U j 0 , U j 1 ) ∈Ḣ 1 × L 2 , and, for j ≥ 1, sequences {λ j,n } n , {t j,n } n with λ j,n > 0, t j,n ∈ R satisfying the pseudo-orthogonality relation
where
One says that (u 0,n , u 1,n ) n admits a profile decomposition with profiles U j l j and parameters {λ j,n , t j,n } j,n . The profiles can be constructed as follows. Let v n (t) = S(t)(u 0,n , u 1,n ). Then
weakly inḢ 1 × L 2 . In other words, the initial data (U n v n (t n , λ n ·), λ 3/2 n ∂ t v n (t n , λ n ·) , where {λ n } n , {t n } n are sequences in (0, ∞) and R respectively.
The following expansions hold for all J ≥ 1:
We denote, for simplicity:
Approximation by a sum of profiles. Translating in time and rescaling U j l (t, x), and extracting subsequences, we will always assume that one of the following two cases occurs (3.10) ∀n, t j,n = 0 or lim n→∞ −t j,n λ j,n = ±∞.
As a consequence, using the local well-posedness of (1.1) in the first case and the existence of wave operators for (1.1) in the second case, one can construct a solution U j of (1.1) such that −t j,n /λ j,n is in the domain of U j for large n and
The solution U j is called the nonlinear profile associated to U j l , λ j,n , t j,n n . We will use the notation:
We also recall the following approximation result, consequence of a long time perturbation argument. See the Main Theorem p. 135 in [1] for the defocusing case, and a sketch of proof right after Proposition 2.8 in [14] .
Proposition 3.1. Let {(u 0,n , u 1,n )} n be a bounded sequence inḢ 1 × L 2 admitting a profile decomposition with profiles {U j l } and parameters {t j,n , λ j,n }. Let θ n ∈ [0, +∞). Assume
Let u n be the solution of (1.1) with initial data (u 0,n , u 1,n ). Then for large n, u n is defined on
and
where w J n (t) = S(t) w J 0,n , w J 1,n and
An analoguous statement holds if θ n < 0.
An orthogonality property.
Claim 3.2. Let {(u 0,n , u 1,n )} n , {U j l }, {t j,n , λ j,n } and θ n ∈ R satisfy the assumptions of Proposition 3.1. Consider sequences {ρ n } n , {σ n } n such that for all n, 0 ≤ ρ n < σ n (the case σ n = +∞ is not excluded). Then:
The proof of Claim 3.2 is given in appendix B.
Localization of a profile.
The following Lemma is an easy consequence of the strong Huygens principle. We refer to [14] for the proof. Lemma 3.3. Let U j l,n be defined by (3.9) , and assume
Then, if ℓ j = ±∞,
and if ℓ j ∈ R,
3.2. Boundedness along a subsequence.
Proposition 3.4. Let u be a solution of (1.1) such that T + (u) = +∞. Then the energy of u is nonnegative and lim inf
In particular, there exists a sequence
Remark 3.5. Proposition 3.4 also holds in a nonradial context with the same proof.
Remark 3.6. In [21] , it was shown that if |∇u 0 | 2 > |∇W | 2 and E(u 0 , u 1 ) < E(W, 0), then T + (u) is finite. In this case, the variational characterization of W implies that for all t in the domain of definition of u,
which, together with the condition
+ ε for some ε > 0 independent of t. Thus Proposition 3.4 implies the blow-up result of [21] . The proof of Proposition 3.4 is almost the same as the one in [21] , which uses an argument going back to H. Levine [24] . We sketch it for the sake of completeness.
Proof. We argue by contradiction. Assume that the conclusion of the proposition does not hold. Then there exists t 0 > 0, ε 0 > 0 such that
We will show that there exists γ > 1 such that for large t, (3.20) y ′ (t) > 0, and γy ′ (t) 2 ≤ y(t)y ′′ (t).
This will gives a contradiction by standard ODE arguments. Indeed, (3.20) implies that for
Thus there exists c 0 > 0 such that for large t, d dt
which contradicts the fact that y is nonnegative. It remains to prove (3.20) . Combining finite speed of propagation, the small data Cauchy theory for (1.1), Hardy and Sobolev inequalities, we easily get that
Let ϕ ∈ C ∞ (R 3 ) be a radial function such that ϕ(r) = 1 if r ≤ 2, ϕ(r) = 0 if r ≥ 3. Then
Furthermore,
and thus by (3.21),
Differentiating (3.23) and using equation (1.1), we get, in view of (3.21),
By (3.19), there exists t 1 ≥ t 0 such that for some small ε 1 > 0, 
We first prove a preliminary result. Let {ϕ δ } δ be a family of radial C ∞ functions on R 3 , defined for δ > 0 small and such that
Lemma 3.8. Let u be a solution of (1.1) such that T + (u) = +∞, and ε be a small positive number. Then there exists t n → +∞ and a small δ > 0 such that ϕ δ x tn u(t n ) has a profile decomposition with profiles U j l j and parameters {λ j,n , t j,n } j,n such that ∀j ≥ 2, lim n→+∞ −t j,n λ j,n = +∞, (3.30)
Proof. The proof is very close to [12, Proof of Lemma 3.8]. We recall it for the sake of completeness. We divide the proof in two steps.
Step 1. In this step we show that there exist δ ′ > 0 and a sequence s n → +∞ such that ϕ δ ′ x sn u(s n ) n has a profile decomposition with profiles V j l j and parameters {µ j,n , s j,n } j,n satisfying ∀j ≥ 2, lim n→+∞ −s j,n µ j,n ∈ {±∞} and lim
First note that by finite speed of propagation and small data theory, (3.34) lim
By Proposition 3.4, there exists a sequence s n → +∞ such that u(s n ) Ḣ1 ×L 2 is bounded. After extraction of a subsequence in n, we know from [1] that { u(s n )} n has a profile decomposition with profiles { V j l } j and parameters {µ j,n , s j,n } j,n . By (3.34) and Lemma 3.3, for all j,
(as usual, extracting subsequences, we can always assume that these limits exist).
If lim n→∞ µ j,n sn > 0 then we cannot have lim n→+∞ |s j,n | µ j,n = +∞ which would contradict (3.35). Thus we can assume s j,n = 0 for all n. Using the pseudo-orthogonality of the parameters, we deduce that there is at most one index j such that lim n→∞ µ j,n sn > 0. We will assume that this index is j = 1, and that µ 1,n = s n for all n. By (3.34), (3.37) supp(
Using (3.29) and (3.37), one can easily show that (3.33) is satisfied for small δ ′ > 0.
Let j ≥ 2, and distinguish two cases:
• If s j,n = 0 for all n, by quasi-orthogonality, lim n→+∞ µ j,n sn = 0, which shows by Lemma 3.3,
• If lim n→+∞ s j,n µ j,n = ±∞, then, denoting by
we have, by Lemma 3.3,
as n tends to infinity. We have: 
Combining (3.38), (3.39), (3.40) and (3.41) we get that ϕ δ ′ x sn u(s n ) n has a profile decomposition satisfying (3.32) and (3.33), which concludes Step 1.
Step 2.
Let u n be the solution of (1.1) with initial data ϕ δ ′ x sn u(s n ). Then by Proposition 3.1, u n is defined on [0, s n /2] and
and V j are the nonlinear profiles associated to the profiles V j l,n defined in Step 1. Let t n = 
and the conclusion of the lemma follows from a similar analysis to the one at the end of Step 1.
Proof of Lemma 3.7.
Step 1. In this step we show that for all A ∈ R, there exists a radial solution v A l to the linear equation (2.1) such that
Again, the proof is close to the one in [12] . Consider the sequence t n given by Lemma 3.8, and let u n be the solution of (1.1) with initial data ϕ δ (x/t n ) u(t n , x) at t = 0. It follows from (3.30), (3.31) and Proposition 3.1 that for large n, u n is globally defined and scatters for positive times. We fix a large n and letṽ l,n be the solution of the linear equation (2.1) such that
By finite speed of propagation, u(t n + t, x) = u n (t, x) for |x| ≥ (1 − δ)t n + t, t ≥ 0. Hence
Chosing n large, so that δt n ≥ A, we get (3.42) with v A l (t, x) =ṽ l (t − t n , x), concluding this step.
Step 2: end of the proof. Consider the sequence {t n } n given by Proposition 3.4, and assume, after extraction of a subsequence in n, that S(−t n ) u(t n ) has a weak limit (v 0,l , v 1,l ), as n tends to infinity, inḢ 1 × L 2 . Furthermore, extracting again, we can assume that the sequence u(t n ) has a profile decomposition
Note that in this decomposition, we have chosen the first profile as U 1 l = v l , with parameters λ 1,n = 1, t 1,n = −t n , which is consistent with the definition of profiles as weak limits, see (3.4) .
Let A ∈ R and v A l be the linear solution given by Step 1. Then u(t n ) − − → v A l (t n ) has the following profile decomposition:
where the first profile is U 1 l = v l − v A l , and the corresponding parameters are again λ 1,n = 1 and t 1,n = −t n . By Claim 3.2, we get that (3.42) implies
Using that v A l − v l is a solution to the linear wave equation, the decay of the free energy of v A l − v l outside the lightcone |x| ≥ t − A implies:
which, together with (3.42), yields (3.28).
Analysis along a sequence of times. In this subsection, we show:
Proposition 3.9. Let t n → +∞ be such that { u(t n )} n is bounded inḢ 1 × L 2 , and v l be the linear solution given by Lemma 3.7 . Then, after extraction of a subsequence in n, there exist J ≥ 0, ι 1 , . . . , ι J ∈ {±1} and sequences {λ j,n } n with 0 < λ 1,n ≪ . . . ≪ λ J,n ≪ t n such that
Let us emphasize the difference between Proposition 3.9 and Theorem 4 of [12] . Theorem 4 of [12] states that if u is bounded inḢ 1 × L 2 , there exists a sequence t n → +∞ such that (3.44) holds, whereas in Proposition 3.9, the sequence t n → +∞ can be chosen as a subsequence of any sequence {t ′ n } n such that u(t ′ n ) is bounded. This apparently small difference allows us to prove that the expansion (1.6) holds for all large time, and not only along a sequence of times as in [12] .
Let us quickly explain the proof of Proposition 3.9. Arguing by contradiction, we expand u(t n ) into profiles and assume for example that one of the nonzero profiles is not equal to ±W . Using the results of Section 2, we show that this profile will send an energy channel into the future (which contradicts Lemma 3.7) or into the past (giving an initial data with infinite energy, a contradiction). This channel of energy method was already used in our previous articles [14] , [13] and [12] . However, in these articles, we could only show that small solutions of (1.1) (and also, in [12] , compactly supported solutions) have an appropriate energy channel property, whereas Section 2 shows that this property holds in some sense for any nonstationary radial solution of (1.1).
Before proving Proposition 3.9, we will need two technical lemmas. Lemma 3.10 gives a "profile" version of the results of Section 2. Lemma 3.11 makes explicit the energy channel argument.
Lemma 3.10. Consider a non-zero profile
and assume that
or that t j,n = 0 for all n and that one of the following holds:
(a) for all µ > 0, for both signs 
and there exists η j > 0 such that the following holds for all t ≥ 0 or for all t ≤ 0 (3.47) ∀n,
We postpone the proof of Lemma 3.10 to Appendix C.
Lemma 3.11. There exists no sequence {t n } n → +∞ with the following properties.
There exists a sequence of functions {(u 0,n , u 1,n )} n , bounded inḢ 1 × L 2 , and a sequence {ρ n } n of nonnegative numbers such that
and there exists J 0 ∈ N, ι 1 , . . . , ι J ∈ {±1} such that (u 0,n , u 1,n ) has a profile decomposition of the following form:
(a) there exists j 0 ≥ J 0 + 1 such that for all t ≥ 0 or for all t ≤ 0:
Proof. We first note that for any j ∈ {1, . . . , J 0 },
This follows from (3.34), the fact that W is not compactly supported, and the formula
We denote by v the solution of (1.1) such that
Translating u in time if necessary, we will assume that v is defined on [0, +∞). We will prove the result by induction on J 0 .
Case J 0 = 0. Let u n be the solution of (1.1) with data (u 0,n , u 1,n ). By Proposition 3.1, (u 0,n , u 1,n ) is defined on [−t n , +∞) for large n and First assume that (3.50) holds for all t ≥ 0 or that (3.51) holds with a + sign. Then by (3.53), (3.54), (3.55), (3.50) (or (3.51)) and the orthogonality Claim 3.2, the following holds for all large n and all t ≥ 0:
By finite speed of propagation and (3.48), we deduce that for large n, (3.57)
and thus,
contradicting (3.28).
Next, we assume that (3.50) holds for all t ≤ 0, or that (3.51) holds with a − sign. By (3.54) at t = −t n , (3.55), (3.50) (or (3.51)) and the orthogonality Claim 3.2, we get that for large n
Using again (3.48) and finite speed of propagation, we deduce that for large n,
Letting n → +∞, we get again a contradiction.
Inductive step. This part of the proof is close to [12, Proof of Lemma 4.5]. Fix J 1 ≥ 0, and assume that the lemma holds when J 0 ≤ J 1 . Consider a sequence t n → +∞ satisfying the assumptions of the lemma with J 0 = J 1 + 1. We assume to fix ideas that (3.50) or (3.51) holds for all t ≥ 0. The proof is the same in the other case. Reordering the profiles (and extracting a subsequence if necessary), we may assume
Let T > 0 be a large time. Using that W is globally defined, we get by Proposition 3.1 and the fact that the nonlinear profiles U j scatter for j ≥ J 0 + 1,
, where Ψ T is defined in the beginning of Subsection 2.1. Chosing T large, we can assume that the solution U with initial data ( U 1 0 , 0) is globally defined and scatters in both time directions. Let
The expansion (3.60) yields a profile decomposition of ( u 0,n , u 1,n ):
Similarly, if (3.51) holds we get:
We are reduced to J 0 − 1 profiles W , which closes the induction argument.
We are now in position to prove Proposition 3.9. We argue by contradiction. If the conclusion of the proposition does not hold, the exists a subsequence of {t n } n (still denoted by {t n } n ) such that u(t n ) has a profile decomposition of the following form:
where J 0 ≥ 0, ι j ∈ {±1} and, for j ≥ J 0 + 1, one of the following holds
Furthermore, one of the following holds:
We split the proof in various cases. In each case, using in particular Lemma 3.10, we reduce to the situation where u(t n ) coincides for |x| > ρ n (for some nonnegative parameter ρ n ), with a sum of rescaled W and of globally defined profiles creating energy channels in the cone {|x| > ρ n +|t|}. Lemma 3.11 will then yield a contradiction. This argument can be performed directly along the sequence {t n } n (see cases 1, 2a and 2b below) unless the profile U j , j ≥ J 0 + 1 which is "further" from the origin x = 0, is of the form W + h
is small. In this case, we will use case (a) in Proposition 2.2, finite speed of propagation and Proposition 3.1 to get the same situation along another sequence {t n } n (see Case 2c). Case 1. Assume that (3.65) holds. As a consequence, w J n = S(t) w J 0,n , w J 1,n is independent of J ≥ J 0 + 1 and we will simply denote it by w n . There exists N 0 > 0 and a small ε 0 > 0 such that for n ≥ N 0 , (w 0,n , w 1,n ) Ḣ1 ×L 2 ≥ ε 0 . Using that (letting R → 0 in (2.7)):
we get by Lemma 2.3 that the following holds for all t ≥ 0 or for all t ≤ 0:
We are thus exactly in the setting of Lemma 3.11, with (u 0,n , u 1,n ) = (u(t n ), ∂ t u(t n )), and ρ n = 0, which gives a contradiction.
Case 2. Assume that (3.64) holds, and chose a small parameter ε > 0 such that
and that any solution v of (1.1) with initial data (v 0 , v 1 ) satisfying (v 0 , v 1 ) Ḣ1 ×L 2 ≤ 10ε is globally defined and scatters.
Reordering the profiles again, we may assume that there exist J 1 , J 2 , with J 0 ≤ J 1 ≤ J 2 such that
, where ι j ∈ {±1} and (h j 0 , h j 1 ) ∈Ḣ 1 × L 2 is nonzero and compactly supported;
• if J 1 + 1 ≤ j ≤ J 2 , then lim n→+∞ t j,n /λ j,n = ±∞, or t j,n = 0 for all n and for all λ > 0,
Note that by (3.66), we must have
In order to distinguish between the three remaining cases, we will need to define new sequences of parameters {ρ j,n } n for J 0 + 1 ≤ j ≤ J 2 .
Reordering the profiles and extracting subsequences, we will assume
By Lemma 3.10, if
1,l such that the nonlinear profile U J associated to U j l , {t j,n } n , {λ j,n } n is globally defined, scatters, and satisfies (3.46), (3.47) for some ρ j,n > 0. Reordering the profiles and extracting subsequences, we will assume:
If J 0 < J 1 < J 2 we can assume, after extraction of a subsequence in n that the following limit exists
We will make the following conventions: if J 1 = J 0 (i.e. {ρ J 1 ,n } n is not defined), we set ℓ = +∞; if J 1 = J 2 , (i.e. {ρ J 2 ,n } n is not defined), we set ℓ = 0. We distinguish between the cases ℓ ∈ (1, +∞], ℓ = 1 and ℓ ∈ [0, 1).
Case 2a: ℓ > 1. In particular, J 0 = J 1 or J 0 < J 1 < J 2 and for large n,
Thus, by (3.70) and (3.72), the equality (3.73) holds for any x such that |x| > ρ J 2 ,n . As a consequence, (u 0,n (x), u 1,n (x)) = (u(t n , x), ∂ t u(t n , x)) for |x| ≥ ρ J 2 ,n . Using that (by the definition of U J 2 in Lemma 3.10):
holds for all t ≥ 0 or for all t ≤ 0, we see that we are exactly in the setting of Lemma 3.11, which yields the desired contradiction.
Case 2b: ℓ = 1. This case if very similar to case 2a. Let
where (h
) is defined right after (3.68) and the operator Ψ R in the beginning of Subsection 2.1. Define
and note that (u 0,n (x), u 1,n (x)) = (u(t n , x), ∂ t u(t n , x)) for |x| ≥ ρ J 2 ,n . We have . Taking a larger R if necessary, we can assume:
We first claim that for large n:
and that for all J ≥ J 2 ,
and J is the set of indexes j ∈ {1, . . . , J 0 } such that
,n , and thus, by (3.77 ) and the definition of ℓ, for |x| > Rλ J 1 ,n . Combining with (3.75), we get (3.79) .
By the pseudo-orthogonality of the parameters, if j ∈ {1, . . . , J 0 } \ J , then lim n→∞
Furthermore, if j = J 0 + 1, . . . , J 1 − 1, then lim n→∞ λ j,n /λ J 1 ,n = 0 and thus
Thus (3.80) follows from (3.78).
Let u n be the solution of (1.1) with initial data ( u 0,n , u 1,n ). By (3.80) and Proposition 3.1, u n is defined on [0, λ J 1 ,n R 0 ] and:
where ( w
1,n ) is defined by (3.81). By finite speed of propagation, (3.79), (3.81) and (3.83) we have
Furthermore, by (3.84), the following holds for all t ≥ 0 or for all t ≤ 0:
The assumptions of Lemma 3.11 are satisfied with ρ n = λ J 1 ,n (R ′ +R 0 ) along the sequence of time {t n },t n = t n + λ J 1 ,n R 0 , yielding again a contradiction, which concludes the proof of Proposition 3.9.
3.5. Proof for all times. We now conclude the proof of the global case in Theorem 1. Let u be a solution of (1.1) such that T + (u) = +∞, and let v l be given by Lemma 3.7. By Proposition 3.4, there exists a sequence t n → +∞ such that { u(t n )} n is bounded inḢ 1 × L 2 . By Proposition 3.9, there exist J ∈ N, ι 1 , . . . , ι J ∈ {±1} J and sequences {λ j,n } n with 0 < λ 1,n ≪ . . . ≪ λ J,n ≪ t n such that (after extraction of a subsequence)
Step 1. Convergence of the norms. We first show
By the intermediate value theorem, if (3.86) does not hold, there exists a sequence t ′ n → +∞ and a small ε = 0 such that
By Proposition 3.9, there exists a subsequence of {t ′ n } n and J ′ ∈ N such that
contradicting (3.88). This proves (3.86). We omit the very close proof of (3.87).
Step 2. Choice of the scaling. Define, for j = 1 . . . J and t > 0 large,
In this step we show that if θ n → +∞, there exists a subsequence of {θ n } n and ι ′ 1 , . . . , ι ′ J ∈ {±1} J such that
Indeed, we know by Proposition 3.9 that there exists a subsequence of {θ n } n , signs {ι ′ j } j=1...J and sequences {λ ′ j,n } n , such that
Let j ∈ {1, . . . , J}. In view of (3.92), if r 0 > 0,
This shows that if r 0 < 1, r 0 λ ′ j,n < λ j (θ n ) for large n, and if r 0 > 1, r 0 λ ′ j,n > λ j (θ n ) for large n. Hence
and (3.90) and (3.91) follow from (3.92) and (3.93)
Step 3. End of the proof. Let δ > 0 and I = (α 1 , . . . , α J ) ∈ {−1, +1} J . Define
Then:
Claim 3.12. There exists a small δ 0 > 0 such that if I, I ′ ∈ {−1, +1} J with I = I ′ , then
Proof. If not, we obtain sequences {λ 1,n } n , . . . , {λ J,n } n , {λ ′ 1,n } n , . . . , {λ ′ J,n } n such that λ 1,n ≪ . . . ≪ λ J,n and λ
which implies easily α j = α ′ j for all j, i.e. I = I ′ , contradicting the assumptions. Let δ 0 be as in Claim 3.12. From Step 2, there exists t 0 > 0 such that
By Claim 3.12 and the continuity of u inḢ 1 , there exists I such that ∀t > t 0 , u(t) − v l (t) ∈ A I,δ 0 .
Letting I = (ι 1 , . . . , ι J ), we get by Step 2 and an easy contradiction argument that
which concludes the proof.
Sketch of proof in the finite time blow-up case
This section is devoted to the finite time blow-up case in Theorem 1. Since it is very similar to the proof of the global case which makes up the preceding section, we will only sketch it, highlighting two points where the proofs are different.
Consider a solution u of (1.1) such that T + (u) < ∞ which does not satisfy (1.2). We must show the expansion (1.4). Assume without loss of generality that T + (u) = 1. In Subsection 4.1 (the analog of Subsection 3.3), we show that u converges outside the light cone {|x| ≤ 1 − t}, i.e. we construct the regular part (v 0 , v 1 ) of the expansion (1.4) . The short proof, based on the small data theory and finite speed of propagation, is standard. In Subsection 4.2 (the analog of Subsection 3.4), we state that the expansion (1.4) holds along sequences of times. More precisely, as in Subsection 3.4, this type of expansion holds (after extraction) along any sequence of times t n → 1 such that { u(t n )} n is bounded inḢ 1 × L 2 . We omit most of the proof, which is exactly the same as in the global case except for the contradiction by the energy channel argument (the analog of Lemma 3.11) where we give some details. The proof of the fact that the results of Subsection 4.2 imply the full expansion (1.4) follows almost word by word Subsection 3.5 and we also omit it. 
Proof. The proof is very close to the one in [14, Section 3], we only need to check that the assumption that u is bounded inḢ 1 × L 2 made in this article can be relaxed to the assumption that u is only bounded along a sequence of times. Since (1.2) does not hold, there exists a sequence t n → 1 such that { u(t n )} n is bounded iṅ H 1 × L 2 . After extraction of a subsequence, we can assume that there exists
Let x 0 ∈ R 3 , and δ 0 > 0 be a small parameter to be specified later. We distinguish two cases:
• First case: there exists ε > 0 and a subsequence of {t n } n (still denoted by {t n } n ) such that
In this case, we say that x 0 is a regular point, and we show that
Indeed, chose n large, so that |t n − 1| < ε/2 and
(C 0 is an absolut constant). Let u be the solution of (1.1) such that ( u(t n ), ∂ t u(t n )) = ( u 0 , u 1 ). Chosing δ 0 > 0 small enough, the small data theory implies that u is globally defined. As a consequence,
(indeed by finite speed of propagation and (4.3), the integrand is 0 if |t − t n | ≤ ε/2). By the definition of (v 0 , v 1 ) and uniqueness of the weak limit, we deduce (4.2).
• Second case: for all ε > 0, lim inf
In this case we say that x 0 is singular. As { u(t n )} n is bounded, there is only a finite number of singular point. By the radial symmetry, 0 is the only singular point, and the local convergence (4.2) holds for any x 0 ∈ R 3 \ {0}. By a similar proof than the proof of (4.2), we can show that there exists a large M > 0 such that
Combining with (4.2) we get that (4.4) holds for any M > 0. Let v be the solution of (1.1) with data (v 0 , v 1 ) at t = 1. By (4.4) and finite speed of propagation, we get that for t < 1 close to 1 and |x| ≥ 1 − t, v(t, x) = u(t, x) . Hence (4.1).
4.2.
Analysis along a sequence of times. The analog of Proposition 3.9 is the following:
Proposition 4.2. Let u be a solution of (1.1) such that T + (u) = 1. Assume that there exists t n → 1 such that { u(t n )} n is bounded inḢ 1 × L 2 , and let (v 0 , v 1 ) be given by Lemma 3.7 . Then, after extraction of subsequences in n, there exist J ≥ 1, ι 1 , . . . , ι J ∈ {±1} and sequences {λ j,n } n with 0 < λ 1,n ≪ . . . ≪ λ J,n ≪ 1 − t n such that
The following lemma is the finite-time analog of Lemma 3.11:
Lemma 4.3. Let u be as in Proposition 4.2. There exists no sequence {t n } n such that t n → 1 with the following property. There exists a sequence of functions {(u 0,n , u 1,n )} n , bounded iṅ H 1 × L 2 , and a sequence {ρ n } of nonnegative numbers such that
where for all j ≥ J 0 + 1, the nonlinear profile U j is globally defined and scatters in both time directions. Furthermore, there exists ε 0 > 0 such that one of the following holds: (a) there exists j 0 ≥ J 0 + 1 such that for all t ≥ 0 or for all t ≤ 0:
Next, we assume that (4.8) or (4.9) hold for all t ≤ 0. By (4.10) at t = −t n , (4.8) or (4.9) and Claim 3.2, we get that for large n: |x|≥ρn+tn |∇u n (−t n , x) − ∇v(0, x)| 2 + (∂ t u n (−t n , x) − ∂ t v(0, x)) 2 dx ≥ ε 0 2 .
Using again (4.6) and finite speed of propagation, we deduce that for large n,
Letting n → ∞, and using that (u 0 − v(0, x), u 1 − ∂ t v(0, x)) is almost everywhere 0 in the set {|x| > 1}, we get again a contradiction, concluding the proof.
Appendix A. Cauchy problem for the linearized equation
In this appendix we prove Lemma 2.4 and Claim 2.5.
Proof of Lemma 2.4 . Let F V (h) = 5V 4 h + 10V 3 h 2 + 10V 2 h 3 + 5V h 4 + h 5 . We want to solve the equation We will show that if (2.8) and (2.9) hold, we can chose a > 0 so that
and is a contraction. By the Strichartz inequality (see [17] , [25] ) (A.1) S(t)(h 0 , h 1 ) S + D 1/2 S(t)(h 0 , h 1 ) W ≤ Cδ, and, for t ∈ I, using the chain, Leibnitz rule [22] : 
(A.5)
By (A.1), we need that for some large C 0 > 0:
By (A.2), we need for some large C 1 > 0:
Finally, by (A.3), (A.4), (A.5) and (A.6) we need that for some large C 2 > 0 C 2 δ a 3 + a 2 + δa 2 + a + δ 2 a + 1 + δ 3 ≤ 1/2.
Taking a = 2C 0 δ, we see that the preceding conditions are satisfied for small δ, which shows that Φ (h 0 ,h 1 ) maps B a to B a . The contraction argument is similar and we omit it.
Proof of Claim 2.5. We will write f (r) ≈ g(r) if f (r)/g(r) has a limit in (0, +∞) as r → ∞. We have, for k ∈ N \ {0},
and in this case (A.9)
Similarly, if q ∈ [1, ∞), This shows point (a) in the Claim.
To prove (b), we use the same values of ℓ, p and q as before to show that for all t,
Furthermore, by (A. From (B.6), we see that the term (C n ) goes to zero as n → +∞ unless (after extraction of a subsequence) the sequences −t j,n λ j,n n and −t k,n λ k,n n converge in R, and the sequences σn λ j,n n and σn λ k,n n converge in (0, +∞). This is excluded by the pseudo-ortogonality of the sequences of parameters {(λ j,n , t j,n )} n , {(λ k,n , t k,n )} n . Thus lim n→∞ (C n ) = 0 and by the same proof lim n→∞ (D n ) = 0.
It remains to treat the terms (A n ) and (B n ). We will focus on (A n ), the proof that (B n ) goes to zero is similar. We distinguish two cases.
• Assume lim n→∞ λ j,n λ k,n ∈ {0, +∞}. Using thatḟ j andḟ k are compactly supported, we see that the domain of integration in the integral defining (A n ) has Lebesgue measure smaller than C min(λ j,n , λ k,n ). Hence
• If (after extraction) lim n→∞ λ j,n λ k,n = ℓ ∈ (0, +∞), then we must have, by pseudo-orthogonality lim n→∞ |t j,n −t k,n | λ j,n = +∞, which shows that the supports of the j and the k terms in (A n ) are disjoint for large n, and thus that A n = 0 for large n. This concludes the proof of (B.2).
Step 3. Proof of (B.3). In view of (B.2), it is sufficient to show (B.3) for some large J ≥ j. We write w J n = 1 r g J n (t + r) − g J n (t − r) . n (λ j,n r + t j,n )ḟ j (r) dr.
