The usual way to compute the Burrows-Wheeler transform (BWT) [3] of a text is by constructing the suffix array of the text. Even with space-efficient suffix array construction algorithms [12, 2] , the space requirement of the suffix array itself is often the main factor limiting the size of the text that can be handled in one piece, which is crucial for constructing compressed text indexes [4, 5] . Typically, the suffix array needs 4n bytes while the text and the BWT need only n bytes each and sometimes even less, for example 2n bits each for a DNA sequence.
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We reduce the space dramatically by constructing the suffix array in blocks of lexicographically consecutive suffixes. Given such a block, the corresponding block of the BWT is trivial to compute. Repetitions longer than v are handled in all stages with the difference cover sampling (DCS) data structure from [2] that supports constant time order comparison of any two suffixes that have a common prefix of length v. The DCS data structure can be constructed in
With the choice of v = log 2 n, we get an algorithm using O(n) bits of space and running in O(n log n) time on average and in O(n log 2 n) time in the worst case. The algorithm is also fast and space-efficient in practice. The following table shows the space requirement of a practical implementation for some v (not including the text, the BWT and about 16v + O(log n) bytes).
v 16 32 64 128 256 512 1024 2048 bits 20n 14n 9n 6.5n 5n 3.5n 2.5n 1.8n
For small v, the runtime is dominated by the sorting of blocks making the performance similar to the algorithm in [2] , which is competitive with the best algorithms. For larger v, the time needed for the O( √ v) scans to collect suffixes for a block takes over. The D v term is dominant only in pathological cases. There are two other categories of algorithms for computing the BWT when there is not enough space for the suffix array: compressed suffix array construction [10, 6, 7] and external memory suffix array construction [8, 9] . Our guess is that the blockwise suffix sorting is the fastest alternative in practice when v is not too large, and we are in the process of verifying this experimentally.
