The NGSIM trajectory data are used to calibrate two car-following models -the IDM and the FVDM. We used the I80 dataset which has already been reconstructed to eliminate outliers, unphysical data, and internal and platoon inconsistencies contained in the original data.We extract from the data leader-follower pairs and platoons of up to five consecutive vehicles thereby eliminating all trajectories that are too short or contain lane changes. Four error measures based on speed and gap deviations are considered. Furthermore, we apply three calibration methods: local or direct calibration, global calibration, and platoon calibration. The last approach means that a platoon of several vehicles following a data-driven leader is simulated and compared to the observed dynamics.
Introduction
Nowadays, microscopic traffic data have become more available and provides information about thousands of vehicle trajectories. As a result, the problem of analysing and comparing microscopic traffic flow models with real microscopic data has become more actual. In this paper, we consider the NGSIM I80 data set for calibration. Two car-following models of similar complexity are studied -the Intelligent-Driver Model (IDM) [1] and the Full Velocity Difference Model (FVDM) [2] . We apply four error measures to investigate the robustness of these models. To compare the results with respect to these error measures, the two-sample Kolmogorov-Smirnov Valentina Kurtc St. Petersburg Politechnic University, Polytechnicheskaya, 29, St.Petersburg e-mail: kurtsvv@gmail.com
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Technische Universtat Dresden, Wurzburger Str. 35, D-01062, Dresden e-mail: treiber@vwi.tu-dresden.de test is used. Finally, we compare the residual errors of the global and platoon calibration methods to estimate the ratio between inter-driver and intra-driver variations.
Car-following Models under Investigation
Two microscopic car-following models are considered -the IDM and the FVDM. These are formulated as (coupled) ordinary differential equations and characterized by an acceleration function which depends on the actual speed v(t), the approaching rate ∆ v(t) = v − v l to the leader, and the gap s(t). Both considered models contain five parameters and are therefore formally equivalent in their complexity.
The IDM is defined by the acceleration function [1] 
This expression combines the acceleration strategy to reach a desired speed v 0 with a braking strategy that compares the actual gap s with the dynamically desired gap
. A more detailed model description can be found in [1] .
The acceleration function of the FVDM model [2] is as followṡ
The model properties are defined by the optimal velocity function v opt (s). In this paper we consider it as follows:
The Data Set
The Next Generation Simulation (NGSIM) I-80 trajectory dataset [3] is considered for calibrating. It was recorded from 4:00 p.m. to 4:15 p.m. on April 13, 2005 . The monitored area is approximately 500 m length and has 6 lanes. The internal and platoon inconsistencies as well as the noise from original data measurements have already been eliminated [4] . Calculating of derived quantities was performed and a smoothing algorithm was proposed in [5] . 
Calibration Methodology
To find the optimal parameter values of a car-following model with a non-linear acceleration function such as Eq. (1) or (2), we need to solve a non-linear optimization problem numerically. The MATLAB optimization toolbox is used that provides several algorithms for finding minimum of constrained non-linear multi-variable function. In this case the interior-point algorithm was used.
Simulation Setup and Calibration Methods
We initialize the microscopic model with the empirically given speed and gap, and compute the trajectory of the following car. Then it can be directly compared to the speeds v data (t) and gaps s data (t) provided by the empirical NGSIM data.
Three calibration methods are considered:
• Local or direct calibration: at any time instant, the model's acceleration function is calibrated directly to the observed acceleration. No simulations are needed.
• Global calibration: the simulated trajectory of the follower with prescribed leader is compared to the empirical data.
• Platoon calibration: the dynamics of a platoon of several vehicles following each other with a single data-driven leader are compared to the whole empirical dataset.
Objective Functions
The calibration procedure aims at minimizing the difference between the measured and simulated dynamic variables. Any quantity which represents aspects of the driving behavior can serve as an objective function, such as the gap s, speed v, speed difference ∆ v, or acceleration a. In the following, for global and platoon calibration the errors in the gap s(t) and speed v(t) are used. To assess quantitatively the error between measured and simulated data, an objective function is needed. Three types of such measures are considered. The absolute error measure is given by
while the relative error measure reads
The relative measure is more sensitive to small gaps while the absolute measure focusses on large gaps. Due to the weighting bias of these two methods, we also consider the mixed error measure having a more balanced weighting:
In some papers, the speed instead of the gap is used to measure the performance [6, 7, 8] . To compare the calibration results corresponding to different variables, we also consider the absolute error measure S abs v which is defined as in Eq. (4) but with the speed as the dynamical quantity.
Parameter Constraints
The IDM and the FVDM contain five parameters to identify by the calibration. To restrict the solution space for optimization to reasonable parameter values without excluding possible solutions, box constraints are applied. For the IDM, the desired speed v 0 is restricted to the interval [5, 40] 
Calibration Results
Both models have been calibrated for all trajectory pairs or platoons satisfying the filtering criteria of Sect. 3. For the local and global approach, 876 trajectory pairs were under investigation, whereas for the platoon calibration only 251 trajectory sets were studied. For each calibration approach, optimal parameter value distributions were obtained. Distributions corresponding to different error measures were compared by means of the two-sample Kolmogorov-Smirnov test. To compare distributions obtained with four different measures for each specific model parameter the two-sample Kolmogorov-Smirnov test was used. In this case, the KolmogorovSmirnov statistic is
Global and Platoon Calibration
where F 1,n and F 2,n ′ are the empirical distribution functions of the first and the second sample respectively. The Kolmogorov-Smirnov statistic is in the range from 0.02 (parameter s 0 , relative and mixed error measures) to 0.27 (parameter b, abso-lute with gaps and absolute with speeds error measures) for the IDM and from 0.02 (parameter λ , absolute and mixed error measures) to 0.21 (parameter λ , relative and absolute with speeds error measures) for the FVDM. For platoon approach we use trajectory sets which contain at least five vehicles following each other. In accordance with filtering rules 251 data sets were considered for calibration. The optimization procedure was evaluated with four error measures as well. Figure 2 presents the parameter values with respect to the error measure based on the absolute gap differences, which estimated errors are less or equal to 100 % for both models. In case of platoon calibration the Kolmogorov- Smirnov statistic is in the range from 0.05 (parameter b, relative and mixed error measures) to 0.38 (parameter b, absolute with gaps and absolute with speeds error measures) for the IDM and from 0.05 (parameter l int , absolute and mixed error measures) to 0.35 (parameter l int and β [1] , relative and absolute with speeds error measures) for the FVDM. Table 1 presents the obtained calibration errors. In case of global approach these are from 8.3 % to 12.5 %, which is lower than typical error ranges obtained in previous studies [9, 10, 11, 12] . Platoon method corresponds to higher error values, because it does not allow to distinguish between drivers. These are in the range of 12.8 % to 32.4 %.
Inter-driver and Intra-driver Variations
Let us consider the absolute gap error ε i = s sim i − s data i for the specific trajectory at time t i . Then we can calculate the variance of this error considering that the mean is equal to zero. It is well-known that variations in driving behaviour come in two forms -inter-and intra-driver variations. In case of global approach the trajectory of one vehicle is calibrated and, thus only intra-driver variation is considered, that is, ε global = ε intra . The platoon method incorporates several driver styles simultaneously and, as a result takes into account both types of variation ε sglobal = ε intra + ε inter . Assuming no correlation between these two types of errors cov(ε intra , ε inter ) = 0, we can derive the inter-driver variation as follows
Both values in right-hand side of Eq. 8 can be directly calculated. Table 2 visualizes the results. 
Conclusion
The NGSIM trajectory data were used to calibrate two car-following models -the IDM and the FVDM. Four error measures were considered basing on speeds and distances to the leader. Three approaches were used for estimating model parameters -local, global and platoon calibration. During the global calibration the error rates of the models in comparison to the data sets for each model reach from 8.3 % to 12.5 %. The global method incorporates only intra-driver variability (a non-constant driving style of human drivers), because it considers only one vehicle following its leader. On the contrary, the platoon approach exploits several drivers simultaneously and, as a result, the inter-driver variation is incorporated as well. Calibration errors in this case are higher and were found to be between 12.8 % and 32.4 %.
The parameter values distributions for the IDM represent negative time gaps T as well. Studying of the empirical trajectories with negative T shows the non-trivial driver behaviour -speed increasing and gap decreasing simultaneously. Such behaviour could be interpreted as failed lane changing.
A significant part of the deviations between measured and simulated trajectories can be attributed to the inter-driver variability [12, 13] . In this paper we estimated the ratio between inter-driver and intra-driver variations. It was found between 0.6 % and 0.7 % for calibration according to speeds and from 4.7 % to 5.9 % calibration with gaps. This ratio is much higher for gaps because, in congested traffic, the speed is more or less determined by the leading vehicles while the gap can be chosen freely.
As for benchmarking of car-following models, no model considered in this study appears to be significantly better. Calibration with four objective functions and the two-sample Kolmogorov-Smirnov test demonstrate the same robustness properties of both investigated models.
