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Strichartz estimates for the fractional
Schro¨dinger and wave equations on compact
manifolds without boundary
Van Duong Dinh
Abstract
We firstly prove Strichartz estimates for the fractional Schro¨dinger equations on Rd, d ≥ 1
endowed with a smooth bounded metric g. We then prove Strichartz estimates for the frac-
tional Schro¨dinger and wave equations on compact Riemannian manifolds without boundary
(M, g). This result extends the well-known Strichartz estimate for the Schro¨dinger equation
given in [7]. We finally give applications of Strichartz estimates for the local well-posedness
of the pure power-type nonlinear fractional Schro¨dinger and wave equations posed on (M, g).
Keywords: Nonlinear fractional Schro¨dinger equation; Strichartz estimates; WKB approxima-
tion; pseudo-differential calculus.
1 Introduction and main results
This paper is concerned with the Strichartz estimates for the generalized fractional Schro¨dinger
equation on Riemannian manifold (M, g), namely{
i∂tu+ Λ
σ
gu = 0,
u(0) = u0,
where σ ∈ (0,∞)\{1} and Λg =
√−∆g with ∆g is the Laplace-Beltrami operator associated
to the metric g. When σ ∈ (0, 2)\{1}, it corresponds to the fractional Schro¨dinger equation
discorved by N. Laskin (see [23, 24]). When σ ≥ 2, it can be seen as a generalization of the
Schro¨dinger equation σ = 2 (see e.g. [8, 33]) or the fourth-order Schro¨dinger equation σ = 4
(see e.g. [26, 27]).
The Strichartz estimates play an important role in the study of nonlinear fractional Schro¨dinger
equation on Rd (see e.g. [8, 33, 26, 16, 10, ?, 18, 13] and references therein). Let us recall the local
in time Strichartz estimates for the fractional Schro¨dinger operator on Rd. For σ ∈ (0,∞)\{1}
and I ⊂ R a bounded interval, one has
‖eitΛσu0‖Lp(I,Lq(Rd)) ≤ C‖u0‖Hγpq (Rd), (1.1)
where Λ =
√−∆ with ∆ is the free Laplace operator on Rd and
γpq =
d
2
− d
q
− σ
p
provided that (p, q) satisfies the fractional admissible condition, namely
p ∈ [2,∞], q ∈ [2,∞), (p, q, d) 6= (2,∞, 2), 2
p
+
d
q
≤ d
2
.
We refer to [13] (see also [?]) for a general version of these Strichartz estimates on Rd.
The main purpose of this paper is to prove Strichartz estimates for the fractional Schro¨dinger
equation on Rd equipped with a smooth bounded metric and on a compact manifold without
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boundary (M, g).
Let us firstly consider Rd endowed with a smooth Riemannian metric g. Let g(x) =
(gjk(x))
d
j,k=1 be a metric on R
d, and denote G(x) = (gjk(x))dj,k=1 := g
−1(x). The Laplace-
Beltrami operator associated to g reads
∆g =
d∑
j,k=1
|g(x)|−1∂j
(
gjk(x)|g(x)|∂k
)
,
where |g(x)| :=
√
det g(x) and denote P := −∆g the self-adjoint realization of −∆g. Recall that
the principal symbol of P is
p(x, ξ) = ξtG(x)ξ =
d∑
j,k=1
gjk(x)ξjξk.
In this paper, we assume that g satisfies the following assumptions.
1. There exists C > 0 such that for all x, ξ ∈ Rd,
C−1|ξ|2 ≤
d∑
j,k=1
gjk(x)ξjξk ≤ C|ξ|2. (1.2)
2. For all α ∈ Nd, there exists Cα > 0 such that for all x ∈ Rd,
|∂αgjk(x)| ≤ Cα, j, k ∈ {1, ...d}. (1.3)
We firstly note that the elliptic assumption (1.2) implies that |g(x)| is bounded from below
and above by positive constants. This shows that the space Lq(Rd, dvolg), 1 ≤ q ≤ ∞ where
dvolg = |g(x)|dx and the usual Lebesgue space Lq(Rd) coincide. Thus in the sequel, the notation
Lq(Rd) stands for either Lq(Rd, dvolg) or the usual Lebesgue space L
q(Rd). It is well-known that
under the assumptions (1.2) and (1.3), the Strichartz estimates (1.1) may fail at least for the
Schro¨dinger equation (see [7, Appendix]) and in this case (i.e. σ = 2) one has a loss of derivatives
1/p that is the right hand side of (1.1) is replaced by ‖u0‖H1/p(Rd). Here we extend the result
of Burq-Ge´rard-Tzvetkov to the more general setting, i.e. σ ∈ (0,∞)\{1} and obtain Strichartz
estimates with a “loss” of derivatives (σ − 1)/p when σ ∈ (1,∞) and without “loss” when
σ ∈ (0, 1). Throughout this paper, the “loss” compares to (1.1).
Theorem 1.1. Consider Rd, d ≥ 1 equipped with a smooth metric g satisfying (1.2), (1.3) and
let I ⊂ R a bounded interval. If σ ∈ (1,∞), then for all (p, q) fractional admissible, there exists
C > 0 such that for all u0 ∈ Hγpq+(σ−1)/p(Rd),
‖eitΛσg u0‖Lp(I,Lq(Rd)) ≤ C‖u0‖Hγpq+(σ−1)/p(Rd), (1.4)
where Λg :=
√
P and ‖u‖Hγ(Rd) := ‖ 〈Λg〉γ u‖L2(Rd). If σ ∈ (0, 1), then (1.4) holds with γpq +
(σ − 1)/p is replaced by γpq.
The proof of (1.4) is based on the WKB approximation which is similar to [7]. Since we are
working on manifolds, a good way is to decompose the semi-classical fractional Schro¨dinger
operator, namely eith
−1(hΛg)
σ
, in the localized frequency, i.e. eith
−1(hΛg)
σ
ϕ(h2P ) for some
ϕ ∈ C∞0 (R\{0}). The main difficulty is that in general we do not have the exact form of the
semi-classical fractional Laplace-Beltrami operator in order to use the usual construction in [7].
To overcome this difficulty we write eith
−1(hΛg)
σ
ϕ(h2P ) as e−ith
−1ψ(h2P )ϕ(h2P ) where ψ(λ) =
ϕ˜(λ)
√
λ
σ
for some ϕ˜ ∈ C∞(R\{0}) satisfying ϕ˜ = 1 near supp(ϕ). We then approximate ψ(h2P )
in terms of pseudo-differential operators and use the action of pseudo-differential operators on
Fourier integral operators in order to construct an approximation for e−ith
−1ψ(h2P )ϕ(h2P ). This
approximation gives dispersive estimates for eith
−1(hΛg)
σ
ϕ(h2P ) on some small time interval
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independent of h. After scaling in time, we obtain Strichartz estimates without “loss” of deriva-
tives over time intervals of size hσ−1. When σ ∈ (1,∞), we can cumulate the bounded interval
I by intervals of size hσ−1 and get estimates with (σ − 1)/p loss of derivatives. In the case
σ ∈ (0, 1), we can bound the estimates over time intervals of size 1 by the ones of size hσ−1
and have the same Strichartz estimates as on Rd. It is not a surprise that we recover the same
Strichartz estimates as in the free case for σ ∈ (0, 1) since eitΛσg has micro-locally the finite prop-
agation speed property which is similar to σ = 1 for the (half) wave equation. Intuitively, if we
consider the free Hamiltonian H(x, ξ) = |ξ|σ, then the spatial component of geodesic flow reads
x(t) = x(0) + tσξ|ξ|σ−2. After a time t, the distance d(x(t), x(0)) ∼ t|ξ|σ−1 . t if σ − 1 ≤ 0 and
|ξ| ≥ 1. By decomposing the solution to i∂tu−Λσu = 0 as u =
∑
k≥0 uk where uk = ϕ(2
−kD)u
is localized near |ξ| ∼ 2k ≥ 1, we see that after a time t, all components uk have traveled at a
distance t from the data uk(0).
When Rd is replaced by a compact Riemannian manifold without boundary (M, g), Burq-
Ge´rard-Tzvetkov established in [7] a Strichartz estimate with loss of 1/p derivatives for the
Schro¨dinger equation, namely
‖e−it∆gu0‖Lp(I,Lq(M)) ≤ C‖u0‖H1/p(M), (1.5)
where (p, q) is a Schro¨dinger admissible pair, i.e.
p ∈ [2,∞], q ∈ [2,∞), (p, q, d) 6= (2,∞, 2), 2
p
+
d
q
=
d
2
.
WhenM is the flat torus Td, Bourgain showed in [5], [6] some estimates related to (1.5) by means
of the Fourier series for the Schro¨dinger equation. A direct consequence of these estimates is
‖e−it∆gu0‖L4(T×Td) ≤ C‖u0‖Hγ (Td), γ >
d
4
− 1
2
.
Let us now consider the linear fractional Schro¨dinger equation posed on a compact Riemannian
manifold without boundary (M, g), namely{
i∂tu(t, x) + Λ
σ
gu(t, x) = F (t, x), (t, x) ∈ I ×M,
u(0, x) = u0(x), x ∈M, (1.6)
where Λg :=
√−∆g with ∆g is the Laplace-Beltrami operator on (M, g). We have the following
result.
Theorem 1.2. Consider (M, g) a smooth compact boundaryless Riemannian manifold of di-
mension d ≥ 1 and let I ⊂ R a bounded interval. If σ ∈ (1,∞), then for all (p, q) fractional
admissible, there exists C > 0 such that for all u0 ∈ Hγpq+(σ−1)/p(M),
‖eitΛσg u0‖Lp(I,Lq(M)) ≤ C‖u0‖Hγpq+(σ−1)/p(M). (1.7)
Moreover, if u is a (weak) solution to (1.6), then
‖u‖Lp(I,Lq(M)) ≤ C
(
‖u0‖Hγpq+(σ−1)/p(M) + ‖F‖L1(I,Hγpq+(σ−1)/p(M))
)
. (1.8)
If σ ∈ (0, 1), then (1.7) and (1.8) hold with γpq in place of γpq + (σ − 1)/p.
Remark 1.3. 1. Note that the exponents γpq + (σ − 1)/p = d/2 − d/q − 1/p in the right
hand side of (1.7) and γpq = d/2 − d/q − σ/p in the case of σ ∈ (0, 1) correspond to the
gain of 1/p and σ/p derivatives respectively compared with the Sobolev embedding.
2. When M = T and σ ∈ (1, 2), the authors in [12] established estimates related to (1.7),
namely
‖eitΛσg u0‖L4(T×T) ≤ C‖u0‖Hγ(T), γ >
2− σ
8
. (1.9)
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3. Using the same argument as in [7], we see that the endpoint homogeneous Strichartz
estimate (1.7) are sharp on Sd, d ≥ 3. Indeed, let u0 be a zonal spherical harmonic
associated to eigenvalue λ = k(d+ k − 1). One has (see e.g. [30]) that for λ≫ 1,
‖u0‖Lq(Sd) ∼
√
λ
s(q)
, s(q) =
d− 1
2
− d
q
if
2(d+ 1)
d− 1 ≤ q ≤ ∞.
Moreover, the above estimates are sharp. Therefore,
‖eitΛσg u0‖L2(I,L2⋆(Sd)) = ‖eit
√
λ
σ
u0‖L2(I,L2⋆ (Sd)) ∼
√
λ
s(2⋆)
,
where 2⋆ = 2d/(d− 2) and s(2⋆) = 1/2. This gives the optimality of (1.7) since γ22⋆ +(σ−
1)/2 = 1/2.
A first application of Theorem 1.2 is the Strichartz estimates for the fractional wave equation
posed on (M, g). Let us consider the following linear fractional wave equation posed on (M, g),{
∂2t v(t, x) + Λ
2σ
g v(t, x) = G(t, x), (t, x) ∈ I ×M,
v(0, x) = v0(x), ∂tv(0, x) = v1(x), x ∈M. (1.10)
We refer to [9] or [17] for the introduction of fractional wave equations which arise in Physics.
We also refer to [13] for Strichartz estimates of the linear fractional wave equations on Rd. As
for the linear fractional Schro¨dinger equations, we obtain estimates with a loss of derivatives
(σ − 1)/p when σ ∈ (1,∞) and with no loss when σ ∈ (0, 1). Precisely, we have the following
result.
Corollary 1.4. Consider (M, g) a smooth compact boundaryless Riemannian manifold of di-
mension d ≥ 1. Let I ⊂ R be a bounded interval and v a (weak) solution to (1.10). If
σ ∈ (1,∞), then for all (p, q) fractional admissible, there exists C > 0 such that for all
(v0, v1) ∈ Hγpq+(σ−1)/p(M)×Hγpq+(σ−1)/p−σ(M),
‖v‖Lp(I,Lq(M)) ≤ C
(
‖[v](0)‖Hγpq+(σ−1)/p(M) + ‖G‖L1(I,Hγpq+(σ−1)/p−σ(M))
)
, (1.11)
where
‖[v](0)‖Hγpq+(σ−1)/p(M) := ‖v0‖Hγpq+(σ−1)/p(M) + ‖v1‖Hγpq+(σ−1)/p−σ(M).
If σ ∈ (0, 1), then (1.11) holds with γpq + (σ − 1)/p is replaced by γpq.
Remark 1.5. A similar result (with the same proof) as in Corollary 1.4 holds true once one
considers the linear fractional wave equations on Rd, d ≥ 1 equipped with a smooth metric g
satisfying (1.2), (1.3).
We next give applications of the Strichartz estimates given in Theorem 1.2. Let us consider
the following nonlinear fractional Schro¨dinger equation{
i∂tu(t, x) + Λ
σ
gu(t, x) = −µ(|u|ν−1u)(t, x), (t, x) ∈ I ×M,µ ∈ {±1},
u(0, x) = u0(x), x ∈M. (NLFS)
with the exponent ν > 1. The number µ = 1 (resp. µ = −1) corresponds to the defocusing case
(resp. focusing case). By a standard approximation (see e.g. [15]), the following quantities are
conserved by the flow of the equations,
M(u) =
∫
M
|u(t, x)|2dvolg(x),
E(u) =
∫
M
1
2
|Λσ/2g u(t, x)|2 +
µ
ν + 1
|u(t, x)|ν+1dvolg(x).
Theorem 1.2 gives the following local well-posedness result.
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Theorem 1.6. Consider (M, g) a smooth compact boundaryless Riemannian manifold of di-
mension d ≥ 1. Let σ ∈ (1,∞), ν > 1 and γ ≥ 0 be such that{
γ > 1/2− 1/max(ν − 1, 4) when d = 1,
γ > d/2− 1/max(ν − 1, 2) when d ≥ 2, (1.12)
and also, if ν is not an odd integer,
⌈γ⌉ ≤ ν, (1.13)
where ⌈γ⌉ is the smallest positive integer greater than or equal to γ. Then for all u0 ∈ Hγ(M),
there exist T > 0 and a unique solution to (NLFS) satisfying
u ∈ C([0, T ], Hγ(M)) ∩ Lp([0, T ], L∞(M)),
for some p > max(ν − 1, 4) when d = 1 and some p > max(ν − 1, 2) when d ≥ 2. Moreover,
the time T depends only on the size of the initial data, i.e. only on ‖u0‖Hγ (M). In the case
σ ∈ (0, 1), the same result holds with (1.12) is replaced by{
γ > 1/2− σ/max(ν − 1, 4) when d = 1,
γ > d/2− σ/max(ν − 1, 2) when d ≥ 2. (1.14)
We note that when ν is an odd integer, we have F (·) = −µ| · |ν−1· ∈ C∞(C,C) and when ν
is not an odd integer, condition (1.13) implies f ∈ C⌈γ⌉(C,C). It allows us to use the fractional
derivatives (see [21], [13]).
As a direct consequence of Theorem 1.6 and the conservation laws, we have the following
global well-posedness result for the defocusing nonlinear fractional Schro¨dinger equation, i.e.
µ = 1 in (NLFS).
Corollary 1.7. Consider (M, g) a smooth compact boundaryless Riemannian manifold of di-
mension d ≥ 1. Let σ ∈ (1/2,∞)\{1} when d = 1, σ > d − 1 when d ≥ 2 and ν > 1 be
such that if ν is not an odd integer, ⌈σ/2⌉ ≤ ν. Then for all u0 ∈ Hσ/2(M), there exists a
unique global solution u ∈ C(R, Hσ/2(M))∩Lploc(R, L∞(M)) to the defocusing (NLFS) for some
p > max(ν − 1, 4) when d = 1 and some p > max(ν − 1, 2) when d ≥ 2.
We finally give applications of Strichartz estimates given in Corollary 1.4 for the nonlinear
fractional wave equation. Let us consider the following nonlinear fractional wave equation posed
on (M, g),{
∂2t v(t, x) + Λ
2σ
g v(t, x) = −µ(|v|ν−1v)(t, x), (t, x) ∈ I ×M,µ ∈ {±1},
v(0, x) = v0(x), ∂tv(0, x) = v1(x), x ∈M. (NLFW)
with σ ∈ (0,∞)\{1} and the exponent ν > 1. In this case, the following energy is conserved
under the flow of the equation, i.e.
E(v, ∂tv) =
∫
M
1
2
|∂tv(t, x)|2 + 1
2
|Λσg v(t, x)|2 +
µ
ν + 1
|v(t, x)|ν+1dvolg(x).
Using the Strichartz estimates given in Corollary 1.4, we have the following local well-posedness
result.
Theorem 1.8. Consider (M, g) a smooth compact boundaryless Riemannian manifold of di-
mension d ≥ 1. Let σ ∈ (1,∞), ν > 1 and γ ≥ 0 be as in (1.12) and also, if ν is not an odd
integer, (1.13). Then for all v0 ∈ Hγ(M) and v1 ∈ Hγ−σ(M), there exist T > 0 and a unique
solution to (NLFW) satisfying
v ∈ C([0, T ], Hγ(M)) ∩C1([0, T ], Hγ−σ(M)) ∩ Lp([0, T ], L∞(M)),
for some p > max(ν − 1, 4) when d = 1 and some p > max(ν − 1, 2) when d ≥ 2. Moreover,
the time T depends only on the size of the initial data, i.e. only on ‖[v](0)‖Hγ (M). In the case
σ ∈ (0, 1), the same result holds with (1.14) in place of (1.12).
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We organize this paper as follows. In Section 2, we prove the Strichartz estimates on Rd
endowed with the smooth bounded metric g. In Section 3, we will give the proof of Strichartz
estimates on compact manifolds (M, g). We then prove the well-posedness results for the pure
power-type of nonlinear fractional Schro¨dinger and wave equations on compact manifolds without
boundary in Section 4.
Notation. In this paper the constant may change from line to line and will be denoted by
the same C. The notation A . B means that there exists C > 0 such that A ≤ CB, and the
one A ∼ B means that A . B and B . A. For Banach spaces X and Y , the notation ‖ · ‖L(X,Y )
denotes the operator norm from X to Y and ‖ · ‖L(X) := ‖ · ‖L(X,X).
2 Strichartz estimates on (Rd, g)
2.1 Reduction of problem
In this subsection, we give a reduction of Theorem 1.1 due to the Littlewood-Paley decomposi-
tion. To do so, we firstly recall some useful facts on pseudo-differential calculus. For m ∈ R, we
consider the symbol class S(m) the space of smooth functions a on R2d satisfying
|∂αx ∂βξ a(x, ξ)| ≤ Cαβ 〈ξ〉m−|β| ,
for all x, ξ ∈ Rd. We also need S(−∞) := ∩m∈RS(m). We define the semi-classical pseudo-
differential operator with a symbol a ∈ S(m) by
Oph(a)u(x) := (2πh)
−d
∫∫
R2d
eih
−1(x−y)ξa(x, ξ)u(y)dydξ,
where u ∈ S (Rd). The following result gives the L(Lq(Rd), Lr(Rd))-bound for pseudo-differential
operators (see e.g. [4, Proposition 2.4]).
Proposition 2.1. Let m > d and a be a continuous function on R2d smooth with respect to the
second variable satisfying for all β ∈ Nd, there exists Cβ > 0 such that for all x, ξ ∈ Rd,
|∂βξ a(x, ξ)| ≤ Cβ 〈ξ〉−m .
Then for all 1 ≤ q ≤ r ≤ ∞, there exists C > 0 such that for all h ∈ (0, 1],
‖Oph(a)‖L(Lq(Rd),Lr(Rd) ≤ Ch−(
d
q− dr ).
For a given f ∈ C∞0 (R), we can approximate f(h2P ) in term of pseudo-differential operators.
We have the following result (see e.g [4, Proposition 2.5] or [7, Proposition 2.1]).
Proposition 2.2. Consider Rd equipped with a smooth metric g satisfying (1.2) and (1.3). Then
for a given f ∈ C∞0 (R), there exist a sequence of symbols qj ∈ S(−∞) satisfying q0 = f ◦ p and
supp(qj) ⊂ supp(f ◦ p) such that for all N ≥ 1,
f(h2P ) =
N−1∑
j=0
hjOph(qj) + h
NRN (h),
and for all m ≥ 0 and all 1 ≤ q ≤ r ≤ ∞, there exists C > 0 such that for all h ∈ (0, 1],
‖RN(h)‖L(Lq(Rd),Lr(Rd)) ≤ Ch−(
d
q− dr ).
‖RN (h)‖L(H−m(Rd),Hm(Rd)) ≤ Ch−2m.
A direct consequence of Proposition 2.1 and Proposition 2.2 is the following L(Lq(Rd), Lr(Rd))-
bound for f(h2P ).
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Proposition 2.3. Let f ∈ C∞0 (R). Then for all 1 ≤ q ≤ r ≤ ∞, there exists C > 0 such that
for all h ∈ (0, 1],
‖f(h2P )‖L(Lq(Rd),Lr(Rd)) ≤ Ch−(
d
q−dr ).
Next, we need the following version of the Littlewood-Paley decomposition (see e.g. [7,
Corollary 2.3] or [4, Proposition 2.10]).
Proposition 2.4. There exist ϕ0 ∈ C∞0 (R) and ϕ ∈ C∞0 (R\{0}) such that
ϕ0(P ) +
∑
h−1:dya
ϕ(h2P ) = Id,
where h−1 : dya means h−1 = 2k, k ∈ N\{0}. Moreover, for all q ∈ [2,∞), there exists C > 0
such that for all u ∈ S (Rd),
‖u‖Lq(Rd) ≤ C
( ∑
h−1:dya
‖ϕ(h2P )u‖2Lq(Rd)
)1/2
+ C‖u‖L2(Rd).
We end this subsection with the following reduction.
Proposition 2.5. Consider Rd, d ≥ 1 equipped with a smooth metric g satisfying (1.2), (1.3).
Let σ ∈ (0,∞)\{1} and ϕ ∈ C∞0 (R\{0}). If there exist t0 > 0 small enough and C > 0 such
that for all u0 ∈ L1(Rd) and all h ∈ (0, 1],
‖eith−1(hΛg)σϕ(h2P )u0‖L∞(Rd) ≤ Ch−d(1 + |t|h−1)−d/2‖u0‖L1(Rd), (2.1)
for all t ∈ [−t0, t0], then Theorem 1.1 holds true.
The proof of Proposition 2.5 bases on the following version of TT ⋆-criterion (see [22], [34,
Theorem 10.7] or [?, Proposition 4.1]).
Theorem 2.6. Let (X,M, µ) be a σ-finite measured space, and T : R → B(L2(X,M, µ)) be a
weakly measurable map satisfying, for some constants C, γ, δ > 0,
‖T (t)‖L2(X)→L2(X) ≤ C, t ∈ R, (2.2)
‖T (t)T (s)⋆‖L1(X)→L∞(X) ≤ Ch−δ(1 + |t− s|h−1)−τ , t, s ∈ R. (2.3)
Then for all pair (p, q) satisfying
p ∈ [2,∞], q ∈ [1,∞], (p, q, δ) 6= (2,∞, 1), 1
p
≤ τ
(1
2
− 1
q
)
,
one has
‖T (t)u‖Lp(R,Lq(X)) ≤ Ch−κ‖u‖L2(X),
where κ = δ(1/2− 1/q)− 1/p.
Proof of Proposition 2.5. Using the energy estimates and dispersive estimates (2.1), we can apply
Theorem 2.6 for T (t) = 1[−t0,t0](t)e
ith−1(hΛg)
σ
ϕ(h2P ), δ = d, τ = d/2 and get
‖eith−1(hΛg)σϕ(h2P )u0‖Lp([−t0,t0],Lq(Rd)) ≤ Ch−(d/2−d/q−1/p)‖u0‖L2(Rd).
By scaling in time, we have
‖eitΛσgϕ(h2P )u0‖Lp(hσ−1[−t0,t0],Lq(Rd)) = h(σ−1)/p‖eith
−1(hΛg)
σ
ϕ(h2P )u0‖Lp([−t0,t0],Lq(Rd))
≤ Ch−γpq‖u0‖L2(Rd). (2.4)
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Using the group property and the unitary property of Schro¨dinger operator eitΛ
σ
g , we have the
same estimates as in (2.4) for all intervals of size 2hσ−1. Indeed, for any interval Ih of size 2hσ−1,
we can write Ih = [c− hσ−1t0, c+ hσ−1t0] for some c ∈ R and
‖eitΛσgϕ(h2P )u0‖Lp(Ih,Lq(Rd)) = ‖eitΛ
σ
gϕ(h2P )eicΛ
σ
g u0‖Lp(hσ−1[−t0,t0];Lq(Rd))
≤ Ch−γpq‖eicΛσgu0‖L2(Rd) = Ch−γpq‖u0‖L2(Rd).
In the case σ ∈ (1,∞), we use a trick given in [7], i.e. cumulating O(h1−σ) estimates on intervals
of length 2hσ−1 to get estimates on any finite interval I. Precisely, by writing I as a union of N
intervals Ih of length 2h
σ−1 with N . h1−σ, we have
‖eitΛσgϕ(h2P )u0‖Lp(I,Lq(Rd)) ≤
(∑
Ih
∫
Ih
‖eitΛσgϕ(h2P )u0‖pLq(Rd)dt
)1/p
≤CN1/ph−γpq‖u0‖L2(Rd) ≤ Ch−γpq−(σ−1)/p‖u0‖L2(Rd). (2.5)
In the case σ ∈ (0, 1), we can obviously bound the estimates over time intervals of size 1 by the
ones of size hσ−1 and obtain
‖eitΛσgϕ(h2P )u0‖Lp(I,Lq(Rd)) ≤ Ch−γpq‖u0‖L2(Rd). (2.6)
Moreover, we can replace the norm ‖u0‖L2(Rd) in the right hand side of (2.5) and (2.6) by
‖ϕ(h2P )u0‖L2(Rd). Indeed, by choosing ϕ˜ ∈ C∞0 (R\{0}) satisfying ϕ˜ = 1 near supp(ϕ), we can
write
eith
−1(hΛg)
σ
ϕ(h2P )u0 = e
ith−1(hΛg)
σ
ϕ˜(h2P )ϕ(h2P )u0
and apply (2.5) and (2.6) with ϕ˜ in place of ϕ. Now, by using the Littlewood-Paley decompo-
sition given in Proposition 2.4 and the Minkowski inequality, we have for all (p, q) Schro¨dinger
admissible,
‖u‖Lp(I,Lq(Rd)) ≤ C
( ∑
h−1:dya
‖ϕ(h2P )u‖2Lp(I,Lq(Rd))
)1/2
+ C‖u‖Lp(I,L2(Rd)). (2.7)
We now apply (2.7) for u = eitΛ
σ
g u0 together with (2.5) and get for σ ∈ (1,∞),
‖eitΛσg u0‖Lp(I,Lq(Rd)) ≤ C
( ∑
h−1:dya
h−2(γpq+(σ−1)/p)‖ϕ(h2P )u0‖2L2(Rd)
)1/2
+ C‖u0‖L2(Rd).
Here the boundedness of I is crucial to have a bound on the second term in the right hand side
of (2.7). The almost orthogonality and the fact that γpq +(σ− 1)/p ≥ 1/p imply for σ ∈ (1,∞),
‖eitΛσg u0‖Lp(I,Lq(Rd)) ≤ C‖u0‖Hγpq+(σ−1)/p(Rd).
Similar results hold for σ ∈ (0, 1) with γpq in place of γpq + (σ − 1)/p by using (2.6) instead of
(2.5). This completes the proof. 
2.2 The WKB approximation
This subsection is devoted to the proof of dispersive estimates (2.1). To do so, we will use the
so called WKB approximation (see [7], [4], [20] or [28]), i.e. to approximate eith
−1(hΛg)
σ
ϕ(h2P )
in terms of Fourier integral operators. The following result is the main goal of this subsection.
Let us denote Uh(t) := e
ith−1(hΛg)
σ
for simplifying the presentation.
Theorem 2.7. Let σ ∈ (0,∞)\{1}, ϕ ∈ C∞0 (R\{0}), J a small neighborhood of supp(ϕ) not
containing the origin, a ∈ S(−∞) with supp(a) ⊂ p−1(supp(ϕ)). Then there exist t0 > 0 small
enough, S ∈ C∞([−t0, t0] × R2d) and a sequence of functions aj(t, ·, ·) ∈ S(−∞) satisfying
supp(aj(t, ·, ·)) ⊂ p−1(J) uniformly with respect to t ∈ [−t0, t0] such that for all N ≥ 1,
Uh(t)Oph(a)u0 = JN (t)u0 +RN (t)u0,
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where
JN (t)u0(x) =
N−1∑
j=0
hjJh(S(t), aj(t))u0(x)
=
N−1∑
j=0
hj
[
(2πh)−d
∫∫
R2d
eih
−1(S(t,x,ξ)−yξ)aj(t, x, ξ)u0(y)dydξ
]
,
JN (0) = Oph(a) and the remainder RN (t) satisfies for all t ∈ [−t0, t0] and all h ∈ (0, 1],
‖RN(t)‖L(L2(Rd)) ≤ ChN−1. (2.8)
Moreover, there exists a constant C > 0 such that for all t ∈ [−t0, t0] and all h ∈ (0, 1],
‖JN (t)‖L(L1(Rd),L∞(Rd)) ≤ Ch−d(1 + |t|h−1)−d/2. (2.9)
Remark 2.8. Before entering to the proof of Theorem 2.7, let us show that Theorem 2.7 implies
(2.1). We firstly note that the study of dispersive estimates for Uh(t)ϕ(h
2P ) is reduced to the
one of Uh(t)Oph(a) with a ∈ S(−∞) satisfying supp(a) ⊂ p−1(supp(ϕ)). Indeed, by using the
parametrix of ϕ(h2P ) given in Proposition 2.2, we have for all N ≥ 1,
ϕ(h2P ) =
N−1∑
j=0
hjOph(q˜j) + h
N R˜N (h),
for some q˜j ∈ S(−∞) satisfying supp(q˜j) ⊂ p−1(supp(ϕ)) and the remainder satisfies for all
m ≥ 0,
‖R˜N (h)‖L(H−m(Rd),Hm(Rd)) ≤ Ch−2m.
Since Uh(t) is bounded in H
m(Rd), the Sobolev embedding with m > d/2 implies
‖Uh(t)R˜N (h)‖L(L1(Rd),L∞(Rd)) ≤ ‖Uh(t)R˜N (h)‖L(H−m(Rd),Hm(Rd)) ≤ Ch−2m.
By choosing N large enough, the remainder term is bounded in L(L1(Rd), L∞(Rd)) independent
of t, h. We next show that Theorem 2.7 gives dispersive estimates for Uh(t)Oph(a), i.e.
‖Uh(t)Oph(a)‖L(L1(Rd),L∞(Rd)) ≤ Ch−d(1 + |t|h−1)−d/2, (2.10)
for all h ∈ (0, 1] and all t ∈ [−t0, t0]. Indeed, by choosing ˜˜ϕ ∈ C∞0 (R\{0}) which satisfies ˜˜ϕ = 1
near supp(ϕ), we can write
Uh(t)Oph(a) = ˜˜ϕ(h
2P )Uh(t)Oph(a) ˜˜ϕ(h
2P ) + (1− ˜˜ϕ)(h2P )Uh(t)Oph(a) ˜˜ϕ(h2P )
+ Uh(t)Oph(a)(1 − ˜˜ϕ)(h2P ). (2.11)
Using Theorem 2.7, the first term is written as
˜˜ϕ(h2P )Uh(t)Oph(a) ˜˜ϕ(h
2P ) = ˜˜ϕ(h2P )JN (t) ˜˜ϕ(h
2P ) + ˜˜ϕ(h2P )RN (t) ˜˜ϕ(h
2P ).
We learn from Proposition 2.2 and (2.9) that the first term in the right hand side is of size
OL(L1(Rd),L∞(Rd))(h−d(1+ |t|h−1)−d/2) and the second one is of size OL(L1(Rd),L∞(Rd))(hN−1−d).
For the second and the third term of (2.11), we compose to the left and the right hand side with
(P + 1)m for m ≥ 0 and use the parametrix of (1− ˜˜ϕ)(h2P ). By composing pseudo-differential
operators with disjoint supports, we obtain terms of size OL(L2(Rd))(h∞). The Sobolev embed-
ding with m > d/2 implies that the second and the third terms are of size OL(L1(Rd),L∞(Rd))(h∞).
By choosing N large enough, we have (2.10).
Proof of Theorem 2.7. Let us explain the strategy of the proof. As mentioned in the introduction,
the main difficulty is that we do not have the exact form of the semi-classical fractional Laplace-
Beltrami operator, namely (hΛg)
σ, in order to use the usual construction of [7]. Fortunately,
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thanks to the support of the symbol a, we can replace Uh(t) by e
ith−1ψ(h2P ) for some smooth,
compactly supported function ψ. The interest of this replacement is that one can approximate
ψ(h2P ) in terms of pseudo-differential operators. We next use the action of pseudo-differential
operators on Fourier integral operators and collect the powers of the semi-classical parameter h
to yield the Hamilton-Jacobi equation for the phase and a system of transport equations for the
amplitudes. After solving these equations, we control the remainder terms and prove dispersive
estimates for the main terms. The proof of this theorem is done by several steps.
Step 1: Construction of the phase and amplitudes Due to the support of a, we can
replace (hΛg)
σ by ψ(h2P ) where ψ(λ) = ϕ˜(λ)
√
λ
σ
with ϕ˜ ∈ C∞0 (R\{0}) and ϕ˜ = 1 on J . The
interest of this replacement is that we can use Proposition 2.2 to write
ψ(h2P ) =
N−1∑
k=0
hkOph(qk) + h
NRN (h), (2.12)
where qk ∈ S(−∞) satisfying q0(x, ξ) = ψ ◦ p(x, ξ), supp(qk) ⊂ p−1(supp(ψ)) and RN (h) is
bounded in L2(Rd) uniformly in h ∈ (0, 1]. Next, using the fact
d
dt
(
e−ith
−1ψ(h2P )JN (t)
)
= ih−1e−ith
−1ψ(h2P )(hDt − ψ(h2P ))JN (t),
and JN (0) = Oph(a), the Fundamental Theorem of Calculus gives
eith
−1ψ(h2P )Oph(a)u0 = JN (t)u0 − ih−1
∫ t
0
ei(t−s)h
−1ψ(h2P )
(
hDs − ψ(h2P )
)
JN (s)u0ds.
We want the last term to have a small contribution. To do this, we need to consider the action
of hDt − ψ(h2P ) on JN (t). We first compute the action of hDt on JN (t) and have
hDt ◦ JN (t) =
N∑
l=0
hlJh(S(t), bl(t)),
where
b0(t, x, ξ) = ∂tS(t, x, ξ)a0(t, x, ξ),
bl(t, x, ξ) = ∂tS(t, x, ξ)al(t, x, ξ) +Dtal−1(t, x, ξ), l = 1, ..., N − 1,
bN (t, x, ξ) = DtaN−1(t, x, ξ).
In order to study the action of ψ(h2P ) on JN (t), we need the following action of a pseudo-
differential operator on a Fourier integral operator (see e.g. [28, The´ore`me IV.19], [29, Theorem
2.5] or [3, Appendix]).
Proposition 2.9. Let b ∈ S(−∞) and c ∈ S(−∞) and S ∈ C∞(R2d) satisfy for all α, β ∈
N
d, |α+ β| ≥ 1, there exists Cαβ > 0,
|∂αx ∂βξ (S(x, ξ) − x · ξ)| ≤ Cαβ , ∀x, ξ ∈ Rd. (2.13)
Then
Oph(b) ◦ Jh(S, c) =
N−1∑
j=0
hjJh(S, (b ⊳ c)j) + h
NJh(S, rN (h)),
where (b ⊳ c)j is an universal linear combination of
∂βη b(x,∇xS(x, ξ))∂β−αx c(x, ξ)∂α1x S(x, ξ) · · · ∂αkx S(x, ξ),
with α ≤ β, α1+ · · ·αk = α and |αl| ≥ 2 for all l = 1, ..., k and |β| = j. The maps (b, c) 7→ (b⊳c)j
and (b, c) 7→ rN (h) are continuous from S(−∞) × S(−∞) to S(−∞) and S(−∞) respectively.
In particular, we have
(b ⊳ c)0(x, ξ) = b(x,∇xS(x, ξ))c(x, ξ),
i(b ⊳ c)1(x, ξ) = ∇ηb(x,∇xS(x, ξ)) · ∇xc(x, ξ) + 1
2
tr
(∇2ηb(x, ∂xS(x, ξ)) · ∇2xS(x, ξ)) c(x, ξ).
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Using (2.12), we can apply 1 Proposition 2.9 and obtain
ψ(h2P ) ◦ JN (t) =
N−1∑
k=0
hkOph(qk) ◦
N−1∑
j=0
hjJh(S(t), aj(t)) + h
NRN (h)JN (t),
=
N∑
k+j+l=0
hk+j+lJh(S(t), (qk ⊳ aj(t))l) + h
N+1Jh(S(t), rN+1(h, t)) + h
NRN (h)JN (t).
This implies that
(hDt − ψ(h2P ))JN (t) =
N∑
r=0
hrJh(S(t), cr(t)) − hNRN (h)JN (t)− hN+1Jh(S(t), rN+1(h, t)),
where
c0(t) = ∂tS(t)a0(t)− q0(x,∇xS(t))a0(t),
cr(t) = ∂tS(t)ar(t)− q0(x,∇xS(t))ar(t) +Dtar−1(t)− (q0 ⊳ ar−1(t))1 − (q1 ⊳ ar−1(t))0
−
∑
k+j+l=r
j≤r−2
(qk ⊳ aj(t))l, r = 1, ..., N − 1,
cN (t) = DtaN−1(t)− (q0 ⊳ aN−1(t))1 − (q1 ⊳ aN−1(t))0 −
∑
k+j+l=N
j≤N−2
(qk ⊳ aj(t))l.
The system of equations cr(t) = 0 for r = 0, ..., N leads to the following Hamilton-Jacobi equation
∂tS(t)− q0(x,∇xS(t)) = 0, (2.14)
with S(0) = x · ξ, and transport equations
Dta0(t)− (q0 ⊳ a0(t))1 − (q1 ⊳ a0(t))0 = 0, (2.15)
Dtar(t)− (q0 ⊳ ar(t))1 − (q1 ⊳ ar(t))0 =
∑
k+j+l=r+1
j≤r−1
(qk ⊳ aj(t))l, (2.16)
for r = 1, ..., N − 1 with initial data
a0(0) = a, ar(0) = 0, r = 1, ..., N − 1. (2.17)
The standard Hamilton-Jacobi equation gives the following result (see e.g. [28, The´ore`me IV.14]
or Appendix A).
Proposition 2.10. There exist t0 > 0 small enough and a unique solution S ∈ C∞([−t0, t0]×
R2d) to the Hamilton-Jacobi equation{
∂tS(t, x, ξ)− q0(x,∇xS(t, x, ξ)) = 0,
S(0, x, ξ) = x · ξ. (2.18)
Moreover, for all α, β ∈ Nd, there exists Cαβ > 0 such that for all t ∈ [−t0, t0] and all x, ξ ∈ Rd,
|∂αx ∂βξ (S(t, x, ξ)− x · ξ) | ≤ Cαβ |t|, |α+ β| ≥ 1, (2.19)
|∂αx ∂βξ (S(t, x, ξ) − x · ξ − tq0(x, ξ))| ≤ Cαβ |t|2. (2.20)
Note that the phase given in Proposition 2.10 satisfies requirements of Proposition 2.9. It
remains to solve the transport equations (2.15), (2.16). To do so, we rewrite these equations as
∂ta0(t, x, ξ) − V (t, x, ξ) · ∇xa0(t, x, ξ)− f(t, x, ξ)a0(t, x, ξ) = 0,
∂tar(t, x, ξ) − V (t, x, ξ) · ∇xar(t, x, ξ) − f(t, x, ξ)ar(t, x, ξ) = gr(t, x, ξ),
1We will see later that the phase satisfies requirements of Proposition 2.9.
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for r = 1, ..., N − 1 where
V (t, x, ξ) = (∂ξq0)(x,∇xS(t, x, ξ)),
f(t, x, ξ) =
1
2
tr
[∇2ξq0(x,∇xS(t, x, ξ)) · ∇2xS(t, x, ξ)] + iq1(x,∇xS(t, x, ξ)),
gr(t, x, ξ) = i
∑
k+j+l=r+1
j≤r−1
(qk ⊳ aj(t))l.
We now construct ar(t, x, ξ), r = 0, ..., N − 1 by the method of characteristics as follows. Let
Z(t, s, x, ξ) be the flow associated to V (t, x, ξ), i.e.
∂tZ(t, s, x, ξ) = −V (t, Z(t, s, x, ξ), ξ), Z(s, s, x, ξ) = x.
By the fact that q0 ∈ S(−∞) and (2.19) and using the same trick as in Lemma A.1, we have
|∂αx ∂βξ (Z(t, s, x, ξ)− x)| ≤ Cαβ |t− s|, (2.21)
for all |t|, |s| ≤ t0. Now, we can define iteratively
a0(t, x, ξ) = a(Z(0, t, x, ξ), ξ) exp
(∫ t
0
f(s, Z(s, t, x, ξ), ξ)ds
)
,
ar(t, x, ξ) =
∫ t
0
gr(s, Z(s, t, x, ξ), ξ) exp
(∫ t
τ
f(τ, Z(τ, t, x, ξ), ξ)dτ
)
ds,
for r = 1, ..., N − 1. These functions are respectively solutions to (2.15) and (2.16) with ini-
tial data (2.17) respectively. Since supp(a) ⊂ p−1(supp(ϕ)), we see that for t0 > 0 small
enough, (Z(t, s, p−1(supp(ϕ))), ξ) ∈ p−1(J) for all |t|, |s| ≤ t0. By extending ar(t, x, ξ) on R2d
by ar(t, x, ξ) = 0 for (x, ξ) /∈ p−1(J), the functions ar are still smooth in (x, ξ) ∈ R2d. Using
the fact that a, qk ∈ S(−∞), (2.20) and (2.21), we have for t0 > 0 small enough, ar(t, ·, ·) is a
bounded set of S(−∞) and supp(ar(t, ·, ·)) ∈ p−1(J) uniformly with respect to t ∈ [−t0, t0].
Step 2: L2-boundedness of remainder We will use the so called Kuranishi trick (see e.g.
[28], [25]). We firstly have
RN (t) = ih
N−1
∫ t
0
ei(t−s)h
−1ψ(h2P )
(
RN (h)JN (s) + hJh(S(s), rN+1(h, s))
)
ds.
Using that ei(t−s)h
−1ψ(h2P ) is unitary in L2(Rd) and Proposition 2.2 that RN (h) is bounded
in L(L2(Rd)) uniformly in h ∈ (0, 1], the estimate (2.8) follows from the L2-boundedness of
Jh(S(t), a(t)) uniformly with respect to h ∈ (0, 1] and t ∈ [−t0, t0] where (a(t))t∈[−t0,t0] is
bounded in S(−∞). For t ∈ [−t0, t0], we define a map on R3d by
Λ(t, x, y, ξ) :=
∫ 1
0
∇xS(t, y + s(x− y), ξ)ds.
Using (2.19), there exists t0 > 0 small enough so that for all t ∈ [−t0, t0],
‖∇x∇ξS(t, x, ξ)− IRd‖ ≪ 1, ∀x, ξ ∈ Rd.
This implies that
‖∇ξΛ(t, x, y, ξ)− IRd | ≤
∫ 1
0
‖∇ξ∇xS(t, y + s(x− y), ξ)− IRd‖ds≪ 1, ∀t ∈ [−t0, t0].
Thus for all t ∈ [−t0, t0] and all x, y ∈ Rd, the map ξ 7→ Λ(t, x, y, ξ) is a diffeomorphism from
Rd onto itself. If we denote ξ 7→ Λ−1(t, x, y, ξ) the inverse map, then Λ−1(t, x, y, ξ) satisfies (see
[3]) that: for all α, α′, β ∈ Nd, there exists Cαα′β > 0 such that
|∂αx ∂α
′
y ∂
β
ξ (Λ
−1(t, x, y, ξ)− ξ)| ≤ Cαα′β|t|, (2.22)
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for all t ∈ [−t0, t0]. Now, by change of variable ξ 7→ Λ−1(t, x, y, ξ), the action Jh(S(t), a(t)) ◦
Jh(S(t), a(t))
⋆ becomes (see [28]) a semi-classical pseudo-differential operator with the amplitude
a(t, x,Λ−1(t, x, y, ξ))a(t, y,Λ−1(t, x, y, ξ)| det ∂ξΛ−1(t, x, y, ξ)|.
Using the fact that (a(t))t∈[−t0,t0] is bounded in S(−∞) and (2.22), this amplitude and its
derivatives are bounded. By the Caldero´n-Vaillancourt theorem, we have the result.
Step 3: Dispersive estimates We prove the result for a general term, namely Jh(S(t), a(t))
with (a(t))t∈[−t0,t0] is bounded in S(−∞) satisfying supp(a(t, ·, ·)) ∈ p−1(J) for some small
neighborhood J of supp(ϕ) not containing the origin uniformly with respect to t ∈ [−t0, t0]. The
kernel of Jh(S(t), a(t)) reads
Kh(t, x, y) = (2πh)
−d
∫
Rd
eih
−1(S(t,x,ξ)−yξ)a(t, x, ξ)dξ.
It suffices to show for all t ∈ [−t0, t0] and all h ∈ (0, 1], |Kh(t, x, y)| ≤ Ch−d(1 + |t|h−1)−d/2, for
all x, y ∈ Rd. We only consider the case t ≥ 0, for t ≤ 0 it is similar. Since the amplitude is
compactly supported in ξ and a(t, x, ξ) is bounded uniformly in t ∈ [−t0, t0] and x, y ∈ Rd, we
have |Kh(t, x, y)| ≤ Ch−d. If 0 ≤ t ≤ h or 1 + th−1 ≤ 2, then
|Kh(t, x, y)| ≤ Ch−d ≤ Ch−d(1 + th−1)−d/2.
We now can assume that h ≤ t ≤ t0 and write the phase function as (S(t, x, ξ)− yξ)/t with the
parameter λ = th−1 ≥ 1. By the choice of ϕ˜ (see Step 1 for ϕ˜), we see that on the support of
the amplitude, i.e. on p−1(J), q0(x, ξ) =
√
p(x, ξ)
σ
. Thus we apply (2.18) to write
S(t, x, ξ) = x · ξ + t
√
p(x, ξ)
σ
+ t2
∫ 1
0
(1− θ)∂2t S(θt, x, ξ)dθ.
Next, using that p(x, ξ) = ξtG(x)ξ = |η|2 with η =
√
G(x)ξ or ξ =
√
g(x)η where g(x) =
(gjk(x))
d
j,k=1 and G(x) = (g(x))
−1 = (gjk(x))dj,k=1 , the kernel can be written as
Kh(t, x, y) = (2πh)
−d
∫
Rd
eiλΦ(t,x,y,η)a(t, x,
√
g(x)η)|g(x)|dη,
where
Φ(t, x, y, η) =
√
g(x)(x− y) · η
t
+ |η|σ + t
∫ 1
0
(1− θ)∂2t S(θt, x,
√
g(x)η)dθ.
Recall that |g(x)| :=
√
det g(x). By (1.2), ‖
√
G(x)‖ and ‖
√
g(x)‖ are bounded from below and
above uniformly in x ∈ Rd. This implies that η still belongs to a compact set of Rd away from
zero. We denote this compact support by K. The gradient of the phase is
∇ηΦ(t, x, y, η) =
√
g(x)(x− y)
t
+ ση|η|σ−2 + t
(∫ 1
0
(1− θ)(∇ξ∂2t S)(θt, x,
√
g(x)η)dθ
)√
g(x).
Let us consider the case |
√
g(x)(x − y)/t| ≥ C for some constant C large enough. Thanks
to the Hamilton-Jacobi equation (2.18) (see also (A.9), (A.2) and Lemma A.2) and the fact
σ ∈ (0,∞)\{1}, we have for t0 small enough,
|∇ηΦ| ≥ |
√
g(x)(x− y)/t| − σ|η|σ−1 −O(t) ≥ C1.
Hence we can apply the non stationary theorem, i.e. by integrating by parts with respect to η
together with the fact that for all β ∈ Nd satisfying |β| ≥ 2, |∂βηΦ(t, x, y, η)| ≤ Cβ , we have for
all N ≥ 1,
|Kh(t, x, y)| ≤ Ch−dλ−N ≤ Ch−d(1 + th−1)−d/2,
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provided N is taken greater than d/2.
Thus we can assume that |
√
g(x)(x− y)/t| ≤ C. In this case, we write
∇2ηΦ(t, x, y, η) = σ|η|σ−2
(
IRd + (σ − 2)
η · ηt
|η|2
)
+O(t).
Using that ∣∣∣ detσ|η|σ−2(IRd + (σ − 2)η · ηt|η|2
)∣∣∣ = σd|σ − 1‖η|(σ−2)d ≥ C.
Therefore, for t0 > 0 small enough, the map η 7→ ∇ηΦ(t, x, y, η) from a neighborhood of K
to its range is a local diffeomorphism. Moreover, for all β ∈ Nd satisfying |β| ≥ 1, we have
|∂βηΦ(t, x, y, η)| ≤ Cβ . The stationary phase theorem then implies that for all t ∈ [h, t0] and all
x, y ∈ Rd satisfying |
√
g(x)(x − y)/t| ≤ C,
|Kh(t, x, y)| ≤ Ch−dλ−d/2 ≤ Ch−d(1 + th−1)−d/2.
This completes the proof. 
3 Strichartz estimates on compact manifolds
In this section, we give the proof of Strichartz estimates on compact manifolds without boundary
given in Theorem 1.2.
3.1 Notations
Coordinate charts and partition of unity Let M be a smooth compact Riemannian man-
ifold without boundary. A coordinate chart (Uκ, Vκ, κ) on M comprises an homeomorphism
κ between an open subset Uκ of M and an open subset Vκ of R
d. Given φ ∈ C∞0 (Uκ)(resp.
χ ∈ C∞0 (Vκ)), we define the pushforward of φ (resp. pullback of χ) by κ∗φ := φ ◦ κ−1 (resp.
κ∗χ := χ ◦ κ). For a given finite cover of M , namely M = ∪κ∈FUκ with #F < ∞, there exist
φκ ∈ C∞0 (Uκ), κ ∈ F such that 1 =
∑
κ φκ(m) for all m ∈M .
Laplace-Beltrami operator For all coordinate chart (Uκ, Vκ, κ), there exists a symmetric
positive definite matrix gκ(x) := (g
κ
jk(x))
d
j,k=1 with smooth and real valued coefficients on Vκ
such that the Laplace-Beltrami operator P = −∆g reads in (Uκ, Vκ, κ) as
Pκ := −κ∗∆gκ∗ = −
d∑
j,k=1
|gκ(x)|−1∂j
(
|gκ(x)|gjkκ (x)∂k
)
,
where |gκ(x)| =
√
det gκ(x) and (g
j,k
κ (x))
d
j,k=1 := (gκ(x))
−1. The principal symbol of Pκ is
pκ(x, ξ) =
d∑
j,k=1
gjkκ (x)ξjξk.
3.2 Functional calculus
In this subsection, we recall well-known facts on pseudo-differential calculus on manifolds (see
e.g. [7]). For a given a ∈ S(m), we define the operator
Opκh(a) := κ
∗Oph(a)κ∗. (3.1)
If nothing is specified about a ∈ S(m), then the operator Opκh(a) maps C∞0 (Uκ) to C∞(Uκ). In
the case supp(a) ⊂ Vκ × Rd, we have that Opκh(a) maps C∞0 (Uκ) to C∞0 (Uκ) hence to C∞(M).
We have the following result.
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Proposition 3.1. Let φκ ∈ C∞0 (Uκ) be an element of a partition of unity on M and φ˜κ, ˜˜φκ ∈
C∞0 (Uκ) be such that φ˜κ = 1 near supp(φκ) and
˜˜φκ = 1 near supp(φ˜κ). Then for all N ≥ 1, all
z ∈ [0,+∞)and all h ∈ (0, 1],
(h2P − z)−1φκ =
N−1∑
j=0
hj φ˜κOp
κ
h(qκ,j(z))φκ + h
NRN (z, h),
where qκ,j(z) ∈ S(−2 − j) is a linear combination of ak(pκ − z)−1−k for some symbol ak ∈
S(2k − j) independent of z and
RN (z, h) = −(h2P − z)−1 ˜˜φκOpκh(rκ,N (z, h))φκ,
where rκ,N (z, h) ∈ S(−N) with seminorms growing polynomially in 1/dist(z,R+) uniformly in
h ∈ (0, 1] as long as z belongs to a bounded set of C\[0,+∞).
Proof. Let us set χκ := κ∗φκ, similarly for χ˜κ and ˜˜χκ and get χκ, χ˜κ, ˜˜χκ ∈ C∞0 (Vκ) and χ˜κ = 1
near supp(χκ) and ˜˜χκ = 1 near supp(χ˜κ). We firstly find an operator, still denoted by P ,
globally defined on Rd of the form
P = −
d∑
j,k=1
gjk(x)∂j∂k +
d∑
l=1
bl(x)∂l, (3.2)
which coincides with Pκ on a large relatively compact subset V0 of Vκ. By “large”, we mean
that supp( ˜˜χκ) ⊂ V0. For instance, we can take P = υPκ − (1 − υ)∆ where υ ∈ C∞0 (Vκ) with
values in [0, 1] satisfying υ = 1 on V0. The principal symbol of P is
p(x, ξ) =
d∑
j,k=1
gjk(x)ξjξk, where g
jk(x) = υ(x)gjkκ (x) + (1− υ(x))δjk . (3.3)
It is easy to see that g(x) = (gjk(x)) satisfies (1.2) and (1.3) and bl is bounded in R
d together
with all of its derivatives. Using the standard elliptic parametrix for (h2P − z)−1 (see e.g [28]),
we have
(h2P − z)Oph(qκ(z, h)) = I + hNOph(r˜κ,N (z, h)), (3.4)
where qκ(z, h) =
∑N−1
j=0 h
jqκ,j(z) with qκ,j(z) ∈ S(−2 − j) and r˜κ,N (z, h) ∈ S(−N) with semi-
norms growing polynomially in 〈z〉 /dist(z,R+) uniformly in h ∈ (0, 1]. On the other hand, we
can write
(h2Pκ − z)χ˜κOph(qκ(z, h))χκ
= χ˜κ(h
2Pκ − z)Oph(qκ(z, h))χκ + [h2Pκ, χ˜κ]Oph(qκ(z, h))χκ. (3.5)
Here [h2Pκ, χ˜κ] and χκ have coefficients with disjoint supports. Thanks to (3.4) and the com-
position of pseudo-differential operators with disjoint supports, we have
(h2Pκ − z)χ˜κOph(qκ(z, h))χκ = χκ + hN ˜˜χκOph(rκ,N (z, h))χκ,
with rκ,N (z, h) satisfying the required property. We then compose to the right and the left of
above equality with κ∗ and κ∗ respectively and get
(h2P − z)φ˜κOpκh(qκ(z, h))φκ = φκ + hN ˜˜φκOpκh(rκ,N (z, h))φκ.
This gives the result and the proof is complete.
Next, we give an application of the parametrix given in Proposition 3.1 and have the following
result (see [7, Proposition 2.1] or [4, Proposition 2.5]).
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Proposition 3.2. Let φκ, φ˜κ,
˜˜
φκ be as in Proposition 3.1 and f ∈ C∞0 (R). Then for all N ≥ 1
and all h ∈ (0, 1],
f(h2P )φκ =
N−1∑
j=0
hj φ˜κOp
κ
h(aκ,j)φκ + h
NRκ,N (h), (3.6)
where aκ,j ∈ S(−∞) with supp(aκ,j) ⊂ supp(f ◦ pκ) for j = 0, ..., N − 1. Moreover, for all
m ≥ 0, there exists C > 0 such that for all h ∈ (0, 1],
‖RN (h)‖L(H−m(M),Hm(M)) ≤ Ch−2m. (3.7)
Proof. The proof is essentially given in [7, Proposition 2.1]. For the reader’s convenience, we
recall the main steps. By using Proposition 3.1 and the Helffer-Sjo¨strand formula (see [14]),
namely
f(h2P ) = − 1
π
∫
C
∂f˜(z)(h2P − z)−1dL(z),
where f˜ is an almost analytic extension of f , the Cauchy formula implies (3.6) with
Rκ,N (h) =
1
π
∫
C
∂f˜(z)(h2P − z)−1 ˜˜φκOpκh(rκ,N (z, h))φκdL(z).
It remains to prove (3.7). This leads to study the action on L2(Rd) of the map∫
C
∂f˜(z)(Pκ + 1)
m/2(h2Pκ − z)−1 ˜˜χκOph(rκ,N (z, h))χκ(Pκ + 1)m/2dL(z).
Using a trick as in (3.5), we can find a globally defined operator P which coincides with Pκ on
the support of ˜˜χκ. We see that ‖(h2P − z)−1‖L(L2(Rd)) ≤ C|Im z|−1 and
(P + 1)m/2Oph(rκ,N (z, h))χκ(P + 1)
m/2 = h−2mOph(r˜κ,N (z, h)),
where r˜κ,N (z, h) ∈ S(−N+2m) with seminorms growing polynomially in 1/dist(z,R+) uniformly
in h ∈ (0, 1] which are harmless since f˜ is compactly supported and ∂f˜(z) = O(|Im z|∞). By
choosing N such that N − 2m > d, the result then follows from the L(L2(Rd)) bound of pseudo-
differential operator given in Proposition 2.1.
A direct consequence of Proposition 2.2 using partition of unity and Proposition 2.1 is the
following result. (see [7, Corollary 2.2] or [4, Proposition 2.9]).
Corollary 3.3. Let f ∈ C∞0 (R). Then for all 1 ≤ q ≤ r ≤ ∞, there exists C > 0 such that for
all h ∈ (0, 1],
‖f(h2P )‖L(Lq(M),Lr(M)) ≤ Ch−(
d
q− dr ).
The next proposition gives the Littlewood-Paley decomposition on compact manifolds with-
out boundary (see [7, Corollary 2.3]) which is similar to Proposition 2.4.
Proposition 3.4. There exist ϕ0 ∈ C∞0 (R) and ϕ ∈ C∞0 (R\{0}) such that for all q ∈ [2,∞),
there exists C > 0,
‖u‖Lq(M) ≤ C
( ∑
h−1:dya
‖ϕ(h2P )u‖2Lq(M)
)1/2
+ C‖u‖L2(M),
for all u ∈ C∞0 (M).
3.3 Reduction of problem
In this subsection, we firstly show how to get Corollary 1.4 from Theorem 1.2 and then give a
reduction of Theorem 1.2.
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Proof of Corollary 1.4 Since we are working on compact manifolds without boundary, it
is well-known that there exists an orthonormal basis (ej)j∈N of L2(M) := L2(M,dvolg) of C∞
functions on M such that
Λσg ej = λ
σ
j ej ,
with 0 ≤ λ0 ≤ λ1 ≤ λ2 ≤ · · · , limj→∞ λj = +∞. For any f a piecewise continuous function,
the functional f(Λg) is defined as
f(Λg)u :=
∑
j∈N
f(λj)ujej.
If we set j0 := dim(kerΛ
σ
g ), then λ0 = λ1 = · · · = λj0−1 = 0 and λj ≥ λj0 > 0 for j ≥ j0. Here
the number j0 stands for the number of connected components of M and the corresponding
eigenfunctions (ej)
j0−1
j=0 are constant functions. We now define the projection on ker(Λ
σ
g ) by
Π0u :=
∑
j<j0
ujej , where uj := 〈ej , u〉L2(M) =
∫
M
ej(x)u(x)dvolg(x).
By the Duhamel formula, the equation (1.10) can be written as
v(t) = cos(tΛσg )v0 +
sin(tΛσg )
Λσg
v1 +
∫ t
0
sin((t− s)Λσg )
Λσg
G(s)ds.
We remark that the only problem may happen on ker(Λσg ) of
sin(tΛσg )
Λσg
. But it is not the case
because
Π0
sin(tΛσg )
Λσg
v1 =
∑
j<j0
sin(tλσj )
λσj
v1,jej =
∑
j<j0
t
sin(tλσj )
tλσj
v1,jej = t
∑
j<j0
v1,jej = tΠ0v1.
Since ker(Λσg ) is generated by constant functions, the local in time Strichartz estimates of Π0v,
namely ‖Π0v‖Lp(I,Lq(M)) with I a bounded interval, can be controlled by any Sobolev norms
of data. Therefore, we only need to study the local in time Strichartz of v away from ker(Λσg ).
Using the fact that
cos(tΛσg ) =
eitΛ
σ
g + e−itΛ
σ
g
2
, sin(tΛσg ) =
eitΛ
σ
g − e−itΛσg
2i
,
the Strichartz estimates (1.11) follow directly from the ones of e±itΛ
σ
g as in (1.8). This gives
Corollary 1.4. 
We now prove Theorem 1.2. To do so, we have the following reduction.
Proposition 3.5. Consider (M, g) a smooth compact Riemannian manifold of dimension d ≥ 1.
Let σ ∈ (0,∞)\{1} and ϕ ∈ C∞0 (R\{0}). If there exists t0 > 0 small enough and C > 0 such
that for all u0 ∈ L1(M) and all h ∈ (0, 1],
‖eith−1(hΛg)σϕ(h2P )u0‖L∞(M) ≤ Ch−d(1 + |t|h−1)−d/2‖u0‖L1(M), (3.8)
for all t ∈ [−t0, t0], then Theorem 1.2 holds true.
Proof. The proof of homogeneous Strichartz estimates follows similarly to the one given in
Proposition 2.5. We only give the proof of (1.8), i.e. σ ∈ (1,∞), the one for σ ∈ (0, 1) is
completely similar. The homogeneous part follows from (1.7). It remains to prove
∥∥∥ ∫ t
0
ei(t−s)Λ
σ
gF (s)ds
∥∥∥
Lp(I,Lq(M))
≤ C‖F‖L1(I,Hγpq+(σ−1)/p(M)). (3.9)
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The estimate (3.9) follows easily from (1.7) and the Minkowski inequality (see [7], Corollary
2.10). Indeed, the left hand side reads∥∥∥ ∫
I
1[0,t](s)e
i(t−s)ΛσgF (s)ds
∥∥∥
Lp(I,Lq(M))
≤
∫
I
‖1[0,t](s)ei(t−s)Λ
σ
gF (s)‖Lp(I,Lq(M))ds
≤
∫
I
‖ei(t−s)ΛσgF (s)‖Lp(I,Lq(M))ds
≤ C
∫
I
‖F (s)‖Hγpq+(σ−1)/p(M)ds.
This gives (3.9) and the proof of Proposition 3.5 is complete.
3.4 Dispersive estimates
This subsection devotes to prove the dispersive estimates (3.8). Again thanks to the localization
ϕ, we can replace (hΛg)
σ by ψ(h2P ) where ψ(λ) = ϕ˜(λ)
√
λ
σ
with ϕ˜ ∈ C∞0 (R\{0}) such that ϕ˜ =
1 near supp(ϕ). The partition of unity allows us to consider only on a local coordinates, namely∑
κ e
ith−1ψ(h2P )ϕ(h2P )φκ. By using the same argument as in Remark 2.8 and Proposition
3.2, the study of eith
−1ψ(h2P )ϕ(h2P )φκ is reduced to the one of e
ith−1ψ(h2P )φ˜κOp
κ
h(aκ)φκ with
aκ ∈ S(−∞) and supp(aκ) ⊂ supp(ϕ ◦ pκ). Let us set
u(t) = eith
−1ψ(h2P )φ˜κOp
κ
h(aκ)φκu0.
We see that u solves the following semi-classical evolution equation{
(hDt − ψ(h2P ))u(t) = 0,
u|t=0 = φ˜κOpκh(aκ)φκu0.
(3.10)
The WKB method allows us to construct an approximation of the solution to (3.10) in finite
time independent of h. To do so, we firstly choose φ′κ, φ˜
′
κ,
˜˜
φ′κ ∈ C∞0 (Uκ) such that φ′κ = 1
near supp(
˜˜
φκ) (see Proposition 3.1 for
˜˜
φκ), φ˜
′
κ = 1 near supp(φ
′
κ) and
˜˜
φ′κ = 1 near supp(φ˜
′
κ).
Proposition 3.2 then implies
ψ(h2P )φ′κ = φ˜
′
κOp
κ
h(bκ(h))φ
′
κ + h
NR′κ,N (h), (3.11)
where bκ(h) =
∑N−1
l=1 h
lbκ,l with bκ,l ∈ S(−∞) and R′κ,N(h) = OL(L2(M))(1). By using the global
extension operator defined in (3.2), we can apply the construction of the WKB approximation
given in Subsection 2.2 and find t0 > 0 small enough, a function Sκ ∈ C∞([−t0, t0]×R2d) and a
sequence aκ,j(t, ·, ·) ∈ S(−∞) satisfying supp(aκ,j(t, ·, ·)) ⊂ p−1(J) (see (3.3) for the definition of
p) for some small neighborhood J of supp(ϕ) not containing the origin uniformly in t ∈ [−t0, t0]
such that
(hDt −Oph(bκ(h)))Jκ,N (t) = Rκ,N(t), (3.12)
where
Jκ,N (t) :=
N−1∑
j=0
hjJh(Sκ(t), aκ,j(t)), JN (0) = Oph(aκ),
satisfying for all t ∈ [−t0, t0] and all (x, ξ) ∈ p−1(J),
|∂αx ∂βξ (Sκ(t, x, ξ) − x · ξ)| ≤ Cαβ |t|, |α+ β| ≥ 1, (3.13)∣∣∣∂αx ∂βξ (Sκ(t, x, ξ)− x · ξ + t√p(x, ξ)σ)∣∣∣ ≤ Cαβ |t|2, (3.14)
and for all h ∈ (0, 1],
‖Jκ,N(t)‖L(L1(Rd),L∞(Rd)) ≤ Ch−d(1 + |t|h−1)−d/2, (3.15)
Rκ,N(t) = OL(L2(Rd))(h
N+1). (3.16)
Next, we need the following micro-local finite propagation speed.
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Lemma 3.6. Let σ ∈ (0,∞)\{1}, χ, χ˜ ∈ C∞0 (Rd) such that χ˜ = 1 near supp(χ), a(t) ∈ S(−∞)
with supp(a(t, ·, ·)) ⊂ p−1(J) uniformly in t ∈ [−t0, t0] and S ∈ C∞([−t0, t0]×R2d) satisfy (3.14)
for all t ∈ [−t0, t0] and all (x, ξ) ∈ p−1(J). Then for t0 > 0 small enough,
Jh(S(t), a(t))χ = χ˜Jh(S(t), a(t))χ + R˜(t),
where R˜(t) = OL(L2(Rd))(h∞).
Proof. The kernel of Jh(S(t), a(t))χ − χ˜Jh(S(t), a(t))χ is given by
Kh(t, x, y) = (2πh)
−d
∫
Rd
eih
−1(S(t,x,ξ)−yξ)(1− χ˜)(x)a(t, x, ξ)χ(y)dξ.
Using (3.14), we can write for t0 > 0 small enough, t ∈ [−t0, t0] and (x, ξ) ∈ p−1(J),
S(t, x, ξ)− yξ = (x − y)ξ − t
√
p(x, ξ)
σ
+O(t2).
By change of variables η =
√
G(x)ξ or ξ =
√
g(x)η, we have
Kh(t, x, y) = (2πh)
−d
∫
Rd
eih
−1Φ(t,x,y,η)(1− χ˜)(x)a(t, x,
√
g(x)η)χ(y)
√
det g(x)dx,
where Φ(t, x, y, ξ) =
√
g(x)(x − y)η − t|η|σ + O(t2). Thanks to the support of χ and χ˜, we see
that |x− y| ≥ C. This gives for t0 > 0 small enough that
|∇ηΦ(t, x, y, η)| = |
√
g(x)(x− y)− tση|η|σ−2 +O(t2)| ≥ C(1 + |x− y|).
Here we also use the fact that ‖
√
g(x)‖ is bounded from below and above (see (3.3)). Using the
fact that for all β ∈ Nd satisfying |β| ≥ 2,
|∂βηΦ(t, x, y, η)| ≤ Cβ ,
the non stationary phase theorem implies for all N ≥ 1, all t ∈ [−t0, t0] and all x, y ∈ Rd,
|Kh(t, x, y)| ≤ ChN−d(1 + |x− y|)−N .
The Schur’s Lemma gives R˜(t) = OL(L2(Rd))(h∞). This ends the proof.
Proof of dispersive estimates (3.8) With the same spirit as in (3.1), let us set JκN (t) =
κ∗Jκ,N (t)κ∗, RκN (t) = κ
∗Rκ,N (t)κ∗ where Jκ,N(t) and Rκ,N(t) given in (3.12). The Duhamel
formula gives
u(t) = eith
−1ψ(h2P )φ˜κOp
κ
h(aκ)φκu0
= φ˜κJ
κ
N (t)φκu0 − ih−1
∫ t
0
ei(t−s)h
−1ψ(h2P )(hDs − ψ(h2P ))φ˜κJκN (s)φκu0ds.
We aslo have from (3.11) that
(hDs − ψ(h2P ))φ˜κJκN (s)φκ
= φ˜κhDsJ
κ
N (s)φκ − φ˜′κOpκh(bκ(h))φ˜κJκN (s)φκ − hNR′κ,N (h)φ˜κJκN (s)φκ.
The micro-local finite propagation speed given in Lemma 3.6 and (3.12) imply
(hDs − ψ(h2P ))φ˜κJκN (s)φκ
= φ˜′κκ
∗(hDs −Oph(bκ(h)))JN (s)κ∗φκ − R˜κ(s)− hNR′κ,N (h)φ˜κJκN (s)φκ.
= φ˜′κR
κ
N (s)φκ − R˜κ(s)− hNR′κ,N (h)φ˜κJκN (s)φκ,
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where R˜κ(s) = OL(L2(M))(h∞). Here we also use the L2-boundedness of pseudo-differential
operators with symbols in S(−∞). We then get
u(t) = φ˜κJ
κ
N (t)φκu0 +RκN (t)u0,
where
RκN (t)u0 = −ih−1
∫ t
0
ei(t−s)h
−1ψ(h2P )(φ˜′κR
κ
N (s)φκ − R˜κ(s)− hNR′κ,N (h)φ˜κJκN (s)φκ)u0ds.
By the same process as in Remark 2.8 using (3.15) and the fact RκN (t) = OL(L2(M))(hN−1) for
all t ∈ [−t0, t0], we obtain
‖eith−1ψ(h2P )ϕ(h2P )φκu0‖L∞(M) ≤ Ch−d(1 + |t|h−1)−d/2|u0‖L1(M),
for all t ∈ [−t0, t0]. The dispersive estimates (3.8) then follow from the above estimates and
partition of unity. This completes the proof. 
4 Nonlinear applications
In this section, we give the proofs of Theorem 1.6 and Corollary 1.7 and Theorem 1.8.
Proof of Theorem 1.6 We only treat the case σ ∈ (1,∞) where we have Strichartz estimates
with loss of derivatives. The one for σ ∈ (0, 1) is similar and essentially given in [13, Theorem
1.7]. We follow the standard process (see e.g [15] or [7, Proposition 3.1]) by using the fixed point
argument in a suitable Banach space. We firstly choose p > max(ν − 1, 4) when d = 1 and
p > max(ν − 1, 2) when d ≥ 2 such that γ > d/2− 1/p and then choose q ≥ 2 such that
2
p
+
d
q
≤ d
2
.
Let us consider
XT :=
{
u ∈ C(I,Hγ(M)) ∩ Lp(I,Hαq (M)), ‖u‖L∞(I,Hγ (M)) + ‖u‖Lp(I,Hγq (M)) ≤ N
}
equipped with the distance
‖u− v‖XT := ‖u− v‖L∞(I,L2(M)) + ‖u− v‖Lp(I,H−γpq−(σ−1)/pq (M)),
where I = [0, T ], T,N > 0 will be chosen later and α = γ − γpq − (σ − 1)/p. Here Hγq (M) :=
(1 −∆g)−γ/2Lq(M) is the generalized Sobolev space on M and Hγ(M) := Hγ2 (M). Using the
persistence of regularity (see [8, Theorem 1.25]), we have (XT , ‖ · ‖XT ) is a complete metric
space. By the Duhamel formula, it suffices to prove that the functional
Φu0(u)(t) = e
itΛσg u0 − iµ
∫ t
0
ei(t−s)Λ
σ
g |u(s)|ν−1u(s)ds
is a contraction on XT . The Strichartz estimates (1.8) imply
‖Φu0(u)‖L∞(I,Hγ(M)) + ‖Φu0(u)‖Lp(I,Hαq (M)) . ‖u0‖Hγ (M) + ‖F (u)‖L1(I,Hγ(M)),
where F (u) = −µ|u|ν−1u. Using our assumption on ν (i.e. ν is an odd integer or (1.13)
otherwise), the fractional derivatives (see e.g. [21, Appendix]) and Ho¨lder inequality, we have
‖F (u)‖L1(I,Hγ (M)) .
∥∥∥‖u(·)‖ν−1L∞(M)‖u(·)‖Hγ(M)∥∥∥
L1(I)
. ‖u‖ν−1Lν−1(I,L∞(M))‖u‖L∞(I,Hγ (M))
. T 1−
ν−1
p ‖u‖ν−1Lp(I,L∞(M))‖u‖L∞(I,Hγ(M)).
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Note that by working in local coordinates, the fractional derivatives on compact manifold are
reduced to the ones on Rd. Similarly, using the fact that for all z, ζ ∈ C,
|F (z)− F (ζ)| . |z − ζ|(|z|ν−1 + |ζ|ν−1), (4.1)
we have
‖F (u)− F (v)‖L1(I,L2(M)) .
(
‖u‖ν−1Lν−1(I,L∞(M)) + ‖v‖ν−1Lν−1(I,L∞(M))
)
‖u− v‖L∞(I,L2(M))
. T 1−
ν−1
p
(
‖u‖ν−1Lp(I,L∞(M)) + ‖v‖ν−1Lp(I,L∞(M))
)
‖u− v‖L∞(I,L2(M)).
The Sobolev embedding with α > d/q implies Lp(I,Hαq (M)) ⊂ Lp(I, L∞(M)). Thus,
‖Φu0(u)‖L∞(I,Hγ (M)) + ‖Φu0(u)‖Lp(I,Hαq (M))
. ‖u0‖Hγ(M) + T 1−
ν−1
p ‖u‖ν−1Lp(I,Hαq (M))‖u‖L∞(I,Hγ(M)),
and
‖Φu0(u)− Φu0(v)‖L∞(I,L2(M)) + ‖Φu0(u)− Φu0(v)‖Lp(I,H−γpq−(σ−1)/pq (M))
. T 1−
ν−1
p
(
‖u‖ν−1Lp(I,L∞(M)) + ‖v‖ν−1Lp(I,L∞(M))
)
‖u− v‖L∞(I,L2(M)) (4.2)
. T 1−
ν−1
p
(
‖u‖ν−1Lp(I,Hαq (M)) + ‖v‖
ν−1
Lp(I,Hαq (M))
)
‖u− v‖L∞(I,L2(M)).
This implies for all u, v ∈ XT , there exists C > 0 independent of u0 ∈ Hγ(M) such that
‖Φu0(u)‖L∞(I,Hγ(M)) + ‖Φu0(u)‖Lp(I,Hαq (M)) ≤ C‖u0‖Hγ(M) + CT 1−
ν−1
p Nν ,
and
‖Φu0(u)− Φu0(v)‖XT ≤ CT 1−
ν−1
p Nν−1‖u− v‖XT .
Thus, if we set N = 2C‖u0‖Hγ(M) and choose T small enough so that CT 1−
ν−1
p Nν−1 ≤ 12 , then
XT is stable by Φu0 and Φu0 is a contraction on XT . The fixed point theorem gives the existence
of solution u ∈ C(I,Hγ(M)) ∩ Lp(I, L∞(M)) to (NLFS). It remains to show the uniqueness.
Consider u, v ∈ C(I,Hγ(M)) ∩ Lp(I, L∞(M)) two solutions of (NLFS). Since the uniqueness is
a local property (see also [8, Chapter 4]), it suffices to show u = v for T is small. Using (4.2),
we have
‖u− v‖XT ≤ CT 1−
ν−1
p
(
‖u‖ν−1Lp(I,L∞(M)) + ‖v‖ν−1Lp(I,L∞(M))
)
‖u− v‖XT .
Since ‖u‖Lp(I,L∞(M)) is small if T is small and similarly for v, we see that if T > 0 small enough,
‖u− v‖XT ≤
1
2
‖u− v‖XT .
This completes the proof. 
Proof of Corollary 1.7 By the assumptions given in Corollary 1.7, we apply Theorem 1.6
with γ = σ/2 and see that for all u0 ∈ Hσ/2(M), there exist T > 0 and a unique solution
u ∈ C([0, T ], Hσ/2(M)) ∩ Lp([0, T ], L∞(M)) to the defocusing (NLFS). Note that the time T
depends only on ‖u0‖Hσ/2(M). Moreover, by a classical approximation argument, the following
quantities are conserved for u0 ∈ Hσ/2(M),
‖u(t)‖2L2(M) =M(u0),
1
2
‖Λσ/2g u(t)‖2L2(M) +
1
ν + 1
‖u(t)‖ν+1Lν+1(M) = E(u0).
This shows that ‖u(t)‖Hσ/2(M) remains bounded for all t in the existence domain. Thus we
can apply Theorem 1.6 again with the initial data starting at T and obtain a unique solution
u ∈ C([0, 2T ], Hσ/2(M))∩Lp([0, 2T ], L∞(M)). By repeating this process, we extend the solution
for positive times. Similarly, the same result holds for negative times. This ends the proof. 
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Proof of Theorem 1.8 The proof is very close to the one of Theorem 1.6. We only consider
the case σ ∈ (1,∞), the one for σ ∈ (0, 1) is similar (see also [13, Theorem 1.13]). Let (p, q) and
α be as in the proof of Theorem 1.6. We will solve (NLFW) in
YT :=
{
v ∈ C(I,Hγ(M)) ∩ C1(I,Hγ−σ(M)) ∩ Lp(I,Hαq (M)),
‖[v]‖L∞(I,Hγ(M)) + ‖v‖Lp(I,Hαq (M)) ≤ N
}
equipped with the distance
‖v − w‖YT := ‖[v − w]‖L∞(I,L2(M)) + ‖v − w‖Lp(I,H−γpq−(σ−1)/pq (M)),
where I = [0, T ] and T,N > 0 will be chosen later. Here we denote
‖[v]‖L∞(I,Hγ(M)) = ‖v‖L∞(I,Hγ(M)) + ‖∂tv‖L∞(I,Hγ−σ(M)).
The persistence of regularity implies that (YT , ‖·‖YT ) is a complete metric space. By the Duhamel
formula, it suffices to prove that the functional
Φv0,v1(v)(t) = cos(tΛ
σ
g )v0 +
sin(tΛσg )
Λσg
v1 − µ
∫ t
0
sin((t− s)Λσg )
Λσg
|v(s)|ν−1v(s)ds (4.3)
is a contraction on YT . The local Strichartz estimates (1.11) imply
‖ [Φv0,v1(v)] ‖L∞(I,Hγ(M)) + ‖Φv0,v1(v)‖Lp(I,Hαq (M)) . ‖[v](0)‖Hγ (M) + ‖F (v)‖L1(I,Hγ−σ(M))
. ‖[v](0)‖Hγ (M) + ‖F (v)‖L1(I,Hγ (M)).
As in the proof of Theorem 1.6, the fractional derivatives with the assumption on ν given in
Theorem 1.8, the Ho¨lder inequality imply
‖F (v)‖L1(I,Hγ(M)) . T 1−
ν−1
p ‖v‖ν−1Lp(I,L∞(M))‖v‖L∞(I,Hγ(M)).
Similarly, using (4.1), we have
‖F (v)− F (w)‖L1(I,L2(M)) . T 1−
ν−1
p
(
‖v‖ν−1Lp(I,L∞(M)) + ‖w‖ν−1Lp(I,L∞(M))
)
‖u− v‖L∞(I,L2(M)).
The Sobolev embedding Lp(I,Hαq (M)) ⊂ Lp(I, L∞(M)) then implies that
‖ [Φv0,v1(v)] ‖L∞(I,Hγ(M)) + ‖Φv0,v1(v)‖Lp(I,Hαq (M))
. ‖[v](0)‖Hγ (M) + T 1−
ν−1
p ‖v‖ν−1Lp(I,Hαq (M))‖v‖L∞(I,Hγ(M)),
and
‖Φv0,v1(v)− Φv0,v1(w)‖YT . T 1−
ν−1
p
(
‖v‖ν−1Lp(I,L∞(M)) + ‖w‖ν−1Lp(I,L∞(M))
)
‖u− v‖YT (4.4)
. T 1−
ν−1
p
(
‖v‖ν−1Lp(I,Hαq (M)) + ‖w‖
ν−1
Lp(I,Hαq (M))
)
‖u− v‖YT .
Therefore, for all v, w ∈ YT , there exists a constant C > 0 independent of v0, v1 such that
‖ [Φv0,v1(v)] ‖L∞(I,Hγ (M)) + ‖Φv0,v1(v)‖Lp(I,Hαq (M)) ≤ C‖[v](0)‖Hγ(M) + CT 1−
ν−1
p Nν ,
and
‖Φv0,v1(v)− Φv0,v1(w)‖YT ≤ CT 1−
ν−1
p Nν−1‖u− v‖YT .
Setting N = 2C‖[v](0)‖Hγ(M) and choosing T > 0 small enough so that CT 1−
ν−1
p Nν−1 ≤ 12 , we
see that YT is stable by Φv0,v1 and Φv0,v1 is a contraction on YT . By the fixed point theorem,
there exists a unique solution v ∈ YT to (NLFW). The uniqueness of solution v ∈ C(I,Hγ(M))∩
C1(I,Hγ−σ(M)) ∩ Lp(I, L∞(M)) follows as in the proof of Theorem 1.6 using (4.4). 
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A Hamilton-Jacobi equation
In this appendix, we will recall the standard Hamilton-Jacobi equation (see e.g. [28, The´ore`me
IV.14]). Let us consider the following Hamilton-Jacobi equation{
∂tS(t, x, ξ) +H(x,∇xS(t, x, ξ)) = 0,
S(0, x, ξ) = x · ξ, (A.1)
where H ∈ C∞(R2d) satisfies that for all α, β ∈ Nd, there exists Cαβ > 0 such that for all
x, ξ ∈ Rd,
|∂αx ∂βξH(x, ξ)| ≤ Cαβ . (A.2)
The Hamiltonian flow associated to H is denoted by ΦH(t, x, ξ) := (X(t, x, ξ),Ξ(t, x, ξ)) where{
X˙(t) = ∇ξH(X(t),Ξ(t)),
Ξ˙(t) = −∇xH(X(t),Ξ(t)), and
{
X(0) = x,
Ξ(0) = ξ.
Let us start with the following bound on derivatives of the Hamiltonian flow.
Lemma A.1. Let t0 ≥ 0 and α, β ∈ Nd be such that |α|+ |β| ≥ 1. Then there exists Cαβt0 > 0
such that for all t ∈ [−t0, t0] and all (x, ξ) ∈ R2d,
|∂αx ∂βξ (ΦH(t, x, ξ) − (x, ξ)| ≤ Cαβt0 |t|.
Proof. The proof is essentially given in [28, Lemme IV.9]. We assume first |α + β| = 1 and
denote
Z(t) =
( ∇xX(t) ∇ξX(t)
∇xΞ(t) ∇ξΞ(t)
)
.
By direct computation, we have
d
dt
Z(t) = A(t)Z(t), (A.3)
where
A(t) =
( ∇x∇ξH(X(t),Ξ(t)) ∇2ξH(X(t),Ξ(t))
−∇2xH(X(t),Ξ(t)) −∇ξ∇xH(X(t),Ξ(t))
)
.
This implies that
‖Z(t)− IR2d‖ ≤
∫ t
0
‖A(s)‖‖Z(s)‖ds ≤ N |t|+
∫ t
0
N‖Z(s)− IR2d‖ds,
where N := sup(t,x,ξ)∈[−t0,t0]×R2d ‖A(t)‖. Here ‖ · ‖ is the R2d×2d-matrix norm. Using Gronwall
inequality, we have
‖Z(t)− IR2d‖ ≤ N |t|eNt ≤ NeNt0 |t|.
For |α+ β| ≥ 2, we take the derivative of (A.3) and apply again the Gronwall inequality.
Lemma A.2. There exists t0 > 0 small enough such that for all t ∈ [−t0, t0] and all ξ ∈ Rd,
the map x 7→ X(t, x, ξ) is a diffeomorphism from Rd onto itself. Moreover, if we denote x 7→
Y (t, x, ξ) the inverse map, then for all t ∈ [−t0, t0] and all α, β ∈ Nd satisfying |α+β| ≥ 1, there
exists Cαβ > 0 such that for all x, ξ ∈ Rd,
|∂αx ∂βξ (Y (t, x, ξ) − x)| ≤ Cαβ |t|.
Proof. By Lemma A.1 , there exists t0 > 0 small enough such that
‖∇xX(t)− IRd‖ ≤
1
2
,
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for all t ∈ [−t0, t0]. By Hadamard global inversion theorem, the map x 7→ X(t, x, ξ) is a
diffeomorphism from Rd onto itself. Let x 7→ Y (t, x, ξ) be its inverse. By taking derivative ∂αx ∂βξ
with |α+ β| = 1 of the following equality
x = X(t, Y (t, x, ξ), ξ), (A.4)
we have
(∇xX)(t, Y (t, x, ξ), ξ)∂αx ∂βξ (Y (t, x, ξ)− x) = −∂αy ∂βη (X(t, y, η)− y)|(y,η)=(Y (t,x,ξ),ξ).
By choosing t0 small enough, we see that the matrix (∂xX)(t, Y (t, x, ξ), ξ) is invertible and its
inverse is bounded uniformly in t ∈ [−t0, t0] and x, ξ ∈ Rd. This implies that
|∂αx ∂βξ (Y (t, x, ξ)− x)| ≤ C|∂αy ∂βη (X(t, y, η)− y)| ≤ Cαβ |t|.
For higher derivatives, we differentiate (A.4) and use an induction on |α + β|. This completes
the proof.
Now, we are able to solve the Hamilton-Jacobi equation (A.1) and have the following result.
Proposition A.3. Let t0 be as in Lemma A.2. Then there exists a unique function S ∈
C∞([−t0, t0] × R2d) such that S solves the Hamilton-Jacobi equation (A.1). The solution S
is given by
S(t, x, ξ) = Y (t, x, ξ) · ξ +
∫ t
0
(ξ · ∇ξH −H) ◦ ΦH(s, Y (t, x, ξ), ξ)ds, (A.5)
and S satisfies
∇ξS(t) = Y (t), ∇xS(t) = Ξ(t, Y (t), ξ), ΦH(t,∇ξS(t), ξ) = (x,∇xS(t)), (A.6)
where S(t) := S(t, x, ξ) and Y (t) := Y (t, x, ξ). Moreover, for all α, β ∈ Nd, there exists Cαβ > 0
such that for all t ∈ [−t0, t0] and all x, ξ ∈ Rd,
|∂αx ∂βξ (S(t, x, ξ)− x · ξ) | ≤ Cαβ |t|, |α+ β| ≥ 1, (A.7)
|∂αx ∂βξ (S(t, x, ξ)− x · ξ + tH(x, ξ)) | ≤ Cαβ |t|2. (A.8)
Proof. It is well-known (see [28, The´ore`me IV.14]) that the function S defined in (A.5) is the
unique solution to (A.1) and satisfies (A.6). It remains to prove (A.7) and (A.8). By (A.6) and
the conservation of energy, we have
H(x,∇xS(t)) = H ◦ ΦH(t,∇ξS(t), ξ) = H(∇ξS(t), ξ) = H(Y (t), ξ).
This implies that
S(t, x, ξ)− x · ξ = t
∫ 1
0
∂tS(θt, x, ξ)dθ = −t
∫ 1
0
H(Y (θt, x, ξ), ξ)dθ.
Using (A.2) and Lemma A.2, we have (A.7). Next, we compute
∂2t S(t) = −∂t [H(Y (t), ξ)] = −(∇xH)(Y (t), ξ) · ∂tY (t)
= −(∇xH)(Y (t), ξ) · ∇ξ [∂tS(t)] = −(∇xH)(Y (t), ξ) · ∇ξ [−H(Y (t), ξ)]
= (∇xH)2(Y (t), ξ) · ∇ξY (t) + (∇xH · ∇ξH)(Y (t), ξ). (A.9)
The Taylor formula gives
S(t, x, ξ) = x · ξ − tH(x, ξ)
+ t2
∫ 1
0
(1− θ) [(∇xH)2(Y (θt), ξ) · ∇ξY (θt) + (∇xH · ∇ξH)(Y (θt), ξ)] dθ.
Using again (A.2) and Lemma A.2, we have (A.8).
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