ABSTRACT Zero-shot learning aims to recognize unseen categories by learning an embedding space between data samples and semantic representations. For the large-scale datasets with thousands of categories, embedding vectors of category labels are often used for semantic representation since it is difficult to define the semantic attributes of categories manually. Facing the problem of underutilization of prior knowledge during the construction of embedding vectors, this paper first constructs a novel knowledge graph as the supplement to the basic WordNet graph, and then proposes a fast hybrid model ARGCN-DKG, which means Attention based Residual Graph Convolutional Network on Different types of Knowledge Graphs. By introducing residual mechanism and attention mechanism, and integrating different knowledge graphs, the accuracy of knowledge transfer between different categories can be improved. Our model only use 2-layer GCN, the pretrained image features and category semantic features, so the training process could be done in minitues on single GPU, which could be one of the fastest training models for large-scale image recognition. Experiment results demonstrate that ARGCN-DKG model could get better results for large-scale datasets than the state-of-the-art model.
I. INTRODUCTION
In recent years, great progress has been made in image recognition methods based on supervised learning. Driven by the rapid development of deep convolutional neural network and the emergence of large-scale image datasets such as ImageNet, the accuracy of computer image recognition has reached or even surpassed human recognition [1] . However, in order to achieve high classification accuracy, a large number of manual annotation data is necessary. For classifiers, each category requires thousands of images for training. The acquisition, cleaning and labeling of these images are timeconsuming and laborious, and the trained classifiers cannot be effectively migrated to the recognition to the new image categories. Therefore, how to reduce the labor cost of data preparation and how to make the model adapt to ever-growing supply of image data easily become practical problems.
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Zero-Shot Learning (ZSL) [2] - [4] aims to solve the task without receiving any example of that task at training phase. By constructing the map of sample visual features and semantic features of seen categories, ZSL algorithms can recognize a new sample which belongs to some unseen category. In other words, ZSL has the ability to transfer knowledge from the traind categories to the untrained categories, which generalizes machine learning ability. For example, a ZSL classifier is trained by the images of ''Tiger''(with stripes), ''Panda''(with black/white colors) and ''Horse''(with horse shape), it also can recognize the untrained category ''Zebra'', which has the attributes of stripes, black/white colors and horse shape. ZSL has been applied to many different fields, such as face verification [5] , image target recognition [6] , video understanding [7] , [8] , and natural language processing.
In zero-shot image recognition, the mapping relationship between category semantic space and image visual feature space is very important, because the category of each image VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ is usually determined by looking for the nearest category neighbour in semantic space (image features have mapped to the category semantic space) or in image feature space (category semantic features have mapped to the image feature space). The category semantic space is usually constructed by the semantic information of image categories, such as category attribute features [2] , [6] , [10] , [11] or category semantic embedding features [7] , [12] , [13] . Category attributes refer to different attribute information corresponding to each category, such as ''has tail or not'', ''has feather or not'' in animal images. Semantic embedding features refer to the high-dimensional feature vectors automatically generated for each category by training a large number of corpuses, such as Word2Vec [14] , GloVe [15] and FastText [16] . Zeroshot image recognition does not train unknown categories of images, but only the information of these categories, which speeds up the training process and reduces the labor cost of sample annotation. For small-scale or medium-scale image data, the attributes of each category are easily defined, and many zero-shot learning algorithms have been proposed and yielded good classification results [17] , [18] . However, for large-scale image data, such as ImageNet, Stanford Online Products, there are more than 20,000 categories. It is difficult to define the semantic attributes of each category manually, so researchers usually use embedding vectors to represent the categories by training a large amount of text corpus. Since these embedding vectors do not highlight the visual features from the prior knowledge, most of current algorithms are difficult to achieve good classification results for large-scale datasets [18] , [19] . For large-scale zero-shot image recognition, training or fine-tuning convolutional neural network (CNN) for image visual feature extraction is time consuming, and so is generating the semantic embedding vectors of categories from a large amount of text corpus directly. So researchers usually use the pretrained CNN models for classification, such as ResNet [20] or GoogleNet [21] , to generate image feature map on the top layer. And the general semantic word embedding vectors that have been generated by many embedding vector models, such as Word2Vec [14] , GloVe [15] and FastText [16] , can be used to generate semantic embedding features for each image category. Then how to create the mapping relationship between category semantic space and image visual feature space has become a critical issue. The current state-of-the-art model by Wang et al. [19] utilizes the hierarchical relationship of categories in in WordNet [22] and the deep graph convolutional neural network (GCN) [23] to build the map from category samentic space to image feature space, where the GCN is trained to output a classifier for each class by regressing the feature map produced by the top layer of CNN. The model uses 6-layer GCN where each layer takes as input the feature representation from previous layer and outputs a new feature representation with passing messages between neighbours. The closer the node is, the more useful knowledge is, and the more the message passed in the GCN can improve the expression of the visualization. As we known, WordNet has a relatively sparse tree-like structure, where the messages passed are usually limited in a few local nodes when performing GCN. So if the message is intended to pass between more distant nodes, the more convolutional layers should be performed in GCN. For large-scale image dataset, about most categories are leaf nodes in WordNet, for example, more than 80% categeries in ImageNet have no children in WordNet. Thus we can connect each node to a few nodes nearby directly even if they are not its neigbours, which could decrease layers of GCN and speed up training/predicting process while message passing is almost unaffected.
Therefore, in this paper, we first construct a novel knowledge graph as the supplement to the basic WordNet graph to speed up knowledge transfer, then propose a hybrid model, ARGCN-DKG, for zero-shot image recognition based on different knowledge graphs. This model uses graph convolutional networks that fuse residuals and attention mechanisms on two kinds of knowledge graphs to generate more accurate semantic knowledge embedded representation of image categories. Experiment results demonstrate that ARGCN-DKG model could get better results for large-scale datasets than the state-of-the-art model. This model only uses 2-layer GCN, and the pretrained image features and word semantic features,so the training process could be done in minitues on single GPU. So as far as we know, this could be one of the fastest training models for large-scale image recognition. The source code for the experiments performed in this paper is available at: https://github.com/Magic-Bubble/ZSL.
II. RELATED WORKS
Zero-shot learning was first proposed in the late 2000s [2] - [4] . The early work mainly uses attributes [2] , [6] , [10] , [11] , [24] as the category semantic features to represent categories, such as the vector indicating presence/absence of attributes directly and explicitly. For the small and medium-sized image data, the visual semantic attribute features can be easily defined manually, and many zero-shot image recognition algorithms based on attributes are proposed which are effective for these datasets. However, for the large-scale datasets with thousands of categories, the category semantic attributes are difficult to define manually. So with the development of deep learning, most recent approaches use semantic embeddings (implicit representations) to represent each category [3] , [12] , [13] . Furthermore, some other approaches have proposed to distill the knowledge using knowledge graph (explicit knowledge representations) [25] , [26] , where each node represents a category, and can share the representations to its neighbours or be modeled as a mutual exclusion of other categories.
ConSE [27] projects image features into a semantic word embedding space and assigns images to the nearest classes in the embedding space. It first prodicts the probabilities that the image belongs to the seen classes by a pre-trained FIGURE 1. Hyperonymy-hyponymy knowledge graph of wordnet.
FIGURE 2.
Conceptual similarity knowledge graph. The node ''abyssinian'' has more neighbours in CSKG, while it has only one neighbour node ''domestic_cat'' in HHKG. ''wildcat'' has one more neighbour node ''domestic_cat'' in CSKG.
convolutional classifier, and then takes the combination of the T-closest seen classes semantic embedding weighted by these probabilities as the semantic embedding features of the image. EXEM [28] creates visual class exemplars by averaging the PCA projections of images belonging to the same seen class. A kernel-based regressor is then learned to map a semantic embedding vector to the class exemplar. So the visual exemplars can be predicted for the unseen classes using the learned regressor and the unseen images can be assigned using nearest neighbour classification. SYNC [9] aligns a semantic space (e.g., the word-embedding space) with a visual model space, and adds a set of phantom object classes in order to connect seen and unseen classes, then derives new embeddings as convex combination of these phantom classes.
With the development of Graph Convolutional Network (GCN) [23] , some researchers apply GCN to generate new semantic embedding representation. Wang et al. [19] build upon GCN on WordNet [22] and propose an approach GCNZ that uses both semantic embeddings and the categorical relationships to predict the classifiers. Given a learned knowledge graph, their approach takes the input semantic embeddings for each node as the representation of each visual category. After a series of graph convolutions, the visual classifier for each category is predicted, which yields the best results on large-scale datasets so far known to us. GCNZ uses the basic hyperonymy-hyponymy relationship of WordNet to receive the knowledge from the children and parent nodes of each node. Actually, we think the knowledge could be also learned at the same time from more nodes nearby to speed up the training process, such as brothers, parents and children. So here we propose a novel knowledge graph to exchange knowledge as the supplement of basic WordNet.
III. A NEW KNOWLEDGE GRAPH: CONCEPTUAL SIMILARITY KNOWLEDGE GRAPH
WordNet is the most polupar English vocabulary semantic network based on cognitive linguistics with a wide coverage [22] . In WordNet, nouns, verbs, adjectives and adverbs are organized into different sub networks of synonyms. Each set of synonyms represents a basic semantic concept, and these sets are connected by various relationships. In zero-shot learning tasks, categories are basically nouns, so the noun network is usually used to learn the embedding vector of each category. The most frequently encoded relation in this network is the hyperonymyhyponymy relation (also called super-subordinate or ISA relation), which make the network like a tree-like structure as shown in Fig. 1 . At present, the basic knowledge graph is constructed almost based on this kind of relationship which is defined here as hyperonymy-hyponymy knowledge graph (HHKG).
We find the information transfer is not efficient when only by WordNet graph, espically for the leaf nodes. For example, the node ''abyssinian'' in Fig.1 , which has no children, only interacts with its parent node. The knowledge from its brother or ancestor nodes could be gotten after more convolutional layers in GCN, but meanwhile the influence of these nodes is diluted. Obviously each node should be closely related to its conceptually similar nodes to speed up the message passing and reduce information dilution. So we could enhance the weight between each node and other different nodes, such as brothers, hyperonyms and hyponyms.
Here, we propose a novel directed graph named Conceptual Similarity Knowledge Graph (CSKG), where the neighbours of each node have the similar concept as shown VOLUME 7, 2019 in Fig. 2 . When performing the feature learning, it is easy to transfer infomation directly from its neighbours to each node. So CSKG could be regarded as a complementary graph to HHKG.
Algorithm 1 gives the pseudo code of construction of CSKG by the conceptual similarity of nodes in WordNet. Let S WordNet denote the set of all the nodes of WordNet, c i denote each category name or label in ZSL whatever it is seen in training set or not, M denote the number of cadidate neighbours of each node in CSKG, k denote the number of neighbours with the top-k similarity for each node in CSKG, and E denote the edge set of CSKG.
Algorithm 1 Construction of CSKG
while not Empty(Q) and For each node u, BFS is performed to find M candidate neighbours, which is shown in line 3 ∼ 13. In line 14 ∼ 19, the concepual similarity between u and its each candidate neighbour is calculated, and all of the pairs of corresponding edge and similarity are added into array W . In line 20 ∼ 21, the candidates are sorted by the similarity and then the Top-k neighbours are selected as the neighbours of u, and the corresponding edges are added into E.
We adopt Wu-Palmer algorithm [29] as Con_Sim function which is based on shortest distance between two nodes. Take node (u, v) as an example, and Con_Sim could be calculated as follows.
where depth(u) is used to denote the depth of node u in the WordNet tree, LCS(u, v) denotes the nearest common ancestor node of u and v. Obviously, the value of score ranges from 0 to 1. CSKG can be considered as a supplement to HHKG. So learning from these two knowledge graphs and finally merging both can improve the performance of the model, which will be verified by the following experiments.
IV. OVERVIEW OF OUR MODEL A. FRAMEWORK OF ARGCN-DKG
Our model combines the ideas of residual mechanism and attention mechanism in graph convolutional network on HHKG and CSKG, which is illustrated in Fig. 3 .
Actually, the image feature can be extracted by any pretrained deep convolutional neural networks for classification tasks to speed up training time, such as ResNet [20] or GoogleNet [21] . The output feature map of the final hidden layer is taken as the image features, which are denoted as θ(x i ), θ(x i ) ∈ R d and d denotes the dimension of the output image feature map. The category visual features in the image feature space can be defined as follows.
where y j denotes each category, and N j denotes all the images belonging to category y j . When training GCN, the k-dimension semantic embedding features of each category are transformed to d-dimension by GCN with residual and attention modules, The final new semantic features of each category y j transformed into the image feature space are denoted as φ 1 (y j ) and φ 2 (y j ), corresponding to HHKG and CSKG respectively.
In the image feature space, the distance between image feature and category new semantic feature could be calculated by any distance metrics, such as Euclidean Distance. The model is trained to predict the classifier weights for the seen classes by optimizing the loss:
where α is the balance factor of two different graphs, C is the number of known categories. In the testing phase, the image x i category could be computed by:
arg min
B. RESIDUAL MODULE
The residual network ResNet [20] and the more general network Highway [30] have been widely used in the fields of image and text processing in recent years. For reserving the information of previous layers, the residual module can be used in our ARGCN-DKG model. 4 shows the process of residual module. Let W i and U i denote the parameters to learn in the i-th layer of GCN,Â denote a normalized version of the binary adjacency matrix A which also includes self-loops, with n × n dimensions.
where
A ij is a degree matrix, D ∈ R n×n , which normalizes rows in A to ensure that the scale of the feature representations is not modified. For the i-th layer of convential GCN without residual module, its output is:
where σ (·) is a nonlinear activation function, W i is the weight matrix of the i-th layer with dimension k × c, where c is the output channel number. For the layer with residule module, its output is:
where xU i is the residule information, U i is the weight matrix of the direct transfer with dimension k × c. Different from residual module in ResNet for solving gradient disappearance in extremely deep networks, the residual module in GCN here is aimed to flexibly combine the information between different hops in the graph because it provides a direct path between different hops. This will be VOLUME 7, 2019 verified in the later experiments. Even in the case where the network has only two layers, the introduction of the residual module could greatly improve the fitting ability and the generalization performance of the model.
C. ATTENTION MODULE
In the conventional GCN, the importance of different neighbour nodes is ignored [23] . Whether in the construction of the graph or in the calculation of the convolutional layer, all neighbour nodes are considered to have the same importance, which is inconsistent with the real application scenario. Some studies set different importance levels based on the distance between nodes, but these methods are rough and not flexible enough, because the distance is difficult to represent the importance accurately.
Attention mechanism has become a general approach in natural language precessing and computer vision fields to solve the problem of effective selection of information [31] , [32] . In one case, when processing sequences to sequences, such as the Encoder-Decoder model in machine translation, it is called ''inter-text''. In another case, when dealing with the single sequence, it is called ''self-attention'' or ''intra-text''. Our ARGCN-DKG model adopts the self-attention mechanism in the graph structure to calculate the attention in real time during GCN feed-forward process.
Take a single-layer of GCN as an example. The input is the word embedding feature of the categories:
where N denotes the number of categories, K denotes the dimension of category feature. The output is the new feature after interacting with the neighbours:
where K denotes the dimension of transformation. Obviously, the calculation formula for this transformation without attention mechanism is as follows.
When introducing attention mechanism in GCN, each edge (i, j) has the weight in A as
where σ (·) denotes a nonlinear activation function, x i and x j denote the feature of input node i and j, repectively. W 1 and W 2 are the parameters to learn. Considering of the normalization of A, the normalization of e i,j could be performed as
exp(e i,k ) (12) where N i denotes the set of all the neighbours of node i.
In ARGCN-DKG model, a new adjacency matrixÂ could be contructed with a i,j as its elements. In the training process, the importance between two nodes therefore could be automatically captured.
D. TRAINING AND TESTING PROCESS
We give the training process and the testing process in this subsection. Algorithm 2 gives the training process of our model, where the input θ(x i ) denotes the pretrained image features by CNN, G denotes the graph, HHKG or CSKG, φ o (y j ) denotes the semantic features of each category y j , K denotes the layer number of GCN, and the output is the model F of feature mapping from category semantic space to image visual feature space.
Algorithm 2 Training Process
For each category y j , get the image features θ(y j ) by formula (2). 2 while the epoch doesn't reach the given value do
Get matrixÂ of G by formula (11) and (12). 6 Get output f k (y j ) by formula (7).
Update all of the weights by calculating the loss L by formula (3) and the gradient of ∂L ∂W . 10 end while Algorithm 3 gives the predicting process of our model, where the input T denotes test image dataset, F 1 and F 2 denotes the models of feature mapping trained by algorithm 2, corresponding to HHKG and CSKG respectively.
Algorithm 3 Predicting Process
input: T = {x 1 , x 2 , · · · , x n }, F 1 and F 2 output: The predicted category label for each sample in T 1 Get the semantic feature φ 1 (y j ) and φ 2 (y j ) of each category y j by models F 1 and F 2 . 2 For each image x i , get its feature θ(x i ) by the image feature extraction model. 3 Get the nearest category as the label that x i belongs to by formula (4).
V. EXPERIMENT
We now perform experiments to showcase that our model improves the state-of-the-art without any finetuning.
A. DATASETS
In order to evaluate the performance of the proposed algorithm, we used the large-scale ImageNet dataset which is the largest commonly used dataset for zero-shot learning. In our work, we follow the train/test split suggested by [18] , where the 21K ImageNet dataset is used for zero-shot evaluation. They choose 1K classes as training dataset and define three tasks in different difficulty levels, denoted as ''2-hops'', ''3-hops'' and ''all ''. The three standard splits consider all the classes that are 2-hops, 3-hops and all-hops away from the original seen 1K classes according to the ImageNet label hierarchy, corresponding to 1549, 7860 and 20842 classes. This split measures the generalization ability of the models with respect to the hierarchical and semantic similarity between classes [19] .
B. EVALUATION CRITERIA
We still use the Hit@k to measure image classification accuracy according to [18] , [19] , which is defined as follows:
where n denotes the number of testing classes, P c denotes the number of samples that are included in the Top-k prediction results for the samples labeled c, N c denotes the number of test samples labeled c.
C. TRAINING DETAILS
To make it fair, We use the same pre-trained ResNet-50 model as [19] where the output features of last pooling layer are used as the image features with 2048-dimension on the ILSVRC 2012 1K image category dataset. For the word embedding vector of each category, we also use the same GloVe [15] model that has been pre-trained on Wiki to generate the vector with 300-demension as [19] . All the input features are normalized. We use two graph convolutional layers with 2048 hidden neurons for HHKG and CSKG with the balance factor α = 0.5 unless otherwise stated, and use Dropout = 0.5 with a dropout rate of 0.5 in each layer in the training phase. We set M = 20 and k = 5 when constructing CSKG. The model is trained for 1500 epochs on a single GTX 1080Ti GPU with a learning rate of 0.001, batch size of 50, and weight decay of 0.0005 using Adam. We compare our ARGCN-DKG to the following baselines: ConSE [27] , EXEM [28] , SYNC [9] , GCNZ [19] . 
D. COMPARISON TO THE STATE-OF-THE-ART METHODS
Quantitative results for the comparison on the 2-hops, 3-hops and all test datasets of ImageNet are shown in Table 1 . Here, RGCN is the model that applies residual mechanism in GCN only using HHKG. ARGCN-DKG is the fusion model that applies residual and attention mechanism in GCN using both HHKG and CSKG. As can be seen from this table, the performance of RGCN and ARGCN-DKG has been significantly improved in various test datasets and indicators compared with the previous methods CONSE, SYNC, EXEM and GCNZ. This shows that RGCN and ARGCN-DKG models are effective in knowledge transfer and have great potential.
In general, through comparing the previous methods, the ARGCN-DKG model is competitive in different size datasets and indicators. In GCN, each layer represents the search depth of one hop, and multi-layer accumulation can achieve multi-hop search depth. And different search depths will affect the performance. The addition of the residual module also affects the performance of different search depths. Therefore, the effect on the model could be observed by adjusting different search depths and whether a residual module is used. The results are shown in Fig. 5 .
As can be seen from Fig. 5 , as the number of layers of the convolutional network increases, the indicators on each test set show a significant increase in the first two layers, and then tend to flatten or slightly decrease. This indicates that the model gradually changed from under-fitting to best-fitting, and then over-fitting as the number of layers increases.
For the model with residual module, the performance on each test set is better than that of the model without residual module on each indicator. And as the scale of test set becomes larger, the gap between two models increases gradually, which shows that the model with residual module is better than that without residual module. This indicates that the model with residual module is more robust and suitable for large-scale zero-shot image recognition. b) Attention mechanism of different knowledge graphs For different types of knowledge graphs, the attention mechanism will have an impact on the model's performance due to the type and difference of edges. Therefore, we will observe the effect of attention mechanism by applying it on HHKG and CSKG.
As shown in Table 2 , for HHKG, the performance of introducing attention mechanism decreases slightly compared with that of non-attention mechanism. For CSKG, the performance of introducing attention mechanism will increase by 1%-3%. This shows that the fixed prior knowledge in HHKG is more accurate than the learned attention representation, because the graph is very sparse, where the average number of edges adjacent to each node is 1-2 and about 75% of the categories are leaf nodes. As a result, the difference between neighbours is not obvious, and using the same weight can bring better results, while the introduction of attention mechanism will make the model learning worse.
For CSKG, the number of neighbours is fixed, the relationship between them is more complex, and the local importance of neighbours is different. While in the whole knowledge graph, the global importance of neighbours is also different, so the role of attention mechanism is highlighted. c) Number of neighbours in CSKG In the process of building CSKG, the k value of Top-k conceptual similar nodes will also affect the performance of the model.
From Fig. 6 , we can see that in a certain range (1-5), the more neighbours, the better the effect, which indicates that there are more helpful nodes to join. When more than five neighbour nodes are selected, the effect decreases slightly, which indicates that more nodes may introduce noise.
d) The balance factor α of HHKG and CSKG The weights of HHKG and CSKG can be adjusted by the balance factor α in formula (3) and (4) to observe the effect on recognition accuracy. Fig. 7 shows that the effect of different α value on the final recognition results on the 2-hops data set. It can be seen that when the k value of Hit@k is smaller, the accuracy is the best at α = 0.5, which indicates that the effects of the two knowledge graphs are relatively average. As the value of k increases, α also increases to achieve the highest accuracy, which indicates that the assisted recognition role of CSKG is getting weaker.
VI. CONCLUSION
The existing zero-shot image recognition methods based on knowledge graph and graph convolutional network have some shortcomings for the largeĺCscale image datasets, such as simplification of construction method of knowledge graph, inadequate model expression ability, and not considering the importance measurement of different neighbour nodes. The proposed ARGCN-DKG model effectively alleviates these problems by integrating more knowledge graphs constructed in different ways, and introducing residual and attention mechanisms. The main contributions of this paper are as follows. (a) A new knowledge graph is proposed as a complementary graph of WordNet, which improves the efficiency of knowledge transfer. (b) A fusion way is proposed to perform Graph Convolutional Network (GCN) on different knowledge graphs. (c) The residual and attention mechanism is introduced into GCN that constructs a new semantic embedding vectors from the basic embedding vectors, which improved the accuracy of image recognition. And finally, (d) Since we use 2 different graphs to transfer knowledge more efficiently, the layer number of GCN does not need too much, which could speed up the training and predicting process. The validity and effectiveness of our method are fully verified by the recognition experiments on three test datasets with different scales. In the future work, we can further consider how to introduce the existing attribute features (only a few categories have) into the model calculation, so as to make full use of a variety of knowledge information, and then bring better recognition results.
