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RESUMEN
Publicación No.
Mario Alberto López Vega, M. C. en Ingeniería Eléctrica
Universidad Autónoma de Nuevo León, 2010
Profesor Asesor: Dr. César Elizondo González
La estabilidad robusta y el desempeño de los sistemas de control con incertidumbre paramétrica,
ha sido tema de interés en el área de control automático. Un buen procedimiento para resolver
el problema de estabilidad robusta paramétrica es mapear éste a un problema de positividad
robusta de una función multivariable polinómica.
En el presente trabajo, se determinan las cotas del parámetro del controlador, que estabi-
lizan un sistema LTI con incertidumbre paramétrica, de tal manera que la parte real de las
raíces del polinomio característico del sistema retroalimentado se encuentren en una región
predeterminada. Se propone un algoritmo basado en descomposición de signo, herramienta
matemática capaz de determinar la positividad robusta en condiciones necesarias y suficientes
de funciones multivariables polinómicas. Éste algoritmo utiliza un reciente teorema de estabili-
dad y un teorema de estabilidad relativa, se define una tolerancia y se parte de un valor nominal
de ganancia del controlador que satisface la estabilidad robusta relativa. El algoritmo genera
intervalos de ganancia del controlador para encontrar las cotas máxima y mínima estimadas.
En el presente proyecto se incluyen tres ejemplos de aplicación, en donde la incertidumbre
en los parámetros del sistema en lazo cerrado es analizada considerando distintos valores de
tolerancia y obteniendo las cotas mínima y máxima estimadas del parámetro del controlador
que estabiliza el sistema para cada ejemplo. El primero de ellos se refiere a un servomecanismo
posicional, seguido de un intercambiador de calor y finalmente un miembro artificial.
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Capítulo 1
Introducción
1.1 Planteamiento del problema
La construcción del modelo matemático de un sistema real es en la mayoría de los casos compli-
cado, ya que es imposible obtener una identificación exacta de los parámetros físicos del modelo
[20]. Otro problema es la incertidumbre paramétrica, ésta se refiere a la falta de conocimiento
del valor de los parámetros del modelo, solamente se conocen sus cotas inferiores y sus cotas
superiores.
El problema de estabilidad robusta con incertidumbre paramétrica no es un problema nuevo,
existen varios enfoques que buscan mejorar el diseño de controladores robustos [3, 4, 6]. En el
enfoque polinomial, la estabilidad de los sistemas lineales invariantes en el tiempo se determina
a partir del polinomio característico p(s, q), con coeficientes ci(q). De acuerdo al tipo de es-
tructura de los parámetros del coeficiente ci(q), los polinomios característicos se clasifican en:
intervalo, afín, multilineal y polinómico. La mayoría de la literatura se concentra en el análisis
de estabilidad para polinomios intervalo, esto debido a que el análisis de robustez para el caso
de polinomios con coeficientes intervalo y con coeficientes afín es relativamente fácil comparado
1
2con el caso multilineal y polinómico [1]. Algunos trabajos que muestran lo mencionado ante-
riormente son el criterio de Routh-Hurwitz [26], teorema de Kharitonov [24] con extensiones a
múltiples entradas y múltiples salidas (MIMO) [7] y "Edge Theorem" [5].
Otro método en espacio de estados se desarrolló como alternativa a las pruebas de estabilidad
de Routh-Hurwitz o Nyquist [2, 10, 29]. En [29], el enfoque trata directamente con las raíces
del polinomio característico, la correlación entre las incertidumbres paramétricas y la ubicación
de los polos se usa para dar una representación gráfica de la estabilidad del sistema en el
espacio de parámetros. Desafortunadamente al encontrarnos con sistemas de mayor orden e
incertidumbres en un mayor número de parámetros, los coeficientes de la ecuación característica
que describe el sistema son de tipo polinómico, enfrentándonos nuevamente a un problema más
complejo.
El diseño de sistemas de control robusto es una de las áreas más importantes en aplica-
ciones de control industrial [18], por lo que ha sido tema de trabajo de diferentes investigadores
[3, 4, 6], sin embargo pocas son las herramientas que se han desarrollado para el caso en el
que los coeficientes del polinomio característico son funciones multivariables polinómicas. En
[9] se presenta un algoritmo que calcula márgenes de estabilidad para sistemas LTI con incer-
tidumbre polinómica en los coeficientes de su polinomio característico, pero en la metodología
de análisis utiliza una hiperesfera y no es lo más adecuado para la determinación de cotas.
Además el algoritmo no es muy sistemático ya que utiliza pasos heurísticos y no aclara el pro-
cedimiento con el que se obtienen los resultados. Existen varias contribuciones importantes que
abordan la problemática sobre diseño de controladores enfocándose principalmente en el tema
de estabilidad robusta paramétrica en [11, 12, 28, 33].
El principal problema en control robusto paramétrico es encontrar el máximo y mínimo valor
de los parámetros del controlador admisibles en un sistema con incertidumbre paramétrica sin
pérdida de estabilidad. El origen del problema de estabilidad robusta paramétrica se reduce a
3resolver la positividad robusta de una función multivariable polinómica.
Existen varios trabajos sobre diseño de controladores robustos basados en la positividad
de una función polinómica f(q) donde q ∈ Q, en [30, 32, 33], se resuelve por el método de
expansión en polinomios de Bernstein y en [8, 22, 23] por la herramienta descomposición de
signo, esta herramienta se puede encontrar en [13, 14].
En [17] se muestra que cuando una función multivariable polinómica no es muy sencilla,
descomposición de signo presenta ciertas ventajas sobre polinomios de Bernstein. Por otra
parte, en este trabajo se utilizó un reciente criterio de estabilidad [15] que presenta ventajas
sobre los criterios de Routh, Hurwitz y Liénard-Chipart.
1.2 Objetivo de la Tesis
• Determinar las cotas de los parámetros del controlador que estabiliza un sistema lineal
invariante en el tiempo de tal manera que las raíces del sistema retroalimentado queden
con su parte real acotada en valores predeterminados incluyendo el caso de sistemas
LTI con incertidumbre paramétrica desarrollando una metodología de diseño basada en
descomposición de signo y un reciente criterio de estabilidad.
• Desarrollar una herramienta matemática y/o computacional que permita obtener de man-
era más fácil y rápida los resultados que lleven a la solución del problema.
1.3 Alcances
El alcance que se pretende en esta investigación es lograr desarrollar un nuevo algoritmo que
utilice como base descomposición de signo y un reciente criterio de estabilidad para encontrar
cotas estimadas del parámetro del controlador para un sistema con incertidumbre paramétrica
4del tipo polinómica. Un segundo alcance es dejar las bases listas para extender dicho algoritmo
a un mayor número de parámetros ya que la complejidad del problema aumenta notablemente.
1.4 Estructura de la tesis
La estructura de la presente tesis es como sigue:
Capítulo dos. Preliminares matemáticos. Se exponen algunos criterios de estabilidad que
trasladan el problema de estabilidad robusta a uno de positividad robusta de una funciones
multivariable polinómicas, también es descrita la herramienta descomposición de signo, que es
un método para probar la positividad robusta de dichas funciones obtenidas al aplicar estos
criterios.
Capítulo tres. Resultados principales. Se analiza la problemática sobre diseño de con-
troladores robustos y aplicando los preliminares matemáticos descritos en el capítulo dos, se
propone un algoritmo capaz de determinar las cotas del parámetro del controlador, que es-
tabilizan un sistema LTI con incertidumbre paramétrica, de tal manera que la parte real de
las raíces del polinomio característico del sistema retroalimentado se encuentren en una región
predeterminada.
Capítulo cuatro. Aplicaciones. En este capítulo se aplica el algoritmo, para determinar las
cotas del parámetro del controlador en casos reales como lo son: un servomecanismo posicional,
un intercambiador de calor y un miembro artificial.
Capítulo cinco. Conclusiones y trabajo futuro. En este capítulo se analizan los resultados
obtenidos durante la investigación y se presentan sugerencias para trabajos futuros.
Capítulo 2
Preliminares Matemáticos
En este capítulo se presenta una breve descripción de tres temas: sobre un reciente teorema de
estabilidad, estabilidad relativa y descomposición de signo. En la combinación de este conjunto
de teoremas y herramientas matemáticas está basado el desarrollo del presente trabajo.
2.1 Un reciente criterio de estabilidad (C. Elizondo 2001)
Este reciente criterio [15] presenta una tabla que determina el número de raíces en el semiplano
derecho del plano complejo de un polinomio real. Dicha tabla se fundamenta en el principio
del argumento, índices de Cauchy, cadenas de Sturm y cadenas modificadas de Sturm. La
tabla presenta algunas ventajas: no requiere de divisiones, las operaciones numéricas se re-
ducen con respecto a otros criterios y los coeficientes son funciones multivariables polinomicas
cuya positividad robusta se obtiene en condiciones necesarias y suficientes utilizando descom-
posición de signo [13, 14]. Determinando entonces, la estabilidad robusta para sistemas LTI
con incertidumbre paramétrica.
Teorema 2.1.1. [15] Dado un polinomio p(s) = C0 + C1s + C2s2 + · · ·Cn−1sn−1 + Cnsn con
coeficientes reales, el número de raíces a la derecha del plano de los complejos es igual al número
de variaciones de signo en la columna σ en el siguiente arreglo.
5
6σ1 Cn Cn−2 Cn−4 · · ·
σ2 Cn−1 Cn−3 Cn−5 · · ·
σ3 e3,1 e3,2 · · ·
σ4 e4,1 e(4,2) · · ·
...
...
...
σ(n−1) e(n−1),1 e(n−1),2
σn e(n,1)
σn+1 e(n+1),1
ei,j = (ei−1,1ei−2,j+1 − ei−2,1ei−1,j+1),∀3 ≤ i ≤ n+ 1
ei,j = Cn+1−i−2(j−1)∀i ≤ 2
σi = Sign(ei,1)∀i ≤ 2
σi = Sign(ei,1)
(i+1−m)/2∏
j=1
Sign(e(m+2(j−1)),(1)∀i ≥ 3)
m = 3 para i par, m = 2 para i non.
La metodología de cálculo del signo σi de un renglón es mucho más sencilla que la expresión
matemática que lo determina: el signo σi de un renglón se determina multiplicando el signo de
e(i),1 por el signo del elemento inmediato superior a éste, es decir el de e(i−1),1 y por los signos
de los elementos superiores de la misma columna e "brincando" de dos en dos. Por ejemplo:
σ7 = sign(e(7),1)sign(e(6),1)sign(e(4),1)sign(e(2),1).
En el caso de que un elemento ei,1 sea cero, entonces se substituye el cero por un ε > 0 y se
continúa el cálculo de la tabla. En caso de todos los elementos ei,j de un renglón sean de valor
cero, entonces se substituye el renglón completo por la derivada del renglón superior.
Debe de notarse que cada uno de los elementos ei,j fueron elaborados sin utilizar la división
empleada en el criterio de Routh, por lo tanto los elementos ei,j en el caso de incertidumbre
7paramétrica son funciones multivariables polinómicas
2.2 Estabilidad Relativa
En la aplicación industrial de la teoría de control, normalmente es necesario que el sistema
además de ser estable tenga un cierto desempeño, para esto es necesario que las raíces de su
polinomio caraterístico guarden cierta posición en el plano de los complejos. Con esta finalidad
se muestra el siguiente teorema que determina si la parte real de la raíces se encuentra contenida
en una región específica de los reales, acotando así la velocidad de respuesta del sistema.
Teorema 2.2.1. [16] Sea p(s) = c0 + c1s + c2s2 + · · · + sn el polinomio característico con
coeficientes reales positivos correspondiente un sistema LTI, sean a y b dos números reales
positivos. Entonces las raíces de p(s) están localizadas, en el plano de los complejos, a la
izquierda de −a y a la derecha de −b si y solo si los polinomios p(s − a) y p(−s − b) son
asintóticamente estables.
2.3 Breve descripción de descomposición de signo
En el área de control robuso paramétrico se manejan propiedades como: estabilidad robusta,
controlabilidad robusta y observabilidad robusta. El cumplimiento de cualquiera de estas
propiedades en un sistema LTI con incertidumbre paramétrica puede ser mapeado a un prob-
lema de positividad robusta de una función multivariable polinómica dependiente en un vector
de parámetros q = [q1q2 · · · q`]T , de cada parámetro se conocen solamente las cotas inferior y
superior qi[q−i , q
+
i ] y el conjunto de todos los vectores q forman una caja de incertidumbre
paramétrica Q = {q = [q1q2 · · · q`]T |qi[q−i , q+i ]∀i, i = 1, 2, . . . , l}. Para resolver el problema
de positividad robusta de funciones multivariable polinómicas dependientes de un vector con
incertidumbre paramétrica q, fue desarrollado en [13] la siguiente herramienta matemática.
Descomposición de signo [13], [14] es una herramienta matemática que mediante el análisis
8de puntos extremos es capaz de determinar en condiciones necesarias y suficientes la positividad
robusta de una función multivariable polinómica.
Nota 2.3.1. Todas las demostraciones de lemas, teoremas y corolarios sobre descomposición
de signo se encuentran en [13]
2.3.1 Definición de la Operación
Al analizar una función es común la necesidad de descomponer ésta en sus partes que la con-
stituyen de acuerdo al caso, por ejemplo si se está haciendo un análisis de un polinomio p(s),
puede ser útil descomponerlo en sus partes par e impar; si se está haciendo el análisis de un
polinomio en el dominio de la frecuencia p(jω), normalmente es útil descomponerlo en sus
partes real e imaginaria, pero si se está haciendo el análisis de la positividad de una función,
podemos pensar en descomponerla en sus partes positiva y negativa.
La determinación de la positividad de una función real polinómica multivariable es un
problema difícil de resolver, desde un punto de vista computacional la positividad de un de-
terminante es un problema NP Hard [21, 27], normalmente se le ve a la función real como un
todo completo y posiblemente eso aumenta la dificultad del problema, en vez de ver la función
descompuesta en sus posibles partes que la constituyen. En este caso se propuso en [13, 14]
descomponer una función multivariable f : R` → R en sus partes positiva y negativa fp(·),
fn(·), para poder definir esta descomposición, es necesario primeramente recordar el concepto
de cono convexo positivo P = {x ∈ R`|xi ≥ 0} [19], así como las siguientes definiciones:
Definición 2.3.1. [19] Sea P un cono convexo positivo en un espacio vectorial R`, para x, y ∈
R` se dice que x ≥ y (x > y) con respecto a P si x− y ∈ P ( x− y ∈ P ◦, el interior de P ).
Definición 2.3.2. [19] Sea f : R` → R una función continua y Q ⊂ P ⊂ R` un sub-
conjunto convexo, se dice que f(·) es una función no-decreciente en Q si x ≥ y implica
f(x) ≥ f(y), ∀x, y ∈ Q .
Las funciones no-decrecientes presentan algunas propiedades interesantes respecto a las
operaciones de suma y multiplicación como se muestran mas adelante.
9Definición 2.3.3. [13, 14] Sea f : R` → R una función continua y sea Q ⊂ P ⊂ R` un sub-
conjunto convexo, se dice que f(·) tiene descomposición de signo en Q si existen dos funciones
acotadas no-decrecientes fn(·) ≥ 0, fp(·) ≥ 0, tales que f(q) = fp(q) − fn(q) para toda q ∈ Q.
Dichas funciones se llamarán: la parte positiva de la función fp(·) y la parte negativa de la
función fn(·).
f(q) = fp(q)− fn(q) ∀q ∈ Q
fp(·) 4= Parte Positiva de f(·)
fn(·) 4= Parte Negativa de f(·)
Nota 2.3.2. Los nombres “parte positiva” y “parte negativa”, son sólo por facilidad de expresión,
las dos son positivas o por lo menos no-negativas, pero una aparece sumando y la otra restando.
Debe notarse que si una función está definida en Q′ ⊂ R` que no está contenida en un
cono convexo positivo, entonces se puede hacer una transformación de coordenadas para que
la función quede definida en Q ⊂ P ⊂ R` como se muestra en el siguiente hecho.
Hecho 2.3.1. [13, 14] Sea f : R` → R una función continua definida en Qˆ ⊂ R` que no está
contenida en un cono convexo positivo, entonces siempre se puede hacer una transformación de
coordenadas qˆi = qˆ−i + (qi − q−i )(qˆ+i − qˆ−i )/(q+i − q−i ) tal que q+i > q−i ≥ 0 para que la función
quede definida en Q ⊂ P ⊂ R`.
En caso de transformala a q−i = 0 y q
+
i = 1, que resulta muy cómodo, entonces q̂i =
q̂i
− + (q̂i
+ − q̂i−)qi
2.3.2 Representación (fn , fp)
Cuando una función continua f : R` → R se descompone en Q ⊂ P ⊂ R` en sus partes
positiva y negativa fp(·) y fn(·), realmente se está haciendo una transformación de R` a R2,
la representación gráfica de la función en un plano (fn, fp) es de utilidad para entender más
fácilmente las propiedades que poseen las partes positiva y negativa de la función, para lo cual
se establece la siguiente proposición.
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Proposición 2.3.1. [13, 14] Toda función continua f : R` → R con descomposición de signo
en el conjunto convexo Q ⊂ P ⊂ R`, se puede expresar como una transformación de R` a
R2 mediante sus partes positiva y negativa fp(·) y fn(·) con representación gráfica en el plano
(fn, fp).
R` (fn(·), fp(·))−→ R2
Cuando una función con descomposición de signo en Q es igual a cero para todo q elemento
de Q, implica que fp(q) = fn(q) ∀q ∈ Q y su representación gráfica en el plano (fn, fp) es
una línea recta a 45o que contiene al origen, a la cual nos referiremos como la recta a 45o, los
puntos arriba de ella corresponden a la representación gráfica de funciones con valor positivo y
obviamente los de abajo a negativo.
Figura 2.1: Plano (fp, fn)
2.3.3 Propiedades en la Representación (fn , fp)
Las funciones que poseen descomposición de signo presentan la propiedad de conservar la de-
scomposición de signo en las operaciones de suma, resta y multiplicación como se muestra en
el siguiente teorema.
Teorema 2.3.1. [13, 14] Sean f, g : R` → R dos funciones con descomposición de signo en
Q; entonces: f(q) + g(q), f(q) − g(q) y f(q)g(q) son funciones que tienen descomposición de
signo en Q :
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f(q) + g(q) = (f(q) + g(q))p − (f(q) + g(q))n
(f(q) + g(q))n = (fn(q) + gn(q)), (f(q) + g(q))p = (fp(q) + gp(q))
f(q)− g(q) = (f(q)− g(q))p − (f(q)− g(q))n
(f(q)− g(q))n = (fn(q) + gp(q)), (f(q)− g(q))p = (fp(q) + gn(q))
f(q)g(q) = (f(q)g(q))p − (f(q)g(q))n
(f(q)g(q))n = (fp(q)gn(q) + fn(q)gp(q)), (f(q)g(q))p = (fp(q)gp(q) + fn(q)gn(q))
La forma como se obtiene la resta de cualquier par de funciones en el teorema 2.3.1 asegura
que las expresiones de la parte positiva y negativa sean funciones no negativas y no-decrecientes,
pero existe el caso particular donde se pueden obtener expresiones más simples.
Otras propiedades de las funciones que tienen descomposición de signo, son las referentes
a las cotas de la función, para lo cual es necesario definir algunos conceptos antes de analizar
dichas propiedades.
Definición 2.3.4. [13, 14] Se le llamará vértice mínimo y máximo Euclidiano vmin, vmax a los
vectores elementos de Q ⊂ P ⊂ R` con mínima y máxima norma Euclidiana respectivamente.∥∥vmin∥∥
2
= min
q∈Q
‖q‖2 , ‖vmax‖2 = maxq∈Q ‖q‖2
Lema 2.3.1. [13, 14] Sea f : R` → R una función continua no-decreciente y sea Q ⊂ P ⊂ R`
una caja con vértices mínimo y máximo Euclidianos vmin, vmax, entonces:
min
q∈Q
f(q) = f(vmin), max
q∈Q
f(q) = f(vmax)
La aplicación del lema anterior 2.3.1 a las partes positiva y negativa de una función permite
obtener una propiedad del acotamiento de cada una de estas partes como se muestra en el
siguiente teorema.
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Teorema 2.3.2. [13, 14] Sea f : R` → R una función con descomposición de signo en Q,
sea Q ⊂ P ⊂ R` una caja con vértices mínimo y máximo Euclidianos vmin, vmax, entonces las
partes positiva y negativa de la función están acotadas como se muestra:
fp(v
min) ≤ fp(q) ≤ fp(vmax) ∀q ∈ Q, fn(vmin) ≤ fn(q) ≤ fn(vmax) ∀q ∈ Q
El hecho de que las partes positiva y negativa de una función estén limitadas por sus valores
mínimo y máximo da lugar a poder obtener cotas de la función analizando solo sus partes
positiva y negativa en los vértices mínimo y máximo Euclidianos como aparece en el siguiente
teorema.
Teorema 2.3.3. [13, 14] (Teorema del Rectángulo) Sea f : R` → R una función continua
con descomposición de signo en Q tal que Q ⊂ P ⊂ R` es una caja con vértices mínimo
y máximo Euclidianos vmin, vmax, entonces: a) f(q) está acotada inferior y superiormente
por fp(vmin) − fn(vmax) y fp(vmax) − fn(vmin) respectivamente, b) la representación gráfica de
la función f(q), ∀q ∈ Q en el plano (fn, fp) está contenida en el rectángulo con vértices
(fn(v
min), fp(v
min)), (fn(v
max), fp(v
max)), (fn(v
min), fp(v
max)) y (fn(vmax), fp(vmin)), c) si el
vértice inferior derecho (fn(vmax), fp(vmin)) está arriba de la recta de 45o entonces la función
f(q) > 0 ∀q ∈ Q, d) si el vértice superior izquierdo (fn(vmin), fp(vmax)) está abajo de la recta
de 45o entonces la función f(q) < 0 ∀q ∈ Q.
La positividad de la cota inferior del teorema anterior 2.3.3, es una condición suficiente
de positividad de la función. Cuando la cota fp(vmin) − fn(vmax) es negativa no implica que
existan vectores q en Q para los cuales la función sea negativa. Esto es debido a que la
función no llena todo el rectángulo al ser evaluada en todos los vectores de Q, la función
solamente cubre la zona que está dibujada en oscuro dentro del rectángulo. Así que cuando
la cota es negativa es necesario hacer una división de la caja Q ⊂ P ⊂ R` y definirla como
Q = [q−1 , q
+
1 ]×[q−2 , q+2 ]×· · ·×[q−` , q+` ], podemos dividir el intervalo de cada variable [q−i , q+i ] en
k partes, generando k nuevos intervalos: [q−i , q1i ], [q1i , q2i ], · · · , [qji , qj+1i ], · · · [qk−1i , q+i ], podemos
llamarle [γ−i , γ
+
i ] a uno de los k nuevos intervalos de una de los ` parámetros, dando lugar así a
la generación de k` nuevas cajas Γ, siendo una de ellas: Γi = [γ−1 , γ
+
1 ]×[γ−2 , γ+2 ]×· · ·×[γ−` , γ+` ].
Con lo anterior la caja original queda expresada como Q =
⋃
i
Γi y tomando µmin, µmax ∈ Γi
como los vértices mínimo y máximo Euclidianos de Γi se puede establecer el siguiente teorema.
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Figura 2.2: Rectángulo que contiene a la función en el plano (fp, fn)
Lema 2.3.2. [13, 14].Sea f : R` → R una función continua con descomposición de signo en
Q tal que Q ⊂ P ⊂ R` es una caja con vértices mínimo y máximo Euclidianos vmin, vmax.
Entonces la función f(q) es positiva (negativa) en Q si y sólo si existe un conjunto de cajas Γ
tal que Q =
⋃
i
Γi y Cota inf ≥ c > 0 para cada caja Γi (Cota sup ≤ c < 0 para cada caja Γi).
El determinar la positividad o negatividad de una función en todo su dominio, no es un
problema fácil, de tal forma que no es raro que de las cotas obtenidas de la caja original no
se pueda determinar el signo de la función en todo su dominio, necesitándose así hacer uso de
la división de cada variable qi en k partes, que puede tomarse como k = 2 y dividir en dos
partes iguales. De esta manera se generan 2` nuevas cajas Γ, si en cada una de las nuevas cajas
no existe algún valor de f(µmin) o f(µmax) que demuestre la pérdida de condición de signo
que se está determinando, entonces a la caja Γi que no cumpla la condición de positividad
fp(µ
min)−fn(µmax) > 0 o de negatividad fp(µmax)−fn(µmin) < 0, si es lo que se está analizando,
se le vuelve a aplicar el proceso de dividir cada variable qi en dos partes iguales y verificar la
condición de signo que se desea determinar en cada una de las 2` nuevas cajas de Γi.
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Para una función con descomposición de signo en Q, se puede determinar el signo en todo su
dominio aplicando el lema anterior 4.5, inicialmente con k = 2, dividiendo cada variable en dos
partes iguales, generando 2` cajas Γ. Mediante aplicaciones sucesivas del proceso de división en
dos partes iguales a cada variable qi sólo en la caja que así lo requiera se genera el conjunto de
cajas Γ, “cerrándose” los puntos de análisis sólo donde se necesita y hasta donde se necesita, ya
que la división de variables se aplica sólo en las nuevas cajas que lo requieran.
2.3.4 Representación (α , β)
La facilidad para resolver un problema depende de las coordenadas en que se este analizando,
existe por lo menos un sistema de coordenadas además de (fn, fp), que llamaremos (α, β)
y están giradas 45o con respecto a las (fn, fp), por esa razón el rectángulo que contiene a la
función aparece como se observa en la figura 3.5. Estas coordenadas presentan ventajas tanto
en algunas operaciones matemáticas como en la interpretación gráfica.
Definición 2.3.5. [13, 14] Sean fn(q) y fp(q) las componentes de una función f(q) con descom-
posición de signo en Q. Sea T la transformación lineal descrita tal que existe T −1, entonces
se le llamará una representación de la función f(q) en coordenadas (α, β) a la transformación
lineal (α(q), β(q)) = T (fn(q), fp(q)) y la transformación lineal inversa de una representación
(α(q), β(q)) será una representación (fn(q), fp(q)) de la función.
T =
[
1 1
−1 1
]
, T−1 =
1
2
[
1 −1
1 1
]
[
α(q)
β(q)
]
= T
[
fn(q)
fp(q)
]
,
[
fn(q)
fp(q)
]
= T−1
[
α(q)
β(q)
]
α(q) = fp(q) + fn(q), fp(q) =
1
2
(α(q) + β(q))
β(q) = fp(q)− fn(q), fn(q) = 1
2
(α(q)− β(q))
Debe notarse que como α(q) es una suma de funciones no-decrecientes y no negativas en-
tonces α(q) es no-decreciente; β(q) = f(q), y α(q) ≥ β(q) para toda función f(q) y para todo
vector q ∈ Q.
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2.3.5 Propiedades en la Representación (α , β)
Las operaciones de suma, resta y el producto de funciones que tienen descomposición de signo,
se puede efectuar en la representación (α , β) y el producto se efectua con mayor facilidad que
en (fp, fn), para obtener estas propiedades son necesarios los siguientes lemas y coroloario:
Lema 2.3.3. [13, 14] Sean f1, f2 : R` → R dos funciones con descomposición de signo en
Q, entonces la suma, resta y multiplicación de las funciones f1(q), f2(q) queda expresada en la
representación (α , β) por:
Suma f1(q) + f2(q) α(q) = α1(q) + α2(q), β(q) = β1(q) + β2(q)
Resta f1(q)− f2(q) α(q) = α1(q) + α2(q), β(q) = β1(q)− β2(q)
Producto f1(q)f2(q) α(q) = α1(q)α2(q), β(q) = β1(q)β2(q)
Las transformaciones de la definición 2.3.5 permiten trasladar los resultados del teorema del
rectángulo 2.3.3 de (fn(q), fp(q)) a (α(q), β(q)) como se expresa en el corolario siguiente, de
acuerdo a la figura 2.3.
Figura 2.3: Rectángulo en el plano (α, β)
Corolario 2.3.1. [13, 14] (Corolario del Rectángulo) Sea f : R` → R una función continua con
descomposición de signo en Q tal que Q ⊂ P ⊂ R` es una caja con vértices mínimo y máximo
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Euclidianos vmin, vmax, entonces: a) f(q) está acotada inferior y superiormente por 1
2
(α(vmin)+
β(vmin) − α(vmax) + β(vmax)) y 1
2
(α(vmax) + β(vmax) − α(vmin) + β(vmin)) respectivamente, b)
la representación gráfica de la función f(q), ∀q ∈ Q en el plano (α, β) está contenida en el
rectángulo con vértices: αizq = α(vmin), βizq = β(vmin); αder = α(vmax), βder = β(vmax); αinf =
1
2
(α(vmin)+α(vmax))− 1
2
(β(vmax)−β(vmin)), βinf = 1
2
(β(vmin)+β(vmax))− 1
2
(α(vmax)−α(vmin));
αsup = 1
2
(α(vmin) +α(vmax)) + 1
2
(β(vmax)−β(vmin)), βsup = 1
2
(β(vmin) +β(vmax)) + 1
2
(α(vmax)−
α(vmin)); c) si el vértice inferior (αinf , βinf) está arriba del eje α en el plano (α, β) entonces la
función f(q) > 0 ∀q ∈ Q, d) si el vértice superior (αsup, βsup) está abajo del eje α en el plano
(α, β) entonces la función f(q) < 0 ∀q ∈ Q.
2.3.6 Partes Lineal, No-lineal e Independiente
Al analizar la positividad de una función f(q) con descomposición de signo en Q con qj ∈
[q−j , q
+
j ] para todo q ∈ Q, es muy común la necesidad de hacer dicho análisis en un conjunto
de cajas Γ tal que Q =
⋃
j
Γj. En cada una de las cajas Γj con vértices mínimo y máximo
Euclidianos µmin, µmax, cada componente de q se puede expresar como qi = µmini + δi donde
δi ∈ [0, δmaxi ] | δmaxi = µmaxi − µmini , entonces se puede considerar la existencia de una caja ∆
con vértices mínimo y máximo Euclidianos: 0 y δmax donde este último es δmax = µmax − µmin
y ∆ = {δ = [δ1δ2 . . . δi]T | δi ∈ [0, δmaxi ], δmaxi = µmaxi − µmini } ⊂ P ⊂ R`; de esta manera se
puede expresar q = µmin + δ ∀δ ∈ ∆, ∀q ∈ Γ.
Es muy conocido que una función puede tener una parte lineal y otra no-lineal, entonces la
función f(q)|q∈Γ = f(µmin + δ) debe contener estas partes que deben ser función de δ ya que
µmin es una constante en la caja Γj.
Una manera fácil de encontrar la parte lineal y otra no-lineal es considerando que ellas no
contienen términos independientes de δ, y por lo tanto son nulas al evaluarlas en δ = 0, de tal
forma que si se evalúa la función en δ = 0 se obtiene f(µmin + 0) = f(µmin), siendo también
esta última una parte de la función f(q) que es la parte independiente de δ. Esto concuerda
con la serie de Taylor de f(q) donde q = µmin + δ :
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f(q) = f(µmin) +
∑`
i=1
∂f(q)
∂qi
∣∣∣∣
µi
δi + Φ(δ)
Se puede ver que la función está compuesta de tres partes: un término independiente de δ que
es f(µmin), otra parte lineal que es el gradiente de la función f(q) evaluado en µmin y multiplicado
por el vector δ y la función Φ(δ) que representa los términos de orden superior en δ. La parte
no-lineal Φ(δ) puede ser difícil de obtener y se puede despejar restando de f(q)|q∈Γ = f(µmin+δ)
la parte f(µmin) y la parte lineal, dando lugar así a la siguiente proposición.
Proposición 2.3.2. [13, 14] Sea f : R` → R una función continua en Q ⊂ P ⊂ R`, sea
Γ una caja contenida en Q con un conjunto de vértices {µi} con vértices mínimo y máximo
Euclidianos µmin, µmax, sea ∆ = {δ | δi ∈ [0, δmaxi ], δmaxi = µmaxi −µmini } ⊂ Q ⊂ P ⊂ R` con un
conjunto de vértices {δi} con vértices mínimo y máximo Euclidianos 0 y δmax = µmax − µmin,
y sea q ∈ Γ tal que q = µmin + δ donde δ ∈ ∆, entonces la función f(q) se puede expresar
mediante sus partes lineal, no-lineal e independiente en su mínima expresión, para toda q ∈ Γ.
f(q) = fmin + fL(δ) + fN(δ) | δ ∈ ∆ ∀q ∈ Γ
fmin ≡ Parte Independiente = f(µmin)
fL(δ) ≡ Parte Lineal = ∇f(q)|µmin · δ ∀δ ∈ ∆
fN(δ) ≡ Parte No− lineal = f(µmin + δ)− fmin − fL(δ) ∀δ ∈ ∆
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Figura 2.4: Cajas Γ
La expresión de la parte no lineal se puede lograr desarrollando f(µmin + δ), obteniendo
así una expresión algebraica de fN(δ), si esto resulta muy complicado para alguna función
en particular entonces la aplicación es sólo numérica obteniendo así sólo el valor de la parte
no-lineal en el punto deseado. Como un ejemplo mucho muy simple de esta descomposición,
podemos tomar la función f(q) = 3 + 2q1− 4q2 + q21, entonces fmin = 3 + 2µmin1 − 4µmin2 +µmin 21 ,
fL(δ) = 2δ1 − 4δ2 + 2µmin1 δ1 y fN(δ) = δ21.
2.3.7 Propiedades Básicas de las Partes Lineal y No-lineal
De acuerdo a la proposición 2.3.2, las partes: negativa, positiva, alfa y beta de una función
se pueden descomponer en sus partes lineal, no-lineal e independiente, así también las partes
lineal, no-lineal e independiente de una función, se pueden descomponer en sus partes negativa,
positiva, alfa y beta.
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Al hacer un análisis de positividad de una función que es resultado de la operación matemática
de otras funciones, entonces se presenta la necesidad de obtener las partes lineal, no-lineal e
independiente de la suma, resta o producto de funciones, que se pueden obtener mediante el
siguiente hecho.
Hecho 2.3.2. [13] Sean f1(q) y f2(q) dos funciones con descomposición de signo en Q, sea
Γ ⊆ Q una caja para el cual f1(q) = fmin1 + f1L(δ) + f1N(δ) y f2(q) = fmin2 + f2L(δ) + f2N(δ)
∀q ∈ Γ, entonces la representación alfa, beta de la suma f1(q) + f2(q), resta f1(q) − f2(q) y
producto f1(q)f2(q) ∀q ∈ Γ de las funciones está dado por α = αmin + αL(δ) + αN(δ), β =
βmin + βL(δ) + βN(δ) de acuerdo a lo siguiente:
Suma
αmin = αmin1 + α
min
2 , β
min = βmin1 + β
min
2
αL(δ) = α1L(δ) + α2L(δ), βL(δ) = β1L(δ) + β2L(δ)
αN(δ) = α1N(δ) + α2N(δ), βN(δ) = β1N(δ) + β2N(δ)
Resta
αmin = αmin1 + α
min
2 , β
min = βmin1 − βmin2
αL(δ) = α1L(δ) + α2L(δ), βL(δ) = β1L(δ)− β2L(δ)
αN(δ) = α1N(δ) + α2N(δ), βN(δ) = β1N(δ)− β2N(δ)
Producto
αmin = αmin1 α
min
2
αL(δ) = α
min
1 α2L(δ) + α
min
2 α1L(δ)
αN(δ) = α
min
1 α2N(δ) + α1L(δ)(α2L(δ) + α2N(δ)) + α1N(δ)(α
min
2 + α2L(δ) + α2N(δ))
βmin = βmin1 β
min
2
βL(δ) = β
min
1 β2L(δ) + β
min
2 β1L(δ)
βN(δ) = β
min
1 β2N(δ) + β1L(δ)(β2L(δ) + β2N(δ)) + β1N(δ)(β
min
2 + β2L(δ) + β2N(δ))
20
2.3.8 Límites de la Función
En la proposición 2.3.2, la función se expresa como f(q) = fmin +fL(δ)+fN(δ) para toda q ∈ Γ
y para toda δ ∈ ∆, donde fmin es el valor constante de la función evaluada en el vértice mínimo
de Γ, fL(δ) es la parte lineal de la función f(q) que tiene su máximo y mínimo en los puntos
extremos de ∆ y fN(δ) es la parte no-lineal de la función, dado que ∆ ⊂ Q ⊂ P ⊂ R`, se le
puede aplicar descomposición de signo obteniendo sus cotas de valor máximo y mínimo, dando
lugar así al siguiente resultado.
Teorema 2.3.4. [13, 14] (Teorema del Polígono) Sea f : R` → R una función con descom-
posición de signo en Q, sean: q, δ, Γ y ∆ de acuerdo a la proposición 2.3.2. Entonces, a) la
función f(q) está acotada inferior y superiormente por: Cota inf = fmin + fLmin − fNn(δmax)
y Cota sup = fmin + fLmax + fNp(δmax) ∀q ∈ Q, b) las cotas del inciso “a” están contenidas
en el intervalo que definen las cotas del teorema del rectángulo 2.3.3 fp(µmin) − fn(µmax) ≤
Cota inf ≤ Cota sup ≤ fp(µmax) − fn(µmin), c) la representación gráfica de la función f(q),
∀q ∈ Γ en el plano (fn, fp), está dentro del polígono que se define intersectando el rectángulo
del teorema 2.3.3 con el espacio entre las rectas a 45o separadas del origen por la cota mínima
fmin + fLmin − fNn(δmax), y la cota máxima fmin + fLmax + fNp(δmax).
Figura 2.5: Teorema del polígono
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La serie de Taylor de f(q) donde q = µmin + δ, que fundamenta a la proposición 2.3.2 es
la suma de: una parte independiente de δ que es f(µmin), la parte lineal ∇f(q)|µmin · δ y la
función Φ(δ) que contiene los términos de orden superior en δ. Es fácil ver que si δ tiende a
cero, entonces Φ(δ) tiende a cero, y la parte lineal ∇f(q)|µmin · δ es mucho mayor que Φ(δ). Por
otra parte, cuando se aplica la división de variables en k partes iguales, cada componente del
vector δ se obtiene mediante δi ∈ [0, q
+
i −q−i
k
], de tal manera que lim
k→∞
δi = 0, implicando, así que
lim
k→∞
f(q) = fmin + fL(δ). Descomponiendo f(q), fmin y fL(δ) en sus partes negativa y positiva,
y reagrupando cada una con su semejante se concluye: lim
k→∞
fn(q) = f
min
n +fLn(δ) y lim
k→∞
fp(q) =
fminp + fLp(δ) ∀q ∈ Γ, ∀Γ ⊂ Q quedando demostrado el siguiente hecho.
Hecho 2.3.3. [13] Sea f : R` → R una función con descomposición de signo en Q. Sean: q,
δ, Γ de acuerdo a la proposición 2.3.2, donde Γ es generado por división de cada variable en k
partes iguales. Entonces: lim
k→∞
f(q) = fmin + fL(δ), lim
k→∞
fn(q) = f
min
n + fLn(δ) y lim
k→∞
fp(q) =
fminp + fLp(δ), ∀q ∈ Γ, ∀Γ ⊂ Q.
El resultado del lema 4.5 es mejorado si se emplean las cotas inferior y superior del teorema
del polígono 2.3.4 como se muestra en la siguiente sección.
2.4 Teorema de Determinación de Signo mediante Parti-
ción de Cajas.
Teorema 2.4.1. [13, 14] Sea f : R` → R una función continua con descomposición de signo
en Q tal que Q ⊂ P ⊂ R` es una caja con vértices mínimo y máximo Euclidianos vmin, vmax.
Entonces la función f(q) es positiva (negativa) en Q si y sólo si existe un conjunto de cajas Γ
tal que Q =
⋃
i
Γi y Cota inf ≥ c > 0 para cada caja Γi (Cota sup ≤ c < 0 para cada caja Γi).
La tendencia de la función f(q) a una función lineal al aumentar k como se muestra en el
hecho 2.3.3, explica por qué el teorema de determinación de signo mediante partición de Cajas
2.4.1, tiene ventaja sobre el lema 4.5 en la determinación de signo de una función; ya que las
cotas del teorema 2.4.1 están más cercanas del mínimo y máximo de la función, permitiendo
así obtener un resultado con un número menor de cajas Γ que el necesario en el lema 4.5.
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Dada la conveniencia de trabajar en la representación en (α, β), entonces es de utilidad
expresar las cotas mínima y máxima del teorema del polígono 2.3.4 y del teorema de determi-
nación de signo mediante partición de cajas 2.4.1 en esta representación como se muestra en el
siguiente hecho.
Hecho 2.4.1. [13, 14] La representación en (α, β) de las cotas mínima y máxima del teorema
del polígono 2.3.4 están dadas por:
αcota min = α
min + αLmin +
1
2
(αN(δ
max)− βN(δmax))
βcota min = β
min + βLmin − 1
2
(αN(δ
max)− βN(δmax))
αcota max = α
min + αLmax +
1
2
(αN(δ
max) + βN(δ
max))
βcota max = β
min + βLmax +
1
2
(αN(δ
max) + βN(δ
max))
Capítulo 3
Resultados Principales
3.1 Motivación al estudio del caso
Muchos de los problemas en el área de control robusto son generados debido a la incertidumbre
de los parámetros. Una de las principales preocupaciones es el desempeño de sistemas reales,
cuando los sistemas de control son basados en modelos en los que no se ha tomado en cuenta
la incertidumbre que presentan los parámetros físicos de dicho sistema, el comportamiento del
sistema real puede ser completamente diferente del comportamiento previsto por el modelo
matemático sin incertidumbre.
Para ilustrar la idea anterior, imaginemos la dinámica del sistema de un vehículo que ha
sido diseñado con un determinado valor de masa m = 1300kg. El principal problema es que m
puede cambiar dependiendo del número de pasajeros o si el vehiculo tiene carga. Supongamos
que este parámetro puede cambiar ±20%, entonces la masa real se encuentra entre 1040kg. y
1560kg. y la pregunta inmediata es si el desempeño del sistema será satisfactorio sabiendo que
el diseño se realizo para una masa de m = 1300kg.
La incertidumbre la podemos encontrar en la teoría de control debido a factores como
dinámicas no-modeladas, retardos y no linealidades. Y en general se considera más de un
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parámetro incierto.
Cuando un sistema tiene algún tipo de incertidumbre, se convierte en una familia de sis-
temas. El control robusto paramétrico es el área de la teoría de control que para el caso de
síntesis, determina el controlador que garantice el desempeño adecuado de todos los elementos
de la familia en algún aspecto particular. Volviendo al ejemplo de la dinámica del vehículo men-
cionado, cada valor de m que se encuentre entre 1040kg. y 1560kg. define un sistema diferente,
por lo tanto ahora tenemos una familia de sistemas en vez de un sistema fijo.
Para explicar el tipo de problema que se resuelve con esta tesis es necesario mencionar que
las incertidumbres que surgen en aplicaciones reales y típicas, la mayoría de las veces son más
complejas en su estructura, esto es porque la expresión de los coeficientes ci(q) del polinomio
característico son de tipo multilineal y polinómico. Al hacer el análisis de estabilidad con este
tipo de coeficientes se encuentran pocas soluciones. Para el caso afín y multilineal, algunas de
ellas son con el método "overbounding" que aunque es fácil de usar solo se obtienen resultados
excesivamente conservadores; es decir, solo se obtienen condiciones suficientes de robustez.
Al concentrarnos en problemas de robustez para sistemas LTI, no se descartan soluciones que
tengan que ver con control no-lineal o incertidumbres que contengan no-linealidades dentro del
modelo. Es decir que aunque el modelo matemático de la planta incluya un sistema "nominal"
el cual es lineal e invariante en el tiempo no se descarta la posibilidad de que las incertidumbres
entren de manera no-lineal dentro de la planta.
3.2 Introducción al Diseño de Controladores Robustos
En muchas aplicaciones el desempeño de sistemas reales es de vital importancia; algunos casos
requieren que el sistema actué de manera lenta mientras que algunos otros requieren lo contrario,
que el sistema actué en forma rápida. Por ejemplo, el sistema usado para obtener una tomografía
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es el llamado tomógrafo, un equipo clínico que obtiene la imagen de una sección de la exposición.
Este proceso, por razones clínicas requiere de un desplazamiento lento del sistema para que las
estructuras en el plano focal aparezcan nítidas, mientras que las estructuras de los otros planos
aparecen borrosas. Un avión es un ejemplo de sistema en el que se requiere que se actué en
forma rápida; ya que la velocidad así como algunas maniobras requieren de una mayor velocidad
de respuesta. De aquí la importancia del desempeño de los sistemas reales en términos de la
posición de los eigenvalores. Un sistema (o su polinomio característico) es llamado estable en
"Gamma", si todos los eigenvalores se encuentran en una región específica Γ del plano complejo.
La pregunta básica sobre análisis de robustez es: ¿La familia de polinomios P (s,Q) es
estable (o Γ − estable) ? Las pruebas de estabilidad clásicas se enfocan principalmente en un
polinomio especifico p(s, q1) es decir q = q1. Uno puede pensar en repetir la prueba muchas
veces para un vector de puntos qiεQ. Pero de esta forma nunca se estará realmente seguro que
no existe un punto inestable dentro de Q. El análisis de robustez es relativamente sencillo para
coeficientes intervalo y para el caso afín. Es mucho más complicado para el caso multilineal y
polinómico.
Como se menciono anteriormente para el caso de síntesis, es necesario determinar un valor
del controlador k o un segmento de valores k ∈ [k−, k+] que garantice el desempeño adecuado
de todos los elementos de la familia en algún aspecto particular dentro de una región específica
Γ. Conceptualmente, se busca el conjunto de todos los valores de k que estabilizan el sistema
en Γ es decir:
KΓ = {k| P (s,Q, k) es robustamente Γ− estable}
La figura 3.1 ilustra el problema de robustez en cuanto al diseño para una situación en
donde solo se tiene un parámetro incierto qεQ y ganancia k libre.
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Figura 3.1: Región que muestra los valores de k que estabilizan el sistema en una región Γ para
todo vector paramétrico qεQ.
La región de estabilidad Γ en el plano (q, k) es no convexo. Por lo tanto no basta encontrar
simultáneamente el valor de k que estabiliza el sistema en Γ para q− y q+, en la figura 3.1, KΓ
puede verse gráficamente. Sin embargo, la figura 3.2 muestra una situación en la que no existe
una k que estabilice el sistema en una región Γ, es decir KΓ está vacía.
Nota 3.2.1. En 3.1 se observa que es posible ampliar el intervalo de q matemáticamente, sin
embargo en muchos sistemas físicamente es imposible hacerlo.
Figura 3.2: No existe un punto k que estabilice el sistema para toda qεQ.
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Es sencillo ilustrar el problema cuando solo se tiene un parámetro con incertidumbre, pero
si el sistema a controlar tiene un mayor número de parámetros con incertidumbre, es difícil
ver gráficamente el problema y mucho más encontrar las cotas de los parámetros que den una
solución que satisfaga cierto desempeño.
Desde el punto de vista matemático, el problema de síntesis es bien planteado pero aún sin
resolver; ya que no hay condiciones necesarias y suficientes para la existencia de un controlador
robustamente estable dentro de una región Γ. Además el problema adquiere un grado de
complejidad aún mayor cuando aumenta el número de parámetros con incertidumbre.
Actualmente existen trabajos que enfrentan la problemática descrita, en [22] el polinomio
característico que describe el comportamiento del sistema en lazo cerrado contiene coeficientes
de forma polinomial (el caso más complejo), que dependen de parámetros inciertos de la planta.
En [22] es utilizada la herramienta descomposición de signo, para desarrollar una prueba de
estabilidad de 4-polinomios, utilizando así el Teorema de Kharitonov. En [22] es desarrollado
un algoritmo para la síntesis de un controlador multivariable de orden fijo, que a pesar de
ser un buen resultado el cual da pie a futuras investigaciones, da solo condiciones suficientes
para la estabilidad de la familia de sistemas en lazo cerrado y no provee un valor de cotas
de los parámetros del controlador que satisfagan cierto desempeño mostrando así resultados
conservadores.
En la siguiente sección se muestra la principal aportación a el problema descrito anteri-
ormente haciendo uso de la herramienta descomposición de signo y un reciente teorema de
estabilidad, dando condiciones necesarias y suficientes para obtener cotas de la ganancia del
controlador que den estabilidad robusta relativa, entendiendose por estabilidad relativa a la
ubicación de las raíces del polinomio característico en una región determinada.
28
3.3 Algoritmo
En esta sección se presenta la principal aportación de este trabajo, es un algoritmo que dada una
tolerancia, es capaz de determinar las cotas inferior y superior de la ganancia del controlador
que dará estabilidad relativa robusta al sistema, es decir que la parte real de las raíces del
polinomio característico del lazo cerrado se encuentren ubicadas en una región determinada.
Por el momento se obtiene este resultado tomando en cuenta solo un parámetro del controlador.
Obviamente el valor de la cota mínima estimada Kme y el límite inferior Kmin, así como
el valor de la cota máxima estimada KMe y el límite superior Kmax, están relacionados de la
siguiente manera: Kmin ≤ Kme y KMe ≤ Kmax, como se puede ver en la figura 3.3.
Figura 3.3: Relación entre Kme, KMe con Kmin, Kmax.
El algoritmo garantiza que si la ganancia del controlador satisfaceKme ≤ K ≤ KMe entonces
la parte real de las raíces del polinomio característico del lazo cerrado de un sistema LTI con
incertidumbre paramétrica estarán ubicadas en una región determinada preestablecida, como
se observa en la figura 3.4.
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Figura 3.4: Cotas mínima y máxima estimadas que estabilizan al sistema en una región del
plano s.
El algoritmo requiere de un valor inicial de ganancia K∗ para el cual el sistema es robus-
tamente estable ∀qεQ, así también es requerido definir la tolerancia ε con la que el algoritmo
detiene su proceso de búsqueda de los intervalos de ganancia con los que se alcanzarán las cotas
mínima o máxima. El algoritmo se compone de dos partes:
I. Se obtiene el intervalo [K∗, KMe].
II. Se obtiene el intervalo [Kme, K∗].
La parte I donde se obtiene la cota máxima estimada tiene dos etapas, la primera Ia es una
búsqueda creciente de intervalo de ganancia y la parte Ib es una búsqueda decreciente de in-
tervalo de ganancia. En la parte creciente Ia se emplea un valor n > 1 y el primer segmento
de ganancia para analizar estabilidad relativa robusta es [K∗, nK∗], en caso que este primer
segmento satisfaga la estabilidad relativa robusta del sistema, la cota momentanea máxima Ki
será K1 = nK∗ ya que i es igual a uno por se la primera iteración. El siguiente segmento
será [nK∗, n2K∗] y así sucesivamente hasta llegar a un segmento [npK∗, np+1K∗] en donde no
satisface estabilidad relativa robusta, debe de notarse que el valor de cota momentanea máxima
en este punto es el último valor logrado que será Ki = npK∗. Entonces el siguiente segmento de
ganancia a analizar es [npK∗,
np + np+1
2
K∗] que realmente es la mitad inferior del segmento de
donde fue obtenido, si éste satisface estabilidad relativa robusta entonces el siguiente segmento
a analizar es la mitad superior del segmento [npK∗, np+1K∗] de lo contrario el segmento inferior
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es dividido de la misma manera en un segmento inferior y un segmento superior aplicandoles
el mismo criterio. Este procedimiento se sigue aplicando en forma sucesiva hasta llegar a el
punto donde el segmento de ganancia a analizar es menor que la tolerancia preestablecida, en
este punto el algoritmo detiene la búsqueda de la cota máxima estimada tomando ésta el valor
más alto de la cota momentanea máxima logrado.
El procedimiento anterior puede ser ejemplicado de la siguiente manera: Supongamos que
la tolerancia estipulada es ε = 0.25. y el valor de n = 2, se tiene un valor inicial de ganancia
K∗ = 2 para el cual el sistema es robustamente estable en cierta región predeterminada. Se
inicia la búsqueda de la cota máxima estimada KMe en el intervalo [2, 4] supongamos que
se satisface estabilidad robusta, por lo que Ki = K1 = 4 el siguiente intervalo a analizar es
[4, 8], supongamos que no satisface estabilidad; entonces el siguiente intervalo a analizar es de
[4, 6], suponiendo que satisface estabilidad robusta la Ki = 6 y ahora el siguiente intervalo a
analizar es [6, 8], supongamos que no satisface estabilidad; entonces ahora el siguiente intervalo
a analizar es [6, 7]. Cuando el segmento a analizar es más pequeño que el ε dado, ya no tiene
caso continuar con la búsqueda de la cota máxima estimada.
La parte II donde se obtiene la cota mínima estimada es una búsqueda decreciente de
intervalo de ganancia, en la cual se emplea un valor de n = 0.5, el primer segmento de ganancia
para analizar estabilidad relativa robusta es [0, K∗], si se satisface estabilidad relativa robusta
el algoritmo termina y Kme = 0, de lo contrario el siguiente segmento a analizar es [n(0 +
K∗), K∗], por simplicidad n(0 + K∗) se anotará como nK∗, supongamos que si se satisface
estabilidad relativa robusta entonces la cota momentanea mínima Ki = K2 = nK∗ donde
i = 2 ya que es la segunda iteración y el siguiente segmento a analizar es [n2K∗, nK∗], si se
satisface estabilidad relativa robusta entonces la cota momentanea mínima Ki = K3 = n2K∗
donde i = 3 ya que es la tercera iteración y el siguiente segmento a analizar es [n3K∗, n2K∗],
supongamos que no se satisface estabilidad relativa robusta entonces el siguiente segmento a
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analizar es [
n3 + n2
2
K∗, n2K∗] y así sucesivamente hasta llegar a un segmento a analizar menor
a una tolerancia preestablecida, tomando como cota mínima estimada Kme la última cota
momentanea mínima Ki.
Para ejemplicar lo explicado arriba es conveniente continuar con el ejemplo anterior: Se inicia
la búsqueda de la cota mínima estimadaKme en el intervalo [0, 2] supongamos que no se satisface
estabilidad robusta, por lo que el siguiente segmento a analizar es [1, 2], ahora supongamos que
si se satisface esabilidad relativa robusta, entonces la cota momentanea mínima es Ki = K1 = 1
y el nuevo intervalo a analizar es [0.5, 1], suponiendo que no se satisface estabilidad relativa
robusta, el nuevo intervalo a analizar es [0.75, 1] y así sucesivamente hasta que el segmento a
analizar sea más pequeño que el ε dado y la cota mínima estimada será igual a la última cota
momentanea mínima calculada.
3.3.1 Diagrama de flujo
La descripción anterior es manejada de forma esquemática de acuerdo a la lógica del diagrama
de flujo mostrado en la figura 3.5.
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Figura 3.5: Diagrama de Flujo del Algoritmo
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Donde:
• Condición 1. Se prueba si el sistema es robustamente estable.
• Condición 2. Magnitud del segmento a analizar < ε
• Condición 3. Se prueba si el sistema es robustamente estable para el segmento de [0, K∗]
• Condición 4. Se prueba si el sistema es robustamente estable para el nuevo segmento a
analizar.
• Condición 5. Magnitud del segmento a analizar < ε
Capítulo 4
Aplicaciones
La intención de este capítulo es tomar algunos sistemas físicos, los cuales presenten incertidum-
bre paramétrica en su modelo matemático y encontrar las cotas del parámetro del controlador
que satisfacen estabilidad relativa robusta aplicando los resultados obtenidos en esta tesis.
En la primera parte se presenta el caso de un servomecanismo posicional, enseguida se
presenta el caso de un intercambiador de calor y finalmente se presenta un caso de un miembro
artifical.
4.1 Servomecanismo Posicional
4.1.1 Planteamiento del problema
Para ilustrar la implementación del algoritmo propuesto que determina las cotas de los parámet-
ros del controlador que satisfacen estabilidad relativa robusta, es presentado un ejemplo mod-
ificado de [25] (desafortunadamente este interesante ejemplo no aparece en ediciones más re-
cientes). El ejemplo original trata de un servomecanismo posicional que incluye un amplificador
con ganancia de 10 que recibe el error entre posición deseada y posición real y entrega el voltaje
de campo del motor. En el ejemplo propuesto la ganancia del amplificador es la ganancia del
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controlador del cual se encontrarán sus cotas inferior y superior, el resto de los parámetros son
tomados ahora con una incertidumbre de ± 5 %. La ganancia en lazo cerrado del sistema queda
de la siguiente manera [25]:
G(s) =
KpK1Kmn
TfTms3 + (Tf + Tm) s2 + s+K1KmKpn
Donde los parámetros del sistema son propuestos como sigue:
Km ∈ [1.1875, 1.3125]rad/volt · seg, K1 ∈ [7.257465405, 8.021409131] volts/rad, Tf ∈
[0.0475, 0.0525] seg, Tm ∈ [0.19, 0.21] seg. además la relación de engranes está dada por
n = 0. 1.
En este ejemplo se trata de encontrar las cotas estimadas con una tolerancia de 0.01 de
la ganancia del controlador Kp de tal manera que la parte real de las raíces del polinomio
característico de lazo cerrado se encuentren dentro de una región determinada por el segmento
[−25,−1].
4.1.2 Solución del problema
En la nomenclatura de control robusto paramétrico se acostumbra identificar los parámetros
físicos por qˆi asi que: q̂1 = Km, q̂2 = K1, q̂3 = Tf , q̂4 = Tm y q̂5 = Kp. De tal forma que el
polinomio característico en lazo cerrado del caso a resolver queda de la siguiente manera:
p(s, qˆ) = C3(qˆ)s
3 + C2(qˆ)s
2 + C1(qˆ)s+ C0(qˆ), donde:
C3(q̂) = q̂3q̂4
C2(q̂) = q̂3 + q̂4
C1(q̂) = 1
C0(q̂) = 0. 1q̂1q̂2q̂5
Dado que el problema se resolverá mediante teorema de estabilidad relativa [16] mostrado
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en secciones anteriores, en donde tiene que analizarse la estabilidad robusta de los polinomios
p(s − a) y p(−s − b) donde a = 1 y b = 25, esto significa que la parte real de las raíces se
encuentre en el segmento [−25,−1]. Entonces la estabilidad robusta de cada polinomio p(s−a)
y p(−s− b) será analizado mediante el teorema 1 [15] aplicando descomposición de signo para
probar la positividad robusta de los elementos ei,1 ya que si cada uno de los elementos ei,1 es
robustamente positivo, entonces toda la columna σ será positiva y el sistema del polinomio
analizado será robustamente estable.
Figura 4.1: Región de estabilidad preestablecida
En la aplicación de descomposición de signo es necesario normalizar los parámetros q̂i de
tal manera que toda qi sea no negativa y es mucho más cómodo si se convierte en un nuevo
parámetro qi ∈ [0, 1]. Tomando en cuenta que
Km ∈ [K−m, K+m]rad/volt·seg,K1 ∈ [K−1 , K+1 ]volts/rad, Tf ∈ [T−f , T+f ]seg, Tm ∈ [T−m , T+m ]seg.
Donde el signo "menos" indica el límite inferior del parámetro físico y el signo "más" indica el
límite superior del parámetro físico. Entonces la conversión se realiza de la siguiente manera:
q̂1 = K
−
m + q1(K
+
m − K−m), q̂2 = K−1 + q2(K+1 − K−1 ), q̂3 = T−f + q3(T+f − T−f ), q̂4 =
T−m + q4(T
+
m − T−m), obteniéndose así:
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p(s− a, q) = C3(q)s3 + C2(q)s2 + C1(q)s+ C0(q), donde:
C3 = 0. 00095q3 + 0. 00095q4 + 0. 0001q3q4 + 9. 025× 10−3
C2 = 0. 00215q3 + 0. 01715q4 − 0. 0003q3q4 + 0. 21043
C1 = 0. 0003q3q4 − 0. 03715q4 − 0. 00715q3 + 0. 55208
C0 = 0. 00405q3 + 0. 01905q4 + 0. 86182q5 − 0. 0001q3q4
+ 9. 071 8× 10−2q1q5 + 9. 0718× 10−2q2q5
+ 9. 5493× 10−3q1q2q5 − 0. 77153
p(−s− b, q) = C3(q)s3 + C2(q)s2 + C1(q)s+ C0(q) donde:
C3 = 0. 00095q3 + 0. 00095q4 + 0. 0001q3q4 + 9. 02510
−3
C2 = 0. 06625q3 + 0. 05125q4 + 0. 0075q3q4 + 0. 43938
C1 = 1. 5313q3 + 0. 78125q4 + 0. 1875q3q4 + 6. 0469
C0 = 11. 719q3 + 2. 3438q4 − 0. 86182q5 + 1. 5625q3q4
− 9. 071810−2q1q5 − 9. 071810−2q2q5
− 9. 549310−3q1q2q5 + 17. 578
Para aplicar el algoritmo propuesto, primeramente se encuentra un valor de q5 que hace
robustamente estables a los polinomios p(s − a, q) y p(−s − b, q), que en este caso q5 = 3
satisface esta necesidad. Posteriormente se define la tolerancia explicada en la sección III, en
este caso se tomará una tolerancia de 0.01 y n = 2 se obtienen los resultados mostrados en la
tablas I y II.
38
p(s-a) p(s-a)
Cota máxima estimada q+5 Cota mínima estimada q
−
5
No. q5 E.R. No. q5 E.R.
1 3-6 X 1 0-3 x
2 6-12 x 2 1.5-3 X
3 6-9 X 3 0.75-1.5 x
4 9-10.5 X 4 1.125-1.5 X
6 10.5-10.875 x 6 0.8438-0.9375 x
7 10.5-10.687 X 7 0.8906-0.9375 x
8 10.68-10.78 x 8 0.9141-0.9375 X
9 10.68-10.73 X 9 0.9023-0.9141 X
10 10.734-10.757 x 10 0.8965-0.9023 X
11 10.734-10.746 X 11 0.8936-0.8965 X
12 10.746-10.752 X
13 10.752-10.754 x
Tabla 4.1: Cálculo de cota mínima y máxima estimada de la ganancia del controlador para
p(s-a) de un servomecanismo posicional.
Donde la columna E.R. significa Estabilidad Relativa, e indica si todos los coeficientes de la
columna σ de la tabla son robustamente positivos en el rango de q5 que se especifica. El símbolo
"X" indica que en ese intervalo de ganancia el sistema es robustamente estable y el símbolo
"x" indica que para ese intervalo de ganancia no se satistface estabilidad relativa robusta.
Finalmente el rango de q5 que estabiliza el sistema para p(s− a) es: 0. 8965 ≤ q5 ≤ 10. 7520
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p(-s-b) p(-s-b)
Cota máxima estimada del
controlador q+5
Cota mínima estimada del
controlador q−5
No. q5 E.R. No. q5 E.R.
1 3-6 X 1 0-3 X
2 6-12 X
3 12-24 X
4 24-48 x
5 24-36 x
6 24-30 x
7 24-27 x
8 24-25.5 x
9 24-24.75 x
10 24-24.375 x
11 24-24.1875 x
12 24-24.0938 x
13 24-24.0496 x
14 24-24.0234 x
15 24-24.0117 x
16 24-24.0059 x
Tabla 4.2: Cálculo de cota mínima y máxima estimada de la ganancia del controlador para
p(-s-b) de un servomecanismo posicional.
Donde la columna E.R. significa Estabilidad Relativa, e indica si todos los coeficientes de la
columna σ de la tabla son robustamente positivos en el rango de q5 que se especifica. Y como
se explico anteriormente, el símbolo "X" indica que en ese intervalo de ganancia el sistema es
robustamente estable y el símbolo "x" indica que para ese intervalo de ganancia no se satistface
estabilidad relativa robusta.
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Finalmente el rango de q5 que estabiliza el sistema para p(−s− b) es: 0 ≤ q5 ≤ 24
Las cotas del parámetro q5 que hacen que el sistema en lazo cerrado sea robustamente estable
manteniendo las raíces en el segmento [−25,−1] están contenidas en q5 ∈ [0.8965 , 10.7520]
4.2 Intercambiador de Calor
4.2.1 Planteamiento del problema
El modelo del intercambiador de calor es tomado de [31] y el objetivo es mantener la temperatura
de salida de fluido que se procesa, To(t), en el valor que se desea o punto de control, T fijoo (t), en
presencia de variaciones en el flujo del fluido que se procesa, F (t) y la temperatura de entrada,
Ti(t). La variable que se puede ajustar para controlar la temperatura de salida es el flujo de
vapor, Fs(t), ya que determina la cantidad de energía que se suministra al proceso del fluido. El
proceso y plan de control por retroalimentación trabaja como sigue: la temperatura de salida o
variable controlada se mide con un sensor y transmisor (TT42) que genera una señal de salida
o variable manipulada, m(t), con base en el error o diferencia entre la medición y el punto de
control. La señal de salida del controlador se conecta entonces al actuador de la válvula de
control de vapor, mediante un transductor de corriente a presión (I/P), esto se debe a que en
el presente ejemplo el transmisor y el controlador generan señales de corriente eléctrica, pero el
actuador de la válvula se debe operar mediante presión de aire. La función del actuador de la
válvula es posicionar la válvula en proporción con la señal de salida del controlador ; entonces,
el flujo de vapor es una función de posición de la válvula.
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Figura 4.2: Esquema de control de temperatura en un intercambiador de calor.
El desempeño del circuito de control se puede analizar mejor si se dibuja el diagrama de
bloques del circuito completo:
Figura 4.3: Diagrama de bloques del circuito de control de temperatura para el intercambiador
de calor.
Donde las funciones de transferencia de los diferentes elementos del circuito de control de
temperatura son como sigue:
Intercambiador
La respuesta del intercambiador de calor al flujo de vapor tiene una ganancia de 500C/(kg/s)
y una constante de tiempo de 30s:
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Gs(s) =
50
30s+ 1
C/(kg/s) =
q̂1
q̂2s+ 1
Sensor-transmisor
El sensor transmisor tiene una escala calibrada de 50 a 1500C y una constante de tiempo de
10s.
ganancia =
100%
(150− 50)C = 1.0%/C
H(s) =
1.0
10s+ 1
%/C =
q̂3
q̂4s+ 1
Nota: En este ejemplo utilizamos el "porcentaje de rango" (%) como unidades de señales
de transmisor y el controlador.Cuando la señal de intrumentación es corriente, normalmente
iε[4, 20]mA así que para señales electrónicas se toma 100% = 16mA.
Válvula de control
La válvula de control tiene una capacidad máxima de 1.6kgS de vapor, características lineales
y constantes de tiempo en 3s.
ganancia =
1.6(kg/s)
100%
= 0.016(kg/s)/%
Gv(s) =
0.016
3s+ 1
(kg/s)/% =
q̂5
q̂6s+ 1
Controlador
El controlador es proporcional y se encontrarán las cotas superior e inferior de la ganancia del
controlador, el resto de los parámetros son tomados ahora con una incertidumbre de ± 5 %.
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La función transferencia en lazo cerrado del sistema queda de la siguiente manera:
GCL =
q̂1q̂5q̂7 (q̂4s+ 1)
q̂2q̂4q̂6s3 + (q̂2q̂4 + q̂2q̂6 + q̂4q̂6) s2 + (q̂2 + q̂4 + q̂6) s+ q̂1q̂3q̂5q̂7
Donde los parámetros del sistema son como sigue:
q̂1 ∈ [47.5, 52.5],q̂2 ∈ [28.5, 31.5], q̂3 ∈ [0.95, 1.05], q̂4 ∈ [9.5, 10.5], q̂5 ∈ [0.0152, 0.0168] y q̂6
∈ [2.85, 3.15].
Las cotas inferior y superior máximas de la ganancia del controlador sin tomar en cuenta la
incertidumbre son Kp = [0, 23.8].
En aplicaciones industriales, normalmente es necesario que el sistema tenga un cierto de-
sempeño, para esto es necesario que las raíces de su polinomio característico guarden cierta
posición en el plano de los complejos. Con la finalidad de mostrar lo anterior en este ejemplo
se trata de encontrar las cotas estimadas de la ganancia del controlador Kp, de tal manera que
la parte real de las raíces del polinomio característico en lazo cerrado se encuentren dentro de
una región determinada por el segmento [−1, 0]. con una tolerancia de 0.02.
4.2.2 Solución del problema
El polinomio característico en lazo cerrado del caso a resolver queda de la siguiente forma:
p(s, qˆ) = C3(qˆ)s
3 + C2(qˆ)s
2 + C1(qˆ)s+ C0(qˆ), donde:
C3(q̂) = q̂2q̂4q̂6
C2(q̂) = q̂2q̂4 + q̂2q̂6 + q̂4q̂6
C1(q̂) = q̂2 + q̂4 + q̂6
C0(q̂) = q̂1q̂4q̂5q̂7 + 1
Haciendo uso nuevamente del teorema de estabilidad relativa [16], se quiere que la parte real
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de las raíces se encuentre en el segmento [−1, 0] por lo que es necesario analizar la estabilidad
robusta de los polinomios p(s− a) y p(−s− b) donde a = 0 y b = 1
La estabilidad robusta de cada polinomio p(s − a) y p(−s − b) es analizada mediante el
teorema 1 [15], aplicando descomposición de signo para probar la positividad robusta de los
elementos ei,1 ya que si cada uno de los elementos ei,1 es robustamente positivo, entonces toda
la columna σ será positiva y el sistema del polinomio analizado será robustamente estable.
Figura 4.4: Región de estabilidad preestablecida
Hay que normalizar los parámetros q̂i en un nuevo parámetro qi ∈ [0, 1] de tal manera que
toda qi sea no negativa; ya que es necesario para aplicar descomposición de signo.
Sabemos que:
q1 ∈ [q−1 , q+1 ], q2 ∈ [q−2 , q+2 ], q3 ∈ [q−3 , q+3 ], q4 ∈ [q−4 , q+4 ], q5 ∈ [q−5 , q+5 ], q6 ∈ [q−6 , q+6 ].
Donde el signo "menos" indica el límite inferior del parámetro físico y el signo "más" indica
el límite superior del parámetro físico. Entonces la conversión se realiza de la siguiente manera:
q̂1 = q
−
1 + q1(q
+
1 − q−1 ), q̂2 = q−2 + q2(q+2 − q−2 ), q̂3 = q−3 + q3(q+3 − q−3 ), q̂4 = q−4 + q4(q+4 − q−4 ),
q̂5 = q
−
5 + q5(q
+
5 − q−5 ), q̂6 = q−6 + q4(q+5 − q−6 ), obteniendo así:
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p(s− a, q) = C3(q)s3 + C2(q)s2 + C1(q)s+ C0(q), donde :
C3 = 81. 225q2 + 81. 225q4 + 81. 225q6 + 8. 55q2q4 + 8. 55q2q6 + 8. 55q4q6 + 0.9q2q4q6
+ 771. 64
C2 = 37. 05q2 + 31. 35q4 + 11. 4q6 + 3.0q2q4 + 0.9q2q6 + 0.3q4q6 + 379. 05
C1 = 3.0q2 + q4 + 0.3q6 + 40. 85
C0 = 0.685 9q7 + 0.072 2q7q1 + 0.072 2q7q3 + 0.072 2q7q5 + 0.007 6q7q1q3 + 0.007 6q7q1q5
+ 0.007 6q7q3q5 + 0.000 8Q7q1q3q5 + 1
p(−s− b, q) = C3(q)s3 + C2(q)s2 + C1(q)s+ C0(q), donde :
C3 = 81. 225q2 + 81. 225q4 + 81. 225q6 + 8. 55q2q4 + 8. 55q2q6 + 8. 55q4q6 + 0.9q2q4q6
+ 771. 64
C2 = 206. 63q2 + 212. 33q4 + 232. 28q6 + 22. 65q2q4 + 24. 75q2q6 + 25. 35q4q6 + 2. 7q2q4q6
+ 1935. 9
C1 = 172. 58q2 + 181. 98q4 + 221. 18q6 + 19. 65q2q4 + 23. 85q2q6 + 25. 05q4q6 + 2. 7q2q4q6
+ 1597. 7
C0 = 47. 175q2 − 0.685 9q7 + 50. 875q4 + 70. 825q6 − 0.072 2q7q1 − 0.072 2q7q3
− 0.072 2q7q5 + 5. 55q2q4 + 7. 65q2q6 + 8. 25q4q6 − 0.007 6q7q1q3
− 0.007 6q7q1q5 − 0.007 6q7q3q5 + 0.9q2q4q6 − 0.000 8q7q1q3q5 + 429. 59
Se inicia con un valor de q7 = 8 que hace robustamente estables a los polinomios p(s− a, q)
y p(−s− b, q), la tolerancia propuesta para este caso es de 0.02 y n = 2. Aplicando el algoritmo
se obtienen los siguientes resultados mostrados en la tablas I y II.
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p(s-a) p(s-a)
Cota máxima estimada del controlador q+7 Cota mínima estimada del controlador q
−
7
No. q7 E.R No. q7 E.R
1 8-16 X 1 0-8 X
2 16-32 x
3 16-24 x
4 16-20 x
5 16-18 X
6 18-19 X
7 19-19.5 x
8 19-19.25 X
9 19-19.125 x
Tabla 4.3: Cálculo de cota mínima y máxima estimada de la ganancia del controlador para
p(s-a) de un intercambiador de calor.
Donde la columna E.R. significa Estabilidad Relativa, e indica si todos los coeficientes de
la columna σ de la tabla son robustamente positivos en el rango de q7 que se especifica.
El símbolo "X" indica que en ese intervalo de ganancia el sistema es robustamente estable.
El símbolo x indica que para ese intervalo de ganancia no se satistface estabilidad relativa
robusta.
Finalmente el rango de q7 que estabiliza el sistema para p(s− a) es: 0 ≤ q7 ≤ 19. 25
p(-s-b) p(-s-b)
Cota máxima estimada del controlador q+7 Cota mínima estimada del controlador q
−
7
No. q7 E.R No. q7 E.R
1 8-16 X 1 0-8 X
2 16-32 X
3 32-64 X
4 64-100 X
Tabla 4.4: Cálculo de cota mínima y máxima estimada de la ganancia del controlador para
p(-s-b) de un intercambiador de calor.
Se estableció un valor límite para la ganancia máxima del controlador que en este caso es
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100; ya que no es necesario realizar un mayor número de iteraciones. Finalmente el rango de
q7 que estabiliza el sistema para p(−s− b) es: 0 ≤ q7 ≤ 100
Las cotas del parámetro q7 que hacen que el sistema en lazo cerrado sea robustamente
estable manteniendo las raíces en el segmento [−1, 0] están contenidas en q7 ∈ [0 , 19.25].
4.3 Miembro Artificial
4.3.1 Planteamiento del problema
El desarrollo de la protética (miembros artificiales) ha progresado paralelamente a las guerras
y calamidades naturales. En la actualidad las prótesis en las personas son vistas como algo
normal y tangible. Las prótesis son aparatos inertes conectados a lo que restaba del miembro
mutilado. Los aparatos para el brazo inferior exigieron que el usuario tuviera una articulación
en el codo, y para el extremo inferior de la pierna, una articulación utilizable en la rodilla. El
brazo "Boston" fue uno de los primeros de tales miembros artificiales, el cual comprendía un
par motor y retroalimentación de velocidad. El cuerpo humano tiene un tiempo natural de
retraso entre las decisiones del cerebro y la recepción de señales por los músculos, de manera
que deben fijarse límites razonables en la capacidad de un miembro artificial automático. Si el
aparato es muy firme y sensible podría funcionar demasiado rápido, como para que el cuerpo
y el cerebro pudiesen ejercer control, convirtiendo al binomio humano-máquina en un robot
biónico. Por otra parte, muy poca sensibilidad podría producir una estatua biónica. Entre
estos dos extremos se encuentran los diseños satisfactorios.
Por simplicidad, el movimiento del brazo biónico se considera solo unidireccional. El cerebro
vigila la posición deseada y la posición percibida, generando una señal de error para el sistema
nervioso. Sensores especiales recogen los impulsos eléctricos musculares (señales mioeléctricas)
y un amplificador produce un voltaje que excita a un motor de control de CD. El circuito motriz
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comprende retroalimentación tacométrica, como se muestra. La salida del circuito motriz es la
velocidad del miembro en una dirección que, cuando se integra, es la posición del miembro.
En la figura 4.5 se muestra un modelo simplificado de tal sistema. La acción del cerebro se
aproxima por la función transferencia:
GB(s) = 1 +
0.1
s
lo cual implica consideraciones tanto del error de posición como de su integral. El sistema
nervioso se modela por medio del sistema de primer orden que tiene la siguiente función de
transferencia:
Figura 4.5: Modelo simplificado del sistema.
GN(s) =
1
T
s+ 1
T
donde T = 1
4
, la constante de tiempo, es aproximadamente el tiempo de retardo neuromus-
cular. La señal mioeléctrica se detecta y amplifica con una ganancia KB para formar el voltaje
amplificado m(t). El amplificador de potencia, el motor de control y la carga mecánica tienen
una función de transferencia de segundo orden, que relaciona el voltaje del motor de control
m(t) con la velocidad del brazo, cuyo modelo es:
GM(s) =
5
s2 + 13s+ 30
=
5
(s+ 3)(s+ 10)
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Este bloque presenta constantes de tiempo de 1
3
segundo, asociadas con la inercia mecánica,
y de 1
10
segundo atribuido principalmente al motor. El tacómetro, con función de transferencia
KT , proporciona retroalimentación para el motor y brazo, y la función de transferencia en lazo
cerrado entre KT y GM(s) está dada por:
GT (s) =
GM(s)
1 +KTGM(s)
=
5
s2 + 13s+ (30 + 5KT )
El sistema completo se ilustra en la figura 4.6
Figura 4.6: Sistema completo.
Obtenga las cotas estimadas de la ganancia KB si se desea que las raíces del polinomio
característico se encuentren en el intervalo [-10,0], cuando la ganancia del tacómetro tiene una
incertidumbre del ±5%.
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4.3.2 Solución del problema
En la nomenclatura de control robusto paramétrico se acostumbra identificar los parámetros
con incertidumbre por qˆi asi que:
GB(s) = 1 +
0.1
s
GN(s) =
1
T
s+ 1
T
GM(s) =
5
(s+ 3)(s+ 10)
KT (s) = q̂1
KB(s) = q̂2
La función de transferencia de todo el sistema en lazo cerrado queda de la siguiente forma:
T (s) =
q2(10s+ 1)
1
2
s5 + 8. 5s4 + (2. 5q1 + 41.0) s3 + (10.0q1 + 60.0) s2 + 10.0q2s+ 1.0q2
De tal forma que el polinomio característico en lazo cerrado del caso a resolver queda de la
siguiente manera:
p(s, qˆ) = C5(qˆ)s
5 + C4(qˆ)s
4 + C3(qˆ)s
3 + C2(qˆ)s
2 + C1(qˆ)s+ C0(qˆ), donde:
C5(q̂) = 0.5
C4(q̂) = 8. 5
C3(q̂) = (2. 5q̂1 + 41.0)
C2(q̂) = (10.0q̂1 + 60.0)
C1(q̂) = 10.0q̂2
C0(q̂) = 1.0q̂2
Dado que el problema se resolverá mediante teorema de estabilidad relativa [16] mostrado
en secciones anteriores, en donde tiene que analizarse la estabilidad robusta de los polinomios
p(s − a) y p(−s − b) donde a = 0 y b = 10, esto significa que la parte real de las raíces se
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encuentre en el segmento [−10, 0]. Entonces la estabilidad robusta de cada polinomio p(s− a)
y p(−s− b) será analizado mediante el teorema 1 [15], aplicando descomposición de signo para
probar la positividad robusta de los elementos ei,1(q) ya que si cada uno de los elementos ei,1(q)
es robustamente positivo, entonces toda la columna σ será positiva y el sistema del polinomio
característico analizado será robustamente estable.
En la aplicación de descomposición de signo es necesario normalizar los parámetros q̂i de
tal manera que toda qi sea no negativa y es mucho más cómodo si se convierte en un nuevo
parámetro qi ∈ [0, 1]. Tomando en cuenta que
Kt ∈ [K−t , K+t ],
Donde el signo "menos" indica el límite inferior del parámetro físico y el signo "más" indica
el límite superior del parámetro físico. Entonces la conversión se realiza de la siguiente manera:
q̂1 = K
−
t + q1(K
+
t −K−t ), obteniéndose así:
p(s− a, q) = C5(q)s5 + C4(q)s4 + C3(q)s3 + C2(q)s2 + C1(q)s+ C0(q), donde :
C5(q) = 0.5
C4(q) = 8. 5
C3(q) = 9. 618 8q1 + 42. 013
C2(q) = 38. 475q1 + 64. 05
C1(q) = 10.0q2
C0(q) = q2
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p(−s− b, q) = C5(q)s5 + C4(q)s4 + C3(q)s3 + C2(q)s2 + C1(q)s+ C0(q), donde :
C5(q) = 0.5
C4(q) = −6.0
C3(q) = 9. 618 8q1 + 13. 013
C2(q) = 15. 99− 9. 619q1
C1(q) = 10q2 − 48. 094q1 − 33. 56
C0(q) = 9q2 − 28. 856q1 − 30. 037
Para aplicar el algoritmo propuesto, primeramente se encuentra un valor de q2 que hace
robustamente estables a los polinomios p(s − a, q) y p(−s − b, q), que en este caso q2 = 20
satisface esta necesidad. Posteriormente se define la tolerancia explicada en la sección III, en
este caso se tomará una tolerancia de 0.1 y n = 2 se obtienen los resultados mostrados en la
tablas I y II.
Así pues la columna E.R. significa Estabilidad Relativa, y me indica si todos los coeficientes
de la columna σ de la tabla son robustamente positivos en el rango de q2 que se establece. El
símbolo "X" indica que para ese intervalo de ganancia el sistema es robustamente estable y
el símbolo x indica que para este intervalo de ganancia la estabilidad relativa robusta no se
satistface .
Finalmente el rango de q2 que estabiliza el sistema para p(s− a) es: 0 ≤ q7 ≤ 49. 6875
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p(s-a) p(s-a)
Cota máxima estimada q2 Cota mínima estimada q2
No. q2 E.R. No. q2 E.R.
1 20-40 X 1 0-20 X
2 40-80 x
3 40-60 x
4 40-50 x
5 40-45 X
6 45-47.5 X
7 47.5-48.75 X
8 48.75-49.375 X
9 49.375-49.6875 X
10 49.6875-49.8437 x
11 49.6875-49.76562 x
Tabla 4.5: Cálculo de cota mínima y máxima estimada de la ganancia del controlador para
p(s-a) de un miembro artificial.
p(-s-b) p(-s-b)
Cota máxima estimada q2 Cota mínima estimada q2
No. q2 E.R. No. q2 E.R.
1 20-40 X 1 0-20 X
2 40-80 X
3 80-160 X
4 160-320 x
5 160-240 x
6 160-200 x
7 160-180 X
8 180-190 X
9 190-195 X
10 195-197.5 x
11 195-196.5 X
12 196.5-196.875 X
13 196.875-197.1875 x
14 196.875-197.0312 x
15 196.875-196.9531 X
Tabla 4.6: Cálculo de cota mínima y máxima estimada de la ganancia del controlador para
p(-s-b) de un miembro artificial.
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Donde la columna E.R. significa Estabilidad Relativa, e indica si todos los coeficientes de
la columna σ de la tabla son robustamente positivos en el rango de q2 que se especifica. Como
se mencionó anteriormente:
El símbolo "X" indica que en ese intervalo de ganancia el sistema es robustamente estable.
El símbolo x indica que para ese intervalo de ganancia no se satistface estabilidad relativa
robusta.
Finalmente el rango de q2 que estabiliza el sistema para p(−s− b) es: 0 ≤ q5 ≤ 196.9531
Las cotas del parámetro q2 que hacen que el sistema en lazo cerrado sea robustamente
estable manteniendo las raíces en el segmento [−10, 0] están contenidas en q2 ∈ [0 , 49.6875]
Capítulo 5
Conclusiones y trabajo futuro
5.1 Conclusiones
En este trabajo se presentó un algoritmo que calcula las cotas estimadas de la ganancia del
controlador, para estabilizar un sistema LTI con incertidumbre paramétrica y que resultan
efectivos para resolver problemas abiertos en el control robusto paramétrico, obteniéndose así
un sistema robustamente estable, de tal manera que la parte real de las raíces se encuentre en un
segmento preestablecido. La aplicación del algoritmo no está limitada al grado del polinomio,
al tipo de incertidumbre, ni al número de parámetros físicos del sistema a analizar. En el
procedimiento de cálculo es aplicado un reciente criterio de estabilidad que no utiliza la división
a diferencia del de Routh, generándose así, funciones multivariable polinómicas cuya positividad
robusta es analizada en condiciones necesarias y suficientes mediante descomposición de signo.
Es importante mencionar que a mayor número de parámetros con incertidumbre, mayor será
el tiempo de cálculo; así también aumenta el tiempo de cálculo al aumentar la complejidad de la
estructura de los coeficientes del polinomio característico. Para la implementación del algoritmo
en las aplicaciones mostradas se utilizó una computadora con 4 núcleos de procesamiento y
4GB de memoria RAM, el tiempo de cálculo para el intercambiador de calor (aplicación con 6
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parámetros inciertos) fue de 14hrs, el tiempo de cálculo para el miembro artificial (aplicación
cuyo polinomio característicon en lazo ceerrado es de orden 5) fue de más de 3 días.
5.2 Trabajo Futuro y recomendaciones
Como trabajo a futuro a partir del análisis efectuado en este trabajo de Tesis se proponen los
siguientes puntos:
• El desarrollo de una plataforma de trabajo en Matlab usando GUI (Grafical User Inter-
face), que permita al usuario un cómodo acceso y facilidad de uso, adquiriendo así un
sentido más práctico. Actualmente el algoritmo no exige dicha plataforma simplemente
es un complemento que daría una mejor disposición del trabajo desarrollado en esta tesis.
• Se propone la extensión del algoritmo para un mayor número de parámetros del contro-
lador; debido a que la problemática aumenta considerablemente
• Las computadoras modernas poseen una gran capacidad de cálculo que permiten crear
y trabajar con programas que facilitan la interactividad y el nivel de comprensión en
los procesos, sin embargo para obtener los resultados esperados, el algoritmo propuesto
incrementa el número de operaciones cuando la tolerancia toma valores muy pequeños,
obviamente esto se incrementa con un mayor número de parámetros con incertidumbre,
a mayor complejidad en la estructura de sus coeficientes y mayor grado del polinomio
característico en lazo cerrado por lo que se recomienda utilizar una computadora adecuada
a la complejidad del caso.
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