Abstract. Improving upon recent results of Coburn, Xia, Li, Engliš and Zhang, Bommier-Hato, and others, we give estimates for higher-order covariant derivatives of the Berezin transform of bounded linear operators on a reproducing kernel Hilbert space of holomorphic functions. The answer turns out to involve the curvature of the Bergman-type metric associated to the reproducing kernel.
Introduction
For a domain Ω ⊂ C n , denote by O(Ω) the vector space of all holomorphic functions on Ω, and let H ⊂ O(Ω) be an arbitrary Hilbert space which has a reproducing kernel, i.e. such that the point evaluation functionals f → f (z) are continuous from H into C for any z ∈ Ω. The reproducing kernel K(z, w) of H is then a function on Ω × Ω, holomorphic in z, w, which has the reproducing property
where K z = K(·, z) ∈ H. We will assume throughout that K z 2 = K(z, z) satisfies
The formula
then exhibits log K(z, z) as a supremum of logarithms of moduli of holomorphic functions, implying that log K(z, z) is plurisubharmonic. In other words, the matrix of mixed second-order derivatives
defines an Hermitian (semi-)Riemannian metric on Ω by
for v ∈ T z Ω ∼ = C n the tangent space at z ∈ Ω, which in turn induces the (semi-) distance function β(·, ·) on Ω in the standard way [19] , [20] .
In his quantization program in the 1970s, Berezin [4] introduced a general symbol calculus for linear operators on reproducing kernel spaces. More specifically, for X ∈ B(H), the algebra of all bounded linear operators on H, the Berezin symbol (or Berezin transform) of X is the function on Ω defined as
is the normalized kernel function at z. It is immediate that X is real analytic and X ∞ ≤ X , and it is well known that X is uniquely determined by X. The prototypes of the spaces H are the Bergman spaces A 2 (Ω) of all holomorphic functions in L 2 (Ω, dV ) on a bounded domain Ω ⊂ C n with Lebesgue measure dV , or the Segal-Bargmann(-Fock) spaces A 2 (C n ) of all entire functions in L 2 (C n , dμ) for the Gaussian measure
dμ(z) = (2π)
−n e −|z| 2 /2 dV (z).
The reproducing kernel K(z, w) is then just the original kernel function of Bergman [5] for Ω bounded, while K(z, w) = e z·w/2 for Ω = C n . Similarly, the metric (1) is the Bergman metric on Ω C n and coincides (up to a constant factor) with the Euclidean metric for Ω = C n . In both cases, Coburn [11] obtained a Lipschitz estimate for the Berezin symbol on A 2 (Ω), namely,
(3) | X(a) − X(b)| ≤ 2 X β(a, b)
for any a, b ∈ Ω and X ∈ B(A 2 (Ω)). Furthermore, he showed in [12] that the above estimate is sharp in the sense that (4) sup
It was subsequently noted by Xia (unpublished) that for Ω = C n , the proof in [11] can even be used to provide a stronger result: namely, X and its partial derivatives of all orders are bounded. The present author and G. Zhang [15] improved upon and extended Xia's result by showing that L X is bounded for any invariant linear differential operator L on Ω and any X ∈ B(H), when H is any one of the standard weighted Bergman spaces on a bounded symmetric domain Ω.
The proof in [15] relied on the homogeneity of Ω under its group of holomorphic automorphisms and made it clear that the invariant geometry of Ω was, at least for bounded symmetric domains, the right context in which to view X; for this reason, there was also stated a conjecture there to the effect that, for any k = 1, 2, . . . ,
with some constants c k , for any bounded domain Ω ⊂ C n . Here ∇ k X stands for the k-th covariant derivative of X, and · z for its (tensor) norm at z ∈ Ω with respect to the Bergman metric (1).
For k = 1, the above conjecture was settled in the affirmative by Coburn and Li [13] , who showed that the directional derivative in the direction of v ∈ C n satisfies
implying that (5) holds for k = 1 with c 1 = 2. For k ≥ 2, the conjecture remained open. In a different direction, H. Bommier-Hato studied the case of H = A 2 (C n , dμ m ), the space of all entire functions on C n square-integrable with respect to the "powerGaussian" measures
on C n , with an arbitrary m > 0. It was proved in [8] that X is locally Lipschitz; more specifically,
2 −1 |b − a| for |a| large and b in a small neighbourhood of a. Similarly, in [9] it was shown that the directional derivatives satisfy
implying that X is even globally Lipschitz for m ≤ 2. Her proof went by highly technical computations using an explicit formula for the reproducing kernel in terms of a certain special function (the Mittag-Leffler function with parameter 2/m), and also provided similar estimates for higher-order derivatives.
The Lipschitz estimate (3) means, in particular, that X is uniformly continuous with respect to the Bergman metric; this was applied for Ω = D, the unit disc, by Suárez [28] , and for Ω the unit ball of C n , n > 1, by Nam, Zheng and Zhong [25] , in the study of Toeplitz algebras.
In this paper, we, first of all, extend the Lipschitz and directional derivative estimates (3), (4), (6) to arbitrary reproducing kernel Hilbert spaces H of holomorphic functions on Ω; this covers, in particular, the Hardy space and various Dirichlet spaces on bounded domains, or Sobolev spaces of holomorphic functions.
Second, we show that, again for an arbitrary reproducing kernel Hilbert space
for all z ∈ Ω, where S stands for the scalar curvature of the Riemannian metric (1) .
(See e.g. [19] , [27] or [7] for the technical background.) Furthermore, for n = 1 the result is optimal, and hence the left-hand side is in general unbounded if the right-hand side is: we exhibit an example of a reproducing kernel Hilbert space H of holomorphic functions on the unit disc D and an operator X ∈ B(H) for which ∇ 2 X(z) z → +∞ as z tends to the boundary. Thus, in particular, the conjecture (5) does not hold for k ≥ 2.
The proof of (8) in fact implies that
for any metric associated as in (1) 
to a reproducing kernel Hilbert space H ⊂ O(Ω).
This contrasts with the fact that it is easy to devise Kähler metrics on Ω whose scalar curvature assumes arbitrarily large negative values. The inequality (9) must thus be something inherent to metrics coming from reproducing kernels.
Finally, we give the following variant of (8) for
where r k is given by a scalar expression involving the curvature tensor R ijkl of the metric (1) and its covariant derivatives ∇ m R of orders m ≤ 2k − 4. Note that for H the Segal-Bargmann space on C n or one of the usual weighted Bergman spaces on a bounded symmetric domain, S is constant and ∇R vanishes; thus (8) and (10) reduce to (5) , recovering the results of J. Xia and [15] .
Expressions of a similar kind as our r k occur as the coefficients of the asymptotic expansion of the heat kernel and related geometric quantities; see e.g. [16] or [3] .
The proofs of (3) and (6) appear in Section 2; the proof of (8) is contained in Section 3, along with a brief review of the required prerequisites from Kähler geometry. The proof of (10) The authors are grateful to the anonymous referee for valuable suggestions.
Lipschitz estimates
The assumption K(x, x) > 0 ∀x implies that there exists a well-defined branch
The following assertion is standard for the ordinary Bergman kernel; its proof for a general reproducing kernel Hilbert space H ⊂ O(Ω) can be found e.g. in [14] , Proposition 2.
is positive semidefinite. It is positive definite if and only if for each
does not vanish.
In particular, g jk is positive definite on all of Ω whenever the constants and the coordinate functions belong to H.
Let us denote by
the rank-one orthogonal projection onto Ck z . Our first result generalizes the directional derivative estimate proved for H = A 2 (Ω) in [13] and also implies the Lipschitz estimates.
Theorem 2. For T ∈ B(H) and v
with v z as in (2).
Proof. As T (z) = tr(T A(z)),
it is standard [17] that
where · tr stands for the trace norm. A routine computation [11] shows that
From the Taylor series for L(x, y) around y we have, for (x, y) ∈ U,
and similarly for L(y, x), while
where, for brevity, we are writing just ∂L(y, y)
∂L(y,y) ∂y j (x j − y j ) and so on. Subtracting, we get
It follows that
by (1) .
It was shown in [15] that the function A(z) has derivatives of all orders in the trace-norm topology, and thus
exists for all z ∈ Ω and v ∈ C n . On the other hand, from (12), (13) and (14) we have for any real t = 0 sufficiently small,
Letting t → 0, the assertion follows.
Corollary 3. For T ∈ B(H) and x, y
Indeed, this is immediate from the standard definition of β(x, y) as the infimum of lengths, with respect to (2), of curves joining x to y. The next corollary is even more straightforward.
Corollary 4. If v z is majorized by a multiple of the Euclidean length |v|, then T is Lipschitz.
From the formula (22) in §18.1 of [2] , one learns that the Mittag-Leffler function
has the asymptotic expansion
as t → ∞ in a small conical neighbourhood of the positive real axis, with some θ > 0. By Cauchy's formula (integrating over circles of radius 1 around t), it also follows that
α,α > 0 on the positive real axis, there exists a branch G(t) of log E (n−1) (t) in some neighbourhood of R + , and (16) gives
with μ m given by (7), and using the relation
In particular, for m ≤ 1 the last corollary applies, and thus T is globally Lipschitz. This is Corollary 4 of [8] . Of course, for m = 2 (i.e. α = 1), we get G = 0 and v z = |v|, recovering thus from our last corollary the original result of [11] , too. As in [12] and [13] , we can also show that the estimates in Theorem 2 and Corollary 3 are sharp. The only missing piece is the analogue of the formula (4) in [13] , which was proved for H = A 2 (Ω) in [24] ; for general H, we provide it as the next proposition.
Proof. From (13) and (14) we get, for any t = 0,
Letting t → 0 yields the claim.
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Theorem 6. For any z ∈ Ω and v ∈ C n , the operator
Consequently, the constant 2 in (11) and (15) is optimal.
Proof. The proof is the same as the proof of Theorem 3.3 in [13] , with (4) from that paper substituted by the preceding proposition.
Second-order covariant derivatives
From now on we assume that the condition in Proposition 1 is fulfilled, so that the metric (1) is Riemannian and not just semi-Riemannian. Let g kj (z) denote the inverse matrix to g jk (z), i.e.
where we have started using the usual convention of summing automatically over any index which occurs once in the upper and once in the lower position. For any covariant k-tensor field T α 1 ...α k on Ω, its covariant derivative is the covariant (k+1)-tensor field ∇T defined as 
∂z k and similarly for g mjk , g jklm , and so forth.
It will be convenient to split ∇T into its holomorphic and anti-holomorphic parts
where we also introduced the shorthand
Since ∇T is again a covariant tensor field, the procedure can be iterated, yielding higher-order covariant derivatives ∇ m T , m = 2, 3, . . . , which can again be split into the various holomorphic and anti-holomorphic components
In particular, for f a function on Ω, we have
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The curvature tensor R ijkl of the metric (1) is given by
The contraction
is the scalar curvature.
Recall that, quite generally, the norm of a tensor T α 1 α 2 ... is given by
Accordingly, we set, for a function f on Ω,
Of course, all these quantities depend on the point z where they are taken, so strictly speaking we should write ∂f (z) z , and so on. Note that
and similarly for ∂f . Indeed, denoting for a second by γ the n × n (positive definite) matrix g kj , and identifying v j with the column n-vector in C n , we have v 2 z = γv, v , and
proving the claim. Similarly,
The last expression is a summand in
For some background on Kähler geometry, the reader is referred e.g. to [22] , Chapter IX, or [7] , Chapter VIII. We begin with a coordinate-free version of the estimate (11) from the last section. Proof. Since T * = T , hence T /j = T * /j , while T * = T , it is enough to prove the estimate for ∂ T . From T (z) = tr(T A(z)) we get
Theorem 7. For any T ∈ B(H) and z ∈ Ω,
where
since K z depends anti-holomorphically on z; here we started omitting, for the sake of brevity, the arguments (z, z) and z in K(z, z), ∂ j K(z, z), A(z), and so on. Thus
It follows that for any
where we have introduced one more piece of shorthand by setting
and have used the formula
We thus get
completing the proof of the theorem.
The rest of this section is devoted to estimating ∇ 2 T .
Theorem 8. For T ∈ B(H) and z ∈ Ω,
where S is the scalar curvature (19) . A similar result holds for ∂∂ T (z) z .
Proof. Again, passing from T to T * , it is enough to prove the assertion concerning ∂∂ T . As before, we have
where (we are again omitting the arguments z or (z, z))
To compute the last norm-square, note that by (23),
Next,
Finally, one more computation as above yields
Putting all four pieces together, we therefore obtain
Denote, for a second, Q jm,kl := R kjlm + g km g lj + g kj g lm , and let ·, · stand for the scalar product in C n 2 . Thus we have shown that
Let g stand for the n 2 × n 2 matrix g jm,kl = g kj g lm . Then we have
Since the trace of an operator X ∈ B(C n 2 ) is equal to the sum of Xw, w over w in an (arbitrary) orthonormal basis of C n 2 , we can continue with
Hence by (21) ,
completing the proof.
We also have the analogous estimate for the mixed covariant derivatives.
Theorem 9. For T ∈ B(H) and z ∈ Ω,
Proof. The assertion for ∂∂ T again follows from the one for ∂∂ T by passing from T to T * and making complex conjugation. Thus we only need to estimate
Since the argument is completely similar to the preceding two proofs, we will be brief. One has (23), and similarly for w k .
Identifying, for a moment, ( T /jk ) ≡ F with an n × n matrix operating on C n , and letting γ again stand for the matrix g jk , we have
by (27) , proving the claim.
Corollary 10. For T ∈ B(H) and z ∈ Ω,
As noted in the introduction, it is also a consequence of Theorem 8 that
S ≥ −n(n + 1).
For a proof of existence of normal coordinate systems of any order for an arbitrary Kähler metric, see e.g. [16] , Lemma 3.7.1, or [7] , Chapter VIII. Note that in terms of
Differentiating the relation (17), we see that
a similar result holds for ∂ i g jp . From the definition of the covariant derivative and the formulas for the Riemann-Christoffel symbols, it thus follows by the Leibniz rule that the covariant derivatives of the curvature tensor R ijkl = g ijkl − g qp g ikq g jlp can be expressed as
A simple recursion argument then implies that
Consequently, in a normal coordinate system, we have in addition to (28), After these preparations, we can prove the main result of this section.
Theorem 12.
For any m ≥ 2, there exists a scalar quantity r m on Ω, given by a polynomial expression involving the contravariant metric tensor g jk , the curvature tensor R ijkl , and the latter's covariant derivatives of orders ≤ 2m − 4, such that
for any z ∈ Ω and T ∈ B(H).
Proof. Fix z 0 ∈ Ω and pass to a normal coordinate system around z 0 = 0 of order M ≥ 2m, as above. By (28) and (31), we will thus have
If φ is any holomorphic function on Ω with φ(0) = 0, then the multiplication operator M φ : f → φf is a unitary isomorphism of the Hilbert space H onto another Hilbert space, say, H ⊂ O(Ω), whose reproducing kernel is given by 
Since both the left-hand side and the ultimate right-hand side are scalar quantities, it follows that
holds in any coordinate system (not necessarily normal). Furthermore, from (35), (36) and (38),
Using the formula
where the summation extends over all disjoint partitions of the multi-index θ into nonempty sub-multi-indices θ 1 , θ 2 , . . . , and similarly for KD
, we see that
where P γγ δδ is a polynomial in the derivatives of L of orders ≤ 2m, whose coefficients depend only on γ, γ , δ, δ , , and n. Now evaluating everything at z 0 = 0 and using (32) and (33), we obtain where R m is a polynomial, whose coefficients depend only on m and n, in g jk , R ijkl , and the covariant derivatives of R ijkl of orders ≤ 2m − 4 at z 0 = 0. Since the left-hand side is a scalar quantity, it follows again that R m must also be of the indicated form in any other (i.e. not necessarily normal) coordinate system. Inserting this into (39) and setting r m = N m,n R m , the assertion of the theorem follows.
Concluding remarks
For bounded strictly-pseudoconvex domains Ω ⊂ C n with smooth boundary, the scalar curvature of the Bergman metric is known to tend to n at the boundary [21] 3 ; thus S has a finite upper bound on Ω. By Corollary 10, it follows that for these domains with the Bergman metric, the covariant differentiation conjecture (5) is true for k = 2. Since the exact formulas for r k with k ≥ 3 are not available (nor is -to the authors' knowledge -very much known about the boundary behaviour of the covariant derivatives of the curvature tensor of the Bergman metric), it is still possible that the conjecture holds for the Bergman metric on such domains. and similarly for ∂ k f , k > 2. It does not seem to be known whether this equivalence prevails for all bounded strictly-pseudoconvex domains in C n with smooth boundary. For bounded symmetric domains, or other domains with nonsmooth boundaries (including the polydisc), the situation is more complicated; see [1] .
Although the authors made no effort to proceed in this direction, it is highly likely that most (if not all) of the results in this paper also remain in force for reproducing kernel Hilbert spaces H of holomorphic sections of line bundles over complex manifolds Ω. See Peetre [26] for the definition of the Berezin transform in this context.
