Abstract. In this paper we continue our study of differentiation on a local field K. We define strong derivatives of fractional order a > 0 for functions in Lr(K), 1 < r < oo. After establishing a number of basic properties for such derivatives we prove that the spaces of Bessel potentials on K are equal to the spaces of strongly Lr(K)-differentiable functions of order o > 0 when 1 < r < 2. We then focus our attention on the relationship between these spaces and the generalized Lipschitz spaces over K. Among others, we prove an inclusion theorem similar to a wellknown result of Taibleson for such spaces over R".
1. Introduction. In [5] we presented a definition for differentiation of complexvalued functions on certain locally compact abelian groups and we gave a detailed comparison of this definition with earlier definitions due to Butzer and Wagner [3] , Pal [6] and the present author [4] . In this paper we extend the definition given in [5] to differentiation of positive fractional order for functions defined on a local field K.
In §2 we introduce the necessary notation and we give the definition of fractional differentiation on K. §3 contains some of the standard properties for such derivatives that are needed later. In §4 we prove that the spaces intermediate between Lr(K), 1 < r < 2, and ^1{D}% the space of functions in Lr(K) that are strongly differentiable of order a > 0, are equal to the generalized Lipschitz spaces on K as defined by Taibleson in [10] . In the final section we first identify the spaceŝ (Z)/"') with the Bessel potential spaces on K. This identification enables us to further elucidate the relationship between the generalized Lipschitz spaces and the spaces ^(D}"1).
2. Notation. Let N, Z, R and C denote the natural numbers, the integers, the real numbers and the complex numbers, respectively, and let K denote a local field. Thus, K is a locally compact, totally disconnected, nondiscrete field. Let P0 be the ring of integers of K and let P be the (unique) maximal ideal in P0. Furthermore, let p be an element of P that generates P. Then P0/P -GF(q), where q is the power of a prime number p. Also, a nonarchimedean norm can be defined on K which we denote by || • ||. For each k G Z we set Then Pk = pkP0, each Pk is a subgroup of K+, K' considered as an additive group, and these subgroups are a complete system of neighborhoods of 0 G K.
Let m or dx denote Haar measure on K, normalized so that m(P0) = 1. Then m(Pk) = q~k for each k G Z.
The dual group K of K+ can be described as follows. Choose a character x G K such that x(x) = 1 f°r au ■* e P0 and x(*) ^ 1 for some x G P_,. Then K = {x,,; v G K}, where x,, is defined by x¿,(x) = x(yx) Ior au * G K. For / G Lr(K), 1 < r < 2, the Fourier transform / is defined the usual way, see [11, Chapter II, § §1, 2]; we use the notation /(v) for/ijç). For each k G Z the function Afc on K is defined by «*>-iô* ü*!?
[0 if x £ P*. EmJ(x)= S (9(,+ I)--9fa)(/-Al*/)(x).
l=-oo (a) If limm_>00 Emaf(x) exists, the limit is called the pointwise derivative of order a of /at x, denoted by/w(;c).
(b) If / G Lr(K), 1 < r < oo, or / G C(K) and if lim,^^ EmJ exists in the strong sense, the limit is called the strong derivative of order a of /, denoted by Z>,""/if/ G Lr(K) and by D^fiff G C(K).
We set oDCA.'"1) = {/ e Lr(K); D}a]f exists}.
Remark. For a = 1 this definition agrees with Definition 3 of [5] applied to K. It is clear from [5] that, after some minor modifications, the present definition can also be applied to groups other than K+. However, since presently we are mainly interested in applications on local fields we have restricted ourselves from the outset to this case.
3. Basic properties of fractional derivatives. In this section we present some of the standard properties of derivatives of fractional order on local fields. The first result indicates that such derivatives are similar to the Riesz derivatives of fractional order on R or T, the circle group. Additional evidence for this fact is contained in Theorem 3.
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Corollary
1. Every / G S is differentiate of order a for all a > 0, both pointwise and in the strong sense.
For the remainder of this paper we mainly consider strong differentiability for functions in Lr(K), 1 < r < 2. The reason for this restriction on r is that presently we do not want to consider functions whose Fourier transform may only be defined in the distributional sense. We hope to deal with the latter case elsewhere. For later reference we state some theorems which generalize results obtained previously in [5] for the case a = 1 and r = 1. When no proofs are given we refer to the proofs of the corresponding results in [5].
Theorem 2. For f G Lr(K), 1 < r < 2, a > 0, m G N and a.e.y G K we have
The next theorem gives a characterization for ^ (I>r[o1) when a > 0 and 1 < r < 2. First, however, we state a lemma that is needed in the proof of Theorem 3. This result is a simple extension of Lemma 2 in [4] and can be proved by the same method that was used there. Lemma 1. For each k G Z, a > 0 and x ¥= 0, define Vk a(x) by
We use the following notation:
Theorem 3. For a > 0 and 1 < r < 2 we force ^(öj01) = W(Lr, \\y\\a).
Proof. For r = 1 and a > 0 the proof is essentially the same as that given in [5] for r = 1 and a = 1. Thus, we shall restrict ourselves to 1 < r < 2. First, take an / G ty(D}a]). Then there exists a g G Lr(K) so that Also, Theorem 2 implies that for a.e. y G K we have lim(Emjy(y)=\\yff(y). Therefore, II W^llr < ||Am * g-g\\r + qma\\ V-m,ah llAm * SSIThus, using the estimate for ||K_ma||, mentioned in Lemma 1 and the fact that limm^00||Am * g-g||r = 0, we see that hmm^00||£m>a/-g||r = 0, that is,/ G ^)(D^).
Once we have Theorem 3 it is easy to prove Consequently, the three conditions of the Butzer-Scherer theorem hold and we may conclude the validity of Theorem 5.
5. Bessel potentials and Lipschitz spaces on K. In this section we first study the relationship between functions belonging to ^(Z),'"1) and their Bessel potentials. Once this has been done we prove an additional result relating the spaces ty (Z)Jal) and the Lipschitz spaces introduced in §4. We repeat two definitions from [9] or [11] . Our first result extends, at least for 1 < r < 2, a theorem of Taibleson who proved that, for given a > 0 and 1 < r < oo, every/ G S belongs to L(r, a) with ll/llz>(r,") M II /Il r,a> see P, Corollary to Theorem 5). The next theorem is the analogue on K of part of a well-known result of Taibleson in which he compares the spaces of Bessel potentials on R" with the generalized Lipschitz spaces on R", see [7, Chapter V] or [8] . This completes the proof of Theorem 7.
Our last result deals with the sharpness of the inclusion relations in Theorem 7. Like in the case of R", see [7] or [8] , in the local field setting Theorem 7 is best possible in the following sense. Clearly /, g G L,(K) and a long and tedious computation, in which we use the fact that the series defining/is a lacunary series on P0, shows that Ga * g(x) = f(x) a.e. on K, so that/ G L(r, a) = ^(Z)/"1). Next, in order to estimate ||/||A((Vvr) we first observe that for / > 1 we have 
