Abstract -This paper presents a biometric recognition system with fusion of hand geometry and palmprint of a human hand based on wavelet transform and statistical moments for personal authentication. The proposed system consists mainly of four modules: image acquisition, image preprocessing, feature extraction, and recognition modules. Image preprocessing module uses some image processing algorithms to localize the region of interest of palmprint and hand geometry from input images. The feature extraction module adopts the gradient direction (i.e., angle) and quadratic spline function of wavelet transform as the discriminating texture features in palmprint, and the statistical moments calculated from hand geometry. The system generates the palmprint feature codes using a coding technique: binary gray encoding. Experimental results show that the proposed recognition system has an encouraging performance on our own hands database. The recognition rates up to 94.17%, 95.50%, 96.67%, and 98.33%, respectively, using different feature extraction methods may be achieved.
INTRODUCTION
Reliability in the personal authentication (or identity authentication) is critical to a wide range of applications in the networked society. Biometrics [1] [2] refers to automatic identity authentication of a person on a basis of one's unique physiological or behavioral characteristics, and is inherently more suitable for discriminating between an authorized person and an impostor than traditional methods. Under such circumstances, biometrics offers the most secure means to automatically identify individuals without requiring them to carry ID cards or memorize passwords. Typically, these automatic biometric-based authentication systems are classified into two major categories: one-to-one (or verification) and one-to-many (or identification) [1] . To date, many biometric features, including fingerprint, hand geometry or palmprint, face, handwritten signature, voice, DNA, retina, and iris, have been studied and applied to the authentication of individuals [1] [2] .
Most of the existing techniques have limited capabilities in recognizing relatively complex features in realistic situations. Compared with the other physical characteristics, although a human hand-based biometric authentication system is usually considered to achieve medium security, it has several advantages: (i) non-intrusiveness, (ii) stable line features, (iii) low code size, (iv) low mechanism cost, (v) low computational cost, and (vi) high user acceptance. Besides, the rich texture information of palmprint offers one of the powerful means in biometric authentication. From all these advantages, in this paper we investigate and design a biometric recognition system by fusing the features of hand geometry and palmprint.
PRIOR WORK
In human hands, two kinds of biometric features can be extracted from the low-resolution images; (i) hand geometry (or shape) features, which are composed of area/size of palm, length and width of fingers, and (ii) palmprint features, which include principal lines, wrinkles, minutiae, delta points, etc. Hand geometry-based authentication techniques are very effective for various reasons and have been commercialized for almost three decades. However, in the literature, their technical articles are still rare and the available information is based mostly on patents. The work on hand geometry recognition done by Golfarelli et al. [3] extracts 17 hand geometry features to verify the personal identity. Jain et al. proposed a prototype hand geometry-based verification system in which some typical features, such as length and width of the fingers, aspect ratio of the palm or fingers, thickness of the hand, etc., are extracted along the 16 axes [4] . Jain et al. [5] also used the deformable matching techniques to verify the individuals via the hand geometry. The hand geometry of a test sample is aligned with that in the database, and a defined distance is calculated for evaluation of similarity. Sanchez-Reillo et al. introduced an identification system that 31 features are extracted (including 21 widths, 3 heights, 4 deviations and 3 angles). Some different pattern recognition techniques, such as Gaussian Mixture Models (GMMs) and Radial Basis Function Neural Networks (RBF), have been tested [6] [7] . Wong and Shi [8] presented a pegfree hand geometry system by using a flatbed optical scanner for hand image capturing and by extracting significant geometrical landmarks of a hand to align the hands to a certain direction. In [9] , Zheng, Boult and Wang presented a projective invariant hand-geometry approach based on 16 features and cross-ratios computed from subsets of 5 points. Zunkel [10] introduced a commercial product of hand geometry-based recognition and applied it to many access control systems. Several patents [11] [12] [13] for hand geometry identification have been designed.
On the other hand, palmprint recognition has attracted an increasing amount of attention from researchers recently. A palm, the inner surface of a human hand between the wrist and the fingers, is composed of three parts: the finger-root region, inside region and outside region. Palmprint recognition is a novel biometric method to extract palmprint features that can discriminate an individual from the other. Generally, there are three types of features embedded in palmprint: structural features, statistical features and algebraic features. Basically, structural features, such as principal lines, wrinkles, delta points, minutiae, features points, interesting points and etc., can characterize a palm exactly, but are difficult to be extracted and represented; while statistical features can be extracted by using appropriate transforms and represented easily, but are unable to reflect the structural information of a palmprint. Algebraic features, which represent intrinsic attributions of a palm, can be extracted based on various algebraic transform operations or matrix decompositions. There are many approaches for palmprint recognition in various literatures.
The structural features can be extracted and represented by using pattern-based (or geometry-based) approach. In articles [14] [15] by Su and Zhang, there are three principal lines made by flexing the hand and wrist in the palm, which are usually defined as life line, heart line, and head line. Duta et al. [16] presented an off-line palmprint identification system which processes low-resolution images captured by a low cost and non-intrusive device to extract stable structural features. Han et al. [17] proposed a scanner-based personal authentication system using palmprint features. It extracts features using Sobel and morphological operations, template-matching, and the backpropagation neural network to measure the similarity in the verification stage.
The statistical features can be easily extracted and represented by means of statistics-based approach. In [18] [22] borrowed the idea of an efficient Chinese character recognition method, the directional element feature, to define a novel palmprint feature, named the fuzzy directional element energy feature (FDEEF) which is a statistical feature containing some line structural information about palmprints. Jain, Pradeep, and Balasubramanian [23] proposed a new approach to the palmprint verification based on nearest neighbor vector (NNV).
Those algebraic features can be extracted and represented with either transform-based approach or projection-based approach. The transform-based approaches always transform the original data into another domain in which the features are then easily extracted and represented. Among the works that appear in the literature are Fourier transform [24] , Wavelet transform [25] and 2-D Gabor filter [26] [27]. Li, Zhang and Xu [24] proposed a new feature extraction method by converting a palmprint image from a spatial domain to a frequency domain using Fourier Transform. The features extracted in the frequency domain are used as indexes to the palmprint templates in the database and the searching process for the best match is conducted by a layered fashion. The experimental results show that palmprint identification based on feature extraction in the frequency domain is effective in terms of accuracy and efficiency. A palmprint recognition system based on wavelet-based features was proposed by Kumar and Shen [25] . Zhang et al. [26] [27] applied a texturebased feature extraction technique to palmprint authentication. A 2-D Gabor filter is used to obtain texture information and two images are compared in terms of their Hamming distance.
Alternatively, the projection-based approaches always project the original higher-dimensional data into a lower-dimensional space in which the features are then effectively extracted and represented. Liu et al. [28] designed a method to extract the algebraic features. In [29] , Fisher's linear discriminant (FLD) is an efficient approach to extract the algebraic features that have strong discriminability. Borrowing the concept of eigenface and Fisherface from face recognition, D. Zhang et al. [30] [31] also applied eigenspace technology and a linear projection based on Fisher's linear discriminant technology to palmprint authentication to propose two approaches, namely eigenpalm [30] and Fisherpalm [31] . Connie et al. [32] applied two well-known linear projection techniques, namely Principal Component Analysis (PCA) and Independent Component Analysis (ICA) to extract the palmprint texture features. A commercial product system for automatic palmprint Identification has been developed by NEC company [33] . Furthermore, some bimodal biometric recognition systems which integrate the features of both handshape and palmprint have been introduced [34] [35] . (2015) www.ijeter.everscience.org ISSN: 2454-6410 ©EverScience Publications 57 3 . SYSTEM ARCHITECTURE AND PRE-PROCESSING
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System Overview
The proposed framework consists of four modules: image acquisition, image pre-processing, feature extraction and recognition modules, as shown in Figure 1 . The entire system diagram is briefly described as follows. First, the palmprint and hand geometry image acquisition module (PHIA module) uses a CCD-based digital camera to capture the hand images, then the palmprint and hand geometry image pre-processing module (PHIP module) employs some image processing algorithms to demarcate the region of interest (R.O.I.; i.e., palmprint zone) from an input image containing a hand. This module performs three major tasks, including palmprint and hand geometry pre-processing, segmentation of R.O.I of palmprint [17] , and enhancement for the input hand image. Next, the feature extraction module (PHFE module) performs a 2-D wavelet transform, computes the gradient direction features and statistical moments, computes the invariant moments, and applies proper coding methods on these features to generate a palmprint code and a hand geometry feature vector. Finally, the pattern recognition module (PHPR module) employs a minimum distance classifier according to Euclidean distance and Hamming distance metric to recognize the hand pattern by comparing the palmprint code and feature vector with the enrolled data in the PPC & SMV database. Figure 1 System diagram of the proposed palmprint and hand geometry-based biometric recognition system.
Image Acquisition Module
The proposed on-line hand-geometry and palmprint recognition system expects to provide a simple, low-cost, non-contact, comfortable and user-friendly acquisition mechanism. The acquisition mechanism for hand image is shown in Figure 2 . In order to make the system suitable for any applications and environments, we design a flatbed-less and peg-free mechanism which adopts a capturing device (Sony DSC-F717 CCD-based digital camera with a resolution of 1,280×960 pixels without flashlight) to acquire high quality images. In addition, two 3U 23-watt lights are also arranged in appropriate positions (see Figure 2 ) to capture a good quality hand image in the proposed system. Unlike other bimodal biometric systems in which the different modalities may be acquired using different sensors, undergoing the inconvenience to the users and more system cost, the proposed mechanism can acquire the hand-shape and palmprint features on-line from the same image simultaneously by simply using a digital camera. Figure 2 The palmprint and hand geometry image acquisition module (PHIA module).
Pre-processing Module
Image pre-processing is usually the first and essential step in pattern recognition. In the proposed approach, two different algorithms are designed for palmprint and hand geometry, respectively, in the pre-processing module. For palmprint, the pre-processing module includes seven steps: file transformation, color-to-gray transformation, gray-to-binary transformation, edge detection, R.O.I. reference points searching, R.O.I. defining and segmentation [17] , and enhancement, as shown in Figure 3 (a). On the other hand, for the hand geometry the pre-processing module has an enhancement step, as shown in Figure 3(b) . In the following, we will describe the details of each step.
(a) Palmprint. 
(b) Hand geometry. Figure 3 The flowchart of pre-processing module.
1). Pre-processing for Palmprint
Step2:Color-to-gray transformation [36] . Since gray-level image is adequate for hand shape segmentation process, we need to convert color image to gray-level image by using the following conversion formula,
Step3:Gray-to-binary transformation. The image threshold operation binarizes the gray image to obtain the binary hand geometry images. In this step, the histogram of gray images is analyzed and shown in Figure 4 . In our system we choose a fixed threshold of 75, as show in Figure 4 . Step4:Edge detection. In this step, we trace the binary image to obtain the contours of hand geometry using fourdirection Sobel filter, as shown in Figure 4 . , whose lengths are both equal to 175 pixels. Accordingly, the square region of size 350×350 is defined and segmented as the R.O.I., as shown in Figure 5 . Figure 5 The region of interest of palmprint.
Step7:Enhancement. In this step, we use the histogram equalization technique to enhance the R.O.I. image of palmprint.
2). Pre-processing for Hand Geometry
After performing step 4, the shape of the hand is obtained. For hand geometry the pre-processing module adopts some simple morphological techniques to enhance the image for the following feature extraction module, as shown in Figure 3 (b).
THE PROPOSED RECOGNITION TECHNIQUES

Wavelet Transform-based Edge Detection
Wavelet transform (WT) has been widely used in the last few years to solve the intrinsic redundancies that appear in a multi-scale analysis [38] - [41] . In this paper, we have analyzed the different scale information given by the wavelet transform to acquire the abundant edge information in the iris image f(x, y). A multi-scale version of this edge detector is designed by In the two directions (x-direction and y-direction), the dyadic wavelet transform of fL
We thus derive from (2) that the wavelet transform components are proportional to the coordinates of the gradient vector of f smoothed by j 2  :
The modulus of this gradient vector is proportional to the wavelet transform modulus
Let A 2 j f (u, v) be the angle of the gradient direction (wavelet transform) vector (Eq. (3)) in the plane (x, y). We obtain
The unit vector 
Feature Extraction with Wavelet Transform
The edge structures in iris images are often the most important features for pattern recognition and clear at a variety of scales. To extract the spatial details of an image, it is advantageous to make use of a multi-scale representation. The wavelet transform is capable of focusing on localized structures with a zooming procedure that progressively reduces the scale parameter. In the paper, we extract the angle of the gradient direction (Eq. (5)) of the wavelet transform as the iris feature and encode it efficiently.
First, we apply wavelet transform on the iris image and compute the angle of the gradient direction at a specific scale. In this paper, we use quadratic spline function (Figure 6(b) ) as the wavelet function, which is the derivative of the cubic spline function shown in Figure 6 Edge points are distributed along curves that often correspond to the boundary of important structures. Individual wavelet modulus maxima are chained together to form a curve that follows an edge. At any location, the tangent of the edge curve is approximated by computing the tangent of the angle of the gradient direction [37] . Thus, we select the angle of the gradient direction as the iris feature for recognition. It is advantageous because the gradient direction will not be affected by contrast and illumination of the input images. Figure 7 shows the iris images of x-direction wavelet A set of seven invariant moments can be derived from the second and third moments [36] . This set of moments is invariant to translation, rotation and scale change. The flowchart of feature extraction of the statistical moment method is depicted in Figure 8 .
GDC Method: Gradient Direction Coding with Gray code
The method, called the GDC method, used here is the gray coding that is a 2-D method and designed to encode the gradient direction of each small 2-D palmprint image block in wavelet transform domain. The scale of the wavelet representation we select in this method is j=1, 2, and 3. The flowchart of feature extraction and encoding of the GDC method is depicted in Figure 9 . Figure 8 The flowchart of feature extraction of hand geometry image in the statistical moments method.
In order to reduce the code length of iris features and avoid affected by noise, we encode these features by using the Gray code concept, as shown in Figure 10 . In the proposed gray code, the region of [0, 2] is equally divided into eight intervals that each covers 45° and each interval is encoded by a 4-bit code. The codes corresponding to the adjacent intervals differ from only one bit, thus the Hamming distance between them is minimum. On the other hand, the codes corresponding to the interval which differ 180° are different by all of the four bits, thus the Hamming distance between them is maximum. Figure 9 The flowchart of the feature extraction and encoding in the GDC method.
Recognition Module
In this module, the feature code vector extracted from the claimant hand image is compared against those of the enrolled feature code vectors in the PPC & SMV database we created.
Here for simplicity, we adopt the mean vector as the prototype of each pattern class in the enrolment phase and utilize the minimum distance classifier to check the approach in the recognition phase [36] . First, we compute the Euclidean distance D between two hand geometry feature code vectors  t and  k , which is defined as
Second, we sort the closest distances to the ten classes. Finally, we compute the normalized Hamming distance between two palmprint feature code vectors h 1 and h 2 , which is denoted as 
EXPERIMENTAL RESULTS
To evaluate the performance of the proposed palmprint and hand geometry recognition system, we implemented and tested the proposed schemes on VIP-CC Laboratory's hand image database, built by Institute of Electrical Engineering, National Chi Nan University. It comprises 210 hand images captured from 30 different human (hence 30 classes). Each original hand image has a resolution of 1,280×960 with 24-bit color. For each hand, seven images are captured in two phases.
In an identification system, the performance can be measured in terms of three different factors: Figure 11 shows the plot of variation of FAR and FRR by selecting a proper distance threshold. When we set the thresholds to be 0.51, 0.47 and 0.42, the system obtains the recognition performances of about EER=5.83%, 3.33% and 1.67% using the QSW method with the levels 1~3. And when the FAR is set to be 0%, the system can obtain FRR=8.83%, 6.67% and 3.33% at a threshold of 0.32, 0.29 and 0.23 using the QSW method with the levels 1~3. The experimental results show that the proposed system performs well.
(a) Level-1 (b) Level-2 (c) Level-3. Figure 11 The results of the QSW method.
Finally, we make a summary of the experimental results show in Table 1 . It can be seen from in the results that the QSW method has a superior performance to the DWT method by comparing the EER and in the case of FAR=0% performance. On the other hand, the DWT method has a short palmprint code in our system and has a good performance. Table 1 Identification accuracy of the DWT and QSW methods.
CONCLUSION
In this paper, a personal verification system with palmprint and hand geometry recognition based on wavelet transform and statistical moments has been proposed. We used two different wavelet transform methods which including DWT and QSW, and invariant moments, in feature extraction module. All methods can obtain a good recognition rate. If the system sets FAR to be 0%, the recognition rates can approach more than 89%. In the QSW-L3 case, the proposed system has the best performance in 98.33%.
