Critical biological processes, such as synaptic plasticity and transmission, activation of genes by transcription factors, or double-strained DNA break repair, are controlled by diffusion in structures that have both large and small spatial scales. These may be small binding sites inside or on the surface of the cell, or narrow passages between subcellular compartments. The great disparity in spatial scales is the key to controlling cell function by structure. We report here recent progress on resolving analytical and numerical difficulties in extracting properties from experimental data, from biophysical models, and from Brownian dynamics simulations of diffusion in multi-scale structures. The progress is achieved by developing an analytical approximation methodology for solving the model equations. The reported results are applied to analysis and simulations of subcellular processes and to the quantification of their biological functions.
Introduction

AQ1
The great disparity between spatial scales in a biological cell structure leads to time-scale separation between molecular events in the cell and in its physiological response.
Specifically, the time scale of diffusion at large is much shorter than that of diffusing into small and hidden targets in cells. This separation indicates that the conversion of molecular events into cellular response, which is a rare event (on the time scale of diffusion), is controlled by structure. It is well known in the Figure 1 . Left: Spines on a dendrite. Right: three-dimensional EM reconstruction of two dendrites from the hippocampus. The PSDs of excitatory synapses are marked red and of inhibitory synapses-blue. Filopodia (marked F ) and mushroom spines (marked M) are clearly seen [9] . theory of ionic channels that structure is the main determinant of channel selectivity and gating [1] (see also R MacKinnon Nobel lecture [2] ). Traditionally, when the crystallographic structure of a channel is unknown, recordings of channel current-voltage characteristics are used to reconstruct the spatial organization of protein and ions that define the channel pore [3, 4] . But even when the crystallographic structure of a channel is known, the determination of the function of different channel components such as gating, ionic selectivity and channel conductances from the molecular structure is only partially known [5] . A possible approach for an answer relies on either solving the Poisson-Nernst-Planck equations [6] or Brownian or molecular dynamics simulations of the joint diffusive motion of protein and ions as well as the computation of the time-dependent electric field (see, for example, [7] ).
The resolution of the structure-function relationship in channels is more accurate than in cells due to the nanoscale resolution of channel structure. The coarser scale of structural resolution of cellular and subcellular compartments necessitates perforce much coarser mathematical and biophysical models than channel models. The former can be expected to give much coarser functional information on cellular function than the latter for channel function. In order to produce manageable cell models many physical features have to be given up, for example, interactions between mobile particles, which are the determinants of channel conductance and selectivity. Also the structural model of the cell, which is by and large unknown, has to be simplified. The functional information that can be extracted from the simplified models of cell structure calls for different analytical and simulation tools than in channels. To address the structure-function question in cell models, we focus on several examples of simplified structures of cellular microdomains, such as the structure of enzymatic active sites, confined chromatin structure, the transient structure during cell division and the flow of genetic materials exchanged by diffusion, and in particular on the regulation of diffusion flux in synapses and dendritic spines of neurons, whose spatial structure has been extensively studied [8, 9] .
There are about 10 11 neurons in the human brain, each containing about 10 3 synapses, which consist of pre-and postsynaptic terminals. In excitatory connections the latter can be a dendritic spine-like structure (figure 1). There are also stand-alone spines that all in all can number about 10 5 in a hippocampal neuron. The function of synapses and dendritic spines is still unclear, though their morphological changes in cognitive pathology, such as in epilepsy and autism spectrum disorders, indicate that they may be involved in regulating the synaptic function. The structure-function approach in modeling and analyzing these structures can possibly be the key to bridging the gap between the molecular and the cellular scales.
Recognized more than one hundred years ago by Ramón y Cajal, dendritic spines are small terminal protrusions on neuronal dendrites and are considered to be the main locus of excitatory synaptic connections. The general spine geometry, as observed in figure 1 (right), consists of a relatively narrow cylindrical neck connected to a bulky head (the round part in the schematic figure 4). In fact, spine shapes can fall into one of these categories. In addition, spine geometrical shapes correlate with their physiological functions [8] [9] [10] [11] [12] . Interestingly, serial electron microscopy and threedimensional reconstruction of dendritic spines from Purkinje AQ2 spiny branchlets of normal adult rats relate spine geometry to synaptic efficacy (figure 2) [8] . Change in spine morphology can be induced by synaptic potentiation protocols [13] [14] [15] and indeed, intracellular signaling, such as calcium release from stores, alters the morphology of dendritic spines in cultured hippocampal neurons. These changes in geometry can affect the spine-dendrite communication. One of the first quantitative assessments of geometry was obtained by a direct measurement [16] of diffusion through the spine neck. Concentration gradients between spines and shafts in rat CA1 pyramidal neurons were established by photo-bleaching and photo-release of fluorescein dextran in order to track the time course of re-equilibration. It was well approximated by a single exponential decay, with a time constant in the range 20-100 ms. The role of the spine neck was further investigated experimentally with flash photolysis of caged calcium [10, 17] and theoretically in [18] , with the main conclusion that geometrical changes in the spine neck, such as the length or the radius, are key modulators of calcium dynamics in the process of spine-dendrite communication [19] [20] [21] . The connection between the head and the neck is not only relevant to three-dimensional diffusion in the bulk, but also for two-dimensional surface diffusion. In fact, AQ3 synaptic transmission and plasticity involve the trafficking of receptors on cell membranes [22] [23] [24] [25] [26] [27] , such as AMPA or NMDA glutamatergic receptors, which mediate the postsynaptic current (figure 3). The number and type of receptors that shape the synaptic current [23] could be regulated by spine geometry. Regulation of synaptic current by spine geometry was explored theoretically using asymptotic expressions for the residence time [28, 29] , and experimentally by monitoring the motion of AMPA receptors on the surface of mature neurons [30] . A recent review of early results on the NET problem with many biological applications is given in [31] .
From molecular to cellular description
In this review, we describe how to bridge between physical models at the molecular scale and the micrometer scale, at which cells filter and convert molecular signals into cellular response. The latter defines cellular or subcellular function. We report here recent progress in quantifying analytically the control of diffusion flux into small absorbing targets or through narrow passages in cells. This case is especially important in molecular searches that are not directed at long distances by a field of force and the only flux control mechanism is the geometrical structure. We discuss specific applications of the flux formulae in dendritic spines, in the case of synaptic transmission, for enzyme structure and hidden target sites, for diffusion in the confined chromatin structure in the context of DNA repair, and the unilateral flow of genetic materials exchanged by diffusion during cell division.
The behavior of molecules is complex not only because of their individual structure, but also because they form clusters, interact, reflect and so on. At this stage we only have access to certain sampled molecular trajectories, thus it is unclear how to reconstruct their dynamics from the statistics of the samples. In order to interpret molecular data, we adopt the widely accepted model of molecular motion as diffusion in a field of force. The force field may represent electric interactions with fixed or mobile charges, dielectric interactions with obstacles, such as lipid bilayers and other fixed cell components, hydrodynamical interactions with an ambient flow field, and so on. The task of molecular-level model is to extract cellular level properties and infer from it cell function. . Left: Brownian motion in a circular disk whose boundary is reflecting, except for a short absorbing arc ∂ a (marked green). Right: Brownian motion on the surface of a decapitated sphere. The circumference of the spherical cap (marked green) is the absorbing boundary ∂ a . Figure 6 . Left: the domain is on one side of the angular sector, the solid lines form the reflecting boundary ∂ r and the dotted segment of length ε is the absorbing boundary ∂ a . Right: the domain is enclosed between two tangent circular arcs and the x-axis, which form the reflecting boundary ∂ r , except for a short arc ∂ a of length ε, which is absorbing.
Flux through narrow passages identifies cellular compartments
The random movement of ions, proteins and other particles in cells is traditionally described as Brownian motion, as mentioned above. The Brownian trajectories are reflected at the cell membrane and at other obstacles, but can be absorbed (terminated) at receptors and other binding sites or when they exit the cell (or a subcellular compartment) and enter another structure. Different compartments for Brownian trajectories are defined here by the probability density of the trajectories or the statistics of the time a trajectory spends at a point. As in segmentation of images (or other data, see Wikipedia), a histogram is computed from all points visited by a trajectory (or trajectories) and the peaks and valleys in the histogram are used to identify the compartments as clusters. What makes the clusters, be it membranes, obstacles, or forces, is an active field of experimental live cell imaging by super-resolution microscopy [32, 33] . By its very definition, the passage of a trajectory from one compartment to the other is a rare event. The rare events may be thermal activation over a potential barrier and/or traversing a narrow passage, such as a channel, a nano-pore, or a narrow neck.
The mean first passage time (MFPT)τ of a Brownian trajectory from a compartment to an absorbing target or through a narrow passage is a fundamental concept in the description of rare events. Specifically, the probability density function of the time spent in a compartment prior to termination or escape from the compartment in the limit of small target is exponential for sufficiently long times,
The exponential rateτ −1 is therefore the flux into the absorbing target. In the case of crossing from one compartment to another through a narrow neck the crossing rate is 1/2τ , whereτ is the MFPT to the stochastic separatrix (SS) between the compartments. The latter is the locus of initial points of a Brownian trajectory from which it ends up in one compartment or the other with equal probabilities [34] .
Equation for the MFPT
We consider a compartment whose boundary ∂ consists of a part ∂ r that reflects Brownian trajectories, e.g. a cell membrane, and a small part ∂ a that absorbs them (see figures [5] [6] [7] [8] [9] [10] [11] . The MFPTτ depends on the starting point x of the Brownian trajectory, thus it should be denoted τ (x) . This function is the solution of the classical mixed Neumann-Dirichlet boundary value problem for the Laplace equation [35] [36] [37] , 1 connected by a funnel to a narrow neck 2 at an interface ∂ i = AB. The entire boundary is reflecting for Brownian motion, except for a small absorbing window ∂ a at the end CD of the neck 2 . Right: a dumbbell-shaped domain consists of two large compartments 1 and 3 connected by a narrow neck 2 . The bottleneck is the interval AB.
where D is the diffusion coefficient and n is the unit outer normal to the boundary [37] . The system (2)-(4) follows from the backward Kolmogorov equation [37] (the adjoint of the Fokker-Planck equation) for the transition probability density function p(y, t | x) of the Brownian trajectories,
The survival probability of Brownian trajectories that start at
and its mean value is
It follows that
The last equality in (11) follows from the initial condition (8) and the Neumann and Dirichlet conditions (3) and (4) are inherited from (6) and (7), respectively. No explicit solutions to the problem (2)-(4) are known in general. If the absorbing part of the boundary ∂ a is much smaller than the entire boundary ∂ , numerical solutions to the problem are very hard to construct due to the presence of a boundary layer near ∂ a , where gradients are very large so the numerical complexity becomes prohibitive. The problem cannot be circumvented by Brownian dynamics simulations of the MFPTτ , because reaching ∂ a is a rare event on the time scale of diffusion. The remedy to these difficulties is the construction of analytical approximations to the solution of (2)-(4) by new asymptotic methods developed specifically for the problem at hand.
Geometrical classification of cellular domains
The resolution of function from structure relies on the geometrical properties of the structure. Specifically, the geometry of small targets and narrow passages is the determinant of the diffusion influx and efflux of ions and molecules in cellular compartments or on cellular membranes. These can be determined analytically by calculating the MFPT of two-and three-dimensional Brownian trajectories from compartments to small targets.
The MFPT of two-dimensional Brownian motion on a membrane surface is described by a two-dimensional version of the boundary value problem (2)-(4) with the LaplaceBeltrami rather than the Laplace operator (see Wikipedia). The boundary of a surface compartment consists of a curve that reflects Brownian trajectories on the surface and a small absorbing curve at which trajectories are terminated. The domain can be represented in parameter space as a planar domain whose boundary ∂ consists of a reflecting curve ∂ r and a short absorbing curve ∂ a (figure 5). The small window ∂ a studied here can be classified as follows:
(i) ∂ a is a short part of the smooth boundary curve ∂ (figure 5 (left)). (ii) ∂ a can be placed at a corner or a cusp (figure 6). (iii) ∂ a can be placed at the end of a cusp-shaped funnel of the boundary (figures 7 (right), 8 (left), or 9, or the surface of revolution obtained by rotating it about its axis of symmetry.). (iv) The compartment can consist of a bulky head connected to an essentially one-dimensional cylinder of small radius a and length L, as is the case of a neuronal spine membrane (see figure 9 (left)). (v) More complicated structures are formed by joining two or more bulky heads by short or long narrow strips or cylinders (dumbbell-shaped domains, see figure 9 (right)). The former can be formed on a spine membrane that contains closely bunched obstacles, such as pickets, fences, non-interacting molecules, actin filaments, and so on, between which a diffusing receptor has to squeeze on its way to the post-synaptic density (figure 7). In this case the effective motion of the diffusing receptor is dominated by the mean timeτ to squeeze through the narrow straits formed by the obstacles (see section 5.3). and ∂ 2 in figure 9 (left)). A Brownian trajectory enters a cylindrical neck (e.g. of a neuronal spine) at a source S 0 and can leak through a small window S(ε) (e.g. a pump) or reach the absorbing bottom (e.g. the dendritic shaft).
(vi) A collection of well-separated windows (figure 7).
In the context of the above classification, we define the following categories of narrow escape problems for solid structures with a small absorbing window ∂ a :
(i) ∂ a is a circular disk on a regular boundary ∂ (figure 5
(right) of a decapitated ball with an absorbing disk (marked green)). (ii) ∂ a is a disk at the end of a funnel (e.g. obtained by rotating figure 8 about its axis of symmetry). (iii) ∂ a is a disk at the end of a narrow cylindrical neck (e.g. obtained by rotating figure 9 (left) about its axis of symmetry). (iv) In dumbbell-shaped structure, obtained by rotating figure 9 (right) about its axis of symmetry, the middle surface is a small target. A key quantification is given by the principal eigenvalue of the Laplace equation. (v) Leakage through a small window in a structure that conducts Brownian particles from a source to a relatively large absorbing part of the boundary and the particles can leak out through small absorbing windows in the reflecting part of the boundary. This is the case, for example, of the synaptic cleft that conducts neurotransmitter molecules, released from a vesicle at the pre-synaptic terminal, either to receptors in the post-synaptic distribution on the spine membrane or to the surrounding glia cells (figure 12 (left)). The structure of the cleft is approximately a short cylinder with a source of Brownian particles in one of the impermeable bases, small absorbing windows in the other impermeable base, and absorbing lateral envelop. Another example is that of calcium leakage through channels in the spine neck that conducts calcium to the absorbing end at the dendrite (figure 12 (right)). (vi) ∂ a consists of a number of well-separated absorbing windows (figure 7 (left)). The absorbing windows can be at a regular boundary (figure 5 (right)) or at the ends of funnels (figure 9 (left) with several necks).
The MFPT to the small absorbing target or through the narrow neck depends strongly on the detailed geometrical features of the listed types of compartments and their connections to necks. Differences of orders of magnitude in the MFPTs through a neck can arise between necks connected to the head at an angle or smoothly by a funnel. The local curvature of the connection can changeτ by orders of magnitude.
The formula for the NETτ
The analytical expression for the MFPTτ strongly depends on the geometrical features of the compartment. It thereby defines time scales of diffusion influx (respectively efflux) to (respectively from) the compartment, which can be interpreted as regulation of the flux. Thus the analytical asymptotic approximation toτ expresses the influence of geometrical structure on cellular functions that consist in controlling diffusion fluxes. The asymptotic formulae forτ can be classified according to the local geometry of the compartment near the absorbing sites or narrow passages, which are the main controllers of the diffusion flux. Obviously, the formulae in two-dimensional compartments are different than in three-dimensional ones.
Formulae for two-dimensional domains
The MFPT from a domain in the plane to a small sub-arc ∂ a (of length a) of the boundary ∂ , according to the classification in section 3, is given by the following.
(i) For type (I) (∂ a is a sub-arc of a smooth boundary figure 5 (left)) the MFPT from any point x in to ∂ a is denoted τ x→∂ a . This is due to the fact that for
the MFPT is independent of x outside a small vicinity of ∂ a (called a boundary layer). Thus for x ∈ , outside a boundary layer near ∂ a ,
where O(1) depends on the initial distribution of x [38] [39] [40] [41] [42] [43] [44] [45] [46] [47] [48] [49] [50] . In particular, if is a disk of radius R, then for x at the center of the disk,
and averaging with respect to a uniform distribution of x in the disk [45] 
Formula (13) indicates that the flux through a hole in a smooth wall on a flat membrane surface (e.g. a corral) is regulated by the following parameters, the area | | inside the wall, the diffusion coefficient D, and the aspect ratio ε (12) . In the case of Brownian motion on a sphere of radius R the MFPT to an absorbing circle centered on the north-south axis near the south pole with small radius a = R sin δ/2 (figure 5 (right)) is given bȳ
where θ is the angle between x and the south-north axis of the sphere [46] [47] [48] [49] [50] [51] . (ii) For type (II), if the absorbing window is located at a corner of angle α (figure 6 (left)), then
where | | g is the surface area of the domain on the curved surface, calculated according to the Riemannian metric on the surface [46] . Formula (15) indicates that control of flux is also regulated by the access to the absorbing window afforded by the angle of the corner leading to the window (see figure 6 (left).) (iii) For type (III), if the absorbing window is located at a cusp (figure 6 (right)), thenτ grows algebraically, rather than logarithmically. Thus, in the domain bounded between two tangent circles, the expected lifetime is
where d < 1 is the ratio of the radii [46] . Formula (16) indicates that a drastic reduction in flux can be achieved by putting an obstacle that limits the access to the absorbing window by forming a cusp-like passage (figure 10). (iv) For type (IV), when ∂ a (of length a) is located at the end of a narrow neck with radius of curvature R c (figure 8), the MFPT is given in [51, 52] as
The MFPT to the narrow straits formed by a partial block of a planar domain (figure 10) is given bȳ
where R c and r c are the curvatures at the neck and ε is the width of the straits. For a surface of revolution generated by rotating the curve in figure 8 about its axis of symmetry, we use the representation of the generating curve
where the x-axis is horizontal with x = at the absorbing end AB. We assume that the parts of the curve that generate the funnel have the form
where a = 1 2 AB = ε/2 is the radius of the gap, and the constant has dimension of length. For ν = 1 the parameter is the radius of curvature R c at x = . The MFPT from the head to the absorbing end AB is given bȳ
where S is the entire unscaled area of the surface. In particular, for ν = 1 the MFPT (20) reduces tō
(compare with (14)). The case ν = 0 corresponds to a conical funnel with an absorbing circle of small radius a (see figure 11 ) [51, 55] . For a sphere (21) reduces to (14) (figure 5 (right)). Formulae (17)- (21) indicate that efficient control of the flux can be achieved by putting the absorbing window at the end of a narrow symmetric or asymmetric funnel (figures [8] [9] [10] . This type of funnel can be formed by crowding obstacles on the membrane surface (figure 17(a)), which results in an effective coarsegrained diffusion coefficient on the surface, different from the microscopic diffusion coefficient (see section 5.
3). (v) In domains of type (V) a bulky head is connected to an
essentially one-dimensional strip (or cylinder) of small radius a and length L, as is the case of a neuronal spine membrane. The connection of the head to the neck can be at an angle or by a smooth funnel (figures 4 and 9 (left), the narrow cylindrical neck is 2 ). The boundary of the domain reflects Brownian trajectories and only the end of the cylinder ∂ a absorbs them. In the three-dimensional case the Dirichlet boundary ∂ a is a small absorbing disk at the end of the cylinder. The domain 1 is the one shown in figure 8 and it is connected to the cylinder at an interface ∂ i , which in this case is the interval AB in figure 8 . It was shown in [55] that the MFPT from x ∈ 1 to ∂ a is given bȳ Figure 13 shows that the smoothness of the neck connection makes a big difference in the MFPT. Formula (22) explains the role of a narrow neck in flux regulation. The flux dependence on the neck length is quite strong. (vi) A dumbbell-shaped domain (of type (VI)) consists of two compartments 1 and 3 and a connecting neck 2 that is effectively one-dimensional, such as shown in figure 9 (right), or in a similar domain with a long neck. A Brownian trajectory that hits the segment AB at the center of the neck 2 is equally likely to reach either compartment before the other; thus AB is the SS. Therefore, the mean time to traverse the neck from compartment 1 to compartment 3 is asymptotically twice the MFPTτ 1 →SS . Neglecting, as we may, the mean residence time of a Brownian trajectory in 2 relative to that in 1 or in 3 we can write the transition rates from 1 to the 3 and vv as
These rates can be found from the explicit expression (1) for the flux into an absorbing window
whereτ is given in (22) . Hereτ x→∂ i is any one of the MFPTs given above, depending on the geometry of 1 with L half the length of the neck and with SS = ∂ a . The radii of curvature R c,1 and R c, 3 at the two funnels may be different in 1 and 3 . The smallest positive eigenvalue λ of the Neumann problem for the Laplace equation in the dumbbell is to leading order λ = −(λ 1 → 3 + λ 3 → 1 ). For example, if the solid dumbbell consists of two general heads connected smoothly to the neck by funnels (see (29) ), the two rates are given by
(see [51] ). Formulae (25) indicate that the unidirectional fluxes between the two compartments of a dumbbellshaped domain can be controlled by the area (or surface area) of the two and by the type of obstacles to the access to the connecting neck. The equilibration rate in the dumbbell, λ, is thus controlled by the geometry. (vii) The mean time to escape through N well-separated absorbing windows of lengths a j at the ends of funnels with radii of curvature j , respectively, in the boundary ∂ of a planar domain is given bȳ
The probability to escape through window i is given by
Formulae (26) and (27) are significant for diffusion in a network of compartments connected by narrow passages (e.g. on a membrane strewn with obstacles). The dependence of the MFPTτ and of the transition probabilities p i on the local geometrical properties of the compartments renders the effective diffusion tensor in the network position-dependent and can give rise to anisotropic diffusion. (viii) If the domain contains a deep potential trap the Brownian trajectory can be in any one of the following three states: trapped in the well, diffusing in the domain outside the well, and be absorbed in the small absorbing window. The MFPT to the window was calculated in [56] .
Formulae forτ in three-dimensional domains
The interpretation of the formulae for the cases (1)- (6) is much the same as for the two-dimensional case.
(i) The MFPT to a circular absorbing window ∂ a of small radius a centered at 0 on the boundary ∂ is given by [57] 
where L(0) and N(0) are the principal curvatures of the boundary at the center of ∂ a . (ii) The MFPT from the head of the solid of revolution, obtained by rotating the symmetric domain in figure 8 (left) about its axis of symmetry, to a small absorbing window ∂ a at the end of a funnel is given bȳ
where the R c is the radius of curvature of the rotated curve at the end of the funnel [51] . (iii) The MFPT from a point x in a bulky head to an absorbing disk ∂ a of a small radius a at the end of a narrow neck of length L, connected to the head at an interface ∂ i , is given by the connection formula (22) . When the cylindrical neck is attached to the head at a right angle the interface ∂ i is a circular disk andτ x→∂ i is given by (28) . When the neck is attached smoothly through a funnelτ x→∂ i is given by (29) .
(iv) The mean time to escape through N well-separated absorbing circular windows or radii a j at the ends of funnels with curvatures j , respectively, is given bȳ
The exit probability through window i is given by
(v) The principal eigenvalue of the Laplace equation in a dumbbell-shaped structure is given in item (vi), equations (23)- (25) 
where u 0 (0) is the concentration of diffusers at the window in the same model without the absorbing window.
Applications to cellular biology and simulations
Some applications of the analytical approximations to the MFPT are listed below. The formulae quantify the structures and predict their functions. They are also used to verify the validity of large Brownian simulations, such as the ones used for predicting the synaptic current.
Applications to Brownian dynamics simulations
Brownian dynamics simulations of rare events are difficult and inefficient. Thus predicting from a simulation the diffusion current through narrow passages is often impossible, due to the small sample of passages of individual simulated Brownian trajectories through the opening. In this situation the analytical approximation gives reliable information where simulations fail. For example, the bottleneck in simulations of ionic permeation in protein channels is the arrival of ions from the salt solution to the channel. The arrival rate at a given small neighborhood of the channel can be calculated analytically and used in the simulation of the permeation process. A similar situation arises in the simulation of the entire synaptic transmission, which contains the simulation of the arrival of neurotransmitter molecules at receptors on the post-synaptic membrane [29] . A significant reduction in the simulation complexity is achieved using the analytically computed neurotransmitter flux rather than simulating it [58] . Analytical formula were also used for quantifying diffusion in dendritic spines [20] . Another increasing step was achieved for modeling chemical reactions by replacing complex Brownian simulations by Markov chains [59, 60] . In fact, using that the arrival of a stochastic particle to a small target is Poissonian [50] , it is possible to approximate binding and unbinding in microdomains by a Markov chain [59] , opening the route for a complete analysis of stochastic chemical reactions, which is impossible by simulating complex reaction-diffusion involving partial differential equations, that in general cannot be solved. A recent application of this Markovian approximation concerns some novel prediction about the rate of molecular dynamics, underlying the spindle assembly check point during cell division [61] .
Another application of asymptotic analytical results is the verification of molecular dynamics simulations in domains that contain small passages or targets [20] . The convergence of the simulation can be measured by the convergence of the statistics of rare events to that predicted by the analytical asymptotic approximation.
Synaptic transmission and the synaptic cleft
The neuronal cleft conducts neurotransmitters by diffusion from a vesicle released at the excitatory pre-synaptic membrane to receptors such as NMDA and AMPA located in the post-synaptic membrane (figures 2 (right) and 3). Synaptic transmission depends on various parameters such as the location of a released vesicle, the number and type of receptors, trafficking between the PSD and extra-synaptic compartments, as well as the synapse organization. It is now possible to quantify separately each of them using Brownian simulation and mixed analytical approaches [62, 63] . They might lead to a better understanding of pathological synapses, implicated in many cognitive disorders such as spectral autism disorders, epilepsy and many others [64, 65] .
In the mathematical description of neurotransmitter diffusion in the synaptic cleft, the cleft geometry is simplified to a circular cylinder of length L and radius R, whose bases S 0 and S L are centered at the z-axis, at z = 0 and z = L, respectively, and are parallel to the (x, y) plane. The lateral surface S r , which is surrounded by glia cells (figures 3 (labeled G) and 12 (left)), absorbs the neurotransmitters that are injected at S 0 with a constant flux density φ. A receptor is represented as a small absorbing circular hole S(a) of radius a on S L . Both S 0 and S L reflect the Brownian trajectories of the neurotransmitters. The small hole S(a) (receptor) can be moved away from the center, thus controlling the flux through the hole with distance to the center. For a point source at (z, r, θ) = (0, 0, 0) (in cylindrical coordinates), the density at the other end z = L is found in a straightforward manner to be
where γ n,m are the roots of the Bessel function J n (·). The probability that a Brownian particle injected at the source will reach a receptor centered at (r, L, 0) is the probability that the time τ hole to reach the absorbing window is shorter than the time τ S r to reach the lateral absorbing boundary (glia cells), given by Figure 14 . The probability that a neurotransmitter molecule injected to the cleft at (0, 0, 0) will reach an AMPA receptor at (r, L, 0) is the probability that the time τ hole to reach the absorbing window is shorter than the time τ Sr to reach the lateral absorbing boundary (glia cells), according to (34) (figure 3). ε = 1nm, 1 AMPAR in the PSD.
For r = 0 this reduces to
The graph of (34) in figure 14 shows that a slight misalignment of the synaptic release or terminals may lead to a significant change in the number of neurotransmitters bound to receptors in the process of synaptic transmission. This suggests that a misalignment of the vesicular release with the receptor clustering can drastically reduce the number of open channels. This, in turn, can explain the key role of adhesion molecules, such as the Ephrin B, which regulate the localization of AMPA receptors [66] . Moreover, overexpression or knockdown of scaffolding molecules, such as PSD-95 in the postsynaptic cell, modulates pre-synaptic release probability, thus confirming the tight control of the release site compared with the accumulation of post-synaptic receptors [67] . This analysis of the physical model of the synaptic cleft reveals that changing the relative position of pre-and post-synaptic elements can drastically affect the open probability of receptors. The mathematical analysis of the physical model sheds some light on the complex electrophysiological data. Including additional synaptic components in the model may further clarify the specific role of adhesion molecules in controlling synaptic transmission. This includes glial transmitters or ATP. Another application of the MFPT formula is its application to the homogenization of boundary conditions for problems with many binding sites on the boundary. The homogenized boundary conditions simplify complex molecular (Brownian dynamics) simulations that include neurotransmitter release, binding to receptors, and flux through the opened channel [62, 63] .
Diffusion on a membrane crowded with obstacles
The organization of a cellular membrane is to a large extent the determinant of the efficiency of molecular (e.g. receptors) trafficking to their destination. The arrival rates of these molecules at their specific destinations control their role and performance, and thus steer the cell to achieve its function. After two decades of intense research on membrane organization [68-72, 74, 75] it is still unclear how the heterogeneity of the membrane controls diffusion ( figure 15) . Recently, using single molecule tracking, the diffusion coefficient of a molecule freely diffusing on intact and treated neuronal membranes, cleared of almost all obstacles, was reported in [76] . In this case the diffusion of a protein on the membrane is described by the classical Saffman-Delbrück theory [77] . If, however, the membrane is crowded with obstacles, such as fixed proteins, fences and pickets, and so on, the effective diffusion coefficient differs significantly from that predicted in [77] and depends strongly on the degree of crowding (see [73] ). The latter can be estimated from diffusion data and from an appropriate model and its analysis, as explained below [52] . The key to assessing the crowding is AQ4 to estimate the local diffusion coefficient from the measured molecular trajectories and the analytic formula for the MFPT through a narrow passage between obstacles ( figure 16 ).
Specifically, a simplified model of a crowded membrane can be a square lattice of circular obstacles of radius a centered at the corners of lattice squares of side L ( figure 17(a) ). The mean exit time from a lattice box, formula (30) , is to leading order independent of the starting position (x, y) and can be approximated by (26) asτ
whereτ is the MFPT to a single absorbing window in a narrow strait with the other windows closed (reflecting instead of absorbing). It follows that the waiting time in the cell enclosed by the obstacles is exponentially distributed (1) with rate
whereτ is given by (15) and (18) as The coefficients d i are chosen by patchingτ continuously between the different regimes. We obtain
and
where
The Brownian motion between the obstacles (figure 17(a)) can be coarse-grained into a Markovian random walk that jumps between the connected domains at exponentially distributed times with rates determined by the MFPTs and exit probabilities. This random walk can in turn be approximated by an effective coarse-grained anisotropic diffusion, as carried out for atomic migration in crystals [78, chapter 8, section 2] and for effective diffusion on a surface with obstacles [52] . The diffusion approximation to the transition probability density function of an isotropic random walk that jumps at exponentially distributed waiting times with rate λ on a square lattice with step size L is given by [78] 
To illustrate this theory, we assume a reduction in the effective diffusion coefficient from 0.01 on a clear membrane to 0.2 µm 2 s −1 on an obstructed membrane [79] , which leads to the estimate of 70% occupancy of the membrane surface with obstacles [52] , as can be seen from figures 17(b)-(d).
Stochastic chemical reactions in microdomains
Traditional chemical kinetics, based on mass action laws or reaction-diffusion equations, give an inappropriate description of the stochastic chemical reactions in microdomains, where only a small number of substrate and reactant molecules are involved. A Markovian description of the stochastic dynamics of the binding and unbinding of molecules is given in [53] and applied in [60, 61] .
Consider two finite species, the mobile reactant M that diffuses in a bounded domain and the stationary substrate S (e.g. a protein) that binds M. The boundary ∂ of the domain is partitioned into an absorbing part ∂ a (e.g. pumps, exchangers, another substrate that forms permanent bonds with M, and so on) and a reflecting part ∂ r (e.g. a cell 
where k f is the forward binding rate constant, k b is the backward binding rate constant, and S free is the unbound substrate. We assume in our model of the reaction that the M molecules diffuse in independently and when bound, are released independently of each other at exponential waiting times with rate k −1 . For a single molecule, the time to binding is the first passage time to diffuse to a small portion of the boundary, (1 − ε). The simulated (dotted curve) and analytical approximation (38) (continuous curve) for 0 < r = r 1 = 0.2, r 1 < r < r 2 = 0.45, and 0.45 < r < 0.5.
∂ a , which is absorbing and represents the active surface of the receptor, whereas the remaining part of ∂ is reflecting. Due to the small target and to the deep binding potential well the binding and unbinding of M to S are rare events on the time scale of diffusion [50] . This implies that the probability distribution of binding times is approximately exponential [37] with rate λ 1 = 1/ τ 1 , where τ 1 is the MFPT to ∂ a . When there are S binding sites, k(t) of which are unbound, there
+ free diffusing molecules in , where
The arrival time of a molecule to the next unbound site is well approximated by an exponential law with state-dependent instantaneous rate (see discussion in [53] )
The number k(t) of unbound receptors at time t is a Markovian birth-death process with states 0, 1, 2, . . . , min{M, S} and transition rates λ k→k+1 = λ k , λ k→k−1 = µ = k −1 . The boundary conditions are λ S→S+1 = 0 and λ 0→−1 = 0. Setting P k (t) = Pr{k(t) = k} we write the Kolmogorov equations for the transition probabilities [53] 
with the boundary equationṡ
The initial condition is P k,q (0) = δ k,S δ q,0 . Our purpose is to calculate the average number unbound (or bound) sites k(t) , which for t → ∞ is given by k ∞ = S j =(S−M) + jP j , where P j = lim t→∞ P j (t). Similarly, the stationary variance in the number unbound sites is σ
The results of the Markovian model are
(44) (see [53] for further details).
These formulae were used in [53] to estimate the fraction of bound receptors in photo-receptor outer segments and also to interpret the channel noise measurements variance. This analysis was used in [29] to estimate the number of bound AMPA receptors in the post-synaptic density. A similar gated Markovian model was proposed in [54] .
Another application of the Markovian model is the calculation of the mean time the number of bound molecules reach a threshold (MTT). In a cellular context, the MTT can be used to characterize the stability of chemical processes, especially when they underlie a biological function. Using the previous Markov-chain description, we estimate the MTT in terms of fundamental parameters, such as the number of molecules, the ligands and the forward and backward binding rates. Interestingly, as we shall see the MTT depends nonlinearly on the threshold T .
We consider M Brownian molecules inside a microdomain that can bind to immobile targets S, modeled generically by equation (42) . The (random) first time the (random) number [MS](t) of MS molecules at time t reaches the threshold is defined as
and its expected value isτ T . We considerτ T for an ensemble of the targets initially free and distributed on the surface of a closed microdomain for vanishing backward rate (k −1 = 0) and for k −1 > 0. The dynamical system for the transition probabilities of the Markov process MS(t) is similar to that in the previous section, but for the absorbing boundary condition at the threshold T , which gives 43 [60] . When the binding is irreversible (k −1 = 0),τ T is the sum of the forward rates
In particular, when M 0 = S 0 and M 0 1 (46) becomes asymptotically τ irrev T ≈ T /λM 0 (M 0 − T ). In addition, when the diffusing molecules largely exceed the number of targets (M 0 S 0 , T ), (46) gives the asymptotic formulae Figure 19 shows the plot of τ irrev T
for several values of the threshold T , compared with Brownian simulations in a circular disk = D(R) with reflecting boundary, except at the targets.
When k −1 > 0 the asymptotic formulae are given by [60] 
Thus τ T varies quadratically with the MFPTτ = 1/λ, and is a nonlinear increasing function of T . These computations are quite general and can be applied to describe the mean time to reach a threshold for any chemical reaction. Changing the threshold modulates the threshold time in an efficient way [60, 61] .
Regulation of calcium flux through the dendritic spine neck
Although the function of dendritic spines is still unclear, one of their identified role is to dynamically filter calcium ions [15] [16] [17] . One mechanism to filter ions would be to extrude them from exchangers located on the spine apparatus in the neck.
In the mathematical description of the diffusion of calcium ions from the spine head to the dendrite, the spine neck is a circular cylinder of length L and radius R, whose bases S 0 and S L are centered at the z-axis, at z = 0 and z = L, respectively, and are parallel to the (x, y) plane. The lateral surface S r , which in general represents the internal membrane of the endoplasmic reticulum, is reflecting. A constant net flux φ is injected at S 0 . A rapid exchanger is modeled as a small absorbing circular hole S(a) of radius a on S r , which may represent an ion pump ( figure 12 (right) ). The leakage formula (32) and the explicit expression u(0) = φ(L − z)/π DR 2 , which replaces (33) in this case, give the flux through S(a) as
It is thus possible to estimate the leak of any ion in the spine neck [18, 57] . 
Delivery of vesicles in neurite outgrowth
Neurite outgrowth is a fundamental process of development, which requires both membrane expansion by exocytosis and cytoskeletal dynamics. To study the specific contribution of these processes and to account for live imaging data, a biophysical model was used in [89] to relate the overall neurite outgrowth rate to the rate of vesicle delivery at the growth cone tip. The vesicle motion was modeled as isotropic diffusion in a spherical domain of radius R with constant radial potential U(x) = −v(x) · x, where v(x) is the constant field of radial average motion away from the center. This model represents the motion of vesicles in the cell soma by a combination of Brownian motion and directed motion along microtubules and actin filaments. The MFPT to a small neurite initiation site of radius a on the surface was shown to be given in the large force limit byτ
where |S| is the surface area of the soma. Formula (48) reveals that unlike (28) for Brownian motion, the search time in this case depends on the boundary surface due to the sequestration at the surface by the strong drift. Simulations show that the Brownian trajectories stay close to the boundary surface in their search for the absorbing window [89] . The derivation of (48) relies on the three-dimensional NET formula for Brownian motion in a potential field in the limit of high velocity |v| [56] . This biophysical analysis revealed that in the absence of microtubules, a nascent neurite initiated by vesicular delivery can only reach a small length [89] . By adding the microtubule dynamics to the secretory pathway in stochastic analysis and simulations, it was possible to study the complex dynamics of neurite growth (figure 20): within this model, depending on the coupling parameter between the microtubules and the neurite, three different growing modes including the stable axonal growth and the stochastic dendritic growth, a fast oscillatory regime. To validate one aspect of the model, it was demonstrated that the experimental flux of TI-VAMP but not Synaptobrevin 2 vesicles contributes to the neurite growth. 
DNA repair in a two-dimensional confined chromatin structure
A Brownian needle in a strip can model a mRNA, a transcription factor, or a stiff DNA fragment moving in the very confined chromatin structure. For example, under severe stress, the DNA of the bacterium Deinococcus radiodurans, the most radioresistant organism, undergoes a phase transition in reorganizing the genome into tightly packed toroids ( figures 21(a)-(c) ), which may facilitate DNA repair [80] . Three-dimensional analysis [81] reveals a complex network of double membranes that engulf the condensed DNA, suggesting that two-dimensional domains lying between parallel walls may play a significant role in DNA repair.
The diffusion of the needle is characterized by three diffusion coefficients: longitudinal along the axis D X , transversal D Y and rotational D r . The diffusive motion of a needle confined to a planar strip, which is only slightly wider than the length of the needle, its turning around is a rare event (see figure 22 ). This is due to the narrow space around the vertical position of the needle in the strip. If the length of the needle l is only slightly smaller than the width of the strip l 0 > l, such that ε = (l 0 − l)/ l 0 1, then mean time for the needle to turn 180
• is given by [83] 
Formula (49) shows that when the free space between two planes decreases, the effective diffusion constant, proportional to the reciprocal ofτ , experiences a second order phase transition, characterized by a discontinuity of the derivative of the effective diffusion constant for the rotation (reciprocal of the MFPT (49)). Specifically, when the variable l reaches and exceeds the value l = l 0 the diffusion constant vanishes. This result explains the crucial role of the chromatin organization in maintaining the genome integrity during heavy radiation stress.
The phase transition indicated by (49) was reported experimentally several times [80] [81] [82] . It should be associated with the high probability of DNA repair by preventing the broken DNA strand to drift apart or become misaligned by turning over.
Hidden binding sites control chemical reactions
Active sites of a complex molecule, such as hemoglobin, penicillin-binding proteins, and many others, are often hidden inside the complex organization of α-and β-sheet structures. A ligand, such β-lactam antibiotic, has to bind to a small site hidden inside the molecule and indeed, ligand recognition requires that strands be antiparallel in the active site area. This phenomenon was observed for large antibiotic molecules. In figures 23(2) and (3) the penicillin-binding proteins are in AQ5 closed and conformations, respectively [84] . In the closed conformation (figures 23 (2 and 3 right)) the active site is blocked and unavailable for binding, while in the open state (figures 23 (2 and 3 left)) the catalytic funnel reveals an elongated binding cleft, where the active site (red arrow) is hidden at the bottom. The activation time for this case can be estimated from the funnel shape using the asymptotic formula (20) . When the site can switch between an active and inactive state, the effective rate constant can be estimated using the gated narrow escape theory of [85] (see also [86] ).
Asymmetric dumbbell-shaped division in cell
An intermediate stage of a dividing cell consists of an asymmetric dumbbell shape with a relatively long connecting neck (figures 11 and 24). In this stage, some of the genetic material is delivered from the bigger (mother) to the smaller compartment (daughter). An open debate in this field is how the genetic material is selected? A recent report [87] proposes that diffusion through the connecting neck is the main determinant of the delivery rate and of the selection of fast diffusing particles during the transient regime, before steady state is reached. In fact, the present analysis confirms that in the absence of any active mechanism, the control of the delivery process can be realized by a drastic slowdown of the back flow from the daughter to the mother cell by an asymmetry in the curvature of connecting neck in the smaller compartment, as described in the asymptotic formulae (23)- (25) for the mean residence timesτ in the compartments. Specifically, the mean time to go from mother to daughter is given by τ M→D ∼ 2τ M→SS and in the other direction by τ D→M ∼ 2τ D→SS in the limit of a narrow neck. The transition rates given in (23) can differ by orders of magnitude as the geometry changes. This can explain some of the findings reported experimentally in [87] . The rate of equilibration between the two compartments can be found from the estimate of the second eigenvalue µ of the Neumann problem in the dumbbell-shaped domain, given by
When the time scale of morphological changes in the shape of the dumbbell is slower than diffusion, the protein and genetic material transferred by diffusion from the mother to the daughter cell can be estimated from a reduced system of equations for the mass in the mother and daughter cells, M M and M D , respectively, given bẏ
with
The mean transfer time from the mother to the daughter can be estimated with the following parameters [87] : diffusion coefficient D = 6.5 × 10 −3 µm 2 s −1 , a neck length L = 0.1 µm, a neck radius a = 0.2 µm, a mother radius of R = 0.9 µm and a curvature of R c = 0.5 µm, it is τ M→D = 5626 s, about an hour and a half.
As shown in figure 24 , the connection geometry varies over time, which can change the flux drastically, as formulae (25) indicate. The small transfer rate may lead to an early separation between the mother and daughter cells, prior to reaching the steady state in (51) . If steady-state diffusion is reached before separation, the probability density function is uniform in the domain, rendering M M (∞) and M D (∞) proportional to the respective volumes. In the reduced model (50) the steady-state masses are proportional to the fractions of the residence times in the two cells. In view of (25) , these are proportional to the volumes to leading order in small neck radius. The reduced model can be used before steady state is reached. A simple consequence of (51) is that a Brownian simulation of the transferred material (messenger RNA, soluble proteins and so on) has to be run for times t 1/µ to reach the steady state. Some transitions M → D and D → M have to occur in the simulation in order for a steady state to set in.
Summary and discussion
This review presents recent progress in molecular-level stochastic modeling and analysis in cellular biology. The main feature in the reviewed models is the transition from the molecular to the cellular time scale. Rare events on the molecular time scale, such as passage through narrow openings and finding hidden targets, are the determinants of the time scale of cell function and its regulation. The main thrust of the new analysis of these models is the coarse-graining of molecular-level Brownian motion in biological cells or on their membranes into the cellular time scale, where cell function can be discerned. The key factor in this coarse-graining is the identification of the NET as the determinant of the coarse time scale and its analytical evaluation. The coarse-grained models are used to analyze and simulate subcellular processes, to quantify their biological functions, and to be used for data analysis.
The reviewed methods of modeling and analysis can be extended in several directions. These include the incorporation of electrical interactions on the molecular level, which lead to the Poisson-Nernst-Planck equations [3] for the densities of the different charged species. The NET problem in this situation is much harder, though not impossible. It determines the time scale of electrical signaling in synapses and introduces hard nonlinearity into the density-voltage characteristic. Another extension of the present modeling and analysis is in the theory of threshold in chemical reactions, which can be used to quantify checkpoints processes in biology, such as the induction of plasticity [60] , the decision to start spindle separation during cell replication [61] or any other decision process that occurs when a certain amount of molecules are activated. Still another direction is the modeling of virus trafficking, which can be extended to enveloped viruses. Other steps of viral infection should be further modeled, such as the insertion of the genetic material to a DNA site, the synthesis part, the formation of the capsid and budding. Another example is the search for a promoter site in the cell nucleus. Indeed, a key feature in the search by a transcription factor is the local structure of the DNA conformation and chromatin near the specific binding site. There are no modeling approaches so far that have integrated the DNA organization in the estimation of the expected time to find the DNA promoter site. It would be interesting to combine polymer dynamics in microdomains with the narrow escape theory. Finally, our approach to model synaptic transmission could be extended to include various molecular feedbacks implied in modulating the probability of vesicular release.
Setting y = aη, x = aξ, we obtain in polar coordinates 1
The second term in the expansion of the NET is found from the expansion (55) 
(see also for further details [57] ). The formula is also true for Riemannian manifolds [44] . The constant term in the NET expansion can be explicitly computed on the disk and the three-dimensional ball [42] . This term allows one to study the interaction between many small absorbing holes [42] , see also [91, 92] . Precise information about the boundary layer near the absorbing window are given in [45] .
A.3. Asymptotics by conformal mapping
For cusp geometry the singularity of Green's function may not be the dominant contributor to the MFPT. Furthermore, the method of matched asymptotic expansions, used in [38] [39] [40] 42] for calculating the MFPT to the interface on a smooth boundary, requires major modifications for an interface at the end of a bottleneck, because the boundary layer problem does not reduce to the classical electrified disk problem [90] . Altogether different boundaries or internal layers at absorbing windows located at the end of a cusp-like funnel are needed [51] . We present here the derivation of formula (18) for an symmetric cusp.
Consider a Brownian particle in a planar domain with a narrow neck, partially blocked by an obstacle (figure 10), such that the opening in the partially blocked neck is narrow relative to the size of the obstacle. The narrow passage can be described locally as the narrow neck formed by two tangent circles that are moved slightly apart. The domain is enclosed by an arc of a circle of radius R and two arcs of circles of radius 1, as shown in figure 8 . Scaling space with the radius of the smaller circle changes the dimension of the diffusion coefficient D to that of frequency. The two arcs are removed from each other by a dimensionless distance ε 1 < R, form a narrow passage. The MFPTτ of a Brownian particle with diffusion coefficient D from a point (x, y) ∈ to the short black segment ∂ a in figure 8 is the solution of the boundary value problem (3). We construct an asymptotic solution for small gap ε by first mapping the domain in figure 8 conformally into its image under the Möbius transformation of the two bounding circles (thin line) into concentric circles. We put the origin of the complex plane z = x + iy at the center of the right upper circle and set
which maps the right upper circle into itself and is mapped onto the domain w = w( ) in figure 8 (left). The straits in figure 8 (right) are mapped onto the ring enclosed between the green and red circular arcs and the large disk is mapped onto the small red disk with the large red arc mapped onto the small blue arc. The radius of the small red disk and the elevation of its center above the real axis are O( √ ε). The short black segment (of length ε) is mapped onto the thick black segment The MFPT is bounded above and below by that from the inverse image of a circular ring cut by lines through the origin, tangent to the red disk at polar angles θ = c 1 √ ε (brown) and θ = c 2 √ ε (cyan) for some positive constants c 1 , c 2 , independent of ε (see figure 8 (left) ). Therefore, the MFPT from equals that from the inverse image of a ring cut by an intermediate angle θ = c √ ε (black). The solution of the boundary value problem (59) is to leading order independent of the radial variable in polar coordinates w = re iθ . Fixing r = 1, we impose the reflecting boundary condition at θ = c √ ε, where c = O(1) is a constant independent of ε to leading order, and the absorbing condition at θ = π . Thus, we obtain the leading order approximation 
where C = O(1) is a constant, so that
To determine the value of the constant C, we note that (60) implies that 
Now (62) and (62) imply that 4C = | |, so that the MFPT to the straits,τ , is
In dimensional variables, the NET (63) is given bȳ
where R is the radius of curvature at the cusp [51, 83, 52] .
