Behavioral researchers use analysis of variance (ANOVA) tests of differences between treatment means or chi-square tests of differences between proportions to provide support for empirical hypotheses about consumer behavior. These tests are typically conducted on data from "between-subjects" experiments in which participants were randomly assigned to conditions. We show that, despite using internally valid experimental designs such as this, aggregation biases can arise in which the theoretically critical pattern holds in the aggregate even though it holds for no (or few) individuals. First, we show that crossover interactions-often taken as strong evidence of moderating variables-can arise from the aggregation of two or more segments that do not exhibit such interactions when considered separately. Second, we show that certain context effects that have been reported for choice problems can result from the aggregation of two (or more) segments that do not exhibit these effects when considered separately. Given these threats to the conclusions drawn from experimental results, we describe the conditions under which unobserved heterogeneity can be ruled out as an alternative explanation based on one or more of the following: a priori considerations, derived properties, diagnostic statistics, and the results of latent class modeling. When these tests cannot rule out explanations based on unobserved heterogeneity, this is a serious problem for theorists who assume implicitly that the same theoretical principle works equally for everyone, but for random error. The empirical data patterns revealed by our diagnostics can expose the weakness in the theory but not fix it. It remains for the researcher to do further work to understand the underlying constructs that drive heterogeneity effects and to revise theory accordingly.
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Unfortunately, consumer researchers who know (and perhaps teach) about the dangers of aggregation bias often do not make the connection between this truism and the analysis of their own experimental research data. They propose theories of individual behavior, but they report only group means from between-subjects designs, interpreting these to represent all or most individuals. These researchers correctly assume that internally valid experimental designs avoid certain forms of aggregation bias. Procedures like the random assignment of subjects to conditions minimize spurious correlations with background factors.
1 Although the sample mean is an unbiased estimate of the population mean (as defined by the sample frame of the experiment), researchers err by making untested assumptions about the generality of the observed pattern of treatment means. This is a problem of external validity that threatens construct (nomological) validity (Lynch 1982 (Lynch , 1983 . Theory-consistent patterns of aggregate means may not correspond to the true patterns at the individual level, either within the sample or in the populations to which researchers would like to extrapolate. Individual level variation that is not represented well by some simple notion of error variance around a mean is called unobserved heterogeneity. We will propose methods to reduce the likelihood of making false inferences because of inattention to unobserved heterogeneity.
When randomly assigning subjects to conditions, it is common practice to collect ancillary covariate data about participants to reduce within-cell error and to use in post hoc tests to explore the possibility of background factor by treatment interactions. The central problem addressed in this article is that biases due to unobserved heterogeneity can exist even when these standard precautions are taken and the internal validity of the experiment is high. We will show that the problem is serious and can easily lead to conclusions that are distorted or simply wrong.
Interestingly, researchers analyzing naturally occurring data with econometric tools have made significant progress in understanding how to model unobserved heterogeneity (Ailawadi, Gedenk, and Neslin 1998; Allenby, Arora, and Ginter 1998; Kamakura and Russell 1989; Rossi and Allenby 1993) . Similarly, marketing research methods that use conjoint analysis to predict consumer response have long emphasized the need to capture heterogeneity of preferences at both the segment and individual levels. Experimental researchers working within an ANOVA tradition have lagged.
Three Basic Problems Resulting from Unobserved Heterogeneity
This article is aimed at experimental researchers who are concerned about external validity-the extent to which internally valid treatment mean differences generalize across subpopulations (Cook and Campbell 1979) . The fundamental problem is that statistically significant differences in means may appropriately represent none, some, or all of the subjects in sample data, and none, some, or all of the subpopulations in the larger population of interest. Thus, we refer to this as the none-some-all problem.
Researchers who do not investigate this problem directly 1
One of the earliest and most famous forms of aggregation biases of this type, that is, stemming from a confounding of unobserved individual difference characteristics with treatments, is called Simpson's paradox (Simpson 1951) . exhibit what we call the ignorance-is-bliss problem. They implicitly assume that their treatment mean results are representative of the individuals in their sample and in the population, but they do not test this assumption. Cook and Campbell (1979) and Lynch (1982 Lynch ( , 1983 ) therefore recommended several methodological procedures for testing directly for background factor by treatment interactions. In particular, these authors discuss the advantages and disadvantages of explicitly manipulating certain background factors while holding others constant as compared to post hoc analyses of data for which background factors vary naturally because of representative sampling. Calder, Phillips, and Tybout (1982) , however, referred to this advice as a "counsel of despair" because the search for the right background variables to use in such analyses is unending. Moreover, the search for the right set of variables is made difficult by the need to examine all possible interactions between treatments and background variables. Thus, in most situations there are simply too many possibilities to search explicitly for moderators, and it is very likely that key sources of heterogeneity in the population will remain unobserved. We refer to this as the needle-in-a-haystack problem.
In summary, heterogeneity in individual level responses to experimental treatments creates a none-some-all problem in interpreting aggregate analyses, especially simple averages. Researchers who are unaware of the potential effects of heterogeneity suffer from the ignorance-is-bliss problem. Researchers who are aware of heterogeneity effects and attempt to incorporate them into their analyses using manipulated or measured background variables face the needlein-a-haystack problem. Our goal is to solve all three problems.
Approaches to Solving the Problems of Unobserved Heterogeneity
In this article, we draw on classic advice about data analysis (e.g., Tukey 1977) and recent advances in econometric modeling of unobserved heterogeneity (e.g., De Sarbo and Cron 1988; Wedel and Kamakura 1997) to attack the nonesome-all problem in experimental data. These methods solve the needle-in-a-haystack problem because they do not require the researcher to anticipate, measure, and model the specific sources of heterogeneity contributing to none-someall problems. Thus, they also solve the "counsel of despair" critique of Calder et al. (1982) . Calder et al. (1982) and Lynch (1982 Lynch ( , 1983 stressed the need for within-cell homogeneity in background factors to increase statistical power and avoid the ignorance-is-bliss problem. The methods we describe allow the researcher to avoid the ignoranceis-bliss problem without loss of statistical power even when unmeasured background factors vary within treatments and interact with those treatments.
The proposed diagnostics require within-subjects designs. When these diagnostics provide evidence of subgroup differences in response to experimental manipulations, we can reject the assumption of homogeneity (except for random 
AN ILLUSTRATION OF THE PROBLEM IN A FACTORIAL DESIGN 2 # 2
We illustrate the general problem via a hypothetical experiment described in Table 1 . In this example, a 2 # 2 between-subjects design manipulating price (low vs. high) and the type of advertising appeal (image-oriented vs. quality-oriented) was used to assess the effects of these variables on brand attitude (see part A). To simplify our discussions, we introduce the following notation to represent the general linear model for 2 # 2 experimental designs (whether within or between subjects):
rck r c ijk where i and j index the row and column experimental conditions, respectively (i.e., appeal and price in Table 1) , k indexes individuals, R ijk is the observed dependent measure for condition (i, j) for individual k, X r is a contrast-coded dummy variable for Row, X c is a contrast-coded variable for Column, b 0k , b rk , b ck , and b rck are model parameters, and e ijk is normal error (which is here assumed to be independently, but not necessarily identically, distributed across i, j, and k). Thus, with the contrast coding shown in part A of Table 1 , the model equation can be simplified as follows:
Part B shows aggregate results from the hypothetical experiment (i.e., when gender is ignored). Part C of Table 1 shows means and coefficients for two unobserved segments, men and women. Let us assume that the obtained sample sizes resulted from probability sampling from some population with equal numbers of men and women combined with random assignment of individuals to conditions. In this extreme example, the manipulations have equal and opposite effects for each of the unobserved segments. We refer to this type of aggregation bias as effect cancellation. Because the sample in each cell is a probability sample, the expected value of the sample means matches the population means, as do the associated regression coefficients. However, they do not describe any individual (or segment) in the population. A standard ANOVA of these data would find no significant effects nor would there be any indicator of a heterogeneity problem. It would be natural for the researcher to reach a conclusion of null results based on such analyses, exemplifying the ignorance-is-bliss problem. In this particular example, ignorance leads to type 2 errors (i.e., the researcher falsely concludes that appeal and price do not matter). We subsequently show how similar aggregation biases can create type 1 errors as well.
The problem of effect cancellation is very general. However, one specific form is of particular interest to behavioral researchers because it calls into question the conclusions that are typically drawn from crossover interactions. In the next section, we discuss this problem in detail and use it to introduce our proposed solutions.
CROSSOVER INTERACTIONS
Crossover interactions of theoretical variables are often taken as definitive evidence of moderating effects (e.g., Tybout 1995 actly one of the main effects reverses its sign when the level of the other main effect changes (here called a single crossover interaction).
To understand this mathematical point, consider the example of classic tests of the elaboration likelihood model. Petty and Cacioppo (1979) showed that involvement increased persuasion for pro-attitudinal messages, with mean attitude scores of 1.6 and 0.6 for high and low involvement, respectively. Involvement decreased persuasion for counterattitudinal messages, with means of Ϫ1.8 and Ϫ0.4 for high and low involvement, respectively (see the bottom panel of Fig. 1 ). Pro-attitudinal messages induce more positive attitudes than counter-attitudinal ones at all levels of involvement, so the sign of the simple effect of message does not "cross over." However, the sign of the effect of involvement changes with message type. Consequently, the absolute value of the parameter for the main effect of message ( ) exceeds that for the interaction ( There is a good reason why experimental results are persuasive when predicted crossover interactions are observed. First, as Sternthal, Tybout, and Calder (1994) and Tybout (1995) have noted, it is often more difficult to pose alternative explanations for findings that have crossover interactions than for those relying on main effects. Second, if the four values observed in a design exhibit a (single 2 # 2 or double) crossover interaction, no monotonic transformation of these values can remove the interaction or change its sign (Krantz and Tversky 1971; Lynch 1985) . We label this property "crossover invariance."
Assume that measured responses are related to underlying and unobservable impressions through some type of "output function,"
, where r ij is an impression resulting R p O(r ) ij ij from row condition i and column condition j, and O is the monotonic function mapping underlying impressions into overt responses, R ij . At the level of a specific individual, a crossover interaction guarantees that an interaction in the R ij is also present in the true underlying impressions, r ij . Alternatively, an interaction that does not exhibit a crossover may result from the output function alone despite no interaction in the underlying impressions (Lynch 1985 may arise from nonlinear output functions applied to psychological impressions that exhibit main effects but no interaction. Figure 1 illustrates how such misleading means can arise using the Petty and Cacioppo (1979) results discussed earlier. In this example, the underlying impressions exhibit main effects of message and involvement, but no interaction. The effect coefficients for each segment (labeled b in Fig.  1 ) are the same for the main effect of message and the interaction (i.e., and ), but are b p b p 0.5 b p b p 0 equal and opposite for the main effect of involvement and the intercept (i.e., and
. If the response function was linear, the opposite b p 1.6 effects would cancel and only the main effect of message would be nonzero in the aggregate means. However, as can be seen in Figure 1, One interpretation of our example is that the effect of high involvement is to reduce each segment's reliance on prior attitude, rather than to increase "central processing" of message arguments as argued by Petty and Cacioppo (1979) and many later researchers. Thus, segments A and B have opposite prior attitudes and involvement results in a "regression" toward neutrality (in addition to the contentbased effect of message). We do not assert that our interpretation is preferable to the standard account. It is, however, plausible and demonstrates that consideration of unobserved heterogeneity can lead to very different inferences about theoretical processes.
It is important to note that we have used nonlinear output functions in this example because they are a common concern among behavioral researchers.
2 However, heterogeneity can arise from a variety of sources and lead to similarly spurious aggregate results. In general, effect cancellation can create spurious effects of any type. For example, the null results in Table 1 
Sign Homogeneity
How can researchers rule out unobserved heterogeneity and nonlinear output functions as an explanation for a crossover interaction observed in aggregate means? In a betweensubjects experiment with random assignment of subjects to groups, the tools available are limited. In some cases, unobserved heterogeneity leads to unequal variance across the cells of the design (i.e., heteroscedasticity). Thus, the standard tests for homogeneity of variance might alert the researcher to potential problems. Unfortunately, unequal within-cell variance is neither necessary nor sufficient as an indicator of aggregation bias. Many patterns of heterogeneity exert only minimal effects on the pattern of withincell variances (particularly when there are more than two underlying segments), and whatever differences are present may be masked by error variance. Conversely, differences in within-cell variance can arise from a homogeneous population with a heteroscedastic error distribution.
Unobserved heterogeneity can be ruled out a priori as an alternative explanation of a crossover interaction in aggregate means if it is known or reasonably assumed that the 2 A misleading double crossover interaction can arise when both of the underlying main effects are reversed across segments and the output function is concave for both segments. See Hutchinson, Kamakura, and Lynch (1999) 
proportion of individuals in segment k), and, therefore, the means do not exhibit a crossover interaction. 3 Thus, if a crossover interaction is observed in the means and sign homogeneity holds, then at least some individuals must exhibit a crossover interaction of the same type.
Even when sign homogeneity holds, the appearance of an aggregate crossover interaction does not guarantee that all, or even most, subjects exhibit a crossover interaction. Therefore, sign homogeneity rules out unobserved heterogeneity as a "complete" explanation of an observed crossover interaction, but the aggregate means may nevertheless poorly represent individual-level behavior. Put differently, it reduces the none-some-all problem to a some-all problem with respect to whether crossover interactions exist. In addition, in most situations, the main effects are also being submitted to empirical test. In fact, many experiments are designed to discriminate between competing models on the basis of the observed sign of a main effect. Because individuals may differ in the model that represents them best, sign homogeneity cannot be assumed.
In general, the researcher must use prior results about experimental treatments to determine whether or not sign homogeneity can be assumed. It is not sufficient, however, that most or even all prior research has found main effects of the same sign; prior research must also have ruled out sign heterogeneity for those effects. For example, if price differences are an experimental treatment, pretesting might demonstrate that for the stimuli being used all subjects prefer lower prices and that no subjects engage in price quality inferences.
Current Practice in Behavioral Research Is at Risk
In recent years, the Journal of Consumer Research (March 1996 -September 1998 and the Journal of Marketing Research (February 1996 -February 1999 have published 45 articles in which two-way crossover interactions were reported as key hypothesis tests. 4 Of the 45 articles we identified, 32 used a completely between-subjects design, nine used a mixed design in which only one key factor was repeated within subjects, and five manipulated both factors 3 Our claim follows from
The first inequality holds because for all k,
The second inequality follows from the assumption that for b ≤ Fb F. 
The designs were mainly 2 k . Virtually all articles predicted and observed crossover interactions; however, at least one affirmed the null hypothesis as a test of method validity. HUTCHINSON (1998) within subjects in at least one experiment. Subsequently, we describe various statistical tests that can be used to rule out unobserved heterogeneity as an alternative explanation. These methods require within-subjects observations for all effects of interest, however. Thus, such alternative explanations cannot be rejected on the basis of observed data for 91 percent of these articles. Although we will describe several nonstatistical approaches that do not require withinsubjects observations, and between-subjects designs have many strengths, one conclusion of the present work is that the current trend in behavioral research away from withinsubjects designs deserves serious scrutiny. We should note that within-subjects designs, when used alone, are just as prone to aggregation biases as are between-subjects designs.
FIGURE 2

AN EXAMPLE OF THE STIMULI USED BY VERYZER AND
It is only when within-subjects designs are coupled with the diagnostic tests we will describe below that they permit a solution to the problem of unobserved heterogeneity.
In the following section, we use experimental data to illustrate (a) how aggregation can bias observed means, (b) how nonparametric statistical tests can assess the extent of individual-level interactions, and (c) how latent class modeling can be used to test the homogeneity assumption of ANOVA and, if heterogeneity problems are indicated, to provide exploratory information about segment specific effects.
An Empirical Example: The Effects of Unity on Aesthetic Response Veryzer and Hutchinson (1998) report the results of several experiments on judgments of the visual attractiveness of product designs. In one experiment, they used a withinsubjects design and a large number of different sets of stimuli. This design provides a rich source of data for illustrative purposes because we can "create" unobserved heterogeneity by ignoring differences between stimuli. Also, we can search across the different stimulus sets to find particularly instructive examples. Overall, the analyses we report reinforce their conclusions and raise interesting problems for future research on heterogeneity in aesthetic response. They do not imply that the published research was flawed because of unobserved heterogeneity.
In Veryzer and Hutchinson's second experiment, 27 sets of line drawings were used. One set, telephones with shape modifications, is illustrated in Figure 2 . Each set consisted of four line drawings and was generated according to the following factorial design of stimuli (S ij ). First, two distinct parts (referred to here as row and column parts) and a common visual attribute of each were identified in a line drawing of an existing product. Then, the drawing was either left in its original form (called the prototype, S 11 ), or modified in one of three ways-by changing only the column part with respect to the visual attribute (S 12 ), by changing only the row part (S 21 ), or by changing both parts in the same way (S 22 ). Thus, the four stimuli in each set (i.e., the original prototype and the three new products) resulted from a factorial design in which the two factors were mod-2 # 2 ification of the row part and modification of the column part.
Most prior research suggested that familiar product designs would be preferred (e.g., Martindale, Moore, and West [1988] ; Nedungadi and Hutchinson [1985] ; see Veryzer and Hutchinson [1998] for a full discussion). Thus, in the present analysis, original parts are coded ϩ1 and modified parts are coded Ϫ1. A familiarity effect is indicated when and b 1 0 r (i.e., when respondents prefer alternatives that have b 1 0 c the same level as the prototype stimulus, S 11 , on the row and column attributes, respectively). However, there was also prior support for novelty effects (i.e., and
; e.g., Meyers-Levy and Tybout 1989); therefore, sign ho-0 mogeneity could not be assumed. Regardless of the main effects, the aesthetic principle of unity suggested that there should be a positive effect when parts matched with respect to the visual attribute used in the design (i.e., ; this b 1 0 rc interaction was called the unity effect).
In the original Veryzer and Hutchinson (1998) experiment, the use of standard rating scales led to many ties (i.e., two or more of the four stimuli given the same rating). The presence of ties significantly increases the complexity of the analyses we propose. Therefore, we replicated the experiment with a more refined rating scale and instructions that subjects use a unique response for each of the four stimuli in a given set. Preliminary analyses of the Veryzer and Hutchinson (1998) data identified three stimulus sets that were suitable for our purposes because they varied in their degree of heterogeneity. These sets were dressers with two drawers as parts that were modified by adding trim, telephones with base and handset as parts that were modified by changing shape (as in Fig. 2) , and TV remote controls with the front end and the back end as parts that were modified by changing the shape from rectangular to rounded. For these experiments, new line drawings were created that closely resembled those of Veryzer and Hutchinson (1998) . Participants used a 19-point scale (Ϫ9 to ϩ9) to rate the visual attractiveness of the stimuli. Each set of four product designs was presented on the same page, and the presentation order of sets was varied across subjects according to a Latin Square design. To simplify subsequent discussions, we will use the term "observation" to mean the response vector, of judgments given
by the individual, k, to the members of a stimulus set, t.
The unity effect implies a positive value of b rc , and 70 percent of all observations exhibited such an effect ( for 8 percent and for 22 percent; b rc was
positive for 87 percent, 69 percent, and 53 percent of observations for dressers, telephones, and TV remote controls, respectively; see Table 2 ). However, as discussed earlier, if monotonic transformations of the data are allowed, then noncrossover interactions-even at the individual level-can be observed when there is no true unity effect. Consequently, more convincing evidence of unity comes from crossover interactions.
6
The overall mean ratings of visual attractiveness (across all three stimulus sets) exhibited a clear double crossover interaction that was consistent with a unity effect and was statistically significant in a traditional mixed effects ANOVA ( ): This could result from nonlinearity in the output functions; however, Veryzer and Hutchinson (1998) wanted to rule out the possibility of interactions resulting from nonlinear (but monotonic) familiarity effects without genuine unity effects. Their analysis of an individual level measure, U , is conceptually similar to the tests described here.
for each product. When this was done, the unity effect for all three products was found to be in the predicted direction, at least a single crossover (i.e., see .4 phones, and TV remote controls, respectively). It is tempting to end the analysis here and conclude that unity effects occur regardless of product type. As our subsequent analyses reveal, this exemplifies the none-some-all problem as well as the ignorance-is-bliss problem.
To probe more deeply whether a crossover interaction in the aggregate is mirrored by most individual respondents, one can examine each individual's set of the four ratings for each stimulus set and count the number of crossover interactions. This approach is consistent with the general advice of statisticians like John Tukey (1977) to examine the distribution of the raw data in addition to various summary statistics.
Nonparametric Tests
Given the hypothesis of a positive crossover interaction (i.e., a unity effect), the strongest support for this hypothesis is provided by sets of ratings that are ordered such that both diagonal cells (i.e., R 11 and R 22 ) are larger than both offdiagonal cells (i.e., R 12 and R 21 ). These orderings provide unambiguous support for a double crossover interaction at the individual level. There are four such orderings: and and the reversed ysis section of Table 2 presents the relative frequencies with which each type ordering was observed in the data. The purpose of these classifications is primarily descriptive. Table 2 shows that across the three products 56 percent (i.e., 39 percent ϩ 17 percent) of the observed orderings were consistent with the crossover interaction predicted by Veryzer and Hutchinson (1998;  i.e., a unity effect), 31 percent were neutral, and 13 percent represented reverse crossover interactions. Thus, their hypothesis about unity is supported for most, but not all, observations. Before discussing statistical tests for the presence of such interactions, it is instructive to observe the biasing effects of averaging revealed in Table 2 . As mentioned earlier, the overall means exhibit a positive double crossover interaction that is large relative to the main effects. In actuality, only 39 percent of the observations exhibited a positive double crossover, and most of these occurred for the dresser stimuli. The main effects are small because they differ in sign across products and, therefore, cancel in the pooled data. Thus, assuming that the overall means are representative of all or even most individuals is incorrect and illustrates the risk of misinterpretation (i.e., the none-some-all problem) when only overall means are reported (as is commonly done in our field). A complete theory for these data should explain not only the observed means but also the determinants of the heterogeneity that is evident in Table 2 . Some of the variation is due to interactions with product category; however, heterogeneity is evident even within each stimulus set. For example, the percentage of subjects exhibiting the same type of interaction as the aggregate means ranges from 77 percent to 20 percent across the three stimulus sets. Perhaps, this variation is merely the result of random disturbances in psychological impressions or of simple measurement error. Alternatively, there might be systematic sources of heterogeneity. We propose two approaches to separating these potential explanations: nonparametric statistics and latent class modeling.
To provide a nonparametric test of the prevalence of crossover interactions across individuals, we adopt a traditional statistical approach. 8 If there is no true interaction and the observed individual-level interactions are due to error from some symmetric distribution, then approximately equal numbers of observations should exhibit positive and negative crossover interactions. Thus, one can compute the number of orderings in Table 2 supporting a positive crossover interaction as a proportion of the orderings supporting either a positive or a negative crossover (i.e., nonneutral orderings). Then the standard z-test for proportions can be used to test the hypothesis that the true proportion is 50 percent. We call this the crossovers test. The crossovers test is the ordinal analog of the traditional sign test applied to 8 Nonparametric tests are robust and easily adapted to individual level hypotheses. However, they are less statistically powerful than tests that are based on specific assumptions about error distributions. Therefore, small but reliable deviations from homogeneity may not be detected by nonparametric tests. Subsequently, we discuss parametric methods using latent class and random coefficients modeling.
b rck (see Guilford and Fruchter 1973) . This sign test is also reported in Table 2 .
Results of these tests for the aesthetic response data are given in the ordinal analysis section of Table 2 . For example, the crossover test value for the pooled data is 81 percent and is computed as (39 percent ϩ 17 percent)/(39 percent ϩ 17 percent ϩ 9 percent ϩ 4 percent). When computed separately, the crossovers test is significant for dressers and telephones, but not for TV remote controls. Recall that the ANOVA found the unity effect interaction to be significant for TV remote controls. The sign test, the crossovers test, and the relatively large proportion of reverse crossovers (17 percent ϩ 9 percent p 26 percent) indicate that the risk of making a none-some-all error is high for the TV remote controls data if only aggregate statistics are examined.
Overall, these results clearly show that a positive aesthetic response to unity is very common. However, this does not imply that the mean ratings are representative of all or even most participants. Recall that only 39 percent of observations exhibited a positive, double crossover interaction. In the next section, we show how these nonparametric tests can be followed up with more powerful parametric tests when the former indicate heterogeneity may be a problem.
Latent Class Modeling of Crossover Interactions
As noted earlier, if the primary source of heterogeneity is some easily observed variable, like gender or product category, it can be used as a blocking variable to remove aggregation biases. However, in most cases one is confronted with the needle-in-a-haystack problem of searching for the right blocking variables, making it likely that heterogeneity will be unobserved. Latent class modeling provides a solution to the needle-in-a-haystack problem because explicitly measured characteristics of the subjects are not required. For our purposes, the main objectives of the analysis are to test the homogeneity assumed by traditional ANOVA, and, if homogeneity is rejected, provide exploratory information about the sources of heterogeneity. We achieve these objectives by applying a finite mixture of linear regressions (DeSarbo and Cron 1988), also known as latent class regressions. Instead of fitting a single linear model to the data from all subjects as in ANOVA, we assume that there might be S groups of subjects, with the members of each group sharing a common linear response function. Therefore, if a particular subject k belongs to a group s, then responses, R ijk , from the design discussed earlier 2 # 2 would be modeled as follows: 
12k 0s r s c s r c s 12ks Because the group-specific intercepts are not of substantive interest, we simplify the analyses reported here through the mean-centering of the dependent variable within each subject for each stimulus set (therefore, b 0s is not estimated). Also, although nonlinear output functions could be estimated, this adds model parameters and is not substantively necessary insofar as we can test for crossover interactions within each group. Thus, for these type of data the assumption that the model is linear is not particularly restrictive.
The probability that subject k with response vector belongs to group s is given by
t c t r c t tp1
where p s is the relative size of group s, and
is the conditional likelihood of the observed data from subject k given the response function for group s, is the f * (.) standardized normal density function, e ijk is the residual error for the observed value R ijk (i.e., ), and j s 2 is the R Ϫ R ijk ijs error variance within group s. In essence, a separate ANOVA is conducted for each group, but the groups themselves are formed such that they maximize the likelihood of observing the data. Thus, the needle-in-a-haystack problem is solved "internally" in the sense that no explicitly measured background variables are used to form groups. The Appendix provides a more detailed discussion of the relationship between latent class and ANOVA models for within-subjects and between-subjects experimental designs. One of the major difficulties in applying the latent class approach is determining the "correct" number of classes. Typically, this decision is based on information criteria such as the Bayesian Information Criterion (BIC) or the Consistent Akaike Information Criterion (CAIC). In the analyses described next, these traditional criteria suggested at least two classes in all analyses, and we report results for the models chosen by these criteria. The exact number of latent classes is not critical, however. Our primary goal is to test the hypothesis that there is only one class (i.e., homogeneity). We also hope to gain insight into the nature of the unobserved heterogeneity whenever this test of homogeneity fails.
Details about the estimation of the parameters and about available software can be found in Wedel and Kamakura (1997) . Our goal here is to illustrate the impact of unobserved heterogeneity on tests of crossover interactions. For this illustration, we estimated a separate latent class model for each of the three product types using the same aesthetic response data as was used in the nonparametric tests. To anticipate our results, all three latent class analyses confirmed that a majority of subjects exhibited a unity effect (i.e., a statistically significant positive interaction). However, in only one case-dressers-were the overall means (or equivalently the parameters of the one class solution) reasonably interpreted as representative of the population as a whole.
The latent class and aggregate results for the dressers stimulus set are shown in Table 3 , part A. In this case, the conclusions drawn from the aggregate analysis are generally confirmed at the latent class level. All three classes show negative row and column effects, indicating that subjects prefer dressers with trim added to the drawers (although the row effect is weak for two of three classes). Classes 2 and 3, representing 76 percent of the sample, both show a significant preference for unity, and this effect is a double crossover (i.e., Also, the most preb 1 max {Fb F, Fb F}). ferred dresser for all three classes was stimulus S 22 . The three latent classes differ mostly on the magnitude of the effects. All effects have the same sign across classes, and these are the same as for the aggregate analysis. When applied to the telephone/shape data (illustrated in Fig. 2) , the latent class regression model produces a different portrait of aesthetic preferences within groups than does the aggregate analysis (see Table 3 , part B). At the aggregate level, subjects appear to dislike changes in the handset or the base ( and ) and to prefer unity
The unity effect is a single crossover and the b 1 0 rc prototype, S 11 , has the highest aggregate mean. However, each of the two latent classes exhibits a very different pattern of effects. Members of class 1 (65 percent of subjects) strongly dislike the shape modifications and exhibit a small unity effect that is not a crossover interaction. Their most preferred stimulus is the prototype, S 11 . Members of class 2 exhibit no significant main effects of modification but strongly prefer unity in these two aspects. The unity effect for this class is a double crossover interaction ( ). The most preferred b p 1.35 1 .47 p max {Fb F, Fb F} rc r c stimulus is S 22 , the least prototypical design. In this telephones application, it is evident that the significant effects at the aggregate level can be interpreted as a mixture of two segments that exhibit either main effects only or only an interaction. When the data are pooled, it appears as though all effects are significant and that the unity effect is a single crossover interaction. However, under a strict interpretation of the latent class model, none of the subjects exhibits this general pattern and, more specifically, none of the subjects exhibits a single crossover unity effect.
Our latent-class analysis of the TV remote control data produces the most dramatic differences across groups, as shown in Table 3 , part C. A standard aggregate analysis would lead to the conclusion that people prefer a rectangular front to a rounded front (i.e., a main effect of row), but don't care about the back end (i.e., no main effect of column) as long as it matches the front (i.e., a significant single crossover interaction or unity effect). None of the four latent classes exhibits this pattern of results.
Class 2 (39 percent of subjects) is most similar to the aggregate analysis. It differs only in that the main effect of column is significant. The unity effect is a single crossover, and the rank order of preferences is the same as the aggregate model. The other three classes (61 percent of subjects) do not match the aggregate analysis in the pattern of significant effects (or even the directions of the effects), the type of interaction, or the preference order. Thus, the aggregate means are highly misleading as a representation of most subjects. Even the unity effect, which is positive for all classes in the dresser and telephone analyses, reverses in two latent classes (43 percent of subjects). These reversals are consistent with the fact that the nonparametric crossovers test failed only for this data set; moreover, the relative proportion of reverse interactions was high in both the intervalscale and ordinal-scale analyses in Table 2 . Finally, the nonsignificant main effect of column is clearly the result of cancellation across significant class-level effects (see our earlier discussions of Table 1 and Fig. 1 ).
These three applications of latent class modeling demonstrate that traditional aggregate analyses of variance might not reflect the actual individual behavior under investigation. The first example (dressers) demonstrated that the aggregate analysis might reflect the general nature of the phenomenon under study but not portray the true intensity of the segmentlevel effects being investigated. The second (telephones) showed that effects that are significant in an aggregate analysis may exist separately, but not in combination, at the segment level. Finally, the application to the TV remote controls data demonstrated that when the underlying classes are very different, effects that are significant, but opposite in direction, at the segment level can cancel in the aggregate analysis. The result is that the aggregate means do not accurately represent any of the underlying segments. Having noted these problems with aggregate analyses, we should add that, in each case, most subjects belonged to a class with a significant positive interaction (i.e., a unity effect). Thus, the main hypothesis of Veryzer and Hutchinson (1998) is supported. However, the overall means were incomplete and, in some cases, misleading as indicators of size and stability of the unity effect. Veryzer and Hutchinson noted the variation in effect size across stimulus sets. These analyses show that similar heterogeneity exists even for responses to the same stimulus sets. Future theories of aesthetic response, therefore, need to account for this type of heterogeneity.
REVERSALS OF RELATIVE CHOICE PROPORTIONS
Simple attraction models of individual choice probabilities and population choice shares predict that the relative choice proportions for two items remain constant across variations in the composition of the choice set (e.g., Luce 1959; McFadden 1974) . 9 This property is often called independence from irrelevant alternatives (abbreviated IIA, Tversky [1972] ). In contrast to this prediction, the composition of the set of alternatives offered in choice problems has been shown to result in reversals of choice proportions for alternatives that are common to all choice sets. The most well known reversal effects of this type are similarity effects (Tversky 1972) , decoy effects (also called attraction or asymmetric dominance effects; Heath and Chatterjee [1996] ; Huber, Payne, and Puto [1982] ), and compromise effects (Simonson 1989; Simonson and Tversky 1992; Tversky and Simonson 1993 is very similar to y, it is common to observe a similarity effect, ; that is, the addition of z to the choice set R 1 R xyFz x y hurts y more than x. For example, in an election in the United States the entry of a conservative Independent candidate generally steals more votes from the Republican candidate than from the Democratic candidate. Similarity effects have been long interpreted as both population and individual-level phenomena and are consistent with most general models of choice probabilities (Allenby et al. 1998; Chintagunta, Jain, and Vilcassim 1991; Elrod and Keane 1995; Hutchinson 1986; Kamakura and Russell 1989; McFadden 1986; Tversky 1972) . In particular, many models predict similarity effects because preferences are heterogeneous even though each individual satisfies IIA (e.g., only Republican supporters switch to the Independent). In contrast, if z is a decoy in the sense that it is dominated by y but not x, then ; that is, the addition of z to R ! R xyFz x y the choice set helps y and hurts x even though no one chooses z. For example, assume x is a low in both price and quality and y is high in both. If z is equal in quality to y but offered at a slightly higher price, then a decoy effect is likely to be observed. In this case, unobserved heterogeneity (among IIA individuals) can be ruled out as an explanation because decoy effects imply violations of regularity. Regularity requires choice probabilities for every alternative in a choice set to decrease (or remain unchanged) when one or more new alternatives are added to the set. No model based on unobserved heterogeneity can predict violations of regularity unless at least some individuals also violate regularity.
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Thus, unobserved heterogeneity is clearly ruled out as an explanation of context effects that violate regularity. Because no one chooses z in a decoy effect experiment, the choice proportion for y must increase for the effect to be observed.
Compromise effects are similar to decoy effects except that the third item, z, is not dominated. Typically, it extends the efficient frontier of the binary choice set in a way that makes y seem less extreme (e.g., z is higher than y in both 9 Simple attraction models define the probability of choosing item x from set T as where u is a nonnegative, real-valued sometimes observed in these experiments (i.e., ), the difference is often too small P(y, {x, y, z} 1 P(y, {x, y}) to be statistically reliable, and certain experimental paradigms do not permit a test of regularity (Heath and Chatterjee 1995; Simonson and Tversky 1992) . Moreover, the theoretical models developed to explain these effects do not require that regularity be always violated. Thus, it is important to be able to rule out unobserved heterogeneity as an alternative explanation.
One approach is to find some auxiliary property other than regularity that is plausibly assumed and also rules out unobserved heterogeneity as an explanation. For example, Tversky and Simonson (1993) show that if individuals are context-independent value maximizers and the distribution of preference orderings across the population satisfies a property they call the ranking condition, then choice proportion reversals should not be observed. The technical definition of the ranking condition is rather complex; however, loosely speaking it requires that most people have preferences that vary monotonically with each attribute (e.g., from low price and quality to high price and quality). While the a priori plausibility of the ranking condition may be open to debate, Tversky and Simonson (1993) also report that they empirically verified this condition for many of their stimuli in preliminary experiments. Given this verification, their observed reversals imply failures of context independence at the individual level.
This general approach is exemplary and provides one way to rule out unobserved heterogeneity as an alternative explanation. However, the ranking condition is specific to their stimulus design, and such conditions may be difficult to deduce for other choice experiments. Moreover, if the ranking condition fails for some stimuli, it does not follow that unobserved heterogeneity can account for the results. It just means that it cannot be ruled out. We propose a more general and direct approach to the problem.
Unobserved Heterogeneity as an Explanation for Compromise Effects
Within-subjects designs are rare in choice experiments because memory for previous choices can bias subsequent choices (inhibiting reversals). For between-subjects experiments, there is not enough information to reliably estimate likelihoods that individual subjects belong to a given latent class, as we did for the aesthetic response data. One can, however, ask the question of whether some simple latent class model can account for the violations of IIA in the aggregate data without such violations within any class. For the following examples, we estimate the standard latent class model for aggregate contingency tables (e.g., Goodman 1979; Grover and Srinivasan 1987) . Given the small number of observations, the relatively large number of model parameters, and our simple goal of finding a plausible alter- Simonson and Tversky (1992, p. 290) . Parameters were estimated by nonlinear least squares. Because the data provide only 6 degrees of freedom, the latent class model was constrained. Only five free parameters were estimated: v 1 , w 1 , v 2 , x 2 , and the size of segment 1. The imposed constraint was , class parameters sum to 100, and segment sizes sum to one. These constraints were based on an initial
unconstrained analysis with 9 degrees of freedom.
native explanation, a standard nonlinear least squares method was used. Simonson and Tversky (1992) report the results of a large number of choice experiments that demonstrate context effects of various types. This provides a rich source of data for illustrative purposes because we can search across the different stimulus sets to find particularly instructive examples. As before, the analyses we report mainly reinforce the authors' conclusions and raise interesting problems for future research on heterogeneity in choice experiments. We do not conclude that the published research was flawed by unobserved heterogeneity.
Consider a typical compromise effect from Simonson and Tversky (1992) . In several of their experiments, five twoattribute alternatives were defined such that increases in one attribute were always paired with decreases in the other attribute. Table 4 gives a set of such stimuli. For portable grills, more cooking area and less weight are desirable. These five grills are defined such that an increase of 40 square inches in cooking area is always accompanied by an increase of 3 pounds in weight. Three choice sets were used in the experiment: {v, w, x}, {w, x, y}, and {x, y, z}. Alternative w was chosen more frequently than x for the first set, but x was chosen more frequently than w for the second set. Similarly, x was chosen more frequently than y for second set, but y was chosen more frequently than x for the third set. In each set, the middle alternative (i.e., the compromise position) was the modal choice. This is a violation of IIA. (Note that a test of regularity is not possible because each set has three alternatives.) Table 4 also shows how the observed proportions could result from aggregating two segments, each of which satisfy IIA. Here, the latent class solution is implausible given the attribute structure of the stimuli. The estimated utility functions for the two segments consist of alternating high and low values as lightness is traded for cooking area. This can be interpreted as segments with multiple ideal points that are precisely located so that there is always an ideal point from one segment between two adjacent ideal points for the other segment. This allows choice shares to reverse as the choice set is changed because it will always be the case that (1) one segment has a single preferred alternative, (2) the other segment divides its share between the other two alternatives, and (3) these roles alternate as the choice set is moved along the efficient frontier of the attribute space. Clearly, this is a very unlikely preference structure, so unobserved heterogeneity does not appear to be a good alternative explanation for these results. ble 5 illustrates an "inverse-compromise effect" in which the relative choice proportions for a given alternative are smaller (rather than larger) when it is in the middle position than when it is at one of the extremes (from app. B of Simonson and Tversky [1992] ). 12 Again, a two-segment latent class model captures this effect and fits the data well. Moreover, the pattern of scale values is plausible. To see how such patterns arise, consider linear models of preference. The stimuli in this experiment fall on a straight line in the attribute space. Individuals with linear preference functions will find increasingly expensive alternatives more attractive if the slope of the stimulus line is less than the ratio of the importance weight for quality to that of price. They will exhibit the opposite pattern if the slope is greater than this ratio. Thus, "straight line" stimulus sets are particularly prone to this type of heterogeneity, and we conclude that unobserved heterogeneity is a plausible explanation for these data. Whether the results are due to context effects or to unobserved heterogeneity can only be determined with additional within-subjects data, which would allow us to distinguish individual differences in preferences from individual-level departures from IIA.
GENERAL DISCUSSION
In empirical consumer research, aggregate data are often used to estimate population parameters, provide statistical tests on those parameters, and test theoretical hypotheses. These aggregate results are often assumed to represent individual consumers well. We have shown that this need not be the case. It is possible for aggregate results to exhibit properties not possessed by any specific individual and for individuals to exhibit properties not evident in aggregate analyses. We have referred to this fact as the none-someall problem because aggregate results may hold for none, some, or all of the individuals. Even when statistical analyses appropriately reject the (null) hypothesis that none of the individuals possess a certain property, implying only that at least some individuals have it, we are often tempted to extend that inference from "some" to "most" or "all" as we discuss the implications of empirical results.
In this article, we have described methods for addressing the none-some-all problem. These methods are summarized in Figure 3 . We propose that experimental tests of individual-level theories should use at least one of these methods to rule out unobserved heterogeneity as an alternative explanation. Although open to debate, we find most a priori assumptions suspect and prefer empirical tests for the presence of unobserved heterogeneity. Moreover, given the prevalence of individual differences in prior behavioral research, we believe a heterogeneous model that is simple at the individual level should be preferred to a homogeneous model that requires a complex account of individual behavior. If the data are consistent with both types of models, then our prior beliefs about the likelihoods of specific patterns of heterogeneity and homogeneity in human populations should drive our posterior beliefs about the theories being tested (Brinberg, Lynch, and Sawyer 1992 ).
External Validity
At one level, our position simply restates the call of many researchers to evaluate the external validity of their findings-that is, the degree to which their findings are likely to generalize across subpopulations defined by different levels of some background factor or factors (Cook and Campbell 1979; Lynch 1982 Lynch , 1983 . Calder, Phillips, and Tybout (1982) legitimately criticized Lynch's arguments as a counsel of despair because the number of background factors that could moderate the key findings is indefinitely 
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large-the needle-in-a-haystack problem. Moreover, they made a valid point in arguing that nonsignificant results in a test of a background factor # treatment interaction provide no evidence that other, untested background factors do not in fact interact. This is the problem of induction.
The diagnostic tests used here address both the needlein-a-haystack problem and the problem of induction by freeing the researcher from the task of specifying which background variables are in fact interacting with the key treatment effects. Latent class analyses, in particular, are extremely helpful. We simply test whether some latent class model exists that leads to a substantively different interpretation than the overall means. If not, the claim of robustness is strengthened, and belief is strengthened that the aggregate results hold at the individual level. On the other hand, if a latent class solution is both plausible and leads to different conclusions than the overall means, the latent classes can be viewed as the levels of a latent qualitative (nominal) factor moderating the relationships observed in the overall means. The researcher now can attempt to find specifiable background variables that explain membership in the different latent classes and can take on the theoretical task of accounting for class differences in patterns of treatment effects.
Discrete versus Continuous Heterogeneity
The latent class model implies a discrete form of consumer heterogeneity. It assumes that consumers can be grouped into classes that are relatively homogeneous in their response to experimental treatments. One might also assume the main effects (b rk , b ck ) and interactions (b rck ) to be continuously distributed in the population, say with a multivariate normal distribution, leading to a random-coefficient model that can be estimated either by generalized least squares (Hausman 1978; Swamy 1971) or using a hierarchical Bayes formulation (Zeger and Karim 1991) . One must be aware, however, that in this case, the variance and covariance of the random coefficients capture unobserved heterogeneity. Interpretation and testing of the effect means may produce misleading conclusions not unlike those drawn from aggregate models. In other words, the mean of the population distribution of the random coefficients might show a crossover interaction, when, depending on the variance of the random coefficients, a significant proportion of the population might exhibit a smaller, noncrossover interaction, no interaction, or an interaction of the opposite sign. Random coefficient models also require the a priori specification of the continuous distribution of the response coefficients (b rk , b ck , and b rck ) in the population of consumers.
The latent class model (in fact, a finite mixture of regressions) on the other hand, requires no a priori assumption about the functional form for the distribution of response coefficients. Instead, it requires that the heterogeneity in coefficients can be represented by distinct segments of consumers who are relatively homogeneous in their response to the experimental treatments. Because we mainly want to test homogeneity, and when that test fails provide exploratory information about heterogeneity, we use latent class modeling. For developing theoretical explanations of heterogeneity effects, both types of models should be considered.
Within-Subjects Designs
Because this article is aimed primarily at an audience of experimental consumer researchers who have not given great attention to problems of aggregation biases, we briefly consider the implications of our arguments for experimental design. The main implication is that researchers should make greater use of within-subjects designs than they do currently. (Recall that most choice experiments have been conducted completely between subjects and that only five of 45 recent articles in the Journal of Consumer Research and the Journal of Marketing Research used within-subjects experimental designs to test predicted interactions.) If designs are exclusively between subjects the researcher's options are limited. One can use aggregate latent class analysis to establish the possibility that the observed results were produced by individuals who do not behave according to the proposed theory. However, with between-subjects data, one cannot conduct nonparametric tests or identify latent class models properly. Thus, it is difficult to provide definitive evidence for or against unobserved heterogeneity as an alternative explanation. Moreover, one cannot then follow up with analyses that would help understand the background factors that explain class membership.
Researchers have often preferred between-subjects designs to within-subjects designs on the grounds that the latter are more reactive (i.e., subject to sensitization and demand characteristics; Greenwald [1976] ; Shepanski, Tubbs, and Grimlund [1992] ). Moreover, there are various kinds of carryover effects (Keppel 1991) and self-generated validity effects (Feldman and Lynch 1988 ) that can bias results in within-subjects designs. These are all valid concerns, and the indiscriminate use of within-subjects designs might produce a cure for potential aggregation biases that is worse than the disease.
However, in many cases these traditional problems of within-subjects designs can be avoided. For example, it is sometimes possible to develop experimental procedures that control or eliminate the reactivity and carryover problems (e.g., distractor tasks, delay, etc.). Additionally, one can counterbalance ordinal position with treatment effects in a within-subjects design. This permits statistical tests of position by treatment interactions. Significant results signal the presence of differential carryover. In the extreme, all but the first observation could be deleted from subsequent analyses, reducing the data to a simple between-subjects design. Clearly this comes at a cost in terms of data collection. If carryover effects are absent, all the data can be used, and the diagnostics for unobserved heterogeneity can be applied without fear of countervailing disadvantage of within-subjects designs. If the analyses for order effects revealed main effects of ordinal position of the treatment, those effects should be removed prior to latent class analysis (see Keppel [1991, pp. 361-364] for details).
Conclusion
This article is a cautionary tale. Although we have focused on spurious reversal effects (i.e., crossover interactions and changes in relative choice proportions), the astute reader will have realized that the problem is more pervasive than that. It applies to main effects as well as interactions and to "canceled" real effects as well apparent effects that are invalid. In its essence our claim is simple. Aggregate means from within-subject or between-subjects designs are not always representative of individual behavior. Few would argue with this. However, most research observes a large number of data points collected in a variety of experimental conditions. Thus, it is very tempting to summarize the results with averages. Our goal here has been to show that the risks are great when averages are taken at face value. When researchers couple within-subjects designs with explicit analyses for heterogeneity, they can make significant progress in understanding the external validity of patterns of treatment means and in refining theories of individual behavior.
APPENDIX
It is useful to compare a latent class approach to modeling heterogeneity to that familiar to researchers working within an ANOVA framework. Consider a Row (R) # Col-2 # 2 umn (C), and contrast four analyses of the same 400 numbers that differ in model assumptions as follows:
1. A completely between-subjects ANOVA, R # C # (i.e., a Row by Column factorial design in which 400 S/RC subjects are nested within rows and columns).
2. A completely within-subjects ANOVA, R # C # S (i.e., a Row by Column factorial design in which 100 subjects each judged all four combinations of row and column).
3. The same analysis as in analysis 2, but with an explicitly measured blocking variable on Subjects (e.g., gender, with 50 males and 50 females, yielding a R # C # G # ANOVA). S/G 4. A latent class analysis with two classes as described earlier.
Consider first a completely between-subjects design, analysis 1. Variance among the 400 numbers is decomposed into four sources, where r is the number of levels in for the row effect, c is the number of levels in for the column effect, and n is the number of subjects in each between-subjects condition (see Table A1 ).
Contrast this to the completely within-subjects design of 
analysis 2. A repeated measures ANOVA decomposes the variance into the following sources (see Table A2 ). Note that in line 5 of Table A2 we devoted (n Ϫ 1) p degrees of freedom to model heterogeneity among sub-99 jects as a "main effect" (i.e., 99 parameters are computed), in line 6 we devoted degrees of free-(r Ϫ 1)(n Ϫ 1) p 99 dom to estimate the mean square error (i.e., heterogeneity among subjects in the Row main effect) for testing the main effect of Row, in line 7 we devoted (r Ϫ 1)(n Ϫ 1) p 99 degrees of freedom to estimate the mean square error (i.e., heterogeneity among subjects in the Column main effect) for testing the main effect of Column, and in line 8 we devoted degrees of freedom to (r Ϫ 1)(c Ϫ 1)(n Ϫ 1) p 99 estimate the mean square error (i.e., heterogeneity among subjects in the Row by Column interaction) for testing the Row by Column interaction. These sources of variation were pooled in the between-subjects analysis (i.e., Table A1 ) as Subjects nested within Row and Column, which was the proper error term for the Row, Column, and Row by Column effects.
One can ask the question of whether the between-subject or within-subject design yields higher power for the Row by Column interaction (or for any specific effect). Although it is often assumed that within-subjects designs are uniformly more powerful than between-subjects designs, it is easy to show that the error term for the interaction in the between-subjects analysis in Table A1 , MS(S/RC), is a weighted average of and MS(S), MS(R # S), MS(C # S), in the within-subjects analysis (Table A2) .
MS(R # C # S)
It follows that the within-subjects analysis for the interaction will be more powerful only when is less MS(R # C # S) than the weighted average of MS(S), MS(R # S), . Often this is reasonable, as in when "yea-say-MS(R # S) ing" and "nay-saying" is expected to vary widely across subjects. However, if the effect of subject is expected to be small relative to the interactions of subject with the other effects, then a between-subjects design would be more powerful. Note that in the Veryzer and Hutchinson (1998) study it was natural to assume that subjects might differ in the general preference for products (e.g., telephones vs. dressers, the main effect of subjects) and in their preference for different modifications (e.g., trim vs. no trim, the separate interactions of subject with Row and Column), but they believed that unity would be preferred regardless of these other preferences. Thus, based on their prior expectations, a within-subjects design would be most powerful for testing the interaction (i.e., unity), but not necessarily for R # C testing the main effects.
Now consider a modification of the within-subjects design that includes a blocking variable, Gender, to account for some of the heterogeneity (i.e., in Table A3 , and g p 2 ). n p 50
Comparing this analysis to the purely within-subjects analysis in Table A2 , the sum of squares and degrees of freedom for the Subjects main effect in (2) are decomposed in (3) into Gender and Subjects nested within Gender.
in (2) is decomposed in (3) into and R # S R # G R# . Similarly, in (2) is decomposed in (3) into S/G C # S and and in (2) is decomposed C # G C# S/G, R # C # S in (3) into and . Therefore, if R # C # G R# C # S/G there are real or Row # Gender, Column # Gender, interactions, the analysis in TaRow # Column # Gender ble A3 is superior in two respects: it avoids aggregation biases from pooling across Gender, and it removes these three sources of variance from error terms for Row, Column, and effects, respectively. However, the Row # Column model still assumes implicitly that there are stable individual differences among subjects of the same Gender in how they respond to the Row manipulation, and that this Row # interaction is conceptually distinct from inSubjects/Gender dividual differences in response to column effects, and from individual differColumn # Subjects/Gender, ences in sensitivity to the interaction, Row # Column # Subjects/Gender.
In contrast, the latent class model in Table A4 is conceptually similar to estimating the model in Table A1 separately for each of S classes which are assumed to be homogeneous. The latent class analysis uses degrees of freedom to estimate the following parameters (for two latent classes in this example).
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The latent class analysis estimates a separate set of Row, Column and parameters for each class. The Row # Column
The denotations of r and c are different in each column. They index parameters in the "Estimated Parameters" column, as in our earlier discussions of latent class, and they denote the number of levels in each factor in the df column, consistent with the traditional ANOVA notation used in this Appendix. Lower case s indexes classes and upper case S is the number of classes. 4. Rows (R ) ( r Ϫ 1) p 1 R # S /G 5. R # G (r Ϫ 1)(g Ϫ 1) p 1 R # S /G 6. Columns (C ) ( c Ϫ 1) p 1 C # S /G 7. C # G (c Ϫ 1)(g Ϫ 1) p 1 C # S /G 8. R # C (r Ϫ 1)(c Ϫ 1) p 1 R # C # S /G 9. R # C # G (r Ϫ 1)(c Ϫ 1)(g Ϫ 1) p 1 R # C # S /G 10. R # S /G (r Ϫ 1)g(n Ϫ 1) p 98 11. C # S /G (i Ϫ 1)g(n Ϫ 1) p 98 12. R # C # S /G (r Ϫ 1)(c Ϫ 1)g(n Ϫ 1) p 98 Total rcgn p 2 # 2 # 2 # 50 p 400 error variance is also estimated for each class and used to estimate R 2 for each segment. Statistical tests, however, are based on standard errors estimated by the inverse of the information matrix. In our analyses, the data were zerocentered for each subject (i.e., the main effect of subject was removed and intercepts are therefore zero). The estimation procedure searches for values of these parameters that maximize the likelihood that the 400 data values would be observed. When there is one class, this is equivalent to the analysis in Table A1 . Note that the homogeneity assumption renders the analyses in Tables A1 and A2 equivalent because it implies that the expected values of MS(S), and used in Ta-MS(R # S), MS(C # S), MS(R # C # S) ble A2 are identical to each other and to any weighted average of these values, including MS(S/RC) which is used in Table A1 . When there are two classes, the separate estimation of error variance for each class makes the latent class analysis in Table A4 like the blocking variable analysis  in Table A3 , insofar as it corrects for aggregation errors from interpreting Row, Column, and efRow # Column fects pooled across classes, and in removing the interactions of Class with Row, Column, and effects Row # Column from error terms.
However, latent class analysis provides a more parsimonious account of the heterogeneity. Any differences among respondents who belonged to the same latent class are assumed to be due to purely random error-not to some residual within-class Colum ubjects, Row # Subjects, n # S or interactions. In this way, laRow # Column # Subjects tent class analysis differs even from an ANOVA account in which the latent classes were known, and could be treated as a blocking factor. In addition, the blocking achieved by latent class is more optimal (for the observed data) than could be achieved by some a priori partitioning of subjects because the number of subjects in each class and the assignments of subjects to classes depends directly on the estimated parameters which are maximum likelihood.
We should note that latent class analysis removes one previously discussed disincentive to using within-subjects designs. In standard ANOVA, there are cases when betweensubjects designs might be expected to be more powerful. For instance, if the primary interest in the analysis were in the interaction effect but the researcher anRow # Column ticipated that might be large relative to MS(R # C # S) MS(S), and the intelligent user of MS(R # S), MS(C # S), ANOVA would normally be discouraged from using withinsubjects designs. In principle, the latent class analysis would remove this disincentive in such a case. In latent class, one would find large differences between classes in the Row # Column interaction effects and, ideally, little within-class error, as revealed by a values of substantially smaller 2 j s than would have been observed for the error term MS(S/ RC) in the between-subjects analysis 1 or the MS(R # that would be the error term in the within-subjects C # S) analysis in Table A2 .
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