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Abstract
Fixed wireless communication is a cost-efficient solution for flexible and rapid front-/backhaul
deployments. Technologies including dual polarization, carrier aggregation, and higher order
modulation schemes have been developed for enhancing its throughput. In order to better sup-
port the massive traffic increment during network evolution, novel wireless backhaul solutions
with possible new dimensions in increasing the spectral efficiency are needed. Line-of-Sight
(LoS) Multiple-Input-Multiple-Output (MIMO) communication is such a promising candidate
allowing the throughput to scale linearly with the deployed antenna pairs. Spatial multiplexing
with sub-channels having approximately equal quality exists within a single LoS direction. In ad-
dition, operating at millimeter wave (mmWave) frequencies or higher, the abundantly available
bandwidth can further enhance the throughput of LoS MIMO communication. The mmWave
LoS MIMO communication in this work exploits the spatial multiplexing from the structured
phase couplings of a single path direction, while most of the state-of-the-art works in mmWave
communication focus on the spatial multiplexing from the spatial signature of multiple path
directions.
Challenges: The performance of a LoS MIMO system is highly dependent on the antenna
topology. Topologies resulting in theoretically orthogonal channels are considered as optimal
arrangements. The general topology solution from a unified viewpoint is unknown. The known
optimal arrangements in the literature are rather independently derived and contain restrictions
on their array planes. Moreover, operating at mmWave frequencies with wideband signals intro-
duces additional challenges. On one hand, high pathloss is one limiting factor of the received
signal power. On the other hand, high symbol rates and relatively high antenna numbers create
challenges in signal processing, especially the required complexity for compensating hardware
imperfections and applying beamforming.
Targets: In this thesis, we focus on antenna topologies and signal processing schemes to effec-
tively handle the complexity challenge in LoSMIMO communications. Considering the antenna
topology, we target a general solution of optimal arrangements on any arbitrarily curved surface.
Moreover, we study the antenna topologies with which the system gains more streams and bet-
ter received signals. Considering the signal processing, we look for low complexity schemes
that can effectively compensate the hardware impairments and can cope with a large number of
antennas.
Main Contributions: The following models and algorithms are developed for understanding
mmWave LoS spatial multiplexing and turning it into practice. First, after analyzing the relation
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between the phase couplings and the antenna positions in three dimensional space, we derive
a channel factorization model for LoS MIMO communication. Based on this, we provide a
general topology solution from a projection point of view and show that the resulting spatial
multiplexing is robust against moderate displacement errors. In addition, we propose a multi-
subarray LoS MIMO system for jointly harvesting the spatial multiplexing and array gains.
Then, we propose a novel algorithm for LoS MIMO channel equalization, which is carried out
in the reverse order w.r.t. the channel factorization model. The number of multiplications in both
digital and analog implementations of the proposed solution is found to increase approximately
linearly w.r.t. the number of antennas. The proposed algorithm thus potentially reduces complex-
ity for equalizing the channel during the system expansion with more streams. After this, we
focus on algorithms that can effectively estimate and compensate the hardware impairments. A
systolic/pipelined processing architecture is proposed in this work to achieve a balance between
computational complexity and performance. The proposed architecture is a viable approach that
scales well with the number of MIMO streams. With the recorded data from a hardware-in-the-
loop demonstrator, it is shown that the proposed algorithms can provide reliable signal estimates
at a relatively low complexity level. Finally, a channel model is derived for mmWave systems
with multiple widely spaced subarrays and multiple paths. The spatial multiplexing gain from
the spatial signature of multiple path directions and the spatial multiplexing gain from the struc-
tured phase couplings of a single path direction are found simultaneously at two different levels
of the antenna arrangements. Attempting to exploit them jointly, we propose to use an advanced
hybrid analog/digital beamforming architecture to efficiently process the signals at reasonable
costs and complexity. The proposed system can overcome the low rank property caused by the
limited number of propagation paths.
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Chapter 1
Introduction
The way of communication shapes our society and daily life. From 1G to 4G, from analog to
digital, from voice calls to data roaming, mobile telecommunications has been providing people
with higher and higher throughput and serving more and more demands. With data-rate hungry
applications like augmented and virtual reality, with massive numbers of connected devices, the
rapid growth in mobile traffic keeps creating unprecedented challenges to cellular networks.
According to the wireless roadmap made in year 2014 [Fet14a], peak user data rates in
cellular networks are expected to reach multi-Gbit/s. In order to achieve this, denser networks
with highly interconnected base stations and access points are widely considered [BLM+14]. In
addition, densification of the network can fulfill the low latency requirements by future time-
critical applications [Fet14b]. Connecting massive numbers of nodes via wired front-/backhaul
links is economically infeasible and very time consuming, especially considering the variety of
deployment scenarios.
Flexible high-throughput wireless solutions are an important alternative to fiber-optic links.
According to the statistics from Ericsson [ERI17], about 70 percent of cell sites are connected
via wireless backhaul nowadays. This number will still be larger than 65 percent in 2022 (ex-
cluding China, Japan, and Korea). In addition, millimeter wave (mmWave) bands have become
popular for the evolution of the wireless backhaul network beyond 2020 with their large new
spectrum for enhancing the symbol rates. According to the prediction in [ERI17], more than
20 percent of new backhaul deployments in 2025 will be using V-band (60 GHz) and E-band
(70/80 GHz), and this number will keep growing afterward.
In this thesis, we will focus on a technology called Line-of-Sight (LoS) Multiple-Input-
Multiple-Output (MIMO) communication. In general, MIMO technologies can transmit parallel
streams at the same time-frequency resource using multiple transmit and receive antennas. In
contrast to the single-input-single-output (SISO) wireless backhaul links, LoS MIMO based
systems allow the throughput to scale linearly with the number of deployed antennas. In year
2017, the European Electronic Communications Committee (ECC) started to consider the usage
of LoS MIMO technologies in fixed service links [ECC17]. Furthermore, with large bandwidth,
LoS MIMO communication at mmWave frequencies is a promising candidate for solving this
last mile problem.
We formulate the conventional general maximum throughput of the frequency-flat MIMO
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channel [Tel99, Fos96] as1
R = W · log2 det(I+ γ ·HHH), (1.1)
whereW , γ, andH denote the bandwidth, signal-to-noise ratio (SNR), and the MIMO channel
matrix, respectively. In this thesis, we show that the LoSMIMO communication at mmWave fre-
quencies can simultaneously provide large values to these parameters for ultra high throughputs
at a relatively low complexity level.
In this chapter, we first introduce the state-of-the-art works on SISO and cross-polarized
wireless backhaul links in Sec 1.1. Then a brief overlook on the contributions as well as the
outline of the thesis are specified in Sec. 1.2. Finally, the notation conventions of the thesis are
provided in Sec. 1.3.
1.1 SISO and Cross-Polarized Backhaul Technologies
To support multiple users with cellular peak data rates of multi-Gbit/s, the requirements on the
throughput of small-cell front-/backhaul should be at least one order of magnitude higher, e.g.,
tens-Gbit/s or even 100 Gbit/s. However, even using the carrier aggregation technologies and
differently polarized signals, microwave systems currently available on the market can provide
only up to 4 Gbit/s for the LoS backhaul links [Dra16]. Lack of bandwidth is a key reason that
limits the throughput of those conventional microwave backhaul systems.
MmWave band is a suitable candidate for enhancing the throughput due to its large available
bandwidth. Around 60 GHz, IEEE 802.11ay [GSCK17] regulates six channels of 2.16 GHz
bandwidth each for outdoor wireless backhaul and allows channel bonding mechanisms for
four of those channels. By bonding four channels at 60 GHz and using 16-QAM (quadrature
amplitude modulation), the single stream transmission can achieve 28.16 Gbit/s at a distance of
0.8 meter [WMT+17].
High pathloss is one limitation of utilizing mmWave [Fri46]. With directive antennas or
beamforming technologies, the short range limitation due to the high pathloss can be overcome.
With the help of highly directive antennas of 55.1dBi, the authors of [ABM+15] demonstrated a
single streammmWave transmission over an 850 m distance at a 240 GHz carrier frequency. Un-
der the LoS dominant scenario, an error vector magnitude (EVM) value of -11.9dB is achieved
with a 32 Gbaud 4-QAM modulation, yielding 64 Gbit/s.
In order to transmit more streams using the same time-frequency resource, cross-polarized
antennas with strong polarization selectivity are also considered in backhaul applications, e.g.,
supported by IEEE 802.11ay. Experimental results [MMS+09] have shown that 60 GHz anten-
nas can have a cross polarization discrimination factor of approximately 20dB under the LoS
conditions. Being considered as polarization separation of two SISO channels in this work, the
parallel stream number is limited by a maximum value of two.
1 The mathematical notation I denotes an identity matrix. The operators det(·) and (·)H denote the determinant
and conjugate transpose of a matrix, respectively, while operator log2 denotes the binary logarithm operation.
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In contrast to the prevailing interpretation of LoS channels2, parallel streams with approximately
equal sub-channel quality can be transmitted theoretically within the LoS path. This is indepen-
dent of the polarization diversity and can be used in addition to it. Instead of exploiting the
spatial multiplexing between different LoS/reflected paths, the existence of spatial multiplex-
ing gains is reported for strong LoS fixed radio in [DF98, CLS04]. Under the spherical wave
model, orthogonal channel matrices with condition numbers (the ratio of the maximum singular
value to the minimum singular value of a matrix) as low as one can be obtained with the widely
spaced antennas [GBGP02, HK03, Lar05]. Considering LoS applications like front-/backhaul,
our works in Chapter 3 show that data rates 100 Gbit/s or more are feasible, even in the case of
using just a single 2.16 GHz channel, if tens of parallel streams are transmitted.
Besides the feasibility, another important aspect of building such systems is the complex-
ity. MIMO processing for multiple parallel streams and high data rates per stream can be very
computationally intensive [MZ08], e.g., the computational complexity of a general matrix mul-
tiplication grows quadratically with the number of spatial streams. One important aspect for
implementing these systems is thus to find processing architectures that have suitable complex-
ity and scale well during the system expansion with more streams.
In this thesis, we investigate mmWave MIMO systems for transmitting multiple streams
under the LoS condition. The focus is the system design allowing high throughput with re-
liable signal estimation at a relatively low complexity level. Specifically, we first study the
antenna topology solutions that provide mmWave backhaul links with flexibility, sufficient re-
ceive power and high spatial multiplexing gain at reasonable array sizes. Then, LoS MIMO
signal processing algorithms that keep the complexity increasing approximately linearly during
system expansion are proposed. With possible imperfect arrangements and imperfect hardware
in practical systems, the proposed algorithms are evaluated in terms of throughput, robustness,
estimation error, and complexity. As a benchmark, those results are compared with the state-
of-the-art channel equalization algorithms like zero-forcing. Finally, the antenna arrangement
dependent spatial multiplexing within a single LoS path is introduced to other reflected paths
for further throughput enhancement.
The proposed methods in this thesis can be used in general for all LoS MIMO systems,
e.g., Tera-bit-per-second short range board-to-board wireless communication proposed in our
earlier work [SLIF15]. However, in order to understand the importance of the contribution more
intuitively and to have a consistent discussion, we only consider systems in backhaul scenarios.
The subsequent chapters of this thesis are organized as follows:
◃ Chapter 2 provides fundamental information on the LoS MIMO communication. First,
a generic MIMO model with multipath propagation is described with a discussion on
different scattering conditions. Subsequently, under a strong LoS condition, the antenna
topology dependent LoS MIMO communication is introduced with its orthogonality and
antenna arrangements. Finally, based on the simulation results, we show that this antenna
topology dependent LoS spatial multiplexing is only weakly sensitive to deviations in-
2 For transceivers at large separations, the LoS path with planar wave propagation between two locations is con-
sidered as a spatial keyhole. The LoS channel is predicted to have a rank one channel matrix [CFV00, TV05].
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duced by small tilts or translations. The discussions on the spatial multiplexing gains and
their examples have been presented in part in [SRB+18, SCR+18].
◃ Chapter 3 focuses on antenna topologies in LoS MIMO communication. First, a gen-
eral channel factorization model is presented. The LoS MIMO channel can always be
factorized into a product of three matrices. Since the two outer matrices are diagonal
matrices and do not influence the capacity, after interpreting their physical meaning, a
general solution on optimal antenna topology is presented. Besides summarizing all dis-
covered linear and planar arrangements, this general solution also suggests undiscovered
2D solutions under any rotation direction and 3D solutions. By checking the validation
conditions of different wave propagation models at different antenna spacings, we derive
the array response vector with mixed antenna spacings. Finally, in this chapter, a widely
spaced multi-subarray system is proposed for the mmWave LoS MIMO backhaul com-
munication with realistic link budget calculations. The major results of this chapter have
been presented in part in [SF15, SJL+15, SRB+18].
◃ Chapter 4 shows a novel algorithm, namely sequential channel equalization, for the
strong LoS MIMO channel equalization. The equalization is applied in a reverse or-
der w.r.t. the channel factorization model in Chapter 3. Being a good tradeoff between
complexity and robustness against displacement errors, the proposed algorithm can be
applied to the LoS MIMO systems with uniform linear or rectangular arrays using digi-
tal or analog equalization. By considering the usage of the Winograd butterfly and But-
ler DFT-matrices, the number of multiplications in both digital and analog implemen-
tations of the proposed solution is increasing approximately linearly w.r.t. the number
of antennas, while the complexity of the state-of-the-art designs, like zero-forcing, ex-
hibits quadratic growth. The major results of this chapter have been presented in part in
[SCR+18, SRF16, SHR+16].
◃ Chapter 5 investigates the issues that arise from the imperfect hardware of practical
mmWave LoS MIMO systems and how to effectively handle them using signal process-
ing techniques. At first, we formulate a signal model of LoS MIMO communication with
oscillator variations. Considering the channel and hardware properties, a novel frame
structure with high temporal efficiency is then proposed together with a corresponding
channel estimation method. Based on the channel estimation results, we show that the
required MIMO processing can be decoupled into two steps. The first one suppresses
the interantenna interference including the carrier frequency offsets. In the second step,
the intersymbol interference caused by the frequency-selective components is suppressed
via a parallel structure. As a comparison, a Decision-Directed Least Mean Square ap-
proach (DD-LMS) for joint processing of all effects is also introduced. As verified exper-
imentally, only the widely linear version of the DD-LMS approach achieves performance
of about 0.2dB∼0.8dB better than the proposed architecture, but requires significantly
higher complexity, especially during system expansion. The major results of this chapter
have been presented in part in [SCR+18, SHC+18].
◃ Chapter 6 shows that using the same widely spaced multi-subarray antenna topology
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as in Chapter 3 and under the appearance of other reflected paths, the spatial multiplex-
ing within each path direction can be expected simultaneously in several directions. The
spatial multiplexing between different path directions and within an individual path direc-
tion are found at two different levels and can be jointly exploited. Merging the two kinds
of spatial multiplexing into a combined channel model and connecting it with a hybrid
beamforming architecture, a novel mmWave system is proposed which achieves spatial
multiplexing of a higher order than conventional ones. The major results of this chapter
have been presented in part in [SRB+18].
◃ Chapter 7 summarizes the key achievements of this work and gives an outlook on impor-
tant remaining challenges.
1.3 Notations
In this thesis, the following notations are used.
• a or A in normal font refers to a complex number. Upper- and lowercase variables written
in boldface,A and a, denote matrices and column vectors, respectively.
• Variables with hats, e.g., aˆ, aˆ and Aˆ, denote the estimates on the corresponding a, a and
A, respectively.
• We denote sets by calligraphic letters A and their cardinalities with |A|.
• {A}bc denotes the (b, c)-th element ofA, while ai denotes the i-th element of vector a.
• AT , A∗, AH , A−1, A† and ||A||F denote the transpose, conjugate complex, conjugate
transpose, inverse, pseudo-inverse and Frobenius norm ofA, respectively.
• A⊗B is the Kronecker product ofA and B.
• A⊙B is the Hadamard product ofA and B;
• CN (a,A) is the multivariate complex Gaussian distribution with a mean vector a and a
covariance matrixA. WhileN (a, b) denotes a normal Gaussian distribution with a mean
value a and a covariance value b.
• diag(A) gives a vector collecting the diagonal elements of A, while diag(a) gives
a diagonal matrix with the vector a collecting its diagonal elements. Furthermore,
diag([A1, . . . ,Ab]) gives a block diagonal matrix with matrices A1, . . . ,Ab on its di-
agonal.
• A ≽ 0 means that the matrixA is positive semi-definite.
• ]a is the phase of the complex number a, while ]a refers the vector collecting the phase
terms of a.
6 1.3 Notations
• IN is the N×N identity matrix, 1B×C and 0B×C denote the all one matrix and the all zero
matrix of size B×C, respectively.
• CB×C denotes the set of complex matrices of size B×C.
• Expectation is denoted by E[·], and a∗b indicates the convolution operation between two
vectors a and b.
• tr(A) and det(A) denote the trace and the determinant ofA, respectively;
• sinc(·) is the sinc function of a parameter;
• vec(·) is the vectorization operator.
• The notation [a]+ is used for taking a non-negative value as max(a, 0).
• O(·) is the big O notation describing the order of a parameter.
Chapter 2
Fundamentals of Spatial Multiplexing
Before starting detailed studies on parallel stream transmission in backhaul scenarios, we briefly
present the state-of-the-art works in MIMO communication with a focus on LoS spatial multi-
plexing in this chapter. We first make a brief review of the advantages of multiple antenna
systems. In particular, bearing the stationarity of fixed wireless communication in mind, we
introduce the general time-invariant transmission model for MIMO wireless communications
and briefly discuss the channel model under different scattering environments. Subsequently,
we specify the considered LoS MIMO channel which will be used through this thesis with a
discussion on its antenna arrangement dependent spatial multiplexing. Eventually, via simula-
tion, we study the sensitivity of this antenna topology dependent LoS spatial multiplexing w.r.t.
deviations induced by tilts or translations.
2.1 Multi-Antenna Techniques
Multi-antenna technologies are widely used by modern wireless communication systems for
harvesting spatial multiplexing gain, array gain, and diversity gain, which improve spectral
efficiency, coverage, and reliability, respectively [TV05]. Considering their significant benefits
in improving the service of wireless communication, we briefly summarize them as follows:
Spatial Multiplexing Gain: In contrast to the logarithmic increase of data rate w.r.t. SNR
over a classical single additive white Gaussian noise (AWGN) channel [Sha48], Telatar [Tel99]
and Foschini [FG98] provided the crucial insight that increasing the number of antennas is capa-
ble of increasing the spectral efficiency linearly. Multiple data streams, i.e., spatial multiplexing,
can be transmitted over the same time-frequency resource under the provision that the environ-
ment offers independent propagation paths. Therefore, in practice, the scattering environments
and antenna arrangements influence the spectral efficiency of a MIMO system. More detailed
discussions on this relation will be presented later in Sec. 2.1.2.
Array Gain: Applying beamforming on antenna arrays has been proved to provide high
directivity and power gain [Bal05]. By knowing the channel information, appropriate signal
processing algorithms, e.g., maximal-ratio combining, can combine signals at multiple antennas
for power enhancement. For example, if the angles of departure/arrival (AoD/AoA) of planar
electromagnetic waves are known, beamforming algorithms can enhance the transmit/receive
signal power at the AoD/AoA directions. The resulting power gain thus enhances the coverage,
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especially in mmWave frequencies with high pathloss [BBS13]. Due to the directivity of the
beam patterns, beamforming technologies are also widely used for multi-user communication
scenarios with spatial separation.
Diversity Gain: Diversity is obtained by adding redundancy to the same information over
different time, frequency, and/or space. Temporal and frequency diversity can be used in single-
/multi-antenna systems and can combat fading due to movement and multipath propagation.
Since deep fading is less likely to happen all the time and at all the frequencies, the reliabil-
ity of transmitting the information is improved. With the help of multiple antennas at differ-
ent locations, the transmitter and/or receiver can provide more copies and/or observations to
the same signal, e.g., using space-time coding [TSC98, Ala98]. With independent propagation
paths, multi-antenna systems thus provide an additional degree of diversity in comparison to
single antenna systems.
Considering scenarios like backhaul communication, the physical channel is stationary over
long time periods. Therefore, backhaul links are generally expected to be reliable. As introduced
earlier in Chapter 1, this work focuses on combining the array gain and the spatial multiplexing
gain for mmWave LoS MIMO communication.
2.1.1 Wireless MIMO Channel as a Linear Time-Invariant System
In this section, we consider a communication system with Nt antennas at the transmitter (Tx)
and Nr antennas at the receiver (Rx). Due to the mobility of the users and/or of the reflec-
tors, the physical channel of wireless communication is in general time-varying. However, the
channel can be assumed stationary over a coherence time window Tc. The coherence time Tc
is determined by the maximum Doppler shifts, i.e., Doppler spread. More detailed discussions
can be found in [TV05]. This work focuses on backhaul scenarios where mobility rarely takes
place. Instead, the stationary time of the channel is more influenced by weather changes, i.e., the
channel is quasi-stationary over much longer time periods than in usual mobile communication.
In general, multipath propagation may exist in each transmit-receive antenna pair due to
reflection, scattering, and diffraction. In this case, the radiated signal from the transmit antenna
Tx-nt arrives at the receive antenna Rx-nr with different attenuation values and delays, see
Fig. 2.1. Thus, the receive signal is the superimposition of several transmit signals and their
weighted time-delayed copies.
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Figure 2.1:MIMO channel with multi-path propagation.
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The multipath propagation is widely modeled with the channel impulse responses (CIRs) in
the power delay profile, which collects the path gains and delays of different paths. To simplify
the discussion and considering quasi-stationary scenarios, we assume the gains and the delays
of paths do not depend on the time. Further assuming them to be frequency independent, at
time instant k, the relation between the discrete (sampled) output signal ynr [k] at Rx-nr and the
discrete baseband input signal snt [k] at Tx-nt can be modeled as [TV05]
ynr [k] =
∑
nt
∑
l
hnrnt [l]snt [k − l] + nnr [k], (2.1)
where hnrnt [l] is the l-th complex channel tap between Tx-nt and Rx-nr. nnr [k] denotes the
noise of the received signal ynr [k] at the time instant k. Here, hnrnt [l] is the complex channel
coefficient that is resolvable in time and is the sum over all non-time-resolvable paths with
relative delays τp that fall in a delay bin [l/W − 1/(2W ), l/W + 1/(2W )), where W is the
bandwidth of the continuous time signal. The term relative delay means the arrival time dif-
ference between the earliest significant path (often the LoS component) and the corresponding
path p. Considering the argument above, hnrnt [l] can be written as
hnrnt [l] =
∑
p
α(nrnt)p e
j2pifcτp , s.t.
l
W
− 1
2W
≤ τp < l
W
+
1
2W
, (2.2)
where fc denotes the carrier frequency and j =
√−1. α(nrnt)p denotes the complex path gain. In
the case that the signal bandwidth W is much smaller than the coherence bandwidth Wco, i.e.,
W ≪ Wco, the channel in (2.1) is considered to have a single tap (flat fading). In terms of time
domain representation, the symbol duration Ts ∝ 1/W is much larger than the delay spread
Td = maxp τp ∝ 1/Wco, i.e., Ts ≫ Td. If the condition is violated, the channel is considered as
a multi-tap channel and is considered as frequency selective containing intersymbol interference
(ISI) in time domain.
Considering scenarios like backhaul communication at mmWave frequencies, typically high
gain and high directive antennas are used. The LoS path has the absolute dominance and other
paths can be much weaker. Therefore, a single path (tap) channel is assumed, namely strong
LoS communication. The channel response between Tx-nt and Rx-nr can be written as
hnrnt = α
(nrnt)
LoS , (2.3)
where the complex path gain α(nrnt)LoS is introduced to replace α
(nrnt)
1 for clarifying the situation
in the strong LoS scenario. Under a flat-fading assumption, the general linear system model for
a LoS MIMO system can be written as
y = Hs+ n , (2.4)
where s ∈ CNt×1 and y ∈ CNr×1 are the input and output of the linear discrete-time channel.
Furthermore, n ∼ CN (0, σ2n INr) is the complex white Gaussian noise vector with independent
and identical distributed (i.i.d.) entries that are circularly symmetric, while σ2n is the variance of
the noise.
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Figure 2.2: Scattering Scenarios.
2.1.2 Spatial Multiplexing and Environments
As discussed earlier, the spectral efficiency of a MIMO system depends on the scattering envi-
ronments and antenna arrangements. To put our proposed approach into perspective, we briefly
summarize several scenarios, namely rich scattering, limited scattering, and no scattering, see
Fig. 2.2. The spatial multiplexing under those scenarios is frequently considered as follows:
Rich Scattering: Spatial multiplexing gains with rich scattering environments were initially
studied in the seminal works of MIMO in [Tel99, Fos96]. Under the assumption of a large num-
ber of reflecting/scattering paths and considering paths to be independent of each other, the sum
of many random path gains in (2.2) follows a complex Gaussian distribution by the central limit
theorem. The magnitude of the channel response will follow the so-called Rayleigh distribu-
tion. In this non line-of-sight (non-LoS) MIMO case, all entries of the channel matrix in the
commonly used linear transmission model are assumed to follow a complex Gaussian distribu-
tion. Furthermore, those entries can be modeled as independent for sufficiently wide antenna
spacings, i.e., wider than the coherence distance that is in the order of the carrier wavelength
[Lee72]. Eventually, under the appearance of a significant path like a LoS path, the so-called
Rician distribution is considered in the literature [TV05]. But due to the complicated form of
Rician distribution, the Rayleigh distribution is the more popular model for sub-6 GHz access
network channels.
Limited Scattering: In mmWave communication, only limited resolvable paths are found
in outdoor environments, e.g., a path number of 2∼7 [RSM+13, GDM+15, ZVM10]. Therefore,
in the so-called limited scattering environments, mmWave systems encounter sparsity in both
the angular and delay domains. The channel coefficients between different transmit-receive an-
tenna pairs are correlated with each other, while the channel matrices are commonly modeled
with planar waves [Say02]. The planar wave model simplifies the mathematical expression with
enough accuracy in the far-field of densely packed antenna arrays, although it is only the first-
order approximation of spherically propagating electromagnetic waves. However, even with
large numbers of antennas, the achievable spatial multiplexing of the densely packed arrays
is upper-bounded by the number of resolvable paths [GDM+15, AMGPH14]. To cope with
the low rank property and the complexity required by full digital beamforming at large arrays,
hybrid analog/digital beamforming algorithms in [ZMK05, VvdV10, AHAS+12] are widely
2.2 Line-of-Sight Spatial Multiplexing 11
considered for mmWave communication. The discussion on the relation between wave models
and antenna spacings will be made later in Chapter 3. Meanwhile, spatial multiplexing under
limited scattering will be presented in more detail in Chapter 6, where we will further combine
it with the spatial multiplexing within a single path direction.
No Scattering:Within a single LoS path direction, we can still achieve spatial multiplexing
through special antenna arrangements, namely LoS spatial multiplexing. In order to do this, the
original spherical waves emitted by point sources must be considered. This spatial multiplexing
gain cannot be derived mathematically if one only uses the simpler planar wave model. By
arranging antennas with wide spacings, the curvature of the spherical wave fronts becomes
important and can be exploited. With smart antenna arrangements, e.g., as in the works of
[GBGP02, HK03, Lar05], structured phase couplings can be introduced to the MIMO channels
under LoS conditions. Orthogonal channel matrices can be obtained in this case and provide
spatial multiplexing already over a single path direction. For mmWave backhaul communication
in scenarios with transceivers that are located above rooftops, very high gain and high directive
antennas are used. This case leads to the dominance of the LoS path, and the other paths, e.g.,
reflections from side buildings, are much weaker. The physical channel, in this case, is expected
to have a single tap without clustering, if the Fresnel zones are not partially blocked [M+17].
Due to the more or less stationary situation in fixed wireless access applications and high
gain antennas with high directivity, we will use a deterministicMIMO channel model with links
using the spherical-wave model in the following that only takes geometrical properties of the
antenna arrays at transmitter and receiver side into account. In the next section, we will intro-
duce the antenna arrangement dependent LoS MIMO communication with its classic solution
on the antenna topology.
2.2 Line-of-Sight Spatial Multiplexing
Instead of exploiting spatial multiplexing based on different LoS/NLoS paths, LoS MIMO ap-
proaches have shown the existence of spatial multiplexing gains within a single path direction
[DF98, CLS04]. By remodeling the channel with spherical waves, particular antenna spacings
not only restore the full rank of H but also provide a condition number being one in the ideal
case [GBGP02, HK03, Lar05]. Using the same time-frequency resource and co-polarized an-
tennas, parallel streams with approximately equal sub-channel quality can then be transmitted
theoretically within the LoS path direction.
2.2.1 Parallel Antenna Topologies
In this part, we introduce the state-of-the-art works on antenna topology with a focus on the
arrays that are arranged in parallel. Here, we modify the classic symmetric LoS MIMO system
with equal antenna numbers and spacings at Tx and Rx in [Lar05] to a more general asymmetric
setup, which would generalize the parallel solutions.
Physical Channel Model: Let us assume that Tx and Rx are two uniform linear arrays
(ULA) parallel to the y-axis at x = 0 and x = D, respectively, see Fig. 2.3. Here, the variableD
denotes the transmit distance. The antennas Tx-1 and Rx-1 at bottom ends of the two arrays are
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Figure 2.3: A LoS MIMO system with parallel uniform linear arrays.
both located on the x-axis with y = 0. A carrier frequency fc with a corresponding wavelength
λ = c/fc is used by the transceiver arrays. Furthermore, the Tx and Rx consist of Nt and
Nr isotropic antenna elements with spacings dt and dr, respectively, and λ ≪ dt, dr ≪ D.
Moreover, let us use Dnrnt to denote the distance between the nr-th receive element and the
nt-th transmit element. The associated channel matrix is written as
H = α HLoS︸ ︷︷ ︸
Phase
Couplings
, (2.5)
where α indicates the common channel gain between all transmit-receive antenna pairs1.HLoS∈
CNr×Nt describes the relative phase shifts between all antenna pairs with unit magnitude entries.
The works in [BOO09, PSDT15] show that spherical wave model is more accurate and has even
positive consequences than the conventional approach using a plane-wave model for widely
spaced antennas. Describing the propagation with the spherical wave model, this phase coupling
between Rx-nr and Tx-nt can be expressed as
{HLoS}nrnt = e−j
2pi
λ
·(Dnrnt−D). (2.6)
where the common phase term 2piD/λ is deducted for simplification of the discussion later.
In this work, we assume the channel matrix H to be deterministic due to the quasi-
deterministic scenarios like wireless backhaul. For practical systems, H may have variations,
e.g., due to different displacement errors during mass deployment. In this work, we consider
H as a fixed value after having one realization on antenna geometry. In the rest of this sec-
tion, we focus on the parallel ideal arrangements which lead to orthogonal HLoS without any
displacements.
Uniform Linear Antenna Arrangements: As can be seen from (2.6), ifDnrnt values differ
from each other by certain fractions of λ, the phase shifts of different antenna pairs will differ
by certain fractions of 2pi. This motivates the antenna topology design that leads to spatial
multiplexing in strong LoS conditions.
Let us first examine the geometry property of Dnrnt . Without loss of generality, we assume
Nt ≤ Nr first. Describing the location of Tx-nt and Rx-nr in a Cartesian coordinate system as
1 As shown later, under the assumptions that λ ≪ dt, dr ≪ D, the Dnrnt values will differ from each other by
certain fractions of λ, which are negligible for calculating the channel gain.
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(0, (nt−1)dt) and (D, (nr−1)dr), respectively, it leads that
Dnrnt =
√
D2 + [(nr−1)dr − (nt−1)dt]2
≈ D + [(nr−1)dr − (nt−1)dt]
2
2D
= D +
(nr−1)2d2r − 2(nr−1)(nt−1)drdt + (nt−1)2d2t
2D
, (2.7)
where the approximation follows from the first order Taylor expansion of the square root using
dt, dr ≪ D, e.g., (1+a)1/2≈1+a/2 s.t., a≪1. Moreover, the nt-th column of the matrixHLoS
can be found as
hnt = exp
(
j
2pi
λ
D
)
·
[
exp
(
− j 2pi
λ
D1nt
)
, . . . , exp
(
− j 2pi
λ
DNrnt
)]T
. (2.8)
In order to have HLoS orthogonal, the inner product of any two different columns hnt and hn′t
is equal to zero, i.e.,
hHn′thnt =
Nr∑
nr=1
exp
[
j
2pi
λ
(Dnrn′t −Dnrnt)
]
= exp
{
j
2pi
λ
· [(n
′
t−1)2 − (nt−1)2]d2t
2D
}
︸ ︷︷ ︸
,A
·
Nr∑
nr=1
exp
[
j
2pidrdt
λD
(nt−n′t)(nr−1)
]
= A ·
1− exp
[
j 2pidrdt
λD
Nr(nt−n′t)
]
1− exp
[
j 2pidrdt
λD
(nt−n′t)
]
= A · exp
[
j
pidrdt(Nr − 1)(nt−n′t)
λD
]
· sin(
pidrdt
λD
Nr(nt−n′t))
sin(pidrdt
λD
(nt−n′t))
= 0, (2.9)
where A is defined for simplifying the derivation. One solution to (2.9) can be found as
drdt = λD/Nr. (2.10)
which is also a joint condition on the antenna spacings at Tx and Rx. Similarly, if Nt > Nr,
the rows of HLoS are orthogonal to each other when drdt = λD/Nt. In addition, we would
like to note that other solutions to (2.9) exist and the one in (2.10) always provides the shortest
antenna spacing. Other solutions for a given Nr should also have the numerator in (2.9) being
zero, while avoiding the denominator being zero for all nt, n′t that nt ̸= n′t.2 For example, when
Nt = Nr = 2, more solutions are found with
drdt = νλD/Nr, ν ∈ {1, 3, 5, 7, ...}. (2.11)
Next, let us consider a symmetric setup. In this work, we define a symmetric LoS MIMO
system as a system with an equal number of antennas at Rx and Tx, i.e., N , Nt = Nr and
an equal antenna spacing, i.e., dLoS , dr = dt. For symmetric systems, this antenna spacing,
2 Otherwise, the L’Hospital’s rule would apply, and it gives a non-zero inter product between hn′t and hnt .
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Figure 2.4: A LoS MIMO system with parallel uniform rectangular arrays of N=Nv ·Nh elements each
side.
which will be intensively used in this thesis, becomes a function of the wavelength, the transmit
distance, and the number of antennas as
dLoS =
√
λD
N
. (2.12)
Furthermore, the phase coupling matrixHo from this optimal arrangement has the property
HHo ·Ho = N · IN , (2.13)
which was our design goal. Meanwhile, the entries of Ho in an optimally arranged symmetric
system with parallel ULAs satisfy {Ho}nrnt ≈ e−jpi(nr−nt)2/N , considering (2.7).
As an example, when N = 3,Ho becomes
Ho =
 1 e−j
pi
3 e−j
4pi
3
e−j
pi
3 1 e−j
pi
3
e−j
4pi
3 e−j
pi
3 1
 . (2.14)
Uniform Rectangular Antenna Arrangements:As shown in [Lar05], the orthogonality of
LoS MIMO channel can also be achieved with uniform rectangular arrays (URAs), see Fig. 2.4.
Assuming that each row has Nh antennas along the z-axis and each column of the array has
Nv antennas along the y-axis, the transceiver arrays consist of N = Nh · Nv elements each.
The phase coupling matrix HLoS can then be factorized into a Kronecker product of two phase
coupling matrices of ULAs along two orthogonal directions as
HLoS = HLoS,h ⊗HLoS,v , (2.15)
where HLoS,h and HLoS,v denote two phase coupling matrices of ULAs with Nh and Nv el-
ements, respectively. Therefore, the horizontal and vertical antenna spacings can be indepen-
dently designed. In case that both the horizontal and vertical arrays satisfy the optimal ULA
arrangements in (2.10), HLoS,h and HLoS,v are then obviously orthogonal matrices and can be
denoted asHoh andHov, respectively. Therefore, the optimal antenna spacing dt,h, dr,h, dt,v and
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dr,v of URAs in the horizontal and vertical directions of the parallel planes given by [BOO06]
satisfy
dt,h · dr,h = λD
Nh
, dt,v · dr,v = λD
Nv
. (2.16)
Considering that the Hermitian operation is distributive over the Kronecker product (A ⊗
B)H = AH ⊗ BH and the mixed-product property of the Kronecker product (A ⊗ B)(C ⊗
D) = (AC) ⊗ (BD) in [Loa00], the orthogonality still holds forHo = Hoh ⊗Hov as
HHo ·Ho = (Hoh ⊗Hoh)H · (Hov ⊗Hov) = NhNv · INhNv . (2.17)
Non-parallel Arrangements: Above, we have discussed the antenna arrangements on two
parallel lines or planes. However, the orthogonality can also be achieved with arrangements on
tilted non-parallel lines/planes. In [BOO06], the authors present non-parallel linear and planar
solutions. Specifically, the planar array solutions were only known for limited planar rotation
directions and the arrays are restricted to URA. In the next chapter, we provide a universal
antenna topology solution to LoS MIMO systems. The above discussed arrangement solutions
are all found as special cases and the planar antenna topology solutions under any rotation
direction are provided, and solutions with 3D structures are also enabled.
MmWave LoS communication: LoS MIMO point-to-point communication at millimeter
waves is promising for wireless backhaul systems. Considering the achievable ranks and the
associated good condition numbers in (2.13), the LoS spatial multiplexing can multiply the data
rates of SISO backhaul links. In addition, due to the small wavelength in (2.12), mmWave wire-
less communication systems also have reasonable antenna sizes. This may help to utilize such
spatial multiplexing gains in practical systems, beyond the power gains achievable with beam-
forming. As an example, for 60 GHz systems (λ ≃ 5 mm), (2.12) shows that two linear arrays
of a length about 1 m each allow 4 parallel streams for 100 m front-/backhaul communication.
The concept of using mmWave frequencies is checked by the channel measurements provided
in [HCGL17], which shows a good agreement between theory and practice. In Chapter 5 later,
we will present experimental data transmission using LoS MIMO technologies at mmWave
frequencies.
2.2.2 The Capacity of Line-of-Sight MIMO Systems
In this part, we discuss the channel capacity with/without channel state information (CSI) at
Tx. Here, we always assume the Rx knows the CSI perfectly. Let us use Rs , E[ssH ] to
denote the covariance matrix of s. Considering a practical system with an average transmit
power constraint PT, the relation tr(Rs) ≤ PT must hold andRs is positive semi-definite.
1) CSI Available at the Tx
The channel capacity with a deterministicH in (2.4) can be formulated as [Tel99]
C = max
Rs: Rs≽0,
tr(Rs)≤PT
log2 det(INr +
1
σ2n
·H ·Rs ·HH), (2.18)
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where Gaussian signaling with s following circularly symmetric complex Gaussian distributions
is considered here since it is capacity achieving. As proved in [Tel99], Gaussian signaling is the
entropy maximizer of s given Rs. In the case of LoS MIMO communication, we write the
channel as α ·HLoS instead ofH. Having theH perfectly known at Tx, the optimal solution to
Rs can be found by the well known water-filling algorithm [Tel99, CT06]. By doing a singular
value decomposition (SVD) toH = UΣVH , (2.18) can be written as
C =
Nmin∑
η=1
log2
(
1 +
σ2η
σ2n
· ξη
)
, (2.19)
where ση is the η-th singular value of H, 1 ≤ η ≤ Nmin and Nmin = min{Nr, Nt}. Here, ξη is
the non-negative power allocated to the η-th subchannel. Considering a ’water level’ of κ, the
ξη is found as
ξη =
[
κ− σ
2
n
σ2η
]+
s.t.
∑
η
ξη = PT. (2.20)
Here, the notation [·]+ denotes max(·, 0). Then, the solution toRs can be found as
Rs = V · diag{[ξ1, ξ2, . . . , ξNmin , 0, . . . , 0]T︸ ︷︷ ︸
∈CNt×1
} ·VH . (2.21)
With Optimal Arrangements: In the LoS MIMO communication, if the columns or rows
ofHLoS in (2.5) are orthogonal to each other, the Nmin parallel subchannels are found of equal
quality. This is resulted from the fact that the first Nmin non-zero singular values of HLoS are
of an equal value of
√
Nmax, where Nmax = max{Nr, Nt}. The transmit power is then equally
allocated at Nmin streams. The channel capacity with optimal arrangements is thus found with
an equal power allocation scheme as
Copt = Nmin︸︷︷︸
Spatial
Multiplexing
· log2
(
1 +
α2
σ2n
· Nmax
Nmin︸ ︷︷ ︸
Array Gain
·PT
)
, (2.22)
For comparison, the channel capacity of LoS SISO communication, which is an AWGN channel,
is given by [Sha48] as
CLoSSISO = log2
(
1 +
α2
σ2n
· PT
)
= log2 (1 + γ) , (2.23)
where γ denotes the SNR as γ = α2PT/σ2n. For the LoS MIMO systems with an equal number
of antennas at Tx and Rx, Nt = Nr = N and in the ideal case with full orthogonality, we have
Copt = N · CLoSSISO.
2) CSI Not Available at the Tx
In the case that HLoS is unknown at the Tx, the matrix Rs that maximizes (2.18) is in
general unknown. However, for the case Nr ≥ Nt, the Tx should expect the subchannels
are of equal/nearly equal quality. In high SNR regions, this leads equal power allocation
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Rs = (PT/Nt)INt having similar performance as the optimal one in (2.21). For Nr < Nt,
the setup is not very meaningful. This is because the array gain in (2.22) requires precoding
with CSI. In this work, we assume Nr ≥ Nt with a focus on the case with Nr = Nt. In the
following, we denote CLoSMIMO as the capacity in the case of equal power uncorrelated transmit
signals at different Tx antennas. We refer to CLoSMIMO as system capacity, since we assume that
no CSI is available at Tx and in the case uncorrelated Gaussian input signals with equal power
are capacity-achieving.
With Equal Power Allocation: Using equal power uncorrelated sources, the channel ca-
pacity in (2.18) collapses to the famous equation [FG98, Tel99]
CLoSMIMO = log2 det(INr +
γ
Nt
·HLoSHHLoS), (2.24)
where the SNR at each received antenna γ = α2PT/σ2n is the same defined as in (2.23). For the
LoS MIMO systems with an equal number of antennas at Tx and Rx, Nt = Nr = N and in the
ideal case with full orthogonalityHLoS = Ho, we haveCLoSMIMO = Copt = N ·CLoSSISO. Since (2.24)
is considerably more amenable to analysis, if one replacesHLoS by a general channel matrixH,
this formulation with equal power entries of s is known in the literature as ’convenient general
capacity expression’ [FG98]. The formulation in (2.24) is also very widely used as the ’capacity’
in LoS MIMO communication works [Lar05, BOO06, BOO05]. In the next section and chapter
4, we will look at the scenario withHLoS unknown at Tx and the uncorrelated signal sources are
considered with equal power, i.e., Rs = (PT/Nt)INt . In those cases, to simplify the discussion,
the system capacity in (2.24) is used for evaluating the potential spectral efficiency gain.
Besides, we would like to note that the equal power allocation is widely considered for other
scenarios like the so-called ’quasi-static’ multi-antenna fading channels [FG98] with random
fading coefficients and with no CSI at Tx. For example, the entries of the channel matrix are
i.i.d Gaussian distributed and stay constant during one burst transmission. Even knowing the
distribution of the channel realizations, without CSI at the Tx, the corresponding covariance
matrixRs is also in general unknown [YDKP14]. For simplification, the equal power allocation
to Tx antennas is often assumed, e.g., in [FG98, Tel99, GSS+03, YDKP14].
As described above, LoS MIMO systems rely on the array geometry and the corresponding
orthogonality of the phase relationships between antennas. This may cause problems influenc-
ing the performance in practice and therefore shall be considered. If the optimal spacing crite-
rion is not fulfilled, e.g., due to implementation tolerances, the orthogonality of the channel is
degraded. In spite of that in practical scenarios it is difficult to exactly achieve orthogonality,
it has been shown that the system is robust in terms of system capacity against moderate trans-
lation and rotation changes [Lar05, SHR+16], when one uses moderate numbers of antennas.
This robustness property of the LoS spatial multiplexing will be presented at the mmWave fre-
quencies via numerical evaluations in the next section and can be explained via a mathematical
model proposed in Sec. 3.1.
2.3 Robustness Against Displacement Errors
Considering practical systems for mass deployment, such systems should operate with only mi-
nor adjustment efforts and displacements are expected to result in limited error ranges. To study
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the robustness w.r.t. displacement errors, the author of [Lar05] provided a numerical evaluation
based analysis on systems operating at a carrier frequency of 38 GHz. The antenna spacing
in that work is optimized for a targeting distance of 1000 m. In order to stay consistent with
60 GHz backhaul systems that are considered through the rest of this thesis, our analysis in this
part follows the approach in [Lar05] with different parameter settings.
Antenna Setup and Evaluation Criteria: To simplify the discussion, we consider an equal
number of antennas at Tx and Rx, i.e., Nt = Nr = N , with an equal spacing in (2.12). Further
considering high throughput backhaul systems, we evaluate systems built of URAs which are
capable of providing larger numbers of parallel streams, i.e., N = {4, 9, 16, 25}, in limited
spaces than ones built of ULAs. Furthermore, in later evaluation, we assume a carrier frequency
of 60 GHz with λ = 5 mm and a targeting transmit distance of 100 m, to which the antenna
spacings are set accordingly. Considering the possible high SNR values of backhaul communi-
cation, a SNR value of γ = 20dB is assumed. To evaluate the relative spatial multiplexing loss,
the normalized system capacity CLoSMIMO/C
LoS
SISO/N is considered as the evaluation criterion.
3
Displacement Error Types: The displacement errors of the Rx arrays have 6 degrees of
freedom (DoF) as shown in Fig. 2.5. Considering symmetric setups with an equal number of
vertical and horizontal antennas Nv=Nh, the displacement error types can be further reduced
to the following four types for the numerical evaluation:
• Translation errors in the transmit direction (x-axis), annotated as forward and back;
• Translation errors in the y′-(or z′-)axis, annotated as up and down(or left and right);
• Rotation errors around the y′-(or z′-)axis, annotated as yaw (or pitch);
• Rotation errors around the transmit direction (x-axis), annotated as roll.
Fig. 2.6 illustrates the normalized system capacity versus the four different types of dis-
placement errors. It shows that the system capacity of a deterministic LoS MIMO system under
optimal/suboptimal antenna arrangements is only weakly sensitive to deviations induced by
small tilts or translations, but the LoS MIMO system gets more sensitive with more antenna
elements. Taking 90% of the largest normalized system capacity as a reference for analyzing
the tolerated displacement errors, a translation error range of [−13, 23] m in the transmit direc-
tion is allowed, see Fig. 2.6 (a). Meanwhile, the spatial multiplexing is more robust against the
translation error in the y′-(or z′-)axis, the rotation error around the y′-(or z′-)axis, and the rota-
tion error around the transmit direction (x-axis) with error ranges of [−47, 47] m, [−44◦, 44◦],
and [−28◦, 28◦], respectively. Based on the above discussions, we see that, although the exact
values of entries {HLoS}nrnt in (2.6) are quite sensitive w.r.t. displacement errors, the spatial
multiplexing gain in LoS MIMO communication is nevertheless robust, in the sense that the
required antenna arrangements may not need to be achieved with high accuracy.
We must mention here that, the above results are obtained via modeling the antennas with
isotropic antenna patterns. In mmWave communication, directive antennas are normally used to
overcome the short range limit, but cause troubles with their narrow beamwidth. For example,
a minimum V-band antenna gain of 30dBi is recommended by ECC [ECC09] with a half power
beamwidth of about 6◦ [Hil76, Bal05]. Power differences up to several decibels between the
different MIMO paths can be observed [HCGL17, HCGL18], when displacement errors, due
3 The definitions of CLoSMIMO and C
LoS
SISO are given in (2.24) and (2.23), respectively.
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Figure 2.5: The 6 degrees of freedom of displacement errors. (Source: [SCR+18] c© 2018 IEEE).
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Figure 2.6: The normalized system capacity vs. different displacement error types.
to misalignment or wind, change the radiation pattern significantly. Therefore, considering the
efforts needed for beam alignments during deployment, three types of displacement errors in-
cluding the translation error in the y′-(or z′-)axis, the rotation error around the y′-(or z′-)axis,
and the rotation error around the transmit direction (x-axis) would not exceed the tolerable error
ranges.
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For different deployment scenarios with very different distances, the antenna spacing must
be chosen accordingly. Besides using arrays that are resizable/reconfigurable according to
(2.12), one can use several fixed arrays for different communication ranges. Furthermore, the
works in [TSMR09, ZO13] have proposed non-uniform designs, which achieve better average
performance over a wider range of distances, at the cost of reduced maximum throughput, i.e.,
the channel matrix is not orthogonal. The idea in those works is that one can apply exhaustive
search algorithms for finding the antenna arrangements with better average performance at dif-
ferent distances. In the rest of this thesis, we only consider uniform designs, since the translation
error range of [−13, 23]m in the transmit direction is quite large for the resizable/reconfigurable
arrays with an estimated transmit distance of 100 m.
2.4 Summary
This chapter has laid the fundamentals for the LoS spatial multiplexing. In particular, the an-
tenna arrangement dependent LoS MIMO communication relies on the spherical wave prop-
agation, and orthogonal channels can be obtained via the phase couplings between arrays as
HHo ·Ho = N · IN ,
which is the most important property of the LoS MIMO channel. In addition, when placing two
parallel and symmetric linear/planar arrays at two fixed locations, the antenna spacing is chosen
according to the communication distance D, the wavelength λ, and the number of antennas N
as
dLoS =
√
λD
N
.
Moreover, displacement errors may weaken the LoS spatial multiplexing, but this loss is rel-
atively low with moderate displacement errors during simulation, which indicates relatively
strong robustness of this LoS spatial multiplexing. These findings motivate utilizing LoSMIMO
technologies at mmWave and even higher frequencies for the data rate critical applications, like
wireless front-/backhaul. To build such systems with ultra large bandwidth, we will focus on
the antenna topology and low complexity signal processing technologies in the upcoming chap-
ters. In particular, with the mathematical model developed in the next chapter, namely the LoS
MIMO channel factorization, we provide a general solution for the antenna topology. In Chapter
4 and 5, we will use this orthogonal property for reducing the complexity in signal processing.
In this chapter, we summarize the key learning points for engineers as:
• LoS MIMO technology offers another degree to increase the spectral efficiency of fixed
wireless communication.
• Antennas need to be arranged according to the transmit distance, the carrier frequency
and the number of streams.
• In ideal cases, orthogonal channel matrices are obtained, i.e., parallel sub-channels of
equal channel quality.
Chapter 3
Line-of-Sight MIMO Evolution
In the last chapter, we have demonstrated that specifically arranged antennas can achieve spatial
multiplexing gains under deterministic LoS conditions. We have seen that the system capacity
of a deterministic LoS MIMO system under the optimal antenna arrangement is only weakly
sensitive to deviations introduced by small tilts or translations. However, for fixed wireless com-
munication with possiblely many different deployment scenarios, alternative antenna topologies
on rotated lines and planes [BOO06, ZCZ+12] have not led to a general solution.
In this chapter, we focus on the antenna topology under LoS scenarios including the follow-
ing contributions:
1. We derive a channel factorization model for LoSMIMO communication in 3D space. The
model is a product of three matrices. The two outer factors are diagonal matrices, while
the matrix in the middle determines the channel capacity and singular values.
2. Based on the channel factorization model, we show a general geometrical solution from
a projection point of view. This solution summarizes the arrangement solutions on non-
parallel lines and provides undiscovered planar antenna topology solutions under any
rotation direction and 3D solutions. Specifically, the planar array solutions were only
known for limited planar rotation directions in the literature.
3. The array response vector with two different antenna spacing orders is investigated. The
purpose of this investigation is to study arrays with two different spacings and to keep the
math simple with small enough approximation errors.
4. By using two different antenna spacings, a two-level hierarchical MIMO system that
combines the spatial multiplexing gain and the beamforming gain is proposed for the
mmWave wireless backhaul. Link budgets based on a realistic channel model show
that the proposed multi-subarray LoS MIMO system offers the potential of achieving
100 Gbit/s under LoS conditions.
3.1 LoS MIMO Channel Factorization
In this section, the influence of shifting antennas in the transmit direction is investigated. The
system under investigation consists of two opposing antenna arrays separated by a distance of
21
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Figure 3.1: 3D Antenna Arrangement Model. (Source: [SF15] c© 2015 IEEE).
D. For simplicity, we consider one antenna Tx-nt of the transmit antenna array and one antenna
Rx-nr of the receive antenna array, as indicated in Fig. 3.1. Additionally, we assume that the
phase center of the transmitter antenna array is located at (0, 0, 0) and the transmit direction is
along the x-axis. Therefore, the phase center of the receive antenna is located at (D, 0, 0). The
positions of the antenna Tx-nt and Rx-nr can be described by the vectors
pnt = [xnt , ynt , znt ]
T , pnr = [D + xnr , ynr , znr ]
T , (3.1)
where we assume that the additional displacements along transmit direction and the antenna
aperture, the area of the projection of the array in the yz-plane, are much smaller than the trans-
mit distance, i.e., xnt , xnr , ynt , ynr , znt , znr ≪ D. The antenna distance Dnrnt between antenna
Tx-nt and Rx-nr, which determines the entries of the channel matrix and ultimately determines
the link performance according to (2.6), may be written as
Dnrnt = ||pnt − pnr ||F =
√
(D + xnr − xnt)2 + (ynr − ynt)2 + (znr − znt)2
= (D + xnr − xnt)·
[
1+
( ynr − ynt
D + xnr − xnt
)2
+
( znr − znt
D + xnr − xnt
)2]12
. (3.2)
Applying the first order Taylor expansion to the square root, i.e., (1+a)1/2≈ 1+a/2 if a≪ 1,
and considering xnt , xnr , ynt , ynr , znt , znr ≪ D, the antenna distance Dnrnt becomes
Dnrnt ≈ D + xnr − xnt +
(ynr − ynt)2
2(D + xnr − xnt)
+
(znr − znt)2
2(D + xnr − xnt)
≈ D + xnr − xnt +
(ynr − ynt)2
2D
+
(znr − znt)2
2D
. (3.3)
Then, one may write (2.6) as
{HLoS}nrnt = e−j
2pi
λ
xnr · e−j 2piλ (ynr−ynt )
2+(znr−znt )2
2D · ej 2piλ xnt . (3.4)
The channel gain consists of three independent parts including two linear channel gains
ej
2pi
λ
xnt and e−j
2pi
λ
xnr caused by the offsets in the transmit direction at Tx and Rx, respectively,
and the planar channel gain e−j
2pi
λ
(ynr−ynt )2+(znr−znt )2
2D caused by the antenna arrangement on the
plane that is perpendicular to the transmit direction (broadside relative to the transmit direction).
Consequently, when there are offsets along the x-axis (transmit direction), the channel ma-
trixHLoS can directly be decomposed into
HLoS = D‖,r ·H⊥ ·D‖,t, (3.5)
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where D‖,t, D‖,r are the diagonal matrices that collect the phase shifts caused by the off-
sets along the transmit direction at Tx and Rx, respectively, i.e., {D‖,t}ntnt , ej
2pixnt
λ , nt ∈
[1, Nt], {D‖,r}nrnr , e−j
2pixnr
λ , nr ∈ [1, Nr]. H⊥ is the channel matrix contributed by the
spatial multiplexing on the broadside relative to the transmit direction with {H⊥}nrnt ,
e−j
2pi
λ
(ynr−ynt )2+(znr−znt )2
2D .
The role of the x-values is therefore different from the roles of the y- and z-values for
capacity calculation. The phase variations caused by the offsets along the transmit direction
occur at outer positions. In this case, the channel capacity in LoS MIMO communication in
(2.18) is given as
C = max
Rs: Rs≽0,
tr(Rs)≤PT
log2 det(INr +
α2
σ2n
·D‖,r ·H⊥ ·D‖,t ·Rs ·DH‖,t︸ ︷︷ ︸
,Rs˜
·HH⊥ ·DH‖,r)
= max
Rs˜: Rs˜≽0,
tr(Rs˜)≤PT
log2 det(INr +
α2
σ2n
·D‖,r ·H⊥ ·Rs˜ ·HH⊥ ·DH‖,r)
= max
Rs˜: Rs˜≽0,
tr(Rs˜)≤PT
log2 det(INr +
α2
σ2n
·H⊥ ·Rs˜ ·HH⊥ ·DH‖,r ·D‖,r)
= max
Rs˜: Rs˜≽0,
tr(Rs˜)≤PT
log2 det(INr +
α2
σ2n
·H⊥ ·Rs˜ ·HH⊥ ), (3.6)
where the second equivalent considers that the s˜ , D‖,t · s has the same power/distribution
as s, i.e., tr(Rs˜) = E[s˜H s˜] = E[sHs] = tr(Rs). In addition, the third equivalent follows from
determinant identity det(I+AB) = det(I+BA). Thus, the capacity of the LoSMIMO channel
with CSI at both Tx and Rx is invariant with respect to the offsets in the transmit direction. This
is also hold for the system capacity in (2.24) having uncorrelated equal power sources as
CLoSMIMO = log2 det(INr +
γ
Nt
H⊥ ·HH⊥ ). (3.7)
Furthermore, the singular value matrix Σ ofHLoS is equivalent to the singular value matrix
Σ⊥ ofH⊥ as
HLoS = D‖,r · H⊥︸︷︷︸
SVD
·D‖,t = D‖,r ·U⊥︸ ︷︷ ︸
,U
Σ⊥VH⊥ ·D‖,t︸ ︷︷ ︸
,VH
= UΣ⊥VH , (3.8)
where H⊥ = U⊥Σ⊥VH⊥ . U and V are still unitary matrices as UU
H = UHU = INr and
VVH = VHV = INt .
Projection View: From (3.6), it follows that the capacity of the LoS MIMO channel is
invariant with respect to the offsets in the transmit direction, as the singular values ofH are only
affected byH⊥ under the approximation in (3.3). Therefore, only the projection of the antenna
topology on the plane that is perpendicular to the transmit direction matters. The optimized
solution for point-to-point 2D LoS MIMO transceivers in (2.16) is the best solution for point-
to-point LoS MIMO array with possible 3D structures, if one wishes to achieve the highest
capacity with a given antenna number.
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However, if one considers the projection of the antenna arrangements into multiple direc-
tions, 3D antenna structures are promising to provide better solutions. In network based MIMO
system with point-to-multipoint LoS communication, e.g. multiple access wireless backhaul,
and point-to-point communication with reflection components in limited scattering environ-
ments, the projection has to be considered jointly for several directions simultaneously.
Robustness w.r.t. Displacement Errors: As discussed earlier in Sec. 2.3, although the ex-
act values of entries {HLoS}nrnt are quite sensitive w.r.t. displacement errors, the spatial multi-
plexing gain in LoS MIMO communication is nevertheless robust, in the sense that the required
antenna arrangement does not need to be achieved with high accuracy. This can be explained
via our channel factorization model in (3.5). The role of x-values is again different from the
roles of y- and z-values. In case there are displacements relative to the optimal arrangement,
the phase coupling matrixHLoS then have mismatches w.r.t. the ideal parallel caseHo in (2.13),
HLoS ̸= Ho. The dominant phase shifts of HLoS are contributed by D‖,r and D‖,t, which do
not influence the orthogonality. For the displacements in the yz-plane, the errors are measured
in units of
√
λD instead of λ. It turns H⊥ into a less sensitive term. Therefore, the LoS spa-
tial multiplexing with spacings like
√
λD/N in deterministic scenarios has a high robustness.
This property, as will be shown with more details in the next chapter, results in possible large
complexity reduction when equalizing the LoS MIMO channel.
3.2 3D Optimal Antenna Arrangements
It is obvious from (3.6) and (3.8) that the channel capacity of two 1D or 2D MIMO oblique
arrays can be easily obtained via projecting onto the broadside relative to the transmit direction.
Thus, the optimal solutions of the antenna spacings under different out-of-plane rotations can
also be obtained via mapping the broadside solution for transmit direction back to the plane
where the arrays are located.
3.2.1 Uniform Linear Array
In this part, we derive the optimal arrangements for two virtual arrays at arbitrarily rotations,
as indicated in Fig. 3.2. Two parallel Cartesian coordinate systems are located at Tx and Rx
with origins at the lower ends of the ULAs. The x-axes are both on the line connecting Tx and
Rx and are in the direction from Tx to Rx. The Tx array is located in the xy-plane, without
loss of generality. Furthermore, the arrays at the Tx and Rx have angles ϕt and ϕr w.r.t. the y-
axes in their local spherical coordinate systems, respectively. Considering (2.10) and mapping
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Figure 3.2: ULA solutions on oblique lines. (Source: [SF15] c© 2015 IEEE).
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the arrangement of the parallel solutions back to the rotated lines, the two arrays are found as
ULAs again with spacings dt and dr satisfying
dt · dr = λD
cosϕt cosϕrNmax
, (3.9)
where Nmax = max{Nr, Nt}. This solution for linear arrays at arbitrary rotations was first
derived differently in [BOO05]. In that work, the derivation is carried out similar to Sec. 2.2. In
particular, the positions of antennas on rotated lines are described with an assumption that they
are uniformly spaced. Then the condition leading to zero inner products between columns of
HLoS is derived. For completeness, we present this solution from a projection point of view by
using our channel factorization model.
3.2.2 Uniform Planar Array
In this part, the optimal antenna arrangements on the arbitrarily rotated planes that do not con-
tain the transmission direction vector are investigated.
Problem Description: Considering a 2D MIMO system as illustrated in Fig. 3.3, two par-
allel Cartesian coordinate systems (xt, yt, zt) and (xr, yr, zr) are constructed at Tx and Rx with
origins at the bottom left of the Tx array and the bottom right of the Rx array, respectively. The
x-axes are both in direction from Tx to Rx. The y-axes can be chosen freely, for instance, per-
pendicular to the ground. In the oblique MIMO systems, transceivers are intended to be placed
on the targeting planes P(uix, u
i
y, u
i
z) , {(xi, yi, zi)| uix xi+uiy yi+uiz zi = 0}, uix ̸= 0, i ∈ {t, r}
and achieving the optimal spatial multiplexing gain. The parameters uix, u
i
y, u
i
z are the x, y and
D
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Figure 3.3: Uniform planar array solutions on oblique planes. (Source: [SF15] c© 2015 IEEE).
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z components of the plane’s normal vector in the Cartesian coordinate system (xi, yi, zi), re-
spectively. In this part, besides knowing the equal antenna number N = Nh · Nv of the Tx
and Rx arrays, the transmit distance D, and the wavelength λ, we assume the normal vectors
[uix, u
i
y, u
i
z]
T of the Tx and Rx arrays are also known. In the following, the positions of antennas
on the targeting plane are derived.
Local Cartesian Coordinate Systems: Two local Cartesian coordinate systems (x′i, y′i, z′i),
i ∈ {t, r} are defined accordingly with the same origins of the systems (xi, yi, zi). The x′i-axis is
set to be perpendicular to the plane P(uix, u
i
y, u
i
z). In the following derivation, we set y
′
i-axes as
the line where the plane P(uix, u
i
y, u
i
z) crosses the xiyi-plane, while the z
′
i-axis is set accordingly.
This would simplify the transformations between Cartesian coordinate systems since y′i-axis is
orthogonal to both z′i-axis and zi-axis. The transformation from coordinate systems (x
′
i, y
′
i, z
′
i)
to (xi, yi, zi) is then found of only two steps, i.e., the rotation around the y′i-axis and the rotation
around z′i-axis. The overall transformation matrix is modeled as [Kui99]
Qi(ϕi, ϑi) = Qz′i(ϕi)Qy′i(ϑi) =
 cosϕi sinϕi 0− sinϕi cosϕi 0
0 0 1
cosϑi 0 − sinϑi0 1 0
sinϑi 0 cosϑi
 (3.10)
where Qy′i(·) and Qz′i(·) are the rotation matrices around the y′i-axis and z′i-axis, respectively.
Their parameters ϑi and ϕi are yaw and pitch angles, respectively, and −pi ≤ ϑi, ϕi < pi. For
the sketch in Fig. 3.3, it is found that ϑt, ϕr > 0 and ϕt, ϑr < 0.
Rotation Angles: During the deployment, ϑi and ϕi can be measured as the angle between
z′i-axis and zi-axis, and the angle between y
′
i-axis and yi-axis, respectively. In this part, we derive
their values in terms of the y′iz
′
i-plane’s normal vector uy′iz′i , [u
i
x, u
i
y, u
i
z]
T which satisfies the
coordinate transform uy′iz′i = Qi(ϕi, ϑi) · [1, 0, 0]T = [cosϑi · cosϕi, − cosϑi · sinϕi, sinϑi]T .
Thus, the ϑi and ϕi can be obtained via
ϑi = arcsin u
i
z, ϕi = − arctan
uiy
uix
, uix ̸= 0. (3.11)
Antenna Locations in the Cartesian Coordinate System (xi, yi, zi): The plane
P(uix, u
i
y, u
i
z) can be formulated considering that its point (xi, yi, zi) satisfy [xi, yi, zi] ·uy′iz′i = 0,
i.e.,
cosϑi · cosϕi · xi − cosϑi · sinϕi · yi + sinϑi · zi = 0. (3.12)
The parallel URA solutions with equal transceiver antennas, as indicated in (2.16), are located
on the yizi-plane P(1, 0, 0) with normal vector [1, 0, 0]T . The coordinate of its antenna element
(nv, nh), nv ∈ {1, · · · , Nv}, nh ∈ {1, · · · , Nh} on P(1, 0, 0) is
[yi, zi]
T
nvnh
= [(nv − 1)di,v, (nh − 1)di,h]T , i ∈ {t, r}, (3.13)
where dt,h, dr,h, dt,v and dr,v should satisfy the relation in (2.16).
By mapping the parallel solution from P(1, 0, 0) to P(uix, u
i
y, u
i
z) according to (3.12) and see
Fig. 3.3, the transceiver coordinates in the Cartesian coordinate system (xi, yi, zi) become xiyi
zi

nvnh
=

cosϑi·sinϕi·(nv−1)di,v−sinϑi·(nh−1)di,h
cosϑi·cosϕi
(nv − 1)di,v
(nh − 1)di,h
. (3.14)
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Antenna Locations in the Cartesian Coordinate System (x′i, y′i, z′i): The coordinate of
the (nv, nh)-th antenna element on the targeting y′iz
′
i-plane are thus found as x′iy′i
z′i

nvnh
= Q−1i (ϕi, ϑi) ·
 xiyi
zi

nvnh
=
 0cosϑi·(nv−1)di,v−sinϑi sinϕi·(nh−1)di,hcosϑi·cosϕi
(nh − 1)di,h/ cosϑi
 . (3.15)
As shown in [BOO06], self-orthogonal LoS channel matrices are feasible with arrangements
on tilted non-parallel lines/planes with limited rotation directions. In particular, when a URA is
assumed during the derivation of the orthogonality, it leads to solutions with only limited planar
rotation directions, i.e., the rotation around zi-axis or yi-axis, but not both. We generalize these
results by showing that the second principal direction1 of the uniform planar array (UPA) is
not necessarily orthogonal to the first one as for a URA, because the projection of the optimal
orthogonal design onto a tilted plane leads to parallelograms. As can be seen from (3.15), the
antenna arrangement should not always be rectangular to achieve the optimal multiplexing gain
in a strong LoS MIMO channel. Therefore, (3.15) includes all 2D antenna topology solutions
for any ’oblique angle’ or ’angular tilt’. Eventually, (2.16) and (3.5) jointly suggest alternative
antenna topologies on any arbitrarily curved surface and topologies with even more compli-
cated 3D structures, since only the projection on the plane that is perpendicular to the transmit
direction determines the channel capacity in the strong LoS MIMO communication.
3.3 Array Responses at a Given Distance
In this part, we first examine the dependence of array response models on antenna spacing with
a general 1×2 single-input-multiple-output system at a given distance. In particular, we will de-
rive the condition for which it can be modeled with the planar wave propagation. Furthermore,
considering the approximation applied in (2.7) and (3.3), the applicable region of wave propa-
gation models in terms of antenna spacings is provided here for rigorous analysis. This analysis
provides the fundamentals for merging the usage of two different array response models in
Sec. 3.4 and Chapter 6.
3.3.1 Wave Models and Antenna Spacings
Since antennas in far-field region act as point sources, we consider spherically propagating
electromagnetic waves for individual antenna elements. The transmitter Tx with one antenna is
communicating with two isotropic receive antennas as shown in Fig. 3.4 (a). A carrier frequency
with a wavelength of λ is used, and the transmitter is D and D′ meters away from the two
receive antennas Rx-1 and Rx-2, respectively. The spacing between Rx-2 and Rx-1 is denoted
by ds. Meanwhile, we assume that λ is much smaller than D and D′, i.e., λ≪ {D,D′}. For
simplifying later calculations, we introduce the oblique angle θ of the source point w.r.t. the Rx
array and also the distance a between Tx and the line connecting the receive antennas. The first
receive antenna Rx-1 is b meters away from the projected point so thatD=
√
a2 + b2. Here, we
assume the transceiver arrays do not communicate via their near fire-end directions i.e., θ ̸=pi/2.
1 The principal direction is defined as the direction along which the antennas are aligned accordingly.
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Figure 3.4: Wave Models and Antenna Spacings. For antenna spacings in the order of O(√λD), the planar
wave model would be improper and may lose the nice property of possible structured phase couplings. (Source:
[SRB+18] c© 2018 IEEE).
The phase difference φ of the wavefronts arriving at Rx-1 and Rx-2 can be expressed as
φ = −2pi
λ
(D′ −D) = −2pi
λ
[√
a2 + (b+ ds)2 −
√
a2 + b2
]
= −2pi
√
a2 + b2
λ
[(
1 +
2bds
a2 + b2
+
d2s
a2 + b2
)1/2 − 1]
= −2pi
√
a2 + b2
λ
[√
1 + 2 sin θ
ds√
a2 + b2
+ (
ds√
a2 + b2
)2 − 1
]
. (3.16)
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Applying the Taylor expansion to the square root, φ can be written by
φ = −2pi
√
a2+b2
λ
[
sin θ
ds√
a2+b2
+
(1−sin2 θ
2
)( ds√
a2+b2
)2− sin θ cos2 θ
2
( ds√
a2+b2
)3
+. . .
]
(1)
= −2piD
λ
[
sin θ
(ds
D
)
+
cos2 θ
2
(ds
D
)2 − sin θ cos2 θ
2
(ds
D
)3
+ . . .
]
, (3.17)
where
(1)
= denotes an equality based on the fact that D=
√
a2 + b2, and we show the expansion
up to the third order of ds/D.
The phase difference φ can be approximated differently with different orders of ds/D. We
denote the first order and the second order approximations as
φ˜1 = −2pi · sin θ ds
λ
and φ˜2 = −2pi
(sin θ ds
λ
+
cos2 θ
2
· d
2
s
λD
)
, (3.18)
respectively. It is noticed that the first-order approximation is the propagation model used by
array response vectors under planar wave propagation. Their approximation errors are defined as
φe,1,φ− φ˜1 and φe,2,φ− φ˜2. In order to limit the approximation error, we define a term φe,max
indicating the maximum allowed phase error, e.g., φe,max=2pi/100, and |φe,1|, |φe,2| ≤ φe,max.
This leads to two regions I and II, see Fig. 3.4 (b). In region I, the antenna spacing is less than
about 10λ, ds / 10λ, and the approximation should contain the first order term in (3.17). While,
in region II with ds / 100λ ∈ O(
√
λD), the approximation should contain at least the first two
order terms in (3.17). For example, the first-order approximation is large in Region II due to the
lack of the second-order term −pi cos2 θ ·d2s/(λD), which is non-negligible for ds ∈ O(
√
λD).
Motivated by this, the two regions can be quantitatively derived by having the higher order
terms of ds/D equal to φe,max as
Region I where φ ≈ φ˜1 : ds ≤
√
φe,maxλD
pi cos2 θ
. (3.19)
Region II where φ ≈ φ˜2 :
√
φe,maxλD
pi cos2 θ
<ds≤min{ 3
√
φe,maxλD2
pi sin θ cos2 θ
,
4
√
4φe,maxλD3
pi
}. (3.20)
Here, we would like to note that the numerical evaluation in Fig. 3.4 (b) also shows that the ap-
proximations that keep the second order terms (ds/D)2 in (2.7) and (3.3) have enough accuracy
in approximating spherical wave propagation for arrays with sizes in Region II. In Sec. 3.4 and
Chapter 6, antenna spacings in two different orders are considered, ds∈O(λ) and ds∈O(
√
λD).
Their applicable wave models are summarized in Proposition 1.
Proposition 1. (Wave Models and Antenna Spacings): If the antenna arrays are separated by
D and are communicating at a carrier frequency with a wavelength of λ that is much smaller
than D, i.e., λ≪ D, the first-order approximation of the spherical wave by the planar wave
model can be applied if the inter-antenna spacing ds is in the order of O(λ). For larger antenna
spacings ds ∈ O(
√
λD), the approximation of the spherical wave should be kept up to at least
the second order terms in (3.17).
3.3.2 Array Response Vector of an Array of Subarrays
The description of the array response vector following the planar wave model is widely used for
simplifying the descriptions of the spatial signature for densely packed antennas. Meanwhile,
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Figure 3.5: Schematic illustration for deriving the array response vector of an array of 2 subarrays. (Source:
[SRB+18] c© 2018 IEEE).
the specially arranged and widely spaced elements offer LoS spatial multiplexing and can only
be considered under the spherical wave model. To combine their benefits together, let us first
examine the array response vector of an array having two widely spaced subarrays, where each
individual subarray contains densely packed antennas.
An array of subarrays:Here we consider the array response vector of an array of subarrays
at Rx, as shown in Fig. 3.5. Two subarrays Rx-1 and Rx-2 have the same antenna structure with
M antenna elements being λ/2 spaced, de = λ/2. Furthermore, we assume that the phase
center2 of the nr-th subarray is separated from the point source Tx-nt by the distanceDnrnt and
Dnrnt ≫ λ. The two subarrays are aligned along the y-axis and separated by the inter-subarray
distance dsub in order ofO(
√
λD11). For simplification, we limit the discussion on the xy-plane
of subarrays. Tx-1 is oblique w.r.t. the normal directions of Rx-1 and Rx-2 by azimuth angles θ
and θ−∆θ, respectively.
Array response vector: Considering Proposition 1, the subarray response vectors can be
approximated by a planar wave model. However, since the subarrays are widely spaced, the
spherical wave model should be used to model the relative phase differences of the wave fronts
from one direction. Due to the assumptions D11 ≫ λ and dsub ∈ O(
√
λD11), it is found that
D11 ≫ dsub ≫ λ. This leads to a negligible difference between AoAs at different subarrays,
i.e., ∆θ ≈ 0. Therefore, by collecting array response vectors at the subarray level, the array
response vector a1 of an array of subarrays w.r.t. Tx-1 can be written as
a1 = [e
−j 2pi
λ
·D11 ·aTr (θ), e−j
2pi
λ
·D21 ·aTr (θ)]T = [e−j
2pi
λ
·D11 , e−j
2pi
λ
·D21 ]T ⊗ ar(θ). (3.21)
The vector ar(θ) ∈ CM×1 denotes the array response vector under planar wave assumption as
[Bal05]
ar(θ)=
[
1, . . . , e−jkλde(m−1) sin θ, . . . , e−jkλde(M−1) sin θ
]T
, (3.22)
where kλ,2pi/λ. The parameterm, 1 ≤ m ≤M , is the index of an antenna within the subarray.
Similarly, considering a scenario with two transmitters Tx-1 and Tx-2, which are separated
by a distance in the order of O(√λD11), we have the phase coupling matrix as
H =
[
e−j
2pi
λ
·D11 e−j
2pi
λ
·D12
e−j
2pi
λ
·D21 e−j
2pi
λ
·D22
]
⊗ ar(θ), (3.23)
which can be seen as a generalization of (2.6).
2 The subarray’s phase center is set at its lower end.
3.4 Multi-Subarray LoS MIMO System 31
3.4 Multi-Subarray LoS MIMO System
In this section, the parameters for designing a mmWave LoS MIMO system are evaluated.3 The
array response vector of an array of subarrays, as being derived above, will be used to model
the channel. The transmission rate is evaluated accordingly to the Equivalent Isotropically Ra-
diated Power (EIRP) regulations that can be used in a practical system. Furthermore, due to
the ultra-high link budgets, LoS MIMO spatial multiplexing becomes a promising technology
in enhancing the throughput of the fixed wireless communication. In this section, the computa-
tions are carried out based on a realistic channel model taking into account: free space path loss,
oxygen absorption, rain attenuation, front-end loss, antenna gains of identical antenna elements,
array gain, thermal noise, noise figure, etc.
3.4.1 Antenna Array Design
As discussed above, mmWave band is a suitable candidate for enhancing the throughput due to
its large available bandwidth. However, high pathloss is one critical limitation of utilizing the
mmWave band [Fri46]. Having directive antennas and/or applying beamforming for array power
gains are widely considered in overcoming the short range limitation [HGPR+16]. In this part,
we investigate the potential of systems deploying the aforementioned LoS spatial multiplexing
on top of the array power gain.
We are considering a two-level hierarchical MIMO system with a strong LoS channel model
as illustrated in Fig. 3.6 (a). On the higher level, this is a MIMO system that contains Nt and
Nr subarrays at Tx and Rx, respectively, to exploit the spatial multiplexing gain in deterministic
channels. In this work, the array of several widely spaced subarrays is named ’super-array’.
The lower level refers to the architecture of the subarrays. As an example, all subarrays are
modeled as uniform square arrays that consist ofM×M λ/2-spaced antenna elements each. The
function of the subarrays is to provide a certain antenna gain and directivity of the transmission
which makes the assumption of strong LoS channel more realistic in practical applications like
wireless backhaul. In order to use the subarray response vector under planar wave modeling,
we assume M · de ≪
√
λD, where de=λ/2 is the spacing between antenna elements within a
subarray.
Under the assumption that the subarray spacings are much smaller than the transmit distance
D, the channel between equally polarized nt-th transmit subarray and nr-th receive subarray is
modeled as
Hnrnt = ar(θr, φr) · α(D)e−j
2pi
λ
(Dnrnt−D) · aHt (θt, φt), (3.24)
where α(D) is the common channel gain of the LoS path, θr (φr) and θt (φt) are its azimuth
(elevation) angles of arrival and departure, respectively. Dnrnt denotes the propagation link
distances between the phase centers of the corresponding subarrays. at(θt, φt) ∈ CM2×1 and
ar(θr, φr) ∈ CM2×1 denote the array response vectors at Tx and Rx, respectively. In the case
that the normal vector of the array is along x′-axis withM elements on both y′-axis and z′-axis,
as shown in Fig. 3.6 (b), the array response vector at(θt, φt) at Tx under the planar wave model
3 In this part, 100 m is considered as an exemplary transmit distance for the small-cell backhaul communication.
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Figure 3.6: A Multi-Subarray LoS MIMO System. (Source: [SJL+15] c© 2015 IEEE).
is given by
at(θt, φt)=
[
1, . . . , e−jkλde((M−1) sin θt sinφt+(M−1) cosφt)
]T
, (3.25)
where kλ,2pi/λ, and de = λ/2 denotes the antenna spacing at subarrays. The ar(θr, φr) at Rx
is formulated in a similar fashion.
Therefore, the channel matrix between different subarrays is found as
H =
 H11 · · · H1Nt... . . . ...
HNr1 · · · HNrNt
 = [α(D) ·HLoS]⊗ [ar(θr, φr) · aHt (θt, φt)], (3.26)
whereHLoS is the same matrix as in (2.6). Since the matrix to the right of the Kronecker product
in (3.26) is of a rank one, achieving maximum spatial multiplexing given a certain number of
subarrays turns into the same problem as maximizing the determinant of HLoS as in Sec. 2.2.
Therefore, the solution is to arrange the subarrays according to the rule of LoS MIMO antenna
arrangements. In addition, we would like to note that putting subarrays close to each other
would limit the achievable spatial multiplexing gain. Furthermore, another important benefit of
replacing highly directive antennas in conventional LoS MIMO systems with subarrays is that
the narrow beams can be better aligned due to the beam steering capability at the lower level.
3.4.2 A Link Budget Model
In this part, we assume that the Tx array and the Rx array are facing each other and are arranged
symmetrically with N = Nt = Nr = Nh · Nv. The subarray spacings satisfy the require-
ments for optimally arranging the LoS MIMO systems in (2.12) and (2.16). Considering analog
beamsteering towards the transmit direction at each subarray, the system allows an acceptable
computational complexity on the higher level to fully exploit the spatial multiplexing gain.
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Parameters
W TK α(D)
2
Bandwidth
802.11ay
Absolute
Temperature
Free Space
Path Loss [Fri46]
Oxygen Absorption
[SC97]
Rain Absorption
[SC97]
Value 2.16 GHz 293 K (4piD/λ)2 15dB/km 18dB/km
Parameters
σ2n g
2
Tx(M), g
2
Rx(M)
Thermal
Noise
Noise
Figure
Array Gain
Antenna Gain
[KLN+11]
Front End Loss
[KLN+11]
Value kBTKW 5dB M2 6dBi 2dB
Table 3.1: Link Budget Parameters
One may write the received signal on the higher level as
y = gRx(M) · gTx(M) · α(D) ·HLoS · s+ n, (3.27)
where gTx(M), gRx(M) are the subarray beamforming gains at the Tx and Rx, respectively.
Here, we recall that n is complex white Gaussian noise vector with n ∼ CNN×1(0, σ2nIN).
Further assuming that i.i.d. Gaussian symbols are transmitted, i.e., s ∼ CNN×1(0, σ2s IN), the
maximum data rate of such a system can be found as
R = W · log2 det
[
IN +
[gRx(M) · gTx(M) · α(D)]2 · σ2s
σ2n
HLoSH
H
LoS
]
= N ·W · log2
[
1 +
[gRx(M) · gTx(M) · α(D)]2 ·Nσ2s
σ2n
]
, (3.28)
where W denotes the bandwidth. To simplify later discussions, the effective SNR γ of the par-
allel streams is defined as γ , [gRx(M) · gTx(M) · α(D)]2 ·Nσ2s /σ2n. In addition, the transmit
power is found as PT = N · σ2s .
Link Budget Parameters: In this work, we consider the mmWave communication at
60 GHz. The unlicensed 60 GHz band is a suitable candidate for fully exploiting the spatial
multiplexing gains in LoS MIMO channels due to its large available bandwidth, channel spar-
sity, and reasonable array sizes. Communication in the 60 GHz region suffers from high at-
mospheric attenuation (e.g., oxygen absorption) and rain attenuation which must be taken into
account for the link budget calculation. Further considering the possible front-end loss and
the antenna gain at individual antennas, the parameters4 in Tab. 3.1 are used for estimating
gRx(M), gTx(M), α(D) and σ2n at 60 GHz, where kB = 1.380649 · 10−23J/K is the Boltzmann
constant, and TK is the absolute temperature in Kelvin.
EIRP Constraints: The EIRP limit regulates the emission to avoid harmful interference to
authorized radio services in the band. The EIRP limit for 60 GHz devices located outdoors has
been amended to the following: ’The average EIRP limit from 40dBm to 82dBm minus 2dB
for every dB that the antenna gain is below 51dBi’ [FCC13]5. That means the EIRP limit Peirp
4 The rain absorption value is taken at the rainfall rate of 50mm/hour.
5 The peak EIRP limit is also amended with 3 dBm addition to the average EIRP limit. For modulated signals with
peak-to-average power ratios higher that 3 dB, the maximal transmit power should be further restricted. In this
work, we neglect the possible degradation of the radiated power due to the high PAPR caused by the modulation
schemes to provide an upper bound to the data rates.
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Index N=Nv ·Nh M2 R [Gbit/s] γ[dB] BPCU PT[dBm] Height×Width
1 1 42 13.2 18.3 6.1 26 7.5mm×7.5mm
2 4 = 2 · 2 42 52.8 18.3 24.4 26 0.50m×0.50m
3 9 = 3 · 3 42 118.8 18.3 54.9 26 0.82m×0.82m
4 16 = 4 · 4 42 211.2 18.3 87.6 26 1.06m×1.06m
5 4 = 2 · 2 82 69.9 24.3 32.3 19.9 0.50m×0.50m
6 16 = 4 · 4 82 279.3 24.3 129.3 19.9 1.06m×1.06m
7 4 = 2 · 2 162 87.0 30.4 40.3 13.9 0.50m×0.50m
8 16 = 4 · 4 162 347.3 30.4 160.8 13.9 1.06m×1.06m
Table 3.2: Example Parameters of Wireless Backhaul Systems under EIRP limit at a transmit Distance of 100m.
in terms of dBm for 60 GHz devices located outdoors can be formulated as
Peirp[dBm] , max
[
min
[
82− 2(51− g2Tx[dBi]), 82
]
, 40
]
dBm. (3.29)
The maximum transmit power PT that can be used is therefore constrained by the EIRP limit
and can be calculated as:
PT[dBm] = Peirp[dBm]− g2Tx[dBi]. (3.30)
In the following discussion, we set Peirp = 40dBm, since no super directive subarray is used.
Link Budget Results: Several link budgets at 100 m based on the model described above
are exemplified in Tab. 3.2 with several typical and moderate parameter settings on N andM2.
It is worth to note that with LoS spatial multiplexing, the spectral efficiency has the potential of
reaching one hundred bits per channel use (BPCU). Considering the degradation of the system
due to effects like RF impairments and possible high peak-to-average power ratio (PAPR) val-
ues, the system should be designed in a reasonable size with high throughput including some
redundancy. Further considering that high SNR values require hardware impairments to be low,
which may leads high costs, system setups with indices from 2 to 6 in Tab. 3.2 are then the most
interesting ones at 100 meters in setting up connections in the order of 100 Gbit/s. The maxi-
mumwidth and height of the arrays are not larger/much larger than 1 meter. Meanwhile, they are
operating at SNR values without ultra-high quality requirements on the hardware, which may
potentially reduce the cost. Most importantly, these setups can reach link budgets in the order of
100 Gbit/s, i.e., at least about 52.8 Gbit/s using one 2.16 GHz channel at 60 GHz, which can be
further scaled by using other resources. For example, the maximum data rates in the table can
be doubled by expanding the system with cross-polarized antennas, but a signal-to-interference-
plus-noise ratio (SINR) ceiling should be expected due to the non-ideal polarization separation.
Furthermore, IEEE 802.11ay [GSCK17] allows channel bonding mechanisms for four of those
2.16 GHz channels around 60 GHz, which can scale the throughput as well.
Beam Pattern and Angular Spread of Subarrays: In earlier parts of this section, an ap-
proximation is considered via assuming the subarray beamforming gains gTx(M) and gRx(M)
are the same for different subarray pairs. Here, we would like to provide a brief examination
on the beampattern of the subarrays with different antenna numbers. Let us consider a symmet-
ric uniform linear multi-subarray system withNv-subarrays being vertically arranged. Under an
optimal arrangement, the subarray spacing is found as dv =
√
λD/Nv, see Fig. 3.7. Meanwhile,
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Figure 3.7: Beam pattern and angular spread of subarrays.
M isotropic antenna elements are assumed for each subarray and are also arranged vertically.
In this thesis, we consider only a small number of subarrays in one dimension, e.g., Nv ≤ 5. To
simplify the discussion later and with a small Nv, we rewrite the assumption Mde ≪
√
λD as
Mde ≪
√
λD/Nv without loss of generality.
Let us first exam the angular spread of the subarrays in the LoS direction. The largest dimen-
sion of the super-array is about dmax , dv ·(Nv−1) <
√
λDNv. Considering the subarray at the
edge of the super-array and that dv ≪ D, the angular spread Θs > 0 of subarrays on the other
side of the link would satisfy sinΘs ≈ tanΘs = dmax/D <
√
λNv/D. In addition, according
to the characteristics of the broadside beam pattern presented in [Bal05, Hil76], its half power
beamwidth Θ3dB is found with a relation sin(Θ3dB/2) ≈ 0.44λ/(Mde)≫
√
λNv/D > sinΘs.
Then, since Θ3dB ≫ Θs, we can ignore the subarray power gain differences under the condition
thatMde ≪
√
λD/Nv. When one increasesM and keeps de constant (this would increases the
aperture of the subarray as a single radiation source), the approximation error of using planar
wave modeling gets larger and Θ3dB gets smaller. In the extreme case when two subarrays con-
nect to each other, i.e.,Mde =
√
λD/Nv, the channel should be modeled with spherical waves
between different antenna pairs in the first place. Meanwhile, the first-null beamwidth in the far-
field (at distances further thanD) would satisfy sin(Θnull/2) ≈ λ/(Mde) =
√
λNv/D > sinΘs
[Bal05]. Therefore, for systems with ultra-large subarrays, all subarrays are still working within
the main lobe of the broadside beam.
3.5 Summary
In this chapter, we have first derived the channel factorization model for LoS MIMO communi-
cation in (3.5) as
HLoS = D‖,r ·H⊥ ·D‖,t.
The two outer diagonal matrices, respectively on the right and left hand side, do not influence
the channel capacity and singular values. Subsequently, from a projection point of view, we
prove that the capacity of a strong point-to-point LoS MIMO channel is invariant with respect
to the third dimension of the array structure. In particular, the aperture of the array in broadside
relative to transmit direction determines the performance. This proof leads to two other interest-
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ing conclusions. Firstly, the optimized solutions for the 2D LoS MIMO array are also the best
solutions for point-to-point 3D LoS MIMO systems. Secondly, the optimal antenna arrange-
ments on any curved surface can be easily obtained via mapping the corresponding broadside
arrangement to the surface. As an example, 1D or 2D antenna arrangements that compensate
the degradation from the tilt angles are discussed and presented.
In the latter part of this chapter, we proposed a two-level hierarchical MIMO system that
combines the LoS spatial multiplexing gain with the beamforming gain intended for applica-
tions such as wireless backhaul. In addition to the system architecture, a channel model for
calculating the link budget is introduced. The realistic parameters for the proposed channel
were used for computations. The applied computations following IEEE 802.11ay and EIRP
limit at 57∼64 GHz band regulations showed that the system is capable of achieving more than
100 Gbit/s at a transmission distance of 100 m with reasonable antenna sizes, especially for
operating in the 60 GHz band which exhibits high power attenuation.
In this chapter, we summarize the key learning points for engineers as:
• Optimal antenna arrangements on any curved surface can be obtained via mapping the
corresponding broadside arrangement to the surface during deployments.
• LoS spatial multiplexing is quite robust against moderate displacement errors.
• By deploying spatial multiplexing on top of the directive antennas and/or array gains, LoS
MIMO systems offer a great potential in supporting data rates well above 100 Gbit/s.
Chapter 4
Sequential Channel Equalization in Strong
LoS MIMO communication
In this chapter, we show a novel algorithm for LoS MIMO channel equalization. Antenna dis-
placement errors are inevitable in practice. Therefore, the channel matrices can be very dif-
ferent at different antenna topology realizations. Straightforward implementations like the zero-
forcing algorithm without exploiting the special properties of the LoS MIMO channel can result
in high complexity. As shown earlier in Sec. 3.1, the LoS MIMO channel can be factorized into
a product of three matrices with two outer matrices contributing the most varying terms. This
motivates an idea to equalize the channel in the reverse order of the factorization. During the
discussion in this chapter, we show that such an equalization method is a good trade-off between
complexity and robustness.
Within this chapter, we develop the concept in the following steps:
1. We show the relation between the LoS spatial multiplexing with displacements and Dis-
crete Fourier Transform (DFT) matrices. In particular, the middle matrix of the channel
factorization can be ideally an inverse DFT (IDFT) matrix that is perturbed by certain
displacement errors.
2. With the help of Winograd butterflies [Win78], a novel equalization with lower com-
plexity, denoted as Sequential Channel Equalization (SCE), becomes feasible and can be
applied in the reverse order of the channel factorization. Additionally, the settings for the
variable parameters are specified based on the channel estimate without the knowledge
about the accurate geometric relations over long distances.
3. Motivated by the energy efficiency improvement, a sequential channel equalization based
design for analog equalization is proposed with standard Butler matrices. The complex-
ities of both digital and analog solutions increase almost linearly w.r.t. the number of
antennas, compared to the quadratic increments observed in the conventional approaches.
Furthermore, the analog network wiring can be significantly simplified.
4. As found numerically, the proposed method performs nearly as good as the zero-forcing
based algorithms, while having significantly lower complexity.
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4.1 Channel Factorization With Displacements
In this section, we examine the relation between the channel factorization model, displacement
errors, and DFT matrices. We start the discussion first with uniform linear arrays (ULAs) and
then extend the result to uniform rectangular arrays (URAs).
Uniform Linear Arrays: Let us first study the transceiver arrays that are parallel as in
Sec. 2.2. For simplicity, we consider the number of antennas to be equal at Rx and Tx, Nt =
Nr = N . By putting (2.7) into (2.6), the phase coupling between Rx-nr and Tx-nt is found as
{HLoS}nrnt = e−jpi(nr−1)
2d2r /(λD) · ej2pi(nr−1)(nt−1)drdt/(λD) · e−jpi(nt−1)2d2t /(λD). (4.1)
Then, it is not hard to find that the middle of the channel factorization is a Vandermonde matrix.
Under optimal arrangements drdt = λD/N , it is even an IDFT matrixWIDFT-N ofN points, i.e.,
{WIDFT-N}nrnt = ej2pi(nr−1)(nt−1)/N . This relation can be formulated by multiplying two diagonal
matricesDL-N andDR-N to the left and right ofWIDFT-N , respectively, as
Ho = DL-NWIDFT-N DR-N , (4.2)
where the diagonal elements of DL-N and DR-N are found as {DL-N}nrnr , e−jpi(nr−1)2d2r /(λD)
and {DR-N}ntnr , e−jpi(nt−1)2d2t /(λD), respectively. For instance, the Ho in (2.14) with N = 3
and dr = dt =
√
λD/N is found as
Ho =
 1 e−j pi3
e−j
4pi
3

 1 1 11 ej 2pi3 ej 4pi3
1 ej
4pi
3 ej
8pi
3

 1 e−j pi3
e−j
4pi
3
 . (4.3)
By separating phase shifts contributed by position displacements along the transmit direc-
tion, we recall the channel factorization in (3.5). The matrix HLoS can be directly decomposed
into
HLoS = D‖,r ·H⊥ ·D‖,t.
Following the discussion on robustness in Sec. 3.1, the spatial multiplexing gain in LoS MIMO
communication is quite robust against displacement errors, because the displacement errors on
H⊥ are small, since they are measured in a larger unit of
√
λD. Considering displacements of
the optimal arrays involving translations and rotations, the matrix H⊥ differs from Ho by H∆.
The channel matrixHLoS in (3.5) then can be written as
HLoS = D‖,r · (Ho +H∆)︸ ︷︷ ︸
H⊥
·D‖,t. (4.4)
Further considering (4.2), the channel can also be factored in terms of the IDFT matrix. For
simplification, we restrict the discussions to ULAs of N elements. Combining (4.2) and (4.4),
the matrixHLoS can be factored as a product of matrices D˜‖,t, D˜‖,r, and H˜⊥ as
HLoS = D‖,rDL-N︸ ︷︷ ︸
,D˜‖,r
· (WIDFT-N +D∗L-NH∆D∗R-N)︸ ︷︷ ︸
,H˜⊥
·DR-ND‖,t︸ ︷︷ ︸
,D˜‖,t
, (4.5)
4.2 Description of Sequential Channel Equalization (SCE) 39
where H˜⊥ has a small difference H˜∆ , H˜⊥−WIDFT-N = D∗L-NH∆D∗R-N to WIDFT-N within
certain displacement error ranges. It is noticeable that the two factorizations in (4.4) and (4.5)
have the same structure with outer factors being the sensitive terms. The usage of the tilde
marker (˜) denotes the factorization withWIDFT-N dominating the middle term.
Uniform Rectangular Arrays: Considering two N -element parallel URAs, the channel
can be seen as a combination of channels resulting from linear arrays that are vertically and
horizontally arranged. The optimal antenna spacings dt,v, dr,v, dt,h, and dr,h of URAs mainly
depend on the transmit distance D, wavelength λ, and the number of antennas Nv(Nh) in the
vertical (horizontal) direction as (2.16). Here, we recall that the optimal arrangement of URAs
makesHLoS a spatially orthogonal matrixHo withHHo ·Ho = N · IN . The matrixHo is found
as the Kronecker product between the coupling matricesHoh,Hov of the vertical and horizontal
arrays in (2.17) as
Ho = Hoh ⊗Hov,
where Hoh and Hov are orthogonal matrices of sizes Nh×Nh and Nv×Nv, respectively. Hoh
andHov have similar relations with IDFT matrices as in (4.2) by replacing N with Nh and Nv,
respectively.
Considering the mixed-product property [Loa00] of the Kronecker product (A ⊗ B)(C ⊗
D) = (AC) ⊗ (BD), a similar property as (4.2) can be found forHo w.r.t. a 2D IDFT as
Ho = (DL-Nh ⊗DL-Nv) (WIDFT-Nh ⊗WIDFT-Nv) (DR-Nh ⊗DR-Nv), (4.6)
where DL-Nh (DL-Nv), DR-Nh (DR-Nv) andWIDFT-Nh (WIDFT-Nv) are similarly defined as DL-N ,
DR-N , andWIDFT-N in (4.2), respectively, by replacing N with Nh (Nv).
Following the same discussion from (4.2) to (4.4), the relation in (4.4) can be also found for
URAs as
HLoS = D˜‖,r · (WIDFT-Nh ⊗WIDFT-Nv + H˜∆)︸ ︷︷ ︸
,H˜⊥
·D˜‖,t, (4.7)
where D˜‖,r , D‖,r(DL-Nh ⊗ DL-Nv), D˜‖,t , (DR-Nh ⊗ DR-Nv)D‖,t, and H˜∆ , (D∗L-Nh ⊗
D∗L-Nv)H∆(D
∗
R-Nh ⊗D∗R-Nv).
It is observed from (4.5) and (4.7) that the 1D or 2D IDFT matrices are the dominating
terms. Since the computation complexity is crucial for the systems operating at high symbol
rates like wireless backhaul during system expansion, this observation leads to the idea for the
complexity reduction in the next section.
4.2 Description of Sequential Channel Equalization (SCE)
For practical backhaul systems with massive deployments, the displacement errors of LoS
MIMO antenna arrangements should be taken into consideration. Although the coherence time
of the channel is expected to be very long due to the quasi-deterministic scenarios, the variability
of the deployment requires flexible algorithms. As discussed previously, the conventional meth-
ods, i.e., straightforward implementations of ZF and minimum mean square error (MMSE) al-
gorithms, do not consider the special property of LoS MIMO channels and requireN2 complex
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number multiplications per received symbol. We denote their complexity1 as O(N2). In this
work, we propose to use SCE with three steps considering the property of the LoS MIMO ma-
trix HLoS specified in (4.5) and (4.7). The number of multiplications required by the proposed
method is only increasing almost linearly w.r.t. small values ofN in full digital implementation.
We summarize our ideas on SCE as follows:
• Equalization can be performed in the reverse order w.r.t. the channel factorization in (4.5)
or (4.7), yielding an equalizer structure equivalent to ZF equalization.
• Since the matrix in the middle can be approximated by an IDFT matrix, Fast Fourier
Transform (FFT) can be used for channel equalization with reduced complexity.
• The complexity for the outer diagonal matrices is only of a linear order O(N).
4.2.1 Signal Estimation with Linear Algorithms
Let us assume that the Tx and the Rx of a LoS MIMO system are separated by a transmit
distance D and consist of N uniformly arranged isotropic antennas each. A carrier frequency
fc with a corresponding wavelength λ = c/fc is used by the transceiver arrays. To simplify
the later discussions, we assume the common channel gain α in the LoS MIMO channel model
(2.5) to be one. Therefore, the general linear system model in (2.4) can be presented with the
matrixHLoS as
y = HLoS · s+ n, (4.8)
where s∈CN×1 and y∈CN×1 are the transmitted signal vector and the received signal vector,
respectively. The noise vector n is modeled with i.i.d. complex white Gaussian random entries
that are circularly symmetric, n ∼ CN (0, σ2n · IN). The physical channel/coupling matrix be-
tween s and y is denoted byHLoS∈CN×N as before. Furthermore, it is assumed that the power
is allocated uniformly at streams with i.i.d. Gaussian signaling s ∼ CN (0, σ2s ·IN). Considering
that α = 1, the SNR value γ in (2.24) satisfies γ = Nσ2s /σ
2
n in this chapter.
In this section, we restrict the discussion on signal estimation to linear algorithms due to
their low complexity, which is a crucial aspect for ultra wideband systems like wireless backhaul
systems. Exhaustive search algorithms, like the maximum likelihood estimation [Say10], may
require higher complexity (exponential complexity in N ) than necessary especially for systems
operating at high SNR regions. We formulate the the maximum likelihood estimation with a
random quantity s as
sˆ = argmax
s
py,s(y, s) = argmin
s
||y −HLoS · s||2F , (4.9)
where py,s(y, s) is the joint likelihood function of y and s with y fixed for each realization. This
complexity argument also holds for interference cancellation algorithms, like the successive
interference cancellation using sorted QR decomposition [WBKK03], due to their multi-layer
structures. Linear estimation is therefore a straightforward, low complexity strategy to find the
estimates.
1 To obtain the equalizer matrix, the complexity is of a cubic order O(N3). This initial complexity is neglected in
this work since it approaches zero after averaging over long transmission time.
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We assume that the Rx has perfect channel knowledge on HLoS ∈ CN×N and Rx, Tx have
been synchronized. Knowing the CSI, different equalization algorithms can be applied. We
express the equalized symbol vector y˜ with an equalizerW as
y˜ , sˆ =W · y =W ·HLoS · s+W · n. (4.10)
Examining the nt-th entry y˜nt of y˜, we have
y˜nt = w
T
nthntsnt +
N∑
nr=1,nr ̸=nt
wTnthnrsnr +w
T
ntn, (4.11)
where snt is the nt-th entry of s. The vector wTnt is the nt-th row vector of W, while the
vector hnt is the nt-th column vector of HLoS. The term
∑N
nr=1,nr ̸=nt w
T
nthnrsnr models the
interference from other streams. Assuming equal power uncorrelated sources and the symbols
are circularly symmetric Gaussian distributed with s ∼ CN (0, σ2s · IN), the interference is also
Gaussian distributed. In this case, the achievable rate R(W) with linear receiver processing can
be formulated as
R(W) =
N∑
nt=1
log2
(
1 +
|wTnthnt |2σ2s∑N
nr=1,nr ̸=nt |wTnthnr |2σ2s +wTnt(wTnt)Hσ2n
)
. (4.12)
In the following, we will discuss two state-of-the-art linear estimation algorithms and link them
with the proposed SCE algorithm.
1) Minimum Mean Square Error (MMSE) Estimation
The channel equalizerWMMSE is determined by minimizing the mean squared error between the
transmitted signal and the estimated signalWMMSE = argmin
W
E[||y˜ − s||2F ], and is formulated
as
WMMSE , (HHLoSHLoS +
σ2n
σ2s
IN)
−1HHLoS. (4.13)
This solution is the optimal linear estimator with the mean square error as its cost criteria
[Say10].
2) Zero-Forcing (ZF) Estimation
The ZF algorithm defines an equalizer with the pseudo-inverse of the channel matrix as
WZF , (HHLoSHLoS)−1HHLoS. (4.14)
One of the main drawbacks in implementing ZF based equalization is that, if the channel matrix
is ill-conditioned, the algorithm suffers from noise enhancement. However, for optimal and even
near-optimal arrangements, the channel in LoS MIMO communication is expected to be well-
conditioned. Given that the ||y − HLoS · s||2F in (4.9) is convex, this solution is also the least
squares estimator for s as ∂||y−HLoS·s||
2
F
∂s
∣∣
s=WZFy
= 0.
In the rest of this chapter, we consider ZF as our baseline algorithm based on the following
arguments. Firstly, for communication systems with high SNR values like in backhaul scenarios,
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i.e., σ2s ≫ σ2n, the MMSE estimation can be well approximated by the ZF estimation. Secondly,
in the low SNR region, the effective SNR values in (4.11) under optimal arrangements, i.e.,
(wTnthntsnt)
2/(wTntn)
2, are also the same for both algorithms, since HLoS is orthogonal. This
makes both ZF estimation and MMSE estimation being system capacity achieving solutions as
R(WZF) = R(WMMSE) = C
LoS
MIMO, although the biased MMSE estimation provides less estima-
tion errors than the unbiased ZF estimation in general. Eventually, ZF requires no information
on the SNR value, which makes the implementation simpler. As a conclusion, ZF represents
a minimum-variance unbiased (MVU) estimator to the transmitted data under optimal arrange-
ments. Considering it as the baseline comparison algorithm for near optimal arrangements, we
define the baseline algorithm as
WBL ,WZF. (4.15)
For the LoS MIMO system with optimal and sub-optimal arrangements, the channel is expected
to be full rank. Therefore, considering the channel factorization in (4.5), the baseline algorithm
is also equivalent to
WBL = D˜
−1
‖,t (WIDFT-N + H˜∆)
−1D˜−1‖,r . (4.16)
3) Sequential Channel Equalization (SCE)
Motivated by the factorization in (4.5), a novel three-step equalization method is proposed in a
reverse order. Three matrix multiplications are performed sequentially with the outer ones being
diagonal matrices. Therefore, the design of SCE follows the ZF criterion, but can be considered
as a low-complexity approximation to the ZF based algorithm in (4.16). The SCE matrixWsce
is modeled as
Wsce , D2 ·Wfix ·D1, (4.17)
where D1 and D2 are two diagonal matrices. For different antenna topology realizations, the
two matricesD1 andD2 are chosen accordingly to the resultedHLoS. Considering ULAs at Tx
and Rx with N elements each,Wfix can be implemented with a fixed N -point DFT matrix
Wfix =WDFT-N , (4.18)
where {WDFT-N}nrnt , e−j2pi(nr−1)(nt−1)/N . Furthermore, considering URAs at Tx and Rx with
N = Nv · Nh elements each, theWfix can be implemented withWfix = WDFT-Nh ⊗WDFT-Nv ,
if one considers the channel factorization model for URA systems in (4.7).
In practice, those DFT operations can be implemented with the FFT based structures of
reduced complexity. Thus, the usage of Wfix for equalizing H˜⊥ brings the benefit of saving
computational complexity at the cost of slightly lower SINR caused by H˜∆. This comes from
the fact that, within certain displacement error ranges, the entries of H˜∆ are of small values
|{H˜∆}nrnt | ≪ 1. With optimal arrangements (H˜∆ = 0), such an estimator following (4.17) is
also expected to achieve the system capacity.
In this work, the design of SCE follows the ZF criterion, but its performance is impaired by
the interference caused by H˜∆. Since the zero-forcing based algorithm is capable of offering
an interference-free solution, the objective function of setting {D1,D2} in this work is stated
as the ’distance’ betweenWsce and the ZF baseline algorithmWBL (the targeting operation) in
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terms of least squares as
{D1,D2} = arg min
D1,D2
||D2 ·Wfix ·D1 −WBL||2F , (4.19)
where D1 and D2 can be seen as estimates on D˜−1‖,r and D˜
−1
‖,t in (4.16), respectively, under the
perturbation of H˜∆.
4.2.2 Solution to Parameter Settings
For any LoS MIMO array pair with out-of-plane rotations, the D‖,t, D‖,r terms are introduced
by the offsets. In order to eliminate their effects on the resulting channel, the diagonal matrices
D1 and D2 in (4.17) should be set as variable parameters for different antenna geometric real-
izations. However, due to the quasi-deterministic scenarios like wireless backhaul, D1 and D2
can be considered as fixed equalizers for each realization with a computational complexity of
O(N) each. In this part, we seek to design matrices {D1,D2} that minimize the distance w.r.t.
the zero forcing algorithm as stated in (4.19).
SinceD1 andD2 are diagonal matrices, we introduce two vectors d1 and d2 containing the
diagonal entries ofD1 andD2, respectively, as
d1 , diag{D1} and d2 , diag{D2}. (4.20)
Then the least squares problem statedin (4.19) can be reformulated as
{d1,d2} =arg min
d1,d2
||Wfix︸︷︷︸
(4.18)
⊙[d2 · dT1 ]−WBL︸ ︷︷ ︸
(4.14)
||2F (4.21)
=arg min
d1,d2
||WDFT-N ⊙ [d2 · dT1 ]− (HHLoSHLoS)−1HHLoS||2F .
Here, we recall that the operator ⊙ represents the Hadamard product. Considering that
WDFT-N ⊙W∗DFT-N = 1N×N , the problem becomes
{d1,d2} = arg min
d1,d2
||Wfix ⊙ [d2 · dT1 ]− [Wfix ⊙W∗fix]⊙WBL||2F ,
= arg min
d1,d2
||Wfix ⊙ [d2 · dT1 −W∗fix ⊙WBL]||2F , (4.22)
where the second equality is obtained via the associative and distributive properties of the
Hadamard product. Considering that ||A||2F =
∑N
b=1
∑N
c=1 |{A}bc|2,A ∈ CN×N and the entries
ofWfix are of a unit magnitude, the least squares problem becomes
{d1,d2} = arg min
d1,d2
||[d2 · dT1 ]−W∗fix ⊙WBL||2F . (4.23)
The problem stated in (4.23) is a low-rank (rank one) matrix approximation problem for the
outer product A˜ , d2 · dT1 . The analytical solution can be provided by applying the singular
value decomposition (SVD). Arranging the singular values in descending order, we have
W∗fix ⊙WBL = [u1 . . . uN ]
 σ1 . . .
σ
N

 v
H
1
...
vH
N
 = σ1u1vH1 + N∑
i=2
σiuiv
H
i︸ ︷︷ ︸
Approximation errors
. (4.24)
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According to the matrix approximation lemma or the so-called Eckart-Young theorem [KS17],
the solution to the approximation A˜ would be σ1u1vH1 . Without loss of generality, we get the
solution for {d1,d2} as the dominant singular vectors ofW∗fix ⊙WBL. That is
d1 =
√
σ1(v
H
1 )
T , d2 =
√
σ1u1. (4.25)
This would conclude the steps for setting the matrices {D1,D2} for LoS MIMO systems. Then
the resulted approximation error in (4.23), also according to the Eckart-Young theorem [KS17],
satisfies
||[d2 · dT1 ]−W∗fix ⊙WBL||2F =
N∑
i=2
σ2i . (4.26)
In order to evaluate the accuracy of the approximation from the SCE to the ZF based algorithm
quantitatively in later numerical evaluations, a ratio ϵ denoting the normalized matrix approxi-
mation error is defined in this work as
ϵ ,
N∑
i=2
σ2i /σ
2
1. (4.27)
Since the proposed algorithm equalizes LoS channels with H∆ = 0 in (4.4) perfectly, ϵ is
found to be zero. Therefore, ϵ is also considered as a relative indicator for ’how well the H⊥
is approximated by Ho’. Before comparing the performance difference between ZF algorithm
and its low complexity approximation SCE in Sec. 4.5, we will present the possible complexity
reduction using SCE next.
4.3 Complexity Reduction in Digital Processing
In this part, we show the complexity reduction of the proposed SCE w.r.t. the baseline algo-
rithm. As discussed earlier, the weight matrixWfix can be chosen as a DFT matrix. This DFT
multiplication can exploit the benefits of the butterfly designs in FFT. For uniform rectangular
LoS MIMO arrays, the operation Wfix = WDFT-Nh⊗WDFT-Nv can be realized by cascading
multiple butterflies in two stages, as shown in Fig. 4.1. Butterfly based FFT is capable of re-
ducing the complexity O(N2) of a DFT operation to a value of O(N logN) for very large N .
Considering that the size of symmetric URA systems should be moderate, e.g., assuming the
one-dimensional size (Nv− 1)
√
λD/Nv is not much larger than 1 meter, we limit our discus-
sion to arrays having maximum 5 antennas in one direction. i.e., Nv, Nh ≤ 5. Specifically, for
a backhaul system operating at a distance of 100 meters with a carrier frequency fc = 60 GHz,
the maximum array size of 1.26m · 1.26m is assumed. With the help of the Winograd butterfly
[Win78], it is shown below that the computational complexity is approximately linear w.r.t. N .
The butterfly structure is the basic unit for FFT calculation. For units with r-point butterfly
structure, a number of N
r
logrN units is needed for an FFT ofN=rζ points with ζ stages. Apart
from the standard radix-2 butterfly structure, Winograd Discrete Fourier Transform (WDFT)
gives the theoretical basis for designing butterflies with general prime numbers such as radices
r = 3, 5, 7, . . . . Considering that the complexity of complex multiplications is higher than
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that of complex additions2, a WDFT based butterfly structure is preferred. It has the minimum
number of multiplications at the expense of introducing addition operations. In [LN11], the
butterfly structures for 3 and 5-point DFTs are proposed and have been widely used in LTE
systems.
We would like to note here that an addition operation between two complex numbers
weighted by 1, −1, j, −j is only two real addition operations between different real/imaginary
parts and requires no multiplication. Meanwhile, the trivial multiplication with 1/2 is also not
counted for complexity due to the fact that it is implemented via one bit right shift in the regis-
ter. In the example of a radix-3 Winograd butterfly in Fig. 4.1, a single unit requires only one
complex multiplication with χ = − sin(2pi/3) and 6 addition operations. The complexity of
butterflies with radix-2, 3, 5 can be found in Table 4.1 which is calculated according to [LN11].
We also would like to note here that the 4-point FFT can be implemented via the Cooley-Tukey
algorithm [CT65] with four radix-2 butterflies. As discussed earlier, the involved twiddle factors
1 and j require no additional multiplication.
Based on the required number of butterflies for Wfix and multiplications at the first stage
D1 and the last stage D2, the complexity for SCE in terms of the number of operations for
equalizing a receive vector y ∈ CN×1 can be found in Table 4.1. In the example with N =
Nv · Nh = 3 · 3 in Fig. 4.1, six radix-3 Winograd butterfly units are needed with overall 6
complex multiplications and 36 complex additions. Considering the complexity ofD1,D2 with
18 complex multiplications, the overall operations for sequentially equalizing a y ∈ C9×1, i.e.,
D2 ·Wfix ·D1 · y are 24 complex multiplications and 36 complex additions. As a comparison,
Table 4.1 also includes the complexity of multiplying a ZF based matrixWBL ∈ CN×N , which
requires N2 complex multiplications and N(N − 1) complex additions.
For the values of N in the range of interest, the complexity of SCE is dominated by the
2 A multiplication of two complex numbers requires four real multiplications and two real additions, while the
complex addition requires two real additions. Plus and minus operations are all counted as addition operations.
Ȥ
ũ
ͲũͲϭ
ͲϭͬϮ
VLQ  S 
5DGL[:LQRJUDG%XWWHUIO\
6LPSOLILHG5DGL[%XWWHUIO\
x
x
x
X
X
X
x
x
x
X
X
X
 ^ `'
y y
~
 ^ `'
 ^ `'
 ^ `'
 ^ `'
 ^ `'
 ^ `'
 ^ `'
 ^ `'
 ^ `'
 ^ `'
 ^ `'
 ^ `'
 ^ `'
 ^ `'
 ^ `'
 ^ `'
 ^ `'
6WDJH 6WDJH 6WDJH 6WDJH
Ȥ
Figure 4.1: Radix-3 Winograd butterfly structure and the four stages in equalization of a LoS MIMO
system with Nv = Nh = 3 elements on each side. (Source: [SCR+18] c© 2018 IEEE).
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N = Nv ·Nh: Antenna number with N -stream transmission# of Multiplications
(# of Additions)
r-point
Butterfly 2 · 1 3 · 1 4 · 1 3 · 3 4 · 3 4 · 4 5 · 5
Array Size at 100m 0.5m 0.82m 1.06 m 0.82m·0.82m 1.06m·0.82m 1.06m·1.06m 1.26m·1.26m
r = 2
0
(2)
0
(2)
0
(8)
0
(24)
0
(64)
Radix r = 3
1
(6)
1
(6)
6
(36)
4
(24)
r = 5
4
(18)
40
(180)
D1 andD2
4
(0)
6
(0)
8
(0)
18
(0)
24
(0)
32
(0)
50
(0)
NOPS - SCE 4
(2)
7
(6)
8
(8)
24
(36)
28
(48)
32
(64)
90
(180)
NOPS - ZFE 4
(2)
9
(6)
16
(12)
81
(72)
144
(132)
256
(240)
625
(600)
Table 4.1: The Number of Operations (NOPS) in Sequential Channel Equalization (SCE) and
Zero Forcing based Equalization (ZFE). (Source: [SCR+18] c© 2018 IEEE).
2N multiplications at D1 and D2, since the Winograd butterflies introduce mainly addition
operations. Based on the values in Table 4.1, the required number of complex multiplications
is reduced from N2 to approximately 2N , while the number of complex additions is reduced to
O(N logN). Since the complexity of complex multiplications is higher than that of additions,
we conclude that the complexity grows almost linearly w.r.t. N .
Furthermore, we must note that the computational complexity required by multiplying D1
and D2 may not be even necessary. It is influenced by the possible synchronization setup. If
there is a common carrier frequency offset between Tx antennas and Rx antennas, one needs
to multiply D1 and D2 at the beginning and at end of the channel equalization setups, respec-
tively. For systems having independent oscillators at different antennas, which will be discussed
in the next chapter with a hardware-in-the-loop LoS MIMO demonstrator, these ideally static
phase compensationD1 andD2 can be applied jointly with synchronization. As a consequence,
the factorization into 3 matrices is only necessary at the beginning of a burst transmission for
establishing the link. During data transmission, the channel equalization collapses to an FFT
operation.
4.4 Analog Equalizing Network Design
Previously, we discussed the potential of computational complexity reduction of using SCEwith
digital implementations. Another topic being widely considered in LoS MIMO communication
is analog equalization. In this section, we discuss the complexity reduction of using SCE with
analog implementation. This section is organized as follows: We first introduce the concept
of analog equalization in strong LoS MIMO communication with its potential benefits. Then,
two state-of-the-art designs are presented. These two designs are considered as two extreme
cases: one design has low complexity with ultra-high sensitivity while the other is quite robust
to the displacement errors with high system complexity. Being considered as a good trade-off
between complexity and robustness, a new SCE based design is proposed. The proposed design
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Figure 4.2: The LoS MIMO system block diagram with/without analog equalization. (Source: [SCR+18]
c© 2018 IEEE).
is specified first for ULAs and then for URAs using Butler matrices.
4.4.1 Low Resolution Quantization with Analog Equalization
Energy efficiency is another key performance indicator for the practical feasibility of wireless
backhaul solutions. Due to the wide bandwidths at mmWave frequencies, the sampling rates
of the analog-to-digital converters (ADCs) reach to several or tens giga-samples-per-second.
Unfortunately, high speed, high resolution (e.g., 8-12 bits) ADCs are costly and power-hungry
[MH14]. The amplitude resolutions (later referred as resolutions) of the ADCs should thus be
kept as low as possible, as the power consumption scales exponentially with the number of quan-
tization bits and represents a major factor in the system’s energy efficiency. Correspondingly,
our work in this section considers LoS MIMO communication with low precision ADCs, e.g.,
1∼3 bits, which reduce the power consumption and the cost.
Considering the signal at a single receive antenna, the MIMO superposition of the transmit-
ted data streams imposes challenges to the quantization due to the high signal dynamic range.
Low resolution ADCs are likely to lose more information bits in MIMO communication than
in parallel single-stream communication. To allow the use of low resolution ADCs, a possible
solution is to use analog components for channel equalization such that the quantization is ap-
plied after separating the streams as shown in Fig. 4.2 with an equal number of antennas at
Tx and Rx. The linear signal estimator W is implemented in the analog domain. The analog
estimatorW can be implemented in many ways. Their block diagrams will be shown later in
Fig. 4.4, Fig. 4.5 and Fig. 4.6 with detailed discussions. In the next part, we will first discuss the
potential of using analog equalizing networks for reducing the required resolution of quantizers
in LoS MIMO systems.
Mutual Information with Quantization: For simplification, in this section, we assume the
entries of s are rectangular QAM signals with Ms constellation points, e.g., Ms = 16. Mean-
while, signals at different transmit antennas are uncorrelated with equal power and their con-
stellations are of an equal probability. Considering Fig. 4.2, let us denote y
Q
, Qb(y) and
y˜
Q
, Qb(y˜) as the quantized signals of y and y˜, which are analog signals without and with ana-
log equalizing network, respectively. Here, the notationQb(·) denotes the quantization function
which is a non-linear mapping from continuous input signals to discrete output signals. The pa-
rameter b denotes the number of bits representing the in-phase components and the quadrature-
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phase components. Now let us compare the mutual information of I(s;y
Q
) with I(s; y˜
Q
) when
the channel matrix HLoS is assumed to be perfectly known. The mutual information I(s;yQ)
between the transmit and the receive vectors is defined in the standard way by a difference of
unconditional and conditional entropy as
I(s;y
Q
) = H(y
Q
)−H(y
Q
|s) = I(s;Qb(HLoS · s+ n)). (4.28)
Similarly, the mutual information I(s; y˜
Q
) is defined as
I(s; y˜
Q
) = H(y˜
Q
)−H(y˜
Q
|s) = I(s;Qb(W ·HLoS · s+W · n)). (4.29)
Since the received signal y is a composite of structurally interfered signals, the analog equaliz-
ing network constructs new weighted vectors y˜ by combining the received signals from different
receive antennas. The analog equalizing network may reshape the distribution of the constella-
tions on the complex constellation plane of every data stream before the quantization. As can
be seen from (4.29), a joint design on the quantizer Qb(·) and the analog equalizing network
W can provide mutual information higher than the design without analog equalizing network,
since
max
Qb(·)
I(s;Qb(HLoS · s+ n)) ≤ maxQb(·),W I
(
s;Qb(W ·HLoS · s+W · n)
)
. (4.30)
Considering that the quantization function is a non-linear function which is hard to analyze, this
section only considers a simple scenario with a given complex number quantizer, i.e., uniform b-
bits ADCs for in-phase and quadrature components of each stream, and a givenW being either
WZF orWsce. In the rest of this part, we show that usingW can lead to I(s; y˜Q) ≥ I(s;yQ) in
both cases with and without noise, which motives the usage of analog equalization.
1) Mutual Information without Noise
As we are focusing on the effects caused by using analog equalizing network and quantizers,
we can first limit the discussion to the noise-free case (high SNR limit). If one uses WZF for
analog equalization, y˜ has the same probability distribution as s, since y˜ = WZFHLoSs = s.
Having the number of quantization outputs greater than or equal to the number of amplitude
levels of theMs-QAM signaling, i.e., 2b ≥
√
Ms, the quantization will have no information loss
meaning H(y˜
Q
) = H(s).
As an example, let us consider a ULA LoS MIMO system with i.i.d. 16-QAM signaling
transmitted on each of the three streams N = 3. The antenna spacing dLoS is optimized for an
estimated distance of 100 m with a carrier frequency of fc = 60 GHz. A displacement error is
also introduced with a true transmit distance of 105m and a rotation error (pitch) around z′-axis
of 5◦, see Fig. 2.5. The noise free constellation points of y and y˜ can be found in Fig. 4.3 (a).
y1, y2 and y3 denote the entries of the vector y = [y1, y2, y3]T , while y˜1, y˜2, and y˜3 are similarly
found as y˜ = [y˜1, y˜2, y˜3]T . The SCE based analog equalizing network, which will be intro-
duced later in Sec. 4.4.3, is considered here for this evaluation. Considering that the equalized
symbols y˜ are separated before the low resolution quantization, the quantizer can set its thresh-
olds between the clusters of equalized symbols. With b ≥ 2 in the noise free case, non-coarse
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Figure 4.3: The signals before and after analog equalization with N = 3. (Source: [SCR+18] c© 2018
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quantization can be easily made. The definitions of coarse and non-coarse quantization can be
found in [NI06]. We adopt it for our scenario for the sake of completeness.
Definition 1. Considering a finite set S containing all possible modulated transmit vectors,
|S| = MNs , a quantization scheme is called coarse iff
∃(s1, s2 ̸= s1) ∈ S : Qb(y1) = Qb(y2), (4.31)
where y1 and y2 are the noise-free receive vectors corresponding to the transmit vector s1 and
s2, respectively. Otherwise, it is said to be non-coarse.
With the non-coarse quantization schemes which are feasible for systems with analog equal-
ization, it holds thatH(s) = H(y˜
Q
). Coarse quantization may lead to ambiguity of the transmit
vectors. Here, we would like to note that, if the channel is not equalized and low resolution
ADCs are used, the quantization schemes on y can be coarse. Such quantization schemes may
lose information due to the possible ambiguity as H(y
Q
) ≤ H(s), and the conditional entropy
H(s|y
Q
) is greater than or equal to zero as
H(s|y
Q
) = H(s)−H(y
Q
) +H(y
Q
|s)︸ ︷︷ ︸
=0
≥ 0, (4.32)
where it holds that H(y
Q
|s) = H(Qb(HLoS · s)|s) = 0 as Qb(·) and HLoS are known to the
Rx. Similar property is also found for H(y˜
Q
|s) as H(y˜
Q
|s) = 0. Considering the non-coarse
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quantization and coarse quantization for systems with and without analog equalizing network,
respectively, the following relation is found between I(s; y˜
Q
) and I(s;y
Q
) as
I(s; y˜
Q
) = H(y˜
Q
)−H(y˜
Q
|s)︸ ︷︷ ︸
=0
= H(s) ≥ H(s)−H(s|y
Q
)︸ ︷︷ ︸
≥0
= I(s;y
Q
). (4.33)
With the arguments above, we show that in the noise-free case (high SNR limit), analog equaliz-
ing network reduces the information loss of using low resolution ADCs in LoSMIMO scenarios
as I(s; y˜
Q
) ≥ I(s;y
Q
).
2) Mutual Information with Noise
For the cases with intermediate and low SNR values, we apply a numerical evaluation for com-
paring I(s;y
Q
) with I(s; y˜
Q
). Here, the same system setup and the same displacement errors
are considered as the earlier part. In addition, i.i.d. white Gaussian noise is considered for each
stream. As can be seen in Fig. 4.3 (a) with SNR being 20dB, the analog equalizing network can
reshape the distribution of the receive signal in the complex constellation plane of every data
stream before quantization. In addition, the received constellations of y are found Gaussian-like
at each stream. This leads to larger variances and larger dynamic ranges at an individual stream.
Therefore, to have less information loss, higher resolutions might be expected for quantization
of the systems without analog equalization.
In this part, the mutual information I(s;y
Q
) between the input signal s and the output signal
y
Q
is evaluated via [Sha48]
I(s;y
Q
) =
∑
y
Q
∈Y
Q
∑
s∈S
Pr(s,y
Q
) log2
Pr(s,y
Q
)
Pr(s)Pr(y
Q
)
, (4.34)
where Y
Q
is a finite set containing all possible output vectors at the quantizer Qb(yQ). Pr(s,yQ)
is the joint probability function of s and y
Q
, while Pr(s) and Pr(y
Q
) are the probability mass
functions of s ∈ S and y
Q
∈ Y
Q
, respectively. I(s; y˜
Q
) is similarly defined as I(s;y
Q
) by
replacing y
Q
and Y
Q
with y˜
Q
and Y˜
Q
, respectively. Y˜
Q
is a finite set containing all possible
output vectors at the quantizer Qb(y˜Q).
In Fig. 4.3 (b), we show the mutual information of a 3 × 3 MIMO system with and with-
out the analog equalizing network and for different quantization resolutions. Their quantization
ranges are set to the maximum input magnitude in the noise-free case. The results reveal a
couple of interesting facts. Without the analog network, the mutual information is lower and
a higher resolution will be required in order to achieve a similar performance. At high SNR
ranges, the maximum possible transmission rate of three streams using 16-QAM with an equal
probability, which is 12 bits/s/Hz, can be approximately achieved when using the analog equal-
izer with low resolution ADCs. In addition, a relatively large mutual information can be found
at intermediate and low SNR values. Therefore, for systems with analog equalizers and low
resolution ADCs, the required SNR is not necessarily high. Eventually, we would like to note
that since the channel can be equalized in the analog domain, the computational complexity
reduction during post-processing is also expected.
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4.4.2 The State-of-the-Art Works on Analog Equalizing Network
The state-of-the-art works on the analog equalization focus on two different approaches, a fixed
network design for optimal arrangements [HSS+13, HSS+14] and a ZF based design for sys-
tems with displacement errors [STS+08a, STS+08b, SST+09]. Both designs share the same
analog equalizing network block diagram as shown in Fig. 4.4 (a) with two different designs on
the stream separation components. The signal from each receive antenna is split into N copies
by a signal splitter. Then, every stream separation component combines the copies from all re-
ceived signals and reconstructs the signal of the corresponding transmit antenna. As can be seen
from the block diagram, the conventional approaches implement naive matrix multiplications
with large overheads in wiring (many crossovers of wires) and large control efforts during the
system expansion with more streams. After introducing those conventional approaches in this
part, in Sec. 4.4.3, we will show that the SCE based equalizing network simplifies the wiring
and control efforts by exploiting the aforementioned channel property of LoS MIMO commu-
nication.
The works in [HSS+13, HSS+14] use fixed analog equalizing networks with
W = HHo , (4.35)
as sketched in Fig. 4.4 (b) assuming optimal LoS MIMO arrangements. As mentioned above,
optimal arrangements lead to orthogonal phase coupling matrices with entries having unit mod-
ulus, HHo ·Ho = N · IN . Therefore, such a weight matrix is capable of equalizing the channel
under an optimal antenna arrangement. However, such a system is more widely considered in
short range communication due to its high requirements on arrangement precision. If displace-
ment errors occur, the phase coupling matrixHLoS will have mismatches withHo,HLoS ̸= Ho.
All the N2 entries within HLoS change rapidly w.r.t. offset differences along x-directions, see
(3.5) where xnt and xnr are normalized w.r.t. an ultra-small distance λ. As shown by our earlier
work in [SRF16], a fixed analog equalizing network without variable components is very sensi-
tive to displacements introduced by deployment, especially for rotation errors around y-axis or
z-axis, e.g., very strong interference is observed with rotation errors in order of 0.1◦.
To cope with different displacement errors during massive deployments, although the chan-
nel of each deployment has high temporal stability, variable channel equalization methods need
to be developed for different realizations. The channel could only be fully equalized using ana-
log components allowing arbitrary magnitude scaling and phase shifting operations. ZF based
analog equalization methods are then proposed and realized. Works in [STS+08a, STS+08b]
demonstrate an analog equalizing network for a 2 × 2 LoS MIMO system with phase shifters
operating at intermediate frequencies. The suggested analog equalizing network can provide
communication at distances of 6 meters in an indoor environment and 41 meters in an outdoor
environment. This work is extended to a 4 × 4 MIMO system with variable gain amplifiers
(VGA) allowing magnitude scaling and variable phase shifters (VPS) [SST+09]. For complete-
ness, their design on stream separation components is depicted in Fig. 4.4 (c). The function
of such a ZF based analog equalizing network can be recognized corresponding to the earlier
mentioned solution in (4.14) as
W =WZF. (4.36)
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Figure 4.4: Conventional analog equalization designs with a naive matrix multiplication. (Source:
[SCR+18] c© 2018 IEEE).
However, the ZF based analog equalizing network requires ultra-high complexity on network
wiring, e.g., many crossovers, many splitters, many combiners and high control complexity. In
addition, it can be seen in Fig. 4.4 (a) and (c) thatN2 VGA-VPS pairs are required for equalizing
the almost deterministic channel. Considering their power consumption, an example of a CMOS
based VPS for 60GHz is presented in [LLWC09] with 10 mW in their test. Although the power
consumption is, in general, less than that of the ADCs, the number of linear phase shifters should
also be limited. In the next part of this section, we show that the sequential channel equalizing
network requires only 2N VGA-VPS pairs with a well-known fixed network including wiring,
i.e., Butler matrices.
4.4.3 Sequential Channel Equalization with Butler Matrices
With perfect equalization, the spatial multiplexing gain is quite robust w.r.t displacements as
shown in Sec. 2.3. Only for rather large displacements, the undesired interferences become
large and spatial multiplexing gains decrease. However, in practical implementations with low
resolution ADCs, the systems suffer from high quantization errors. Having the channel perfectly
equalized requires very complicated hardware design, high control complexity, and high power
consumption. On the other hard, the performance of simple fixed implementations is quite sen-
sitive and becomes practically infeasible. Seeking for a good compromise between complexity
and performance, in this section, we propose a novel design on the analog equalizing network
following the SCE steps specified in Sec. 4.2.1. The proposed network achieves high robustness
with a complexity that is increasing almost linearly w.r.t. the number of streams.
Following the discussions in Sec. 4.2.1, the analog equalizing network can be applied in
three steps corresponding to the matrices D1, Wfix, and D2 in (4.17). The fixed equalizing
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Figure 4.5: Schematic illustration of a sequential analog equalizing network. A LoS MIMO system with
ULAs of N = 4 is assumed here. (Source: [SCR+18] c© 2018 IEEE).
network Wfix in the middle can be designed in multiple ways, e.g., Wfix = HHo or Wfix =
WDFT-N with the same structure as Fig. 4.4 (b). However, such layouts require a large number
of fixed phase shifters and a large amount of efforts in wiring. Instead of having an exact N -
point DFT matrix in the second stage, the design for the fixed analog equalizing network can be
further simplified using an N -point Butler matrixWfix = WBM-N , which is an analog circuit
equivalent to FFT [Han09], see Fig. 4.5 with an example of N = 4. Butler matrices of other
values are also available, e.g., an implementation with N = 3 can be found in [ZSS+14].
Originally, Butler matrices are typically found in RF network designs for analog beamform-
ing purposes. The FFT based3 Butler matrix is widely considered for orthogonal beamforming
since multiple ports can be used simultaneously. The Butler matrix approach does not require
the usage of VPSs or VGAs. It operates in an efficient way with the minimum number of com-
ponents and minimum path length of all uniform excitation beamforming networks [Han09].
The number of required fixed phase shifters is reduced from N2 to an order of O(N logN).
Since the effective matrix WBM-N of a Butler matrix design is a DFT based matrix, the
performance is equivalent to a complete fixed analog network that producesWfix =WDFT-N or
Wfix = H
H
o . The steps for finding the parameters of D1 and D2 are the same as the algorithm
specified in Sec. 4.2.2. The suggested design uses fewer controllable elements. The number
of fully configurable VGA-VPS pairs is reduced from N2 to 2N . Therefore, we conclude that
the proposed analog equalizing network design reduces the system complexity significantly
and overcomes the complicated wiring challenges via using standard Butler matrix designs of
fewer fixed phase shifters. The hybrid couplers used in Butler matrices have no crossover, and a
cascade of two hybrid couplers would work as a crossover (the signals at two inputs are switched
at the outputs). This would make the complete Butler matrix design having only one layer on
the substrate.
In the rest of this section, we examine the design of analog SCE with URAs. Considering
the similarity between (4.5) and (4.7), the crucial parts are the DFT matrix and the Kronecker
3 The effective matrix WBM-N can always be transformed into a DFT matrix by multiplying two diagonal ma-
trices DL, DR to the left and right, respectively, as WDFT-N = DLWBM-N DR. Since, the diagonals of
DL and DR are of a unit magnitude and present phase shifts, Ho in (4.2) can also be written as Ho =
(DL-ND
∗
R)W
∗
BM-N (D
∗
LDR-N ).
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Figure 4.6: Schematic illustration of an analog equalizing network with cascading multiple Butler matri-
ces in 3D. (Source: [SCR+18] c© 2018 IEEE).
product of two DFT matrices. Therefore, equalizingHo of an URA with Nv ·Nh antennas can
be related to the Kronecker product between two Butler matrices. We propose to use a fixed
analog equalizing network that reduces the complexity of the fixed analog equalization design
for URAs in (4.35) as
Wfix =WBM-Nh ⊗WBM-Nv . (4.37)
The Kronecker product operation in the hardware design for a fixed network is implemented
as a two-stage repetitive operation. The signals of each stage can be split into multiple subsets
and each subset is applied with the same operation at this stage. Therefore, the design complex-
ity reduces significantly. One way of realizing the Kronecker product in RF designs is cascading
two decks of boards with Butler matrices [Han09, CHT+12], also known as 2D Butler matrices.
Instead of designing a fixed network withN2 different paths between each input and output, the
complexity is reduced to two fixed Butler matrices with Nv-points and Nh-points, respectively.
An example of connecting two sets of Butler matrices, i.e., two decks of boards with Nv = 4,
Nh = 4, is shown in Fig. 4.6. A LoS MIMO system with URAs ofNv=Nh=4 is assumed here.
The signal y is the input through the connectors on the left side of the diagram. The output y˜ of
the analog equalizing network on the right connects to the ADCs.
We would like to note that our earlier works in [SHR+16, SRF16] showed the feasibility of
equalizing the channel in three steps, where the fixed network is chosen as H−1o . The same ap-
proach withWfix = H−1o is also considered independently in [MSAM15, SMMA16]. However,
in those works [SHR+16, MSAM15, SRF16, SMMA16], the methods for setting the parameters
of D1 and D2 are based on awareness of the channel factorization in (4.4). With the proposed
SCE parameter setting method in Sec. 4.2, a more realistic assumption is made on the require-
ments, where only the channel matrix HLoS needs to be known (i.e., estimated) rather than its
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factored form. The work in [MSAM15] also showed that the three-step equalization can be com-
bined with a space-time equalization method. With an ultra-large bandwidth, e.g., 20 GHz at a
carrier frequency of 130 GHz, displacements may introduce time-delay of several symbol dura-
tions. By introducing symbol-level delays atD1,D2, the performance floor of the conventional
space-time linear processing with finite-impulse-response filters can be eliminated.
4.5 Performance Evaluation
As previously discussed, the SCE can potentially offer lower equalization complexity compared
to the direct matrix inversion methods. However, this comes at the cost of having uncompen-
sated inter-stream interference. The performance of the systems with SCE is not expected to
be better than that of the ZF based solution, but rather to provide a robust performance within
certain displacement error ranges. To evaluate the performance loss, the achievable rate R(W)
with linear receiver processing in (4.12) provides a good evaluation criterion.
As discussed above, the inter-stream interference is introduced by imperfect interference
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Figure 4.7: The system capacity and the achievable rates of different equalization algorithms w.r.t. differ-
ent displacement errors. URAs are assumed withNv=Nh and are examined at different SNRs γ. (Source:
[SCR+18] c© 2018 IEEE).
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suppression, since the term H˜∆ is ignored. In order to emulate the H˜∆ caused by displacement
errors, the displacement error model in Sec. 2.3 is again considered with Rx arrays having 6
DoF in space, as shown in Fig. 2.5. For reducing the DoF to four, we again evaluate systems of
URAs withN = 3·3 andN = 4·4 at different SNR values γ = Nσ2s /σ2n. Furthermore, the inter-
antenna spacings {dv, dh} are optimized for parallel symmetric Tx and Rx at a target/estimated
distance of 100 m with a carrier frequency of fc = 60 GHz.
Fig. 4.7 illustrates the system capacity CLoSMIMO in (2.24) with equal power uncorrelated
sources, the achievable rates of the SCE algorithm R(Wsce) and the ZF based algorithm
R(WBL) in (4.12). Here, we recall that ϵ is an indicator for the accuracy of the approximation
from Wsce to WBL. Within the error ranges being considered, it can be found that displace-
ment errors decrease the system capacity and the achievable rates of different equalization al-
gorithms. The performance of the proposed algorithm is more sensitive to displacement errors4.
With higher SNR values and more antenna elements, the performance loss gets larger with more
displacement errors, but only slightly if one measures the performance loss in percentage. In ad-
dition, for intermediate and low SNR values, the performance loss is relatively low, since the
error is more dominated by the power of the noise. Furthermore, if one considers the application
scenarios with analog equalization and low resolution ADCs in Fig. 4.3 (b), the system has less
performance loss in comparison with the system capacity at the low and intermediate SNR re-
gions. This is also the region where SCE is quite robust against displacement errors. Therefore,
we conclude that the proposed SCE algorithm with lower complexity is approximately as good
as the ZF based algorithm for LoS MIMO systems in low and moderate SNR ranges within
the displacement errors ranges being considered. For systems with high deployment accuracy,
SCE works approximately as good as the ZF algorithm in high SNR regions also, with its great
potential in reducing the complexity.
Fig. 4.7 (d) also suggests that more calibration efforts should be spent in reducing the roll
errors since it is the most sensitive term, e.g., using a laser pointer with a cross pattern. This is
because the proposed algorithm is not designed for calibrating with the in-plane displacement
errors (the plane that is perpendicular to the transmit direction). Furthermore, the rotation errors
of the arrays with directive antennas are expected to be relatively low during deployments. As
discussed in Sec. 2.3, the beam alignment of antennas with 30dBi requires the rotation errors
to be controlled within the range of [−3◦, 3◦]. In addition, based on our further simulations,
the performance of ULAs is less sensitive to displacement errors than URAs, especially the
sensitivity to roll errors is reduced to that of pitch/yaw errors. In other words, less effort is
required for positioning the systems with ULAs.
Here, we also would like to make a brief discussion on the achievable positioning accuracy
during deployment. The roll errors together with pitch errors can be limited to small values
easily. In practice, the 6 DoF alignment control over long distances can be applied using high
precision GNSS receivers and optical alignment, e.g., laser, camera. By using a camera, the
work in [KKK15] achieves position errors of several millimeters and rotation errors less than
one degree, e.g., the roll errors are less than 0.5◦. These achieved error values are much smaller
than the displacement error ranges being considered in this work.
4 Here, we would like to note that the values of N being considered in this evaluation are already quite large for
practical systems. This gives very challenging/sensitive scenarios during the robustness test.
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4.6 Summary
In this chapter, an algorithm named sequential channel equalization has been proposed for
strong LoS MIMO communication. Under optimal LoS MIMO antenna arrangements, IDFT
like channel matrices can be obtained. Within certain displacement error ranges, the channel
can be factored into a product of three matrices with the middle one dominated by an inverse
DFT matrix, while the two diagonal matrices at outer positions represent the most variable
terms and should be compensated adaptively. Therefore, three steps are applied sequentially in
the reverse order of the channel factorization in (4.17) as
Wsce , D2 ·Wfix ·D1.
Adapting the sequential channel equalization to digital equalization and with the help of but-
terfly structures, the computational complexity is only increasing approximately linearly w.r.t.
the number of streams, while the complexity of straightforward ZF implementation increases
quadratically. By adapting the algorithm to analog equalization, the control complexity is also
reduced to the order of O(N). With the help of standard Butler matrices, the complexity, e.g.,
wiring and the design of a DFT based equalizing network, can be further reduced. We also
showed that the proposed algorithm is applicable to equalize the LoS MIMO channels with
both linear and rectangular antenna arrangements. The numerical results show that, within cer-
tain displacement error ranges that are bigger than the typical errors during deployments, the
proposed algorithm performs nearly as good as the zero-forcing based algorithm.
In this chapter, we summarize the key learning points for engineers as:
• Applying channel equalization in the reverse order w.r.t. the channel factorization, only
the channel matrix needs to be known (i.e., estimated) rather than its factored form.
• The strong LoSMIMO channel can be equalized with an approximately linear complexity
during the system expansion with more streams.
• Analog equalization can reduce the possible information loss due to the usage of low
resolution ADCs in LoS MIMO communication.
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Chapter 5
Hardware Imperfections and
Compensation
In this chapter, with a hardware-in-the-loop demonstrator, we show that a parallel signal pro-
cessing architecture can be used to handle the RF impairments in mmWave LoSMIMO systems.
Practical mmWave systems may suffer from several different hardware impairments, including
carrier frequency offsets (CFO), frequency-selective components, in-/quadrature-phase (I/Q)
imbalances, and others [WMT+17, AK15, DOA+17], mainly due to their large bandwidths.
Leaving the impairments uncompensated causes an error floor and reduces the maximum
throughput [ZMB+14]. This becomes even more critical for systems with multiple spatial
streams, where these effects occur in multiple different transceivers. Compensating the de-
scribed effects and jointly processing the multiple streams at Gbit/s backhaul data rates are
computationally intensive. One crucial aspect for these high-performance systems is thus to find
processing architectures that can cope with the above mentioned impairments at implementable
complexities and that scale well with the number of parallel streams.
The contents of this chapter are presented in the following order:
1. We introduce a general signal model according to the hardware-in-the-loop LoS MIMO
demonstrator, where each transmit-receive antenna pair has its own CFO value.
2. An efficient frame structure for the system is then proposed and takes two effects into
account: one due to the stationary channel, and the other due to the time-varying behavior
of the oscillators. Based on the frame structure, a method for efficiently estimating the
LoS MIMO channel and the CFOs is specified.
3. After describing several RF impairment effects that require special attention for mmWave
LoS MIMO front-/backhaul systems, we propose a parallel signal processing architecture
for frame based single carrier transmission. The proposed architecture divides the MIMO
processing into a LoS MIMO equalization step and an RF impairment compensation
step. The processing sub-steps for synchronization, frequency-selectivity compensation,
and I/Q Imbalance compensation are applied in parallel, which has a good scalability to
systems with even more streams. Furthermore, a decision-directed least mean square (DD-
LMS) adaptive filtering approach that handles all effects simultaneously, but is of higher
complexity, is introduced for baseline comparison.
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4. With the hardware-in-the-loop demonstrator, the proposed frame design and signal pro-
cessing architecture are validated. The architecture with high temporal efficiency and low
complexity shows approximately equal sub-channel quality as the baseline high complex-
ity DD-LMS scheme.
5.1 Signal Model and Experimental Setup
So far, we have considered the channel to be frequency-flat and time-invariant. However, several
imperfections of the hardware can affect the overall transmission characteristic. Namely, the
works [WMT+17, DOA+17, HCGL18] have shown that frequency-selectivity and time-varying
behavior, e.g., due to the front-ends, should be expected because of the large bandwidth of
mmWave systems. Furthermore, variations in the transmission channel, e.g., due to weather
changes, can affect both frequency-selectivity and time-varying behavior, as well as attenuation
and phase relations [ABM+15, KAM+15, XRBS00, ZWG15]. For example, rain rates of 40
mm/h can increase attenuation by up to 15dB and lower the Rician factor by 2dB for link
distances of hundreds of meters.
In this section, considering the usage of widely spaced analog front-ends (AFEs) with inde-
pendent oscillators, a signal model that includes frequency offsets is studied. Then, a demonstra-
tor using off-the-shelf mmWave AFEs is specified for identifying the involved RF impairments
and evaluating the performance of the proposed transmission architectures in a practical system.
5.1.1 General Signal Model for LoS MIMO Systems
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Figure 5.1: MIMO system synchronization setup, where single sampling clock references and multiple indepen-
dent carrier frequency references are used. (Source: [SHC+18] c© 2018 IEEE).
In a multiple antenna system with multiple front-ends, there are a wide variation of synchro-
nization setups that can be used depending on the complexity and size constraints [PTL+16].
Due to widely spaced antennas in LoS MIMO backhaul and the need for highly integrated
mmWave AFEs, the following system setup will be considered. The carrier frequency for each
front-end will be generated from an independent oscillator, see Fig. 5.1. Taking the receiver
side as an example, the signals are first downconverted to baseband at the antennas, and then
collected by a central baseband unit (CBBU) for signal processing. The sampling frequency
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fs can then be shared from a reference clock between the different streams for the complete
receiver setup.
For the present system, the two commonly encountered synchronization parameters can,
thus, be summarized as follows
1. Carrier frequency offset (CFO) denotes the progressive phase variations caused by the
oscillators at different Tx and Rx front-ends. It includes a fixed contribution from the
carrier frequency difference and a varying part, e.g., due to phase noise.
2. Sampling frequency offset (SFO) is the common sampling clock difference between sam-
pling clocks fs at the Tx and the Rx.
Considering the system model illustrated in Fig. 5.1, the impact of both effects on the dis-
crete baseband signal at time instant k can be modeled as
y′nr [k]=
∞∑
l=−∞
( Nt∑
nt=1
e−jφRx-nr [l] · {HLoS}nrnt · ejφTx-nt [l] · snt [l]
)
· sinc (pi(k − ε[k]− l)) + nnr [k],
(5.1)
where y′nr [k] and snt [k] are the nr-th receive signal and the nt-th transmit signal, respectively.
nnr [k] is a Gaussian noise process at the nr-th receive front-end with nnr [k] ∼ CN (0, σ2n). For
simplification, we present the sampling model of a continuous-time signal with a sinc-function
sinc(·), although the root-raised-cosine (RRC) filters are more often used in practical systems
(also in the experimental setup later). The phase processes φRx-nr [k] and φTx-nt [k] encapsulate
the phase variations due to the oscillators of receive front-end Rx-nr and transmit front-end
Tx-nt over time, respectively, with
φRx-nr [k] = φRx-nr [k − 1] + φ∆,Rx-nr [k], (5.2)
φTx-nt [k] = φTx-nt [k − 1] + φ∆,Tx-nt [k], (5.3)
where φRx-nr [1], φTx-nt [1] specify the initial phases of the corresponding oscillators. The
terms φ∆,Rx-nr [k] and φ∆,Tx-nt [k] are the random phase variations of the oscillators at each
sample, and are assumed to follow φ∆,Rx-nr [k] ∼ N (φ¯∆,Rx-nr , σ2φ∆,Rx-nr ) and φ∆,Tx-nt [k] ∼N (φ¯∆,Tx-nt , σ2φ∆,Tx-nt ), respectively. The means φ¯∆,Rx-nr and φ¯∆,Tx-nt of the Gaussian processes
stand for the mean CFO contributions. With φ¯∆,Rx-nr and φ¯∆,Tx-nt being zero, this kind of phase
variation process is popular known as Wiener process. However, we must mention that, for the
experimental system specified later, the first moments φ¯∆,Rx-nr and φ¯∆,Tx-nt of the phase varia-
tion processes are dependent on time and are gradually changing. Therefore, in the following
analysis, the first moments are only considered to be stationary within certain relatively short
time periods.
The SFO, expressed through the convolution with a sinc-function, acts as a common inter-
symbol interference generating filter. Similar to the CFO it can be modeled as
ε[k] = ε[k − 1] + ε∆[k], (5.4)
where ε∆[k] ∼ N (ε¯∆, σ2ε∆) is the sampling time difference between Tx and Rx, e.g., due to SFO
and timing jitter. Note that in continuous transmission modes the rate differences also need to
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eventually be matched by, e.g., adding guard times, or removing samples, and adding floating
buffers. This will not be treated further in this work.
As will be shown later, the sampling frequency synchronization is always performed first.
Thus, with ε[k] ≈ 0 and under Nyquist Sampling, a model only including CFO for the LoS
MIMO system can be written in matrix notation as
y[k] = Dφ,Rx[k]HLoSDφ,Tx[k]s[k] + n[k], (5.5)
where
• s[k] , [s1[k], · · · , sNt [k]]T collects the transmit symbols at the Nyquist Sampling;
• y[k] , [y1[k], · · · , yNr [k]]T collects the receive symbols at the Nyquist Sampling;
• n[k] , [n1[k], · · · , nNr [k]]T collects the corresponding noise symbols;
• Dφ,Rx[k] , diag
(−ejφRx-1[k], . . . , e−jφRx-Nr [k]) is a Nr ×Nr diagonal matrix collecting the
CFOs at the receiver;
• Dφ,Tx[k] , diag
(
ejφTx-1[k], . . . , ejφTx-Nt [k]
)
is a Nt × Nt diagonal matrix collecting the
CFOs at the transmitter.
5.1.2 Experimental Setup
In order to evaluate the performance of a practical system with the proposed algorithms and
to demonstrate the LoS spatial multiplexing, a hardware-in-the-loop 2 × 2 LoS MIMO system
was set up in an anechoic chamber with a shorter distance than what would typically be used
in a backhaul deployment1. The purpose of carrying out the experiments in such a controlled
1 The author would like to thank Darko Cvetkovski from Humboldt-Universita¨t zu Berlin and Tim Ha¨lsig from
Universita¨t der Bundeswehr Mu¨nchen for providing the experimental data and the benchmark results. More details
on the measurement procedure and channel properties can be found in [HCGL18, CGHL17]. The data is shared
to the author for verifying the baseband algorithms in this chapter based on our long-term cooperation in the
framework of priority program SPP 1655 ”Wireless Ultra High Data Rate Communication for Mobile Internet
Access” supported by the German Research Foundation (DFG).
(a) mmWave AFE at Tx; (b) Rx setup including RTO;
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Figure 5.2: A 2× 2 mmWave LoS MIMO demonstrator. (Source: [SCR+18, SHC+18] c© 2018 IEEE).
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environment is to focus on the hardware challenges in the pure LoS MIMO channel, and their
corresponding signal processing algorithms. The transmit and receive arrays were set up at a
transmit distance of D = 5.5 m with an optimal antenna spacing of dLoS = 202 mm, according
to (2.11). With a 60.48 GHz carrier frequency, i.e., λ ≈ 5 mm, the condition D ≫ dLoS ≫ λ is
approximately fulfilled. It should be noted that due to the manual arrangement of the setup, po-
sition and rotation tolerances of approximately ±2 mm and ±5◦ respectively, can be expected.
The wireless transmission was performed using off-the-shelf mmWave AFEs and a com-
plex double-sided transmission bandwidth of 1.25 GHz. The transmitted waveforms were pre-
compiled and generated by a multi-channel arbitrary waveform generator (AWG) connected to
the baseband inputs of the Tx AFEs. The signals at the baseband outputs of the Rx AFEs were
captured by a real-time oscilloscope (RTO) for further offline post-processing, see Figure 5.2.
5.2 Frame Based Channel State Information Acquisition
In order to account for the stationary environment and the gradually varying oscillators, we
first specify a frame structure that provides high temporal efficiency, highly reliable channel
estimation, and good tracking performance on phase variations. Then, SFO estimation, LoS
MIMO tap estimation, and CFO estimation are specified based on the proposed frame structure.
To simplify the discussion in the rest of this work, we focus on systems with equal antenna
numbers, i.e., Nr=Nt=N .
5.2.1 Frame Structure Design
A specific frame structure is proposed for mmWave LoS MIMO communication, see Fig. 5.3.
Single carrier waveforms are considered here due to their better PAPR values, which potentially
increase the transmit power in backhaul links with a peak EIRP constraint. Orthogonal/quasi-
orthogonal training sequences of length LP, denoted as XT[1] = [p1, . . . ,pN ]T ∈CN×LP , are
sent at the beginning as preambles and provide a reliable estimation of the channel with a large
LP value. Although the physical transmission channel can be considered as deterministic, the
effective channel that includes the independent oscillators of the setup still vary due to carrier
frequency offsets. Therefore, orthogonal/quasi-orthogonal midambles of a shorter length LM
are introduced periodically for estimating this variation. Together with the preambles at the
start of the burst, NSF sub-frames are formed which consist of a training sequence of length
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Figure 5.3: Structure of one frame. (Source: [SHC+18] c© 2018 IEEE).
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Structure Name Type-A Type-B DD-LMS
Preamble Length (LP) 1023
Midamble Length (LM) 127 -
Data Section Length (LD) 896 1919 231K
LD + LM 1023 2046 -
Number of Sub-Frames (NSF) 230 115 -
Temporal Efficiency 0.872 0.934 0.996
Modulation Scheme QPSK
Symbol Rate 1.25 GBd
Transmission Rate [Gbit/s] 4.36 4.67 4.98
Table 5.1: Frame Structure Properties. The parameters are chosen in a way that balances the temporal efficiency
and the reliability of the channel estimates. (Source: [SHC+18] c© 2018 IEEE).
LT ∈ {LP, LM} and a data section of length LD each. In this work, we denote the midambles
of the q-th sub-frame as XT[q] = [m1, . . . ,mN ]T ∈ CN×LM , 2 ≤ q ≤ NSF. Furthermore, we
denote the length of the sub-frame as LSF , LT + LD.
It is typically assumed that the SFO and CFOs are rather constant, i.e., they do not arbi-
trarily change in a short period of time. In this work, for updating the estimation, we omit the
variations of SFO and CFOs within one training period but consider its variation on the frame
level. In order to evaluate the impact of the non-stationarity of the effective channel, two dif-
ferent structures with the same timescale, annotated as Type-A and Type-B in Tab. 5.1, are
investigated. The two frame structures use preambles of the same length for the initial channel
estimation. Considering that the physical channel is essentially static over a long time period,
the LoS MIMO equalization matrix during transmission of the complete frame of NSF data
sections is calculated based on this initial estimate. In addition, the usage of midambles can
provide tracking of phase variations at a smaller cost than repetitively using the longer pream-
bles. The main difference between the frame types is that Type-A spends more resources on
estimating the phase variations than Type-B, yielding lower temporal efficiency. Temporal effi-
ciency is defined as the ratio of the length of all NSF data sections to the length of the complete
frame. The data aided decision directed least-mean-square (DD-LMS), to be introduced later,
just makes use of one preamble for initialization, and does not require midambles. For com-
pleteness, its frame structure is also specified in Tab. 5.1. The involved parameters should be
carefully set according to the phase process of the AFEs. In particular, for the present setup with
σˆ2φ∆,Tx-nt
= σˆ2φ∆,Rx-nr ≈ 3.5 · 10−6 rad
2, a phase deviation of ±√LD + LT · 0.45◦ per sub-frame
can be expected. Therefore, for 4-QAM symbol alphabets, settings with LD + LM < 3000 are
suitable choices. The used values in Tab. 5.1 obey the above discussion and are chosen based
on experimental evaluations of multiple parameter settings.
5.2.2 Channel State Information Estimation
In this section, we focus on the LoS MIMO tap estimation and the CFO estimation based on the
proposed frame structure at the Nyquist sampling rate during baseband signal processing.
SFO Estimation: In this section, the SFO is estimated at first based on the pre- and mi-
dambles with a correlation based method proposed in [GHLS02, WCS05]. The sampling index
kq at the beginning of the q-th sub-frame are found with the highest correlation peak and an esti-
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mate εˆ[kq] is made for ε[k] in (5.1) of samples within the q-th sub-frame. Since SFO estimation is
not the focus of our work, we repeat several key steps that are used during the post-processing in
the Appendix A.1. For data processing and channel estimation after SFO compensation, down-
sampling to symbol rate is performed and the Nyquist sampling rate is considered in the rest of
this work2.
Joint Channel and CFO Estimation Methods: From (5.5), the physical channel and CFO
require a joint estimation in general. This MIMO CSI estimation problem was considered previ-
ously in the literature, under different assumptions. The work in [GS06] reported an algorithm
that estimates the CSI in frequency-selective channels under the assumption that the CFO is
equal for all transmit-receive antenna pairs. Considering flat channels, [HL16] studied synchro-
nization with the shared carrier frequency for LoS MIMO systems. The work in [BS03] pro-
poses the use of maximum likelihood principles for the joint estimation of multiple CFOs and
channel gains, in flat channels. By modeling independent phase noise processes at individual
antennas, [MNB+12] proposes a decision-directed least squares method for tracking the phase
variation at the cost of high complexity for flat fading channels, e.g., O(N6).
For the experimental system, the CFO values are relatively small w.r.t. the symbol rate, e.g.,
the estimated normalized angular CFOs have mean values in the order of 10−4 rad/symbol
[HCGL18]. Additionally, the variance of phase noise is small with σˆ2φ∆,Tx-nt = σ
2
φ∆,Rx-nr
≈
3.5 · 10−6 rad2. Estimating those small CFOs using a single training sequence set requires fairly
long training sequences leading to a low temporal efficiency. The above properties and state-
ments hold similarly for a practical multi-stream backhaul system. Therefore, we decouple the
joint estimation problem into two steps having relatively low complexity. First, we estimate the
channel at the start of each sub-frame and then the CFO estimation is carried out using the
estimates of the two neighboring sub-frames.
LoS MIMO Tap Estimation: Considering (5.5), the initial channel state of the q-th sub-
frame can be defined as
Hφ[q] , Dφ,Rx[kq]HLoSDφ,Tx[kq]. (5.6)
Here, we recall that kq is the the sampling index at the beginning of the q-th sub-frame.
To simplify the discussion later, the accumulated phase shifts of oscillators at the q-th sub-
frame, which collect the phase terms of Dφ,Tx[kq] and Dφ,Rx[kq], are defined as φTx[q] ,
[φTx-1[kq], ..., φTx-N [kq]]
T and φRx[q], [φRx-1[kq], ..., φRx-N [kq]]T , respectively, i.e., Dφ,Tx[kq] =
diag(ejφTx[q]) andDφ,Rx[kq] = diag(e−jφRx[q]).
In the proposed frame based transmission scheme,N training sequences with length LT are
radiated byN transmit antennas at the beginning of each sub-frame. As defined in Sec. 5.2.1, the
matrixXT[q] ∈ CN×LT collects the training sequences of the q-th sub-frame. Then, by assuming
that the channel is stationary during training sequence transmission, the received preambles
YT[q] ∈ CN×LT of the q-th sub-frame are found according to (5.5) as
YT[q] = Hφ[q]XT[q] +NT[q], (5.7)
where NT[q] ∈ CN×LT contains the noise. With orthogonal/quasi-orthogonal training se-
2 For having a fair performance comparison with the DD-LMS algorithm, the same symbol set after SFO compen-
sation is also used for analyzing DD-LMS.
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Figure 5.4: Phase variations of the effective channel on the time scale of multiple sub-frames.
quences, and using the least squares algorithm, we estimate the initial channel state as
Hˆφ[q] = YT[q]X
H
T[q](XT[q]X
H
T[q])
−1
= Hφ[q] +NT[q]X
H
T[q](XT[q]X
H
T[q])
−1︸ ︷︷ ︸
Estimation Errors
(5.8)
CFO Estimation: In this part, we use channel estimation results of two neighboring sub-
frames for an estimate of the CFO. As mentioned above, for the experimental system, the CFO
values are relatively small w.r.t. the symbol rate. However, on the time scale of one or multiple
sub-frames, the accumulated phase changes are non-negligible as shown in Fig. 5.4. Frame
structure type-A is used here for visualizing the variation. Furthermore, the CFO values are
found to be also gradually changing and their estimates need updates.
In order to have good performance with large frame/sub-frame sizes, the accumulated phase
changes need to be compensated. According to (5.6), the following relation is found for the
neighboring baseband coupling matricesHφ[q]
Hφ[q + 1] = Dψ,Rx[q]Hφ[q]Dψ,Tx[q], (5.9)
whereDψ,Tx[q] , diag(ejψTx[q]) andDψ,Rx[q] , diag(e−jψRx[q]) are twoN×N diagonal matrices.
The phase terms ψTx[q] and ψRx[q] of their diagonal elements are phase increments at Tx and
Rx from sub-frame q to sub-frame q + 1, ψTx[q] , φTx[q + 1]− φTx[q] and ψRx[q] , φRx[q +
1]− φRx[q], respectively. Omitting the estimation errors in (5.8), we have
Hˆφ[q + 1] ≈ Dψ,Rx[q]Hˆφ[q]Dψ,Tx[q]. (5.10)
In order to estimate the evolution of the phase coupling, (5.10) is vectorized as
vec(Hˆφ[q + 1]) = vec(Hˆφ[q])⊙ vec(e−jψRx[q] · ejψTTx[q]), (5.11)
vec(Hˆφ[q + 1])⊙ vec(Hˆ∗φ[q]) = vec(e−jψRx[q] · ejψ
T
Tx[q]), (5.12)
where ej−ψRx[q], ejψ
T
Tx[q] are a column vector and a row vector that collect the diagonal entries of
Dψ,Rx[q] andDψ,Tx[q], respectively.
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We reformulate (5.12) in terms of its phase coupling as
]vec(Hˆφ[q + 1])− ]vec(Hˆφ[q]) =
[
IN ⊗ 1N×1, −1N×1 ⊗ IN
]
︸ ︷︷ ︸
, C ∈CN2×2N
[
ψTx[q]
ψRx[q]
]
. (5.13)
The estimate of the CFOs ψRx[q] and ψTx[q] during the q-th sub-frame transmission can be
obtained via3 [
ψˆTx[q]
ψˆRx[q]
]
= C† ·
(
]vec(Hˆφ[q + 1])− ]vec(Hˆφ[q])
)
. (5.14)
This information can be used for de-rotating the data symbols of the q-th sub-frame at Rx and Tx
with the progressively added terms ψˆRx[q]/LSF and−ψˆTx[q]/LSF, respectively. After equalizing
the symbols of the q-th sub-frame, the accumulated phase shifts φRx[q] and φTx[q] at the start
of the sub-frame q is found as[
φˆTx[q + 1]
φˆRx[q + 1]
]
=
[
φˆTx[q]
φˆRx[q]
]
+
[
ψˆTx[q]
ψˆRx[q]
]
. (5.15)
Next, we will present a low-complexity scalable LoS MIMO processing architecture based on
the CSI obtained above.
5.3 Channel Synchronization and Equalization
This section focuses on effectively handling impairment effects that influence the LoS MIMO
system during frame based data transmission. Single-tap strong LoS MIMO backhaul systems
are usually considered to have flat channels. However, the effective channel including the wide-
band mmWave AFEs is frequency-selective. This phenomenon is noticed with a SISO setup
using the same equipment and was also reported by other SISO measurement works, e.g., using
CMOS transceivers [WMT+17]. In practical systems, the superimposed receive signals thus
contain not only interantenna interference (IAI) from the MIMO coupling, but also intersym-
bol interference (ISI) within each stream due to the mentioned frequency-selectivity. MIMO
signal processing methods generally require a quadratic order of complexity w.r.t. the num-
ber of streams N , e.g., general matrix multiplications require operations of O(N2). Since the
RF impairment effects get more complex in MIMO scenarios, the required complexity of con-
ventional processing methods limits the system size, especially for high symbol rate mmWave
transmission.
A low-complexity scalable LoS MIMO architecture, named single-tap interantenna inter-
ference and parallel intersymbol interference equalization (STIAI+PISIE), is proposed in this
work. As will be shown later, after removing IAI in the same sense as interstream interference,
3 The phase coupling matrixC and its Pseudo-inverse matrixC† have the same rank of 2N−1. Therefore, it is not
possible to estimate the true values of ψTx[q] and ψRx[q]. But using this formula, we can estimate their differences,
which are sufficient for compensating CFOs. Here, ψˆTx[q] and ψˆRx[q] would have the same unknown bias which
cancels each other later in (5.18) or (5.19).
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the remaining processing steps can be carried out independently for each stream. In this work,
the complete STIAI+PISIE contains two steps. First, the LoS MIMO single-tap equalization
is applied to remove the IAI. Then, the ISI introduced by frequency-selective hardware is sup-
pressed with several parallel processing chains. The proposed architecture, therefore, includes
modules for synchronization, MIMO channel equalization, ISI suppression, and I/Q imbalance
compensation, see Fig. 5.5. As one method for suppressing ISI, the minimum mean square error
finite impulse response (MMSE-FIR) filters are independently applied to each stream. Owing to
a parallel and systolic structure, the proposed architecture is very suitable for implementation,
and no clock distribution network is required for the time continuous digital operation. The
proposed architecture, therefore, enables very high and scalable throughput.
5.3.1 Single-Tap Interantenna Interference and Parallel Intersymbol In-
terference Equalization
In this part, we specify the proposed STIAI+PISIE in terms of its modules for SFO compen-
sation, CFO compensation, MIMO channel equalization, ISI suppression, and I/Q imbalance
compensation.
SFOCompensation: Since in our system, the sampling clocks of all Tx-chains are the same
and of all Rx-chains are the same (Fig. 5.1), only a single SFO value arises between Tx and Rx.
The SFO is compensated using interpolation with a low pass filter based on the estimated SFO
value for each receive stream in parallel. Specifically, this means
ynr [k] =
∞∑
l=−∞
y′nr [l] · sinc (pi(k + εˆ[kq]− l)) . (5.16)
IAI Suppression: In this part, the LoS MIMO tap equalization including physical LoS
MIMO channel equalization and the CFO compensation is introduced for the IAI suppression.
Considering (5.6), the phase shifts caused by CFOs at Rx and Tx occur as left and right diagonal
matrix multiplications to the physical channel, respectively. After gathering the accumulated
phase variations φˆRx[q], φˆTx[q] and the q-th sub-frame’s mean CFOs ψˆRx[q], ψˆTx[q], we predict
the effective channel of the qs-th baseband symbol of the sub-frame q using the interpolation
algorithm as
Hˆφ[qs|q] = Dˆφ,Rx[qs|q]Hˆφ[1]Dˆφ,Tx[qs|q], (5.17)
where Dˆφ,Rx[qs|q] , diag(e−j(φˆRx[q]+ψˆRx[q]·qs/LSF)), Dˆφ,Tx[qs|q] , diag(ej(φˆTx[q]+ψˆTx[q]·qs/LSF)) and
we recall that LSF is the sub-frame length with LSF = LT+LD. Therefore, the symbol index qs
satisfies 0 ≤ qs ≤ LSF − 1.
As discussed in Chapter 4, this work focuses on two linear channel equalization methods,
namely zero-forcing equalization (ZFE) and sequential channel equalization (SCE). Since both
of the methods can be used for IAI suppression, we specify their implementations in this frame
based transmission with independent CFOs in the following.
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1) IAI Suppression with ZFE
The IAI Suppression with ZFE and CFO compensation are, thus, applied jointly in the reverse
order w.r.t. (5.17) as
GZFE[qs|q] = Dˆ−1φ,Tx[qs|q]Hˆ†φ[1]Dˆ−1φ,Rx[qs|q], (5.18)
where two phase de-rotation process sets Dˆ−1φ,Rx[qs|q] and Dˆ−1φ,Tx[qs|q] are found to compensate
the CFOs at Rx and Tx, respectively. Their progressively added phase terms at the q-th sub-
frame are found as ψˆRx[q]/LSF and −ψˆTx[q]/LSF, respectively, which are estimated in (5.14).
The initial phase values of two de-rotation processes are set as zeros.
2) IAI Suppression with SCE
Jointly considering the reverse order of (5.17) and the steps of SCE in (4.17), the complete
equalization including SCE and CFO compensation is modeled as
GSCE[qs|q] = Dˆ−1φ,Tx[qs|q] ·D2 ·WDFT-N ·D1 · Dˆ−1φ,Rx[qs|q]. (5.19)
where the diagonal matrices D1 and D2 are obtained by the method in Sec. 4.2.2, and we re-
place theWBL there with Hˆ
†
φ[1]. During compensating the progressively added phase rotations
caused by the CFOs, the static contributions ofD1 andD2 can be modeled as the initial phases
of the two phase de-rotation process sets, D1 · Dˆ−1φ,Rx[qs|q] and Dˆ−1φ,Tx[qs|q] · D2, respectively.
Therefore, the two matricesD1 andD2 introduce no additional computational complexity after
initialization.
We would like to note that certain other RF impairments like gain variations over time and
gain mismatches at amplifiers can be compensated by changing the amplitudes of diagonal el-
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Figure 5.6: Constellation diagrams of data symbols in the last sub-frame at each step of the STIAI+PISIE.
(Source: [SHC+18] c© 2018 IEEE).
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Figure 5.7: Estimated channel impulse responses of the two streams after IAI suppression at Nyquist rate.
The diagonal plots show the ISI within each stream, while the off-diagonal plots show the cross-talk
between streams. (Source: [SHC+18] c© 2018 IEEE).
ements in D1 and D2. For simplification, we omit the discussion on those effects, since the
magnitudes of the channel gains in the experiments are quite stationary. However, it should be
noted that if they are strongly varying, leaving effects like amplifier gain mismatches uncom-
pensated can limit the performance of the equalizer.
In terms of the processing architecture, an Rx CFO de-rotation unit and a Tx CFO de-
rotation unit are introduced before and after the MIMO equalization module, see Fig. 5.5. Due
to the fact that Dˆ−1φ,Rx[qs|q] and Dˆ−1φ,Tx[qs|q] are two diagonal matrices, the de-rotations can be
applied independently at different streams and require only a linear complexity. We would like
to note that, due to the stationary setup of backhaul links, the physical channel equalization ma-
trix, e.g., Hˆ†φ[1], does not need frequent updates. The MIMO equalization matrix is calculated
according to the first estimation from received preambles and is used for a burst transmission.
In the evaluation later, the performance of ZFE and SCE will exhibit with approximately
the same error vector magnitude (EVM) values. In this part, we stay with ZFE and it can be
found in Fig. 5.6 (a) and (b) that the superimposed data symbols of the last sub-frame are well
separated with the single LoS MIMO tap equalization. Each plot is based on the data symbols
of the frame structure Type-B.
ISI Suppression: To independently process the ISI at different streams, possible inter-chain
cross-talk must be examined first, see Fig. 5.7. It is observed that the IAI is well suppressed by
the LoS MIMO equalization. However, significant ISI is found at different streams. During
continuous channel measurements, these interferences are found approximately deterministic
and identical between different transmit-receive antenna pairs. Therefore, a fixed MMSE-FIR
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Figure 5.8: Estimated channel impulse responses of the two streams after ISI suppression at Nyquist rate.
The diagonal plots show the ISI within each stream, while the off-diagonal plots show the cross-talk
between streams.
filter per stream is used in order to suppress the ISI. After suppressing ISI with FIR filters having
a length of L = 7 taps each, the inter-chain cross-talks are estimated again in Fig. 5.8. It can be
observed that the channel becomes very flat. There still exists IAI in this figure of about−30dB
relative to the corresponding stream. The residual IAI and also the ISI from tap index -1 are
interpreted to be from the non-ideal phase compensation due to the residual estimation errors.
With the experimental setup, a EVM value of−12.8dB is improved to −16.4dB by suppressing
the ISI, see Fig. 5.6 (b) and (c).
I/Q Imbalance:An additional∼ 0.6dB performance gain can be obtained by compensating
the I/Q imbalance of the different streams, see Fig. 5.6 (c) and (d). This is done by using a single-
tap adaptive filter per stream that exploits the circularity of the data [AVR08].
As a short summary, it is noticed with the experimental system that most of the RF im-
pairment effects of mmWave components can be suppressed in parallel at different streams, if
identical or approximately identical RF components are used at different antennas. The equal-
ization matrix does not need frequent updates due to the stationarity of the physical channel.
However, using a conventional method like ZF, the computational complexity per symbol vec-
tor for the IAI suppression still scales quadratically with the antenna number. Due to the high
symbol rates at mmWave frequencies, even with moderate numbers of parallel streams, the com-
plexity increment w.r.t. stream numbers may limit further system expansion. This problem can
be solved with SCE that requires almost no or an ultra-small number of multiplications during
system expansion with moderate numbers of antennas.
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5.3.2 Decision-Directed Adaptive Equalization
Since variations in the backhaul channel are expected to be fairly slow, even when including the
effects of carrier frequency offsets [HCGL18], an adaptive filtering approach may be a viable so-
lution for jointly compensating all involved hardware impairments. Consider the symbol-spaced
baseband representation of the more general frequency-selective MIMO channel model with
y[k] = Dφ,Rx[k] ·
L∑
l=1
H[l] · (Dφ,Tx[k − l + 1] · s[k − l + 1])+ n[k], (5.20)
= Dφ,Rx[k] ·HL ·Dφ,Tx,L[k]︸ ︷︷ ︸
,Hφ,L[k]
·sL[k] + n[k], (5.21)
where the subscript L means that the vector or matrix is stacked in such a way that it ac-
counts for L channel taps, i.e., sL[k],
[
sT [k], sT [k − 1], · · · , sT [k − L+ 1]]T , andDφ,Tx,L[k],
diag (Dφ,Tx[k], . . . ,Dφ,Tx[k − L+ 1]), and HL ,
[
H[1],H[2], · · · ,H[L]], where H[l] is the l-
th channel impulse response tap of the effective channel including AFEs. Thus, the task of CFO
compensation, IAI and ISI mitigation can be summarized as equalizing the time varying matrix
Hφ,L[k].
An estimate of the data symbols using an adaptive feed-forward equalizer can be then ob-
tained by
sˆ[k] = GL[k]yL[k], (5.22)
where subscript L accounts for L considered channel taps that influence the current observation,
i.e., yL[k] ,
[
yT [k],yT [k − 1], · · · ,yT [k − L+ 1]]T , and GL[k] is a N × NL time varying
adaptive filter that compensates all of the considered effects in a single step.
DD-LMS: A widely used adaptation strategy is based on the least mean square (LMS)
algorithm [Say08]. In the present case, it is used in a decision-directed mode so that the error
signal between the estimated data symbol sˆ[k] and the decided symbol s¯[k] is evaluated as
e[k] = sˆ[k]− s¯[k]. (5.23)
The update of GL[k], which is denoted as GLMS[k] in case of a DD-LMS filter, can then be
computed from iteration k to k + 1 as
GLMS[k + 1] = GLMS[k]− µ · e[k]yHL [k]. (5.24)
where the initial filterGLMS[1] and the step size µ need to be selected appropriately in order for
the filter to converge and/or track the changes [Say08, Rup98].
There are three main benefits to the adaptive approach. First, it is able to track more general
time-varying characteristics in amplitude and phase, e.g., as observed in [HCGL18], if they
are not too fast and erratic. Second, it is also able to compensate the more general frequency-
selective behavior. Third, no additional training data is needed after initialization, given enough
reliability of the symbol decisions. The main drawback is that the performance depends highly
on the conditioning of the auto-correlation matrixRyLyL [k] = E
[
yL[k]y
H
L [k]
]
and the step size
µ. Since the LoS MIMO channel is generally well conditioned, as discussed in Sec. 3.1, this
shortcoming should not be a problem.
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Widely Linear DD-LMS: A simple extension of the filter, which can decrease the effect
of I/Q imbalance, is achieved by using its widely linear (WL) version [PC95]GLMS,WL[k]. This
is done by replacing yL[k] in the previous equations with
[
yTL [k],y
H
L [k]
]T
, which, however,
increases size and complexity of the adaptive filter. As discussed earlier, both the DD-LMS and
the widely linear DD-LMS are used in this work for baseline comparisons since they can handle
effects like MIMO channel equalization, CFO compensation and ISI suppression jointly.
5.4 Performance Evaluation
In the following, we evaluate the performance of the proposed processing architecture in frame-
based transmission, where the preambles and midambles are formed by Pseudo-random noise
sequences. As a comparison, the previously described adaptive filter that jointly deals with all
effects is considered.
For the ISI suppression in STIAI+PISIE algorithm, filter lengths of L=3 and L=7 will be
intensively discussed for reasons explained later, and for I/Q imbalance compensation a single-
tap filter was used. The parameters for the DD-LMS approach were similarly set. The filter
length L is chosen the same as that of the FIR filters in the STIAI+PISIE algorithm. Meanwhile,
the step size is µ=0.005, and the initial filter isGLMS[1]=
[
Hˆ†φ[1],0N×N(L−1)
]
. For the widely
linear version, the same parameters were used, but with a bigger initial filter of GLMS,WL[1] =[
Hˆ†φ[1],0N×N(2L−1)
]
.
5.4.1 Complexity Comparison
The complexity is evaluated based on the number of complex multiplications and additions per
received symbol vector. The terms c[M]SP-ZFE and c
[A]
SP-ZFE denote the number of complex multiplica-
tions and additions of STIAI+PISIE with ZFE for IAI suppression, respectively, as4
c
[M]
SP-ZFE =N
2 + 4N + 2N/LD︸ ︷︷ ︸
(5.18)
+ LN︸︷︷︸
L-Tap FIR
Filters
+ 3N︸︷︷︸
I/Q Imbalance
Compensation
+LMN
2/LD︸ ︷︷ ︸
(5.8)
+2N3/LD︸ ︷︷ ︸
(5.14)
, (5.25)
c
[A]
SP-ZFE =N(N−1)︸ ︷︷ ︸
(5.18)
+(L− 1)N︸ ︷︷ ︸
L-Tap FIR
Filters
+ 2N︸︷︷︸
I/Q Imbalance
Compensation
+(LM−1)N2/LD︸ ︷︷ ︸
(5.8)
+(2N(N2−1) +N2)/LD︸ ︷︷ ︸
(5.14)
.
(5.26)
Similarly, the terms c[M]SP-SCE and c
[A]
SP-SCE denote the number of complex multiplications and
4 The complexity for initializing the equalization, e.g., calculating Hˆ†φ[1], is not counted here since it is negligible
after averaging out with a large number of sub-frames.
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Figure 5.9: Computational complexity comparison of STIAI+PISIE and DD-LMS algorithms with L=7.
Two different frame types are evaluated with the STIAI+PISIE algorithm. (Parts of the results are reported
in [SHC+18] c© 2018 IEEE).
additions of STIAI+PISIE with SCE for IAI suppression, respectively, as
c
[M]
SP-SCE = c
[M]
WDFE + 4N + 2N/LD︸ ︷︷ ︸
(5.19)
+ LN︸︷︷︸
L-Tap FIR
Filters
+ 3N︸︷︷︸
I/Q Imbalance
Compensation
+LMN
2/LD︸ ︷︷ ︸
(5.8)
+2N3/LD︸ ︷︷ ︸
(5.14)
, (5.27)
c
[A]
SP-SCE = c
[A]
WDFE︸ ︷︷ ︸
(5.19)
+(L− 1)N︸ ︷︷ ︸
L-Tap FIR
Filters
+ 2N︸︷︷︸
I/Q Imbalance
Compensation
+(LM−1)N2/LD︸ ︷︷ ︸
(5.8)
+(2N(N2−1) +N2)/LD︸ ︷︷ ︸
(5.14)
,
(5.28)
where c[M]WDFE and c
[A]
WDFE represent the computational complexity for multiplications and addi-
tions needed by a Winograd discrete Fourier transform with examples in Tab. 4.1, respectively.
Furthermore, the terms c[M]LMS and c
[A]
LMS denote the number of complex multiplications and
additions of the LMS algorithm, respectively, as
c
[M]
LMS =LN
2︸︷︷︸
(5.22)
+LN2 +N︸ ︷︷ ︸
(5.24)
, (5.29)
c
[A]
LMS =N(LN−1)︸ ︷︷ ︸
(5.22)
+ N︸︷︷︸
(5.23)
+LN2︸︷︷︸
(5.24)
. (5.30)
The multiplication and addition complexity c[M]LMS,WL, c
[A]
LMS,WL in the widely linear version of
LMS algorithm can be similarly calculated from the larger vector
[
yTL [k],y
H
L [k]
]T
.
The complexity of the discussed algorithms can be found for some specific examples in
Fig. 5.9 with L = 7, respectively. It can be seen that the complexity of the proposed architecture
STIAI+PISIE scales better than the DD-LMS algorithms to a higher number of streams since
its complexity grows slower. With a 2 × 2 setup, the widely linear LMS approach requires
approximately 4 times more operations than the proposed algorithm. Meanwhile, for a system
transmitting 16 streams, the required complexities of the STIAI+PISIE architecture using the
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Steps N = 2 N = 4 N = 9 N = 16
ST
IA
I+PISIE
w
ith
Tybe-B
CSI Estimation 0.3 1.1 6.1 21.2
CFO Compensation 8 16 36 64
ZFE 4 16 81 256
Channel Equalization
SCE 0 0 6 0
ISI Suppression and I/Q Imba. Comp. 12 24 54 96
ZFE 24.3 57.1 177 437Total SCE 20.3 41.1 102 181
W
L
D
D
-L
M
S
Channel Equalization 24 96 486 1546
Equalizer Updating 26 100 495 1552
Total 50 196 981 3088
Table 5.2: The Number of Multiplications with Different Setups and Different Algorithms when L=3.
SCE or ZFE for IAI suppression are about 3.4%∼7.0% of that of the widely linear DD-LMS5. In
addition, the required complexities with the two different frame types are approximately equal
due to the large values of LD.
Here, we would like to note that, the computational complexity for compensating ISI and
I/Q imbalance depends on choices of used algorithms and their parameter settings, e.g., L=7 in
Fig. 5.9 and L = 3 in Tab. 5.2. In Tab. 5.2, we list only the number of complex number multipli-
cations that are needed. For those setups, the required computational complexity of the non IAI
suppression parts turns to be a term that is comparable with that of the IAI suppression using
the ZF algorithm during system expansion6. Therefore, although the channel equalization using
SCE requires almost no or an ultra-small number of multiplications during system expansion,
the overall computational complexity in the experimental system is not that much reduced in
comparison with the analysis in Chapter 4. However, for N = 16, 50% ∼ 60% computational
complexity can still be saved with L being 3 ∼ 7, if one replaces ZFE with SCE. Therefore,
SCE is more interesting for the systems with analog equalization, the systems with small dis-
placement errors, or the systems with fewer hardware imperfections, e.g., with frequency flat
components and/or shared carrier oscillators at Tx and Rx. Here, we would like to note that, if
one implements the analog LoS MIMO equalizer with frequency selective RF components, ana-
log SISO ISI suppression equalizers, e.g., in [SB09, HRA10] for 60 GHz receivers, should also
be added in parallel after the analog LoS MIMO equalizer. This would lead similar processing
steps as the STIAI+PISIE architecture.
We would like to further note that the adaptive algorithm could also be divided into two steps
or more, given that the IAI is well suppressed by a single-tap matrix. Stream separation and CFO
compensation would be done first by using an adaptive filter of size N ×N . Then, an adaptive
filter of length L can be applied at each stream independently to remove the remaining ISI and
I/Q imbalance. In this case, the complexity of DD-LMS is significantly reduced. However, the
adaptive algorithms used as the benchmark algorithm in this work are more robust and can
handle more general matrix-valued channel impulse responses, but they can be over-designed.
5 Since a multiplication of two complex numbers requires four real multiplications and two real additions, while the
complex addition requires only two real additions, the numerical analysis is based on the number of multiplications
which dominates the complexity.
6 The IAI suppression part contains LoS MIMO channel equalization and CFO compensation.
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Equalization Architecture Equalizer Type and Frame Structure
EVM in [dB]
sˆ1 sˆ2
STIAI+PISIE
SCE with Type-A -17.0 -16.5
SCE with Type-B -16.8 -16.3
ZFE with Type-A -17.1 -16.5
ZFE with Type-B -17.0 -16.3
Fully Adaptive Filter
DD-LMS -16.4 -15.9
widely linear DD-LMS -17.6 -16.7
Table 5.3: EVMValues of STIAI+PISIE and LMS Algorithms when L=7. (Source: [SCR+18, SHC+18] c© 2018
IEEE).
5.4.2 Experimental Results
The EVM is calculated as a performance metric, given by
EVMnt [dB]=10 log10 Ek[|sˆnt [k]−snt [k]|2/|snt [k]|2], (5.31)
see Tab. 5.3. Here, L=7 is used for the performance evaluation. Due to the sufficient SNR, an
EVM of lower than -16.3dB can be achieved, whereas EVM2 of the second stream sˆ2 yielded
a slightly worse performance than EVM1 of the first stream sˆ1. This difference can occur due
to RF impairments in the respective RF-chain or due to setup displacements. With respect to
the frame type selection, it can be concluded that sub-frames of shorter length (Type-A) yield
slightly higher performance of 0.1 to 0.2dB relative to the longer sub-frames (Type-B) with a
similar overall frame length. This shows that a high temporal efficiency transmission can be
achieved with LoS MIMO based systems. Since the last sub-frame can be well equalized using
the channel estimation of the first sub-frame, it is observed that the physical channel is quite sta-
ble. In addition, using SCE for IAI suppression has approximately the same performance as us-
ing ZFE for IAI suppression. With a lower complexity, the proposed architecture STIAI+PISIE
outperforms the general version of the DD-LMS algorithm. Only the widely linear version of
DD-LMS can achieve about 0.2dB∼0.8dB better performance than the STIAI+PISIE.
As mentioned above, we use L = 7 for the performance evaluation in Tab. 5.3. However,
during performance evaluation with multiple settings on L, it is noticed that the value of EVM
starts to saturate afterL=3 of theMMSE-FIR filters and DD-LMS filters, which would consider
the two delayed taps after the LoS tap in Fig. 5.7. For example, using L = 3, a performance loss
about 0.3∼0.4 dB can be found on both streams. Therefore, for designing practical systems,
a balancing point between the computational complexity and the performance may exist by
properly choosing the value of L.
As an indicator for the equalization performance, an SNR estimation is made based on a
Welch power spectral density (PSD) estimate, see Fig. 5.10. The mean signal power is estimated
by taking the expectation of the in-band PSD −fs
2
≤ f ≤ fs
2
, where fs = 1.25 GBd is the
symbol rate, while the noise power is estimated from the out of band PSD. With the proposed
STIAI+PISIE processing architecture, we achieve an EVM value of -17.1dB, which is close to
the estimated maximum SNR value of 18.5dB.
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Figure 5.10:Welch power spectral density estimate.
5.5 Summary
In this chapter, we designed a processing architecture with high temporal efficiency for LoS
MIMO communication. After synchronizing the sampling frequency, the channel equalization
in practical LoS MIMO systems with frequency-selective and time-varying components is de-
composed into two steps. First, the IAI together with CFOs are suppressed. Then, due to the
usage of similar analog front-ends, the frequency-selectivity is found rather similar at different
streams. Therefore, as the second step, the ISI and the I/Q imbalance introduced by the hard-
ware are suppressed in parallel. Additionally, a DD-LMS algorithm that jointly handles all of
the involved impairments is specified and used for baseline comparison. With a hardware-in-
the-loop 2×2 demonstrator, the proposed signal processing chain of low complexity is shown
to work nearly as good as the high complexity widely linear version of the DD-LMS algorithm.
All algorithms show similar performance. However, due to the parallel structure, the required
complexity of our proposed method grows very slowly with the LoS MIMO system expansion
towards more spatial streams.
In this chapter, we summarize the key learning points for engineers as:
• For wideband signal processing in mmWave systems, the RF impairment issues should
be considered and compensated for overcoming the possible performance floor.
• For strong LoS MIMO systems, many significant hardware impairments can be sup-
pressed in parallel at different streams and require only an approximately linear com-
plexity during the system expansion with more streams.
• Due to the quasi-stationary physical channel, the channel equalization matrix for the LoS
MIMO tap does not need frequent updates. Meanwhile, the units for compensating hard-
ware impairments may need frequent updates, e.g., due to the phase processes at indepen-
dent oscillators.
Chapter 6
Two-Level Spatial Multiplexing
In the previous chapters, we discussed spatial multiplexing over a single LoS path with widely
spaced antennas exploiting the phases of spherical waves. However, the most conventional strat-
egy in mmWave MIMO communication uses densely packed antennas and exploits the spatial
signature of multiple paths. In this chapter, we firstly show that those two approaches exploit
two different degrees in the channel matrices, which we denote as intra- and inter-path multi-
plexing, respectively1. Then we show that the two kinds of spatial multiplexing can be jointly
exploited and identify their different requirements on system design. Fulfilling all requirements
simultaneously, we propose a system with multiple widely spaced subarrays. With the help of
analog beamforming, the intra-path multiplexing of conventional LoS MIMO systems can be
introduced to other non-LoS paths owing to its robustness and the proposed system achieves
spatial multiplexing of a higher order than conventional ones.
In this chapter, we focus on combining two kinds of spatial multiplexing and harnessing
them jointly with the following steps:
1. We review the conventional mmWave channel model and system model that exploit the
spatial multiplexing gain by addressing the paths’ spatial signature in limited scattering
environments. During the discussion, it is shown that spatial multiplexing of conventional
systems arises from a different source of the physical channel in comparison with LoS
spatial multiplexing.
2. We propose a multi-subarray, an array of widely spaced subarrays, mmWave system de-
sign for backhaul communications, where the array sizes are moderate with high multi-
plexing gains in limited scattering environments. The intra-path multiplexing and inter-
path multiplexing are found at two different levels. The LoS MIMO channel model and
the single subarray mmWave MIMO channel model are found as specific limiting cases
within this description.
3. We propose to use a hybrid analog/digital beamforming architecture to efficiently imple-
ment the proposed multi-subarray mmWave MIMO system at reasonable costs and com-
plexity. Analog beamforming is applied at subarrays and excites the resolvable paths for
1 Here, we would like to note that the usage of the terms inter- and intra- is not to invent new terms, but it is a
good way to distinguish between the two variants of spatial multiplexing from a unified viewpoint.
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signal transmission. This provides the basis for exploiting inter-path multiplexing, while
the baseband digital beamforming enhances the performance via suppressing inter-path
interferences of analog beams and exploiting the intra-path multiplexing.
4. We illustrate our proposed scheme by a 2-path backhaul scenario that supports this com-
bined two-level spatial multiplexing with two subarrays at both transmitter and receiver.
This example allows studying the relative increase in spectral efficiency w.r.t. the LoS
MIMO system [Lar05] and the single subarray mmWave MIMO system [AHAS+12].
6.1 Two Kinds of Spatial Multiplexing
In this part, we focus on conventional mmWave systems that exploit the spatial multiplexing
gain by addressing the paths’ spatial signature, namely ’inter-path’ multiplexing. Using an array
of densely packed antennas, the responses of the antennas fulfill the condition for applying
the planar wave model, which is widely used by conventional mmWave systems in limited
scattering environments. Then, we briefly recall the LoS multi-subarray system as an example
for intra-path multiplexing.
6.1.1 Inter-path Multiplexing
Limited Scattering: Following the discussion in Sec. 2.1, the mmWave outdoor environments
normally offer only limited resolvable paths, e.g., 2∼7 [RSM+13, GDM+15, ZVM10]. Lim-
ited scattering yields sparsity in angular domain. The couplings between different transmit-
receive antenna pairs are found to be mutually correlated [Say02]. Using non-LoS paths for
parallel stream transmission is considered by the state-of-the-art works in backhaul communi-
cation [GDM+15]. Pathloss is increasing quadratically w.r.t. carrier frequency and this leads to
high power attenuation in mmWave communication. To compensate this drawback, beamform-
ing technologies are necessary requiring densely packed antennas [BBS13]. In this way, single
stream Gbit/s backhaul communication has become feasible [PCH16, HKL+13].
Scattering on the surface of the reflector may strongly influence the propagation via the cor-
responding path. At mmWave frequencies, the reflected power is affected by the roughness of
the surface [RHDM15]. For rough surfaces, the flat surface reflection coefficient needs to be
multiplied by a scattering loss factor [Rap01]. In comparison with centimeter wave frequencies,
for the same surface, the surface becomes rougher at mmWave frequencies after normalizing
the height of protuberances w.r.t. the wavelength, enlarging the scattering loss. Therefore, ob-
jects that are ’perfectly smooth’ can contribute as the sources of multipath (significant paths).
Meanwhile, paths that contribute a small amount of signal power can simply be neglected. Be-
sides very large surfaces like building facades and windows with large radar cross sections, only
metallic objects like lamp posts can form non-LoS paths outdoor [RHDM15]. This explains the
sparsity of the paths in mmWave frequencies.
Physical Channel Model: In this part, we assume that the Rx and Tx are equipped with a
single uniform square array of M2 densely packed antennas each. The arrays are facing each
other over a transmit distance D and are communicating at a carrier frequency fc with a wave-
length of λ. Meanwhile, an antenna spacing of de=λ/2 is assumed. To simplify the formulation
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Figure 6.1: Schematic illustration for (a) inter-path multiplexing with a single subarray pair over two
paths, max {Ns} = P = 2; (b) a three-subarray LoS MIMO setup, max {Ns} = N = 3. (Sub-figure (a)
is from [SRB+18] c© 2018 IEEE).
of the channel and considering reflections at the ground, sides of buildings, etc., we associate
each reflected path with a single reflecting object, i.e., no clusters of paths or sub-rays that would
complicate the problem with angular spread are taken into account. As an example, Fig. 6.1 (a)
illustrates the simplest case including the LoS path and a reflected path.
The commonly used channel model [Say02] describes the coupling between transmit and
receive antennas by the superposition of the responses of all P significant paths. Under a narrow
band flat fading assumption, the channel matrix H∈CM2×M2 is modeled as a sum of weighted
outer products of array propagation vectors
H =
P∑
p=1
αp e
− j2piDp
λ · [ar(θrp, φrp) · aHt (θtp, φtp)] , (6.1)
where αp is the channel gain of the p-th significant path, θrp (φ
r
p) and θ
t
p (φ
t
p) are its az-
imuth (elevation) angles of arrival and departure (AoA and AoD), respectively. Dp denotes
the propagation link distances between the phase centers of the transceivers via the p-th path.
at(θ
t
p, φ
t
p) ∈ CM2×1 and ar(θrp, φrp) ∈ CM2×1 denote the array response vectors of the p-th path
at Tx and Rx, respectively. In the case that the normal vector of the array is along the x-axis
withM elements on both the y-axis and z-axis, the array response vectors at(θtp, φ
t
p) at Tx and
ar(θ
r
p, φ
r
p) at Rx under the planar wave model can be written in a similar fashion as (3.25). To use
the planar wave model for modeling the array responses at densely packed arrays (subarrays),
we assume thatMde ≪ O(λD).
In mmWave communication with limited scattering environments, it is typically assumed
that the number of significant paths P is much smaller than the number of antennas, i.e.,
P ≪ M2 [RSM+13]. In addition, we have assumed a narrow band signal transmission in this
chapter, such that the signal bandwidthWs ≪ fc is much smaller than the coherence bandwidth.
It means, according to the discussion in Sec. 2.1, the symbol duration Ts ∝ 1/Ws is much larger
than the delay spread of the significant paths. From (6.1), it is observed that, even with large
numbers of antennas, the achievable spatial multiplexing of conventional mmWave communica-
tion systems is upper-bounded by the number of resolvable paths P [GDM+15, AMGPH14]. A
more detailed study on the distribution of the singular values of H in (6.1) w.r.t. different path
numbers in a backhaul scenario is provided by [GDM+15], where it is found that the first two
to three paths collect most of the energy.
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Figure 6.2:Block diagram of a mmWave single subarray system with a conventional hybrid beamforming
architecture.
Hybrid Beamforming: Hybrid beamforming algorithms operate on the channel matrix H
in two steps by concatenating analog beamforming and digital beamforming on each transceiver
side. The orthogonality offered by different path directions is firstly exploited by analog beam-
forming. The effective channel with reduced dimensions can then be processed on digital base-
band more efficiently. In sparse channel environments, a hybrid beamforming architecture is
capable of achieving near optimal performances [AHAS+12] and becomes interesting for prac-
tical mmWave applications due to its reduced complexity.
In this part, we consider the same hybrid beamforming architecture as in [AHAS+12], see
Fig. 6.2. NRF radio frequency (RF) chains are assumed for an array of M2 densely packed an-
tennas, and at mostNRF beams can be radiated simultaneously by analog beamforming towards
the P available paths. Fig. 6.1 (a) sketches a simple case with NRF=2, P =2. We denote the
involved baseband precoder, RF precoder, baseband equalizer, and RF equalizer by matrices
FBB∈CNRF×NRF , FRF∈CM2×NRF ,WHBB∈CNRF×NRF , andWHRF∈CNRF×M2 , respectively. The
MIMO signal transmission model under such a hybrid beamforming architecture becomes
y =WHBBW
H
RFHFRF︸ ︷︷ ︸
,Heff
FBB s+W
H
BBW
H
RF n︸ ︷︷ ︸
,neff
, (6.2)
where n ∼ CN (0, σ2n IM2) is the complex white Gaussian noise vector with i.i.d. entries that
are circularly symmetric. Heff ∈ CNRF×NRF and neff ∈ CNRF×1 are defined as the ’effective’
channel matrix including analog beamforming and the effective noise vector in digital baseband,
respectively. Furthermore, we denote the sets of all feasible RF precoders and RF equalizers, i.e.,
’RF codebook’ [HKL+13], as FRF andWRF, respectively.
Effective Channel: It is seen that as a consequence of applying analog beamforming on
the channel H described by (6.1), two groups of inner products between analog beamforming
vectors and array response vectors occur in (6.2).Heff is generated as
Heff ,WHRFHFRF =
P∑
p=1
Effective Channel Gains︷ ︸︸ ︷
αp
[
WHRF ar(θ
r
p, φ
r
p)
]︸ ︷︷ ︸
Array Gains at Rx
· [FHRF at(θtp, φtp)]H︸ ︷︷ ︸
Array Gains at Tx
·
Phase Shift︷ ︸︸ ︷
e−
j2piDp
λ . (6.3)
Each path contributes one matrix in the sum. Besides the path gain αp together its phase shift
e−
j2piDp
λ , such a matrix Heff ∈ CNRF×NRF includes an outer product between array gains at Rx
and Tx. Considering the limits brought by P and RF design of single subarraysNRF, the number
of spatial data streams Ns satisfies Ns ≤ P , Ns ≤ NRF.
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6.1.2 Intra-path Multiplexing
The insights to achieve spatial multiplexing over a single path were developed initially for LoS
MIMO communications. In contrast to the prevailing interpretation of the channel rank for LoS
communication, i.e., predicting the rank of H to be one for P =1 in (6.1), spatial multiplexing
can still be achieved with sufficiently wide antenna spacings2. This is because the used planar
wave model in (6.1) is no longer applicable for widely spaced elements. By remodeling the
channel with spherical waves, particular antenna spacings not only restore the full rank of H
but also provide a condition number one in the ideal case.
Effective Channel: Let us recall the multi-Subarray LoS MIMO system as introduced ear-
lier in Sec. 3.4.1. The Tx and Rx are identical uniform linear arrays of N -subarrays and are
separated by a transmit distance D along the x-axis. Each subarray consists of M × M an-
tenna elements with half wavelength spacing, λ/2. Meanwhile, the subarrays are widely and
uniformly spaced by dsub ∈O(
√
λD), λ≪ dsub≪D. Without further scattering, the simplest
LoS MIMO scenario with N = 3 is sketched in Fig. 6.1 (b). For multi-subarray LoS MIMO
systems with N -subarrays at Rx and Tx each, the associated channel matrix is derived earlier
in (3.27) as
H = α · gRx(M) · gTx(M)︸ ︷︷ ︸
Effective Channel Gain
· HLoS︸ ︷︷ ︸
Phase
Couplings
. (6.4)
Here, we recall that α indicates the common channel gain between all transmit-receive antenna
pairs. HLoS ∈ CN×N describes the relative phase shifts between all subarray pairs with unit
magnitude entries. gTx(M), gRx(M) are the subarray beamforming gains at the Tx and Rx,
respectively.
In earlier chapters, we have shown that the LoS spatial multiplexing with a spacing of√
λD/N in deterministic scenarios has a high robustness, and a considerable gain is still ex-
pected in other path directions that are oblique w.r.t. the array’s normal direction. In addition,
even with a large number of antennas, the rank of single subarray systems is limited by the
small number of resolvable paths under the assumption of planar wave propagation. The path
directions allowing signal transmission are therefore precious. Making a good use of each di-
rection and transmitting multiple streams with structured phase couplings offers an additional
degree of freedom to further increase the throughput. Having inter-path multiplexing on one
level and having intra-path multiplexing on the other, a hierarchical antenna array design will
be presented next for joint exploitation, namely two-level spatial multiplexing.
6.2 Joint Exploitation of Inter- and Intra-Path Multiplexing
As discussed above in (6.3) and (6.4), conventional mmWave systems exploit the spatial mul-
tiplexing gain by addressing different sources which are complementary to each other. At the
same time, the intra-path multiplexing, as shown in Sec. 3.1 from a mathematical point of view,
has sufficient robustness so that its potential of adopting it to other directions is better under-
2 For a given number of antennas, the performance also does not become monotonously better with increasing
array aperture. There exists optimal antenna spacings as shown earlier.
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Figure 6.3: Schematic illustration for a multi-subarray system with N = 3 widely spaced
subarrays. (Source: [SRB+18] c© 2018 IEEE).
stood. Those assessments offer the theoretical basis in jointly harvesting them and establish a
link between these two spatial multiplexing approaches.
In this section, we show that the above two spatial multiplexing kinds can be exploited
jointly, leading to an even higher multiplexing gain in limited scattering environments. To our
best knowledge, the complementary nature of the two spatial multiplexing kinds has not been
reported in the literature. The combination requires (solid) understanding of 1) the array re-
sponses/wave models at different antenna spacings. 2) The conditions under which the two
state-of-the-art spatial multiplexing appear or do not appear. 3) Robustness of intra-path mul-
tiplexing w.r.t. different transmit directions and displacements. Especially, understanding the
robustness of intra-path multiplexing is important, while this provides the theoretical basis that
the intra-path multiplexing can be adopted to other directions than LoS. They jointly form the
theoretical basis of this combination.
Based on our analysis of their different requirements, robustness, and realizations in prac-
tical systems, a novel multi-subarray MIMO system with a special subarray arrangement is
proposed. With two different antenna spacings in Sec. 3.3.2, the array response vector w.r.t. a
source point turns into a block vector. Meanwhile, the channel matrix between two arrays of
subarrays becomes a block matrix as in (3.23). As a reaction to this repetitiveness, a modified
hybrid beamforming algorithm is specified which offers a solution to this two-level spatial mul-
tiplexing with its two steps, i.e., analog beamforming for addressing the spatial signatures and
digital processing for resolving the structured interferences over each individual path direction.
In addition, the corresponding system architecture is discussed for practical systems. At the end
of this section, the spectral efficiency of the system under a total power constraint is specified
for numerical evaluations.
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Figure 6.4: Schematic illustration for an example of two-level spatial multiplexing: over each of the two
paths, three streams are multiplexed between subarrays at Tx and Rx, max {Ns} = N · P = 6. (Source:
[SRB+18] c© 2018 IEEE).
6.2.1 Two-Level Spatial Multiplexing Channel Model
In this part, based on the discussions on array response vectors in Sec. 3.3.2, a new sparse
mmWave channel model is derived for systems having widely spaced multi-subarray at both
sides. The proposed antenna arrangement, referred to as super-arrays, has the potential of ex-
ploiting both earlier mentioned multiplexing types simultaneously via an advanced hybrid beam-
forming architecture.
System Description: We again consider a multi-subarray backhaul system with the anten-
nas arranged on two levels. The hierarchically higher level is a linear array of N uniformly
spaced subarrays, while each subarray on the lower level is modeled as a uniform square array
withM2 isotropically radiating elements that are λ/2-spaced. The required area of one subarray
at millimeter waves is only in the order of cm2, see Fig 6.3. The subarray spacing dsub is set fol-
lowing the optimal LoS MIMO spacing in (2.12), i.e., dsub ≃
√
λ ·D/N and λ ≪ dsub ≪ D,
where we again assume that the Tx and Rx are facing each other and are arranged symmetrically
over a distance D. Since the subarrays are widely spaced, the signals of the central baseband
units (CBBUs) should be distributed/collected via baseband signal cables. Meanwhile, to re-
duce the required RF design efforts of the modified hybrid beamforming scheme, the analog
beamforming part of each subarray uses the widely considered architecture for single subarray
mmWave system designs [AHAS+12]. The ADCs and the digital-to-analog converters (DACs)
can be implemented locally at the front-ends of subarrays.
We explain the potential of the proposed system in combining the intra-path multiplexing
[Lar05, SF15] with the inter-path multiplexing using hybrid beamforming [AHAS+12] as fol-
lows. After applying adaptive or training based beam steering algorithms at subarrays and ad-
dressing the directions that allow energy transfer, the resolvable paths are excited, e.g., see
Fig 6.4. Having widely spaced subarrays, a similar multiplexing gain as for the LoS MIMO
can be expected at each individual path direction and can be exploited by the digital processing
at CBBUs. It is worth noting that the intra-path multiplexing is antenna arrangement depen-
dent. We set the value of dsub following dsub≃
√
λD/N . On the one hand, this inter-subarray
spacing is optimized for the LoS path. On the other hand, it is still a suboptimal solution for
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Figure 6.5: Block diagram of a mmWave multi-subarray MIMO system with an advanced hybrid beam-
forming architecture. (Source: [SRB+18] c© 2018 IEEE).
other paths, owing to its high robustness w.r.t. relative rotations and translations as discussed in
Sec. 3.1. Note that the overall spectral efficiency of the system can be further increased via an-
tenna topology optimization using the concept in Sec. 3.1 as the projections of the arrangement
can be optimized jointly for multiple directions.
Physical Channel Model: Considering the proposed N -subarray system, the channel ma-
trix H ∈ CNM2×NM2 in (2.4) couples N · M2 antenna elements on each side. Assuming
P ≪ M2 significant paths, all subarrays on either transceiver side are facing the same set
of array response vectors,
⋃P
p=1{ai(θip, φip)}, i∈{t, r}, ai(θip, φip)∈CM
2×1. This is because the
assumption D ≫ dsub makes the differences on directions of the same path at different subar-
rays negligible. However, the relative phase differences between the phase centers of subarrays
are of non-negligible values, as the subarrays are widely spaced. Guiding by the array response
vector in Sec. 3.3.2, the complete channel matrix over several path directions is formulated as
H =
P∑
p=1
αpHp ⊗
[
ar(θ
r
p, φ
r
p) · aHt (θtp, φtp)
]
. (6.5)
The entries of Hp are given again by the spherical wave model as {Hp}nrnt = e−j
2pi
λ
·D(nrnt)p ,
where D(nrnt)p denotes the distance between the nr-th receive subarray and the nt-th transmit
subarray via the p-th path. The subarray response vector ai(θip, φ
i
p), i ∈ {t, r} is similarly
defined as (3.22).
Hybrid Beamforming: Our proposal for a two-level spatial multiplexing concept simply
applies both transmission modes described in the previous section simultaneously and is illus-
trated schematically in Fig 6.4. As one may recognize, hybrid beamforming, more precisely the
additional degrees of freedom due to pattern multiplication of an array of subarrays, provides
the basis to connect both approaches in a two-level hierarchical multiplexing system. Analog
beamforming provides the first separation of the data streams transmitted along different paths,
i.e., by angular/gain differences, and reduces the required dimension for digital processing. Pro-
viding the subarrays with those anisotropic beamforming gains and owing to the robustness of
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intra-path multiplexing, the intra-path multiplexing can be realized in parallel at all path direc-
tions. Meanwhile, via digital baseband processing, the parallel streams folded on each path can
be resolved together with residual interference from other path directions.
To extend (6.2) and (6.3), let us firstly extend the conventional hybrid beamforming scheme
of single subarray systems [AHAS+12] to the block diagram in Fig. 6.5 with N subarrays. To
stay consistent with Sec. 6.1.1, we assume again that P paths andNRF RF chains are available at
each subarray, while all distances involved in the geometric relations of reflecting objects w.r.t.
the transceivers are much larger than dsub. Applying the same analog beamforming strategy to
all N subarrays, we simplify the complexity of required analog beamforming algorithms and
excite all paths at all subarrays. The extension of the analog beamforming matrices from one to
N -subarrays is now denoted by FRF,N ∈ CNM2×NNRF ,WRF,N ∈ CNM2×NNRF . These matrices
are related to their single subarray versions FRF,WRF by
FRF,N = IN ⊗ FRF and WRF,N = IN ⊗WRF (6.6)
at Tx and Rx side, respectively. For practical implementation purpose, the proposed analog
beamforming strategy requires no new RF designs. The conventional single subarray RF front-
ends are repetitively used, while their baseband signals are combined at CBBUs of a higher
dimension, i.e., FBB ∈ CNNRF×NNRF ,WBB ∈ CNNRF×NNRF .
Combining analog beamforming and digital baseband processing, we write the complete
hybrid beamforming transmission model for multi-subarray systems which is similar to the
single subarray case as
y =WHBBW
H
RF,NHFRF,N︸ ︷︷ ︸
,Heff
FBB s+W
H
BBW
H
RF,Nn︸ ︷︷ ︸
,neff
, (6.7)
where Heff ∈CNNRF×NNRF and neff ∈CNNRF×1 are defined as the effective channel matrix and
the noise vector in the digital baseband, respectively. The noise vector n follows distribution
n ∼ CN (0, σ2n INM2). In this case, the number of supported data streams Ns is limited by the
variables P , NRF and N with Ns ≤ NP , Ns ≤ NNRF. For a better understanding of physical
implementation, the baseband signal z = FBB · s is a block vector with z = [zT1 , zT2 , · · · , zTN ]T .
The block znt ∈ CNRF×1 represents the symbols transmitted via the nt-th subarray, see Fig. 6.5.
Effective Channel: By substituting H, WRF,N , FRF,N in (6.7) with (6.5), (6.6) and con-
sidering the mixed-product property [Loa00] of the Kronecker product (A ⊗ B)(C ⊗ D) =
(AC) ⊗ (BD), an effective channel model of multi-subarray systems similar to (6.3) can be
obtained as
Heff =
P∑
p=1
Hp︸︷︷︸
Phase
Couplings
⊗ αp
[
WHRF ar(θ
r
p, φ
r
p)
] · [FHRF at(θtp, φtp)]H︸ ︷︷ ︸
Effective Channel Gains of
all beams along path p
. (6.8)
Comparing (6.8) with (6.3) and (6.4), we find that the channel features for both spatial multi-
plexing kinds are combined with Kronecker products. It is capable of supporting a maximum
of NP or NNRF streams, as the effective channel matrix may have a higher rank than either
of the two conventional systems [AHAS+12], [Lar05] exploiting a single spatial multiplexing
kind. Meanwhile, the covariance matrix of the effective noise satisfies Rneff = E[neffnHeff ] =
σ2n [IN ⊗ (WHRFWRF)].
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6.2.2 Spectral Efficiency with Total Transmit Power Constraints
In this part, we first formulate the spectral efficiency with a total transmit power constraint as
the benchmark for evaluating the spatial multiplexing gains. Our spectral efficiency evaluation
is carried out assuming that Gaussian symbols are transmitted. Extending the spectral efficiency
for single subarray systems using hybrid beamforming [ARAS+14] to multi-subarray systems,
the spectral efficiency achieved by certain hybrid beamforming scheme is formulated as
R = log2[det(INNRF +R
−1
n (W
H
BBW
H
RF,NHFRF,NFBB)Rs(W
H
BBW
H
RF,NHFRF,NFBB)
H)],
(6.9)
where Rs , E[ssH ] and Rn , σ2nWHBBWHRF,NWRF,NWBB. Considering a power constraint
PC, the radiating power satisfies tr(FRF,NFBBRsFHBBF
H
RF,N) ≤ PC. To simplify the discussion
later, we assume that the transmitted symbols s are i.i.d. variables which makes Rs a diagonal
matrix. Without loss of generality, we assume Rs = INNRF . Furthermore, also to simplify the
discussion later, we assume the effective noiseWHBBW
H
RF,Nn of the equalized symbols being
white Gaussian noise with i.i.d. entries, i.e.,WHBBW
H
RF,NWRF,NWBB = INNRF .
Maximizing the spectral efficiency of the hybrid beamforming systems requires a joint op-
timization over the matrices {WBB, WRF,N , FRF,N , FBB}. Considering the RF precoder and
the RF equalizer are taken from quantized codebooks {FRF, WRF}, the mutual information
achieved by Gaussian signaling can be formulated in an outer-inner problem form as
I˜ = max
FRF∈FRF, WRF∈WRF

max
FBB, WBB
R,
s.t.
{ ||FRF,NFBB||2F ≤ PC,
WHBBW
H
RF,NWRF,NWBB = INNRF ,
 , (6.10)
where the outer maximization is chosen over finite codebooks and the RF precoder and equal-
izer are assumed to be of NRF RF chains at each subarray. The inner maximization is applied
knowing the FRF andWRF. Here we recall that FRF,N = IN ⊗FRF andWRF,N = IN ⊗WRF.
Assuming finite sets FRF and WRF, the solution of FRF, WRF to the outer maximization
can be found by either using exhaustive search [YCG15] or using received power based search
[CRKF17]. We would like to note that, for deterministic channels like a wireless backhaul
channel, finding optimal WRF, FRF over a finite set is not a crucial issue. The time for this
searching period can be amortized averagely within a long transmission time period, since the
scenario/environment does not change significantly. Furthermore, those algorithms can be ap-
plied more time-efficiently than that of single subarray systems, since the process can be paral-
lelized at N subarrays. In this work, we focus on the inner optimization problem, whose results
can demonstrate the possibility of having intra-path multiplexing at multiple path directions in
later numerical evaluations. Given certain FRF,WRF and the measurement result of the corre-
spondingHeff , the mutual information I of the inner part is found as
I = max
FBB, WBB
log2[det(INNRF + F
H
BBH
H
effWBBR
−1
n W
H
BBHeffFBB)], (6.11)
s.t. ||FRF,NFBB||2F ≤ PC, WHBBWHRF,NWRF,NWBB = INNRF .
In the above inner maximization problem, one baseband precoder/equalizer solution of
multi-subarray systems can be found by modifying the well-known solution of the single subar-
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ray systems [AH16] as
FBB = (F
H
RF,NFRF,N)
− 1
2 F˜
(1)
= [IN ⊗ (FHRFFRF)−
1
2 ]F˜, (6.12a)
WHBB = W˜
H(WHRF,NWRF,N)
− 1
2
(1)
= W˜H [IN ⊗ (WHRFWRF)−
1
2 ], (6.12b)
where equality
(1)
= denotes an identity based on the distributive property of the inverse op-
eration in Kronecker product [Loa00]. F˜ and W˜H are equivalent baseband precoder and
equalizer, respectively. It is worth mentioning that the additional filters (FHRF,NFRF,N)
− 1
2 and
(WHRF,NWRF,N)
− 1
2 in (6.12) can simplify the expressions of the two constraints in (6.11). With
such a processing architecture, we form another optimization problem in the following lemma.
Lemma: Considering a processing structure with FBB = (FHRF,NFRF,N)
− 1
2 F˜ and WHBB =
W˜H(WHRF,NWRF,N)
− 1
2 , the problem stated in (6.11) is equivalent to the following problem
max
F˜, W˜
log2[det(INNRF + F˜
H(FHRF,NFRF,N)
− 1
2HHeff(W
H
RF,NWRF,N)
− 1
2W˜·
·R−1n W˜H(WHRF,NWRF,N)−
1
2Heff(F
H
RF,NFRF,N)
− 1
2 F˜)], (6.13)
s.t. ||F˜||2F ≤ PC, W˜HW˜ = INNRF .
Proof. Due to the linear one-to-one mapping between FBB (WBB) and F˜ (W˜), the proof
of the problem equivalence is the same as the proof for the single subarray systems (the proof
of Lemma 5 in [AH16]), if one replaces FRF in that proof with FRF,N (WRF,N ).
Since the problem in (6.13) can be solved via the standard MIMO precoder and equalizer
design, we found F˜ and W˜H as
F˜ = VΨ and W˜H = UH , (6.14)
where the diagonal matrix Ψ = diag{ψ1, ψ2, . . . , ψNNRF} contains the gain coefficients that
affect the power allocation. The matrices U ∈ CNNRF×NNRF , V ∈ CNNRF×NNRF are unitary
matrices given by the singular value decomposition (SVD) of an extended channel
[IN ⊗ (WHRFWRF)−
1
2 ]Heff [IN ⊗ (FHRFFRF)−
1
2 ] = UΣVH , (6.15)
whereΣ ∈ CNNRF×NNRF is a diagonal matrix with singular values σ1 ≥ σ2 ≥ . . . ≥ σNNRF ≥ 0.
Then, the transmission model in (6.7) becomes
y = ΣΨs+ n˜, s.t. ||Ψ||2F ≤ PC, (6.16)
where n˜ ∼ CN (0, σ2n INNRF). Using the water-filling algorithm [CT06] gives the solution on
ψη, 1 ≤ η ≤ NNRF as
ψη =
([
κ− σ
2
n
σ2η
]+) 12
, (6.17)
where κ is the ’water level’ and is chosen such that
∑
η ψ
2
η = PC. The notation [a]
+ is used for
taking non-negative values only as max(a, 0). Consequently, if κ − σ2n/σ2η < 0, we set ψη = 0.
In the evaluation shown later, the SNR γη on the η-th subchannel is defined as
γη , σ2η ψ2η/σ2n. (6.18)
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The mutual information I derived in this section will be used for evaluating the performance
of the proposed hybrid architecture in exploiting the combined spatial multiplexing gain in the
channel (6.5). The singular values ση will be used for analyzing the number of subchannels
and their relation with P and N under different geometry setups. Finally, the SNR γη on the
η-th subchannel is used in demonstrating the subchannel quality under different transmit power
constraints.
6.3 Performance Evaluation
In this part, we evaluate the mutual information of the multi-subarray system using a limited
scattering channel model, which will be introduced in Sec. 6.3.1. The model involves the hybrid
beamforming architecture for mmWave communication as described in Sec. 6.2 for exploiting
the spatial multiplexing at two levels. The subarrays are sufficiently spaced apart from each
other. This forms a two-subarray MIMO system with two paths, i.e., {N,P}={2, 2} supporting
4 streams. For comparison, the performance of a single subarray LoS system, i.e., an AWGN
channel with {N,P} = {1, 1}, a single subarray two-path system, i.e., {N,P} = {1, 2}, and
a LoS MIMO system with two subarrays, i.e., {N,P}= {2, 1}, supporting 1, 2 and 2 streams
respectively, are evaluated under the same power constraints.
In this work, we denote the mutual information I˜ in (6.10) and I in (6.11) under different
system setups {N,P} as I˜{N,P} and I{N,P}, respectively. Meanwhile, we denote their correspond-
ing channel capacity using water-filling algorithm in (2.18) with perfect CSI at Tx as C{N,P}.
Here, we would like to note that, since the 2-subarray LoS MIMO system under investiga-
tion is optimally arranged, C{N,P}={2,1} is equivalent to the channel capacity Copt in (2.22) with
beamforming gains at subarrays. Furthermore, the singular values of the 2-subarray LoS MIMO
system are found equal. We denote this value as σ{N,P}={2,1}. For the single subarray LoS system,
we denote its singular as σ{N,P}={1,1}.
6.3.1 A Two-Path Two-Subarray Wireless Backhaul Model
To keep things simple, we only consider a two-path model that consists of a LoS path and
a ground/side-building reflected path for backhaul communications and extend it to multi-
subarray systems. Emulating the multipath propagation with two resolvable paths is widely
considered in the literature [Rap01] and provides a simple and effective model for analyzing the
basic properties. The scenario in this part can be viewed similarly to Fig. 6.4 and, to simplify
the discussion, we reduce the sketched subarray number from N =3 to N =2. We assume the
direct connection between transceivers to be x-axis/x′-axis and it parallels to the surface of the
reflecting object. The point of reflection is separated from the line connecting the centroids of
Rx and Tx by a distance hmeters, e.g., the transceivers are at the same height h. The transceiver
arrays are parallel to each other and separated by a transmit distance D with λ≪dsub≪h<D
following the assumptions on the geometric relations in Sec. 6.2.1. The subarrays are placed
along the y-axis/y′-axis which is assumed to be perpendicular to the reflecting surface.
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Figure 6.6: The normalized array patterns in the xy-plane (φtp = 90
◦) at Tx side. (Source: [SRB+18]
c© 2018 IEEE).
The path gain αp along path p is described as
αp = Γp · λ
4piDp
, (6.19)
with a reflection coefficient Γp and the Friis’ free space path loss λ/(4piDp) [Rap01]. For the
LoS path, we set Γ1 = 1. The other reflected path Γ2 is evaluated using the Fresnel equation
with the angle of incidence, dielectric constant, and conductivity [Rap01]. Note that we model
each reflection at a single object only, i.e., ground. For reflections with scattering clusters, more
complicated models for αp can be applied [ARAS+14].
Array patterns of the subarrays: To fully specify Heff , we work out exemplary radiation
patterns for subarrays. For reasonable link budget in later simulations, the subarrays are modeled
as uniform square arrays with antenna element spacing de = λ/2 and are consisting of M2
isotropically radiating antenna elements each with M =8. For every RF precoder FRF and RF
equalizer WRF, an implementation using analog phase shifters [HHN+05] is assumed. As a
function of its steering angles {θ˜tb, φ˜tb}, the b-th analog beamforming vector (column vector) fb
of FRF is then denoted as
fb=
[
1, . . . , e−jkλde((my−1) sin θ˜
t
b sin φ˜
t
b+(mz−1) cos φ˜tb), . . . , e−jkλde((M−1) sin θ˜
t
b sin φ˜
t
b+(M−1) cos φ˜tb)
]T
,
(6.20)
where we recall that 1 ≤ my, mz ≤M are the y, z indices of an antenna element in the subarray.
The wb at Rx can be written in a similar fashion w.r.t. its steering angles θ˜rb and φ˜
r
b.
For simplification in later simulations, we assume fb, wb are chosen from the same
beamforming vector set BRF. Thus, FRF and WRF are the same set that collects all NRF-
combinations from the set BRF. Furthermore, as later simulations consider reflection and
beamforming in the xy-plane only, see Fig. 6.4, we use |BRF| = 16 predefined ’candi-
date beams’/’steering directions’ with azimuth angles θ˜ib ∈ {0◦,±7.18◦,±14.48◦,±22.02◦,
±30◦,±38.68◦,±48.59◦,±61.05◦, 90◦} and an elevation angle φ˜ib = 90◦. Due to the fact that
the amplitudes of array patterns with negative θ˜ib values and ones with positive θ˜
i
b values are
symmetric about the line θip = 0
◦, only the amplitudes of array patterns aHt (θ
t
p, φ
t
p)fb with non-
negative θ˜tb are illustrated in Fig. 6.6 for clarity. Here, we recall that θ
t
p (φ
t
p) refers to azimuth
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(elevation) AoD of the path p. The normalized array patterns at Rx side |aHr (θrp, φrp)wb|/M2 are
similarly defined w.r.t. azimuth (elevation) AoA θrp (φ
r
p) of the path p.
6.3.2 Results for a Deterministic 2-Subarray 2-Path Scenario
Environment parameters: The transceivers are assumed to be separated by a transmit distance
D = 100 m, e.g., wireless backhaul, and to be at the same height, h ∈ [5, 35] m. One re-
flected path from the ground is assumed, and the point of reflection is in the middle between
the transceivers. The relative dielectric constant ϵr = 3.6478 and loss tangent tan δ = 0.2053
of concrete [FCF+11] are chosen to emulate ground reflection coefficient Γ2. Those parameter
settings can also be used for emulating side-building reflection in a similar scenario.
System parameters: The subarrays are assumed to be 8×8 λ/2-spaced uniform square
arrays with isotropically radiating antennas, i.e.,M=8 with the highest array gain 18 dBi. The
system uses a carrier frequency of 60 GHz, i.e., λ= 5 mm. For transceivers with 2 subarrays,
this leads to an inter subarray distance dsub =
√
λD/N = 0.5 m for optimizing the spectral
efficiency over the LoS path. The system setup approaches the required assumption λ≪dsub≪
h<D. To simplify later discussions, let us assume that the analog beamforming algorithm of
subarrays steers one beam per available path, NRF=P . Furthermore, we take advantage of the
mirror symmetry of the situation which allows us to use a symmetric beam set at transceivers,
θ˜tb=−θ˜rb= θ˜b. The beams f1, w1 with θ˜1=0 are used for the LoS path, and beams f2, w2 with
θ˜2∈{7.18◦, 14.48◦, 22.02◦, 30◦} are used for exciting the reflected path in the considered height
range. The allowed bandwidth with 0dB loss regulated by [ISO14] is of a valueW =1.88 GHz.
The transmit power PT varies from -7 dBm to 20 dBm in later evaluations. Considering Kc
subcarriers, the noise power for one subcarrier is assumed to be σ2n = kBTKFW/Kc [Fri44],
where kB is the Boltzmann constant, TK = 300 K is the absolute temperature in Kelvin, and
F = 5 dB is the noise figure. For each subcarrier, the power constraint PC is then calculated
as PC=PT/Kc. Here we assume that Kc is large enough and makes the subcarrier bandwidth
smaller than the coherence bandwidth. The spectral efficiency is then found being independent
of Kc. The baseband processing of such multi-carrier systems are applied per sub-carrier. For
simplification, we focus our discussion on the spectral efficiency of the central sub-carrier at the
carrier frequency.
Link Budget: A brief link budget is calculated here to offer a better understanding of our
parameter settings. The allowed peak EIRP [FCC13] is 43 dBm at an array gain of 18 dBi.
Considering a further transmit power reduction due to poor PAPR, we evaluate the average
transmit power PT in a range from -7 dBm to 20 dBm. The noise power for the complete
bandwidth W is found as -76 dBm. The free space pathloss of the LoS path according to Friis
transmission equation ( λ
4piD
)2 is -108 dB. Considering the AWGN channel derived from a single
subarray LoS system with PT = 20 dBm, the calculated SNR on the LoS path is about 24 dB
with a corresponding spectral efficiency of 8 bits/s/Hz. Accordingly considering the reflected
path, the free space pathloss has additional loss up-to 2 dB w.r.t. the LoS path. In addition, the
reflection power loss changes from 1 dB to 5 dB in the range of h under investigation.
Spectral Efficiency and Singular Values vs. Height: Fig. 6.7 and Fig. 6.8 compare the
spectral efficiency and the singular values using different beam patterns for a 2-subarray 2-path
hybrid MIMO system, {N,P}={2, 2}. Their values are normalized w.r.t. the channel capacity
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Figure 6.8: Normalized singular values of a 2-subarray 2-path MIMO system w.r.t the singular value of
an optimally arranged LoS MIMO system where we note that σ{N,P}={2,1} =
√
2 · σ{N,P}={1,1}. (Source:
[SRB+18] c© 2018 IEEE).
of a corresponding 2-subarray LoS MIMO system, C{N,P}={2,1} and σ{N,P}={2,1}, respectively.
Varying the height changes the propagation length of the reflected path as well as its AoD and
AoA simultaneously. Therefore, the spectral efficiency and the singular values using different
analog beam sets are affected, especially by the resulting AoD/AoA.
Considering Fig. 6.6 and Fig. 6.7 (a), it can be found that the spectral efficiency achieves
channel capacity, when there is sufficient power and the direction of the reflected path is aligned
with the main lobe of the respective beam pattern. In those cases, low condition numbers are
expected with small distances between singular values, see Fig. 6.8. The maximum spectral
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efficiency, which is about 165 % of the spectral efficiency achieved by the LoS multi-subarray
system, is found with beam pair {θ˜1, θ˜2} = {0◦, 14.48◦} at a height about D2 tan(14.48◦) in
Fig. 6.7. Because the roots of both beam patterns roughly point along the complementary paths,
the oscillation phenomenon is suppressed at this height as well. We would like to note here that
there are two effects that influence the achieved peak value of the respective beam pairs, the
effective gains and the condition numbers of the resulting channel matrices.
As shown in Fig. 6.7, even if the antenna arrangement is just optimized for the LoS path,
a significant spectral efficiency gain in comparison with LoS MIMO systems is noticed as the
normalized values are notably higher than one in most cases. From Fig. 6.8, it is observed that
the singular values are grouped/clustered with corresponding paths. Singular values within each
group are closer to each other than that of other groups. The grouping phenomenon of singular
values shows that the intra-path multiplexing exists at multiple path directions. Meanwhile,
it offers the potential for almost linearly increasing the spectral efficiency w.r.t. the subarray
number N , as only a single curve is found for each path in single subarray scenarios with
further simulations, see Appendix A.2. In Fig. 6.7, an interesting phenomenon is found that the
spectral efficiency gains of all beam pairs saturate at the value one at high height range, where
only the LoS path is dominating the system performance. Therefore, the system works as a LoS
multi-subarray system as the second path is almost invisible to those beams under investigation.
An oscillation phenomenon due to interference is observed and is more severe in low height
regions. Invoking the narrow-band assumption, i.e., assuming that the symbol duration is longer
than the delay spread, we explain the oscillation phenomenon as follows: the waves of the
same transmitted symbol are passing along 2 paths with different lengths. Changing the height
changes the phase of the wave passing through the reflected path. The imposed wave varies peri-
odically between constructive and destructive interference. A length difference in the order of λ
is capable of causing several oscillating periods. The spatial frequency fh(h) of the oscillation
is a function of h as fh(h) = 4pi
√
1 + ( D
2h
)2/λ. This oscillation phenomenon is also observed in
Appendix A.2 with N = 1. But for N = 2 and higher, beats are found for this spatial frequency
oscillation. The beats of the oscillation can also be explained by a spatial frequency offset on
fh(h) since there exists a height difference between subarrays of value dsub. The amplitudes of
the oscillation are influenced by the path gain differences, the array gain differences, and the
transmit power of the water-filling based transmission scheme. Due to the strong variation of the
performance at low height values, sharper beams are recommended to suppress the oscillation
and/or one should increase the height of the system.
Spectral Efficiencies and SNRs vs. Transmit Power:At one particular height, Fig. 6.9 and
Fig. 6.10 illustrate the variation of the spectral efficiency and the subchannel SNRs of different
systems at different transmit power values, respectively. To simplify discussions, the evaluations
are carried out for a height value h = D
2
tan(14.48◦). In Fig. 6.9, the spectral efficiencies of 2-
subarray 2-path hybrid MIMO systems are almost doubling the values achieved by a single
subarray system and are much higher than the values of the ’LoS MIMO’/’LoS’ systems.
In Fig. 6.10, it can be found that, at this given height, the SNRs for the first two subchannels
of a 2-subarray 2-path system are identical to each other. With very low transmit power, e.g.,
PT = −7 dBm, the spectral efficiency and the SNRs of the first two subchannels are also
identical to that of the ’LoS MIMO’/’LoS’ systems, while the third and fourth subchannels are
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not bringing any benefits. This can be explained via the water-filling algorithm which exploits
only the two best subchannels dominated by the LoS path.
For the LoS 2-subarray MIMO system and the single-subarray 2-path MIMO system, the
number of subchannels is reduced to two as shown in Fig. 6.10. When applying the water-
filling algorithm with the same amount of fill-in ’water’ to the LoS MIMO system with Ns = 2,
higher SNRs are observed in comparison with the first two subchannels of the 2-subarray 2-path
hybrid MIMO system. Furthermore, SNRs of the single-subarray 2-path hybrid MIMO system
are almost aligned with the SNRs of the corresponding groups of the 2-subarray 2-path system.
This fits the previously observed phenomenon on grouped singular values.
6.4 Summary
In this chapter, a hierarchical systemwith multiple widely spaced subarrays was proposed for ex-
ploiting two different spatial multiplexing kinds jointly. The proposed system offers high spatial
multiplexing gains for mmWave backhaul links in limited scattering environments. For proving
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the feasibility of such joint exploitation, we started from analyzing the conventional mmWave
system, which exploits spatial multiplexing provided by multipath propagation, namely inter-
path spatial multiplexing. In contrast, widely spaced antenna elements are necessary for LoS
MIMO systems to exploit spatial multiplexing embedded in a single path, namely intra-path
spatial multiplexing. More importantly, intra-path spatial multiplexing appears not only in the
LoS path but also in many resolvable propagation paths.
Attempting to harness both kinds of spatial multiplexing jointly, we proposed an array of
subarrays. The subarrays aimed at inter-path spatial multiplexing. The current mmWave RF
components are directly usable for them. By further putting a number of subarrays together with
sufficient distance apart, it became possible to exploit the intra-path spatial multiplexing gain
with respect to each prorogation path. After analyzing the array response vector, the correspond-
ing channel model was derived with a modified hybrid beamforming architecture. Furthermore,
under total transmit power constraints, we analyzed the spectral efficiency achieved by the pro-
posed systems. In comparison to single subarray systems addressing only spatial signatures, an
approximately linear scaling of the spectral efficiency is observed. In comparison with the LoS
MIMO based approach, data rate increment up-to 65 % is observed by utilizing just one addi-
tional path. Those results showed that the two kinds of spatial multiplexing in mmWave studies
can be jointly exploited and this significant performance gain is worth for further investigations.
In this chapter, we summarize the key learning points for engineers as:
• Using arrays of widely spaced subarrays in limited scattering environments, the afore-
mentioned structured phase couplings in the LoS path direction can also be found in
other path directions. This forms two different spatial multiplexing kinds on their two
antenna topology levels.
• With reasonable costs and complexity, the advanced hybrid analog/digital beamforming
architecture for the arrays of multiple subarrays can efficiently and jointly exploit the
spatial multiplexing gain between different path directions and spatial multiplexing gain
within a single path direction.
Chapter 7
Conclusion and Outlook
7.1 Conclusion
The main goal of this thesis was to analyze the applicability of line-of-sight (LoS) spatial mul-
tiplexing at millimeter wave (mmWave) frequencies. The channel between antenna arrays in
strong LoS Multiple-Input-Multiple-Output (MIMO) systems is determined by antenna topol-
ogy, and orthogonal channel matrices can be achieved in the ideal cases. By analyzing the
relationship between phases and antenna positions in 3D space under spherical wave propaga-
tion, we derived a channel factorization model. This channel factorization model can be used
for providing antenna topology solutions for this antenna arrangement dependent MIMO com-
munication, mathematically proving channel properties like robustness against displacements,
and reducing the complexity in signal processing with both digital and analog implementations.
In addition, for this mmWave wideband communication system, a hardware-in-the-loop demon-
strator was examined in this thesis. Besides identifying several hardware impairments that may
decrease the performance of practical systems, initial attempts on efficiently and parallelly com-
pensating these impairments were made. Finally, motivated by the robustness of LoS spatial
multiplexing against transmit directions, we introduced the LoS spatial multiplexing to other
path directions and checked the potential of further increasing the throughput of fixed wireless.
In particular, the following results were obtained:
◃ We introduced the basic concept of strong LoS MIMO communication in chapter 2. Such
systems rely on the phase couplings between the transmit array and the receive array
that are specifically and accordingly arranged. In the ideal cases with optimal antenna
arrangements, the orthogonal channel matrices allowing parallel stream transmission with
equal sub-channel quality can be obtained via this LoS path communication.
◃ We showed in section 3.1 that the strong LoSMIMO channel matrix can be factorized into
a product of three matrices with two diagonal matrices at outer positions. The diagonal
entries of the two diagonal matrices are of unit magnitudes and contribute most of the
variations at different antenna geometry realizations. Only the middle matrix contributed
by array projections in broadside relative to transmit direction determines capacity and
sub-channel conditions, if the array sizes are negligible in comparison to the transmit
distance.
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◃ We used this channel factorization model to provide a general solution on antenna ar-
rangements in point-to-point strong LoS MIMO communication in section 3.2. The state-
of-the-art works have not offered a conclusive antenna topology solution, e.g., the rotation
directions of the uniform planar arrays are restricted. Viewing the antenna topology from
a projection point of view, we showed that the optimal antenna arrangement solution on
any curved surface can be easily obtained via mapping the broadside solution to the sur-
face. As examples, 1D and 2D antenna arrangements that compensate the degradation
from any tilt angle were presented.
◃ The robustness of the LoS spatial multiplexing can be explained with the proposed chan-
nel factorization model (as discussed in chapter 3). The possible normalized displacement
errors of the middle matrix are much less sensitive than that of the two outer diagonal ma-
trices. This provided the insights into the robustness of LoS spatial multiplexing from a
mathematical point of view, although the realizations on the matrices can be very differ-
ent. Together with the simulation results (provided earlier in chapter 2), we concluded
that the LoS spatial multiplexing for fixed wireless communication is quite robust against
moderate displacement errors.
◃ To meet the growing demands on the throughput of wireless backhaul links, we outlined
basic assumptions and a multi-subarray design for a mmWave LoS MIMO backhaul sys-
tem in section 3.3 and section 3.4, respectively. Potentially supporting data rates well
above 100 Gbit/s, this LoS multi-subarray system deploys spatial multiplexing on top
of the analog beamforming scheme. The findings motivate the usage of LoS MIMO tech-
nologies at mmWave and higher frequencies with their moderate array sizes and relatively
high spatial multiplexing gain.
◃ The second important topic in this work was the usage of the channel factorization model
for signal processing. An algorithm named sequential channel equalization (SCE) was
proposed for LoS MIMO processing in chapter 4. By refining the channel factorization
in section 4.1, the middle matrix under sub-optimal arrangements has an inverse discrete
Fourier matrix as its dominating term and is perturbed by certain displacement errors.
Therefore, the proposed method in section 4.2, which is in the reverse order w.r.t. the
factorization and has a fast Fourier transform matrix in the middle, became feasible and
requires less complexity as discussed in section 4.3 and section 4.4.
◃ Since the two outer diagonal matrices of SCE can be very different at different realiza-
tions of the antenna topology, a method for setting them (the two diagonal matrices) was
proposed in section 4.2. As the input of the method, only the channel matrix needs to
be known (i.e., estimated) rather than its factored form, which makes the SCE algorithm
implementable for practical systems. As found numerically under optimal/sub-optimal ar-
rangements in section 4.5, the SCE using the proposed method performs as good as/nearly
as good as the zero-forcing equalization (ZFE).
◃ By using analog equalization in LoS MIMO systems, we showed in section 4.4 that the
loss of mutual information due to low resolution quantization can be reduced. When
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designing the analog equalizing network with SCE, the number of fully configurable ana-
log components scales linearly with the stream number, while the state-of-the-art works
implementing the ZFE scale quadratically. Furthermore, with the use of a conventional
Butler matrix, the wiring efforts and the number of fixed phase shifters can be reduced.
◃ We considered synchronization for the LoS MIMO systems with independent oscillators
at different antennas in chapter 5. As a reaction to the observed gradually changing carrier
frequency offsets (CFO), a signal model and an efficient frame structure were proposed
in section 5.1 and section 5.2, respectively. They accounted for two effects, one due to
the quasi-stationary physical channel, and one due to the time-varying behavior of the
oscillators. Based on the frame structure and the relative small CFOs during training
sequence transmission, a method for efficiently estimating the LoS MIMO channel and
the CFOs was studied.
◃ In order to turn the mmWave LoS spatial multiplexing into practice, possible hard-
ware imperfections with wideband signals should be considered and compensated. A
systolic/pipelined structure was proposed in section 5.3 for efficiently handling multi-
ple streams at high symbol rates. Furthermore, the proposed architecture is a viable ap-
proach that scales well with the number of MIMO streams. With the recorded data from
a hardware-in-the-loop demonstrator, it was shown that, after compensating the interan-
tenna interference (IAI, from the LoS MIMO channel) together with the CFOs, the rest
of the hardware impairments, e.g., the intersymbol interference from frequency selective
components, can be compensated rather independently and parallelly at different steams.
The proposed low complexity architecture can achieve performance that is nearly as good
as that of the highly complex baseline algorithm, as shown in section 5.4. Eventually, us-
ing SCE or ZFE for the IAI suppression results in almost the same performance, e.g.,
about 0.1dB difference between their error vector magnitude values.
◃ Considering that the reflected objects in limited scattering environments are spatially cor-
related, a channel model was derived for mmWave systems with widely spaced subarrays
in chapter 6. The spatial multiplexing gain from the spatial signature of multiple paths
and the spatial multiplexing gain from the structured phase couplings of a single path
direction are found simultaneously at two different levels of the arranged antennas.
◃ We proposed to use an advanced hybrid analog/digital beamforming architecture to ef-
ficiently implement the proposed multi-subarray mmWave MIMO system at reasonable
costs and complexity in section 6.2. Analog beamforming is applied at subarrays and ex-
cites the resolvable paths that allow signal transmission. Then, the baseband digital beam-
forming enhances the performance via suppressing the interferences of analog beams
and exploiting the spatial multiplexing of each path direction. The proposed system can
achieve a higher order of the sub-channels than that achieved by the conventional systems
of either a single subarray or a single path direction, and it can overcome the low rank
property brought by limited scattering.
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In this section, we would like to discuss the open research topics, especially with the insights
provided by this work. Since the LoS MIMO system becomes a very promising technology
in enhancing the throughput of fixed wireless, the presented topics focus more on practical
concerns.
◃ Polarization Diversity: Polarization diversity can be easily added to the current setup for
doubling the bandwidth efficiency. However, in the case that cross polarization discrim-
ination factor is small, the interference between two polarized arrays are also found to
be dependent on antenna arrangements. Therefore, re-modeling the LoS MIMO channel
with polarized/dual-polarized antennas [Col08] and extending cross polarization interfer-
ence cancellation algorithms [CCSV86, LNNS89] to these LoS MIMO scenarios are of
interests.
◃ Antenna Topology: In this thesis, we have discussed that a 3D antenna arrangement al-
lows higher throughputs in scenarios with rays from different directions compared to 2D
arrangements, since the projection of the array should be jointly considered for multiple
directions. Therefore, it is worth to investigate general 3D antenna topologies, which can
be used to further improve the performance in scenarios like multiple access (point-to-
multipoint communication in a wireless backhaul network) and multipath. Finally, migra-
tion of the system concept to higher frequency bands, which further reduces the array
sizes and provides larger available bandwidths, is interesting for even higher throughput.
◃ System Design: The performance of the practical mmWave LoS MIMO systems should
be further studied during system expansion with more parallel streams. Moreover, con-
sidering the complexity and the requirements on training sequences for synchronization,
antennas/subarrays with shared low frequency reference clock yields the most feasible
system design. In addition, since analog equalization suits well for LoS MIMO commu-
nication, analog equalizing networks that avoid possible frequency selectivity still needs
to be developed by RF experts.
◃ Low Resolution Quantization: Channel estimation using low resolution ADCs with and
without the analog equalizing network in MIMO communication is of interest. Initial
attempts on a general 2×2 MIMO setup with quantization bits as low as one can be found
in [IN07, MAN10]. Further considering that the strong LoS MIMO system has only a
single tap in its physical channel, the channel state information can also be estimated with
narrowband signals, for which the high resolution quantization can be easily implemented.
However, for this kind of channel reciprocity between narrowband and wideband signal
transmission, the reciprocity principle is fulfilled only if the effective wideband channel
including circuitries is not frequency selective.
◃ Practical Scenarios: In this work, we discussed the LoS MIMO systems under a
strong LoS assumption, which suits well for rooftop scenarios. However, in other front-
/backhaul scenarios, e.g., links between two lamp posts in the street canyon, the dom-
inance of the LoS path and the possibility of the Fresnel zone being partially blocked
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should be characterized. Since the clustering effects may occur in LoS communication,
the channel model for LoS MIMO communication with correlated post cursors [M+17]
should be investigated. Moreover, according to the current channel measurements, the
physical channel is found to be rather deterministic [HCGL18, CGHL17]. The variations
of the propagation path in longer time periods due to weather and season changes should
be analyzed. Eventually, the resizable/reconfigurable array design of practical systems for
massive deployments should be carried out based on the insights from this work.
◃ Channel Sparsity and Two-Level Spatial Multiplexing: The performance and the
equalization algorithms of the widely spaced multi-subarray system using wideband sig-
nals would be interesting, as the channel with multiple paths becomes sparse also in the
time/delay domain. Considering intended applications like wireless backhaul, the chan-
nel is quasi-deterministic. Using time-domain equalization, avoiding the cyclic prefix as
required by frequency-domain equalization, offers a great potential in improving the tem-
poral efficiency. However, the high complexity requirement becomes a problem for stan-
dard time-domain algorithms like decision feedback equalization [ADS00]. It is noticed
with some initial attempts of the author that, if there exists delay domain channel sparsity,
the time-domain filters become sparse as well. Then, the complexity of the filters can be
reduced without a strong negative impact on the performance and the time-domain equal-
ization tends to be an interesting solution in mmWave backhaul systems. Eventually, due
to the roughness of possible reflecting surfaces, cluster structures with angular spreads
are expected for channel impulse responses. The phase couplings of the respective path
would then evolve certain randomness. Modeling the channel and efficiently handling the
involved additional challenges like signal processing are open research areas.
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Appendix A
Appendix
A.1 SFO Estimation During Post Processing
During the post-processing, the SFO is estimated based on the training sequences with a corre-
lation based method proposed in [GHLS02, WCS05]. Although SFO estimation and compen-
sation is not the focus of our work, we repeat several key steps here for completeness. For an
Ko-fold oversampled, Ko = 8 in this work1, version y′nr [k] of each received signal stream is
captured and correlated with the corresponding oversampled training sequences xT,nt [k], i.e.,
Λnrnt [k] =
∣∣∣∣∣
Ko·LT∑
l=1
x∗T,nt [l] · y′nr [l + k − 1]
∣∣∣∣∣
2
, (A.1)
where the sampling index kq at the beginning of the q-th sub-frame are found with highest
correlation peak as
kq = argmax
k
Λnrnt [k]. (A.2)
Due to the fact that symmetric pulses are commonly used for transmission, the magnitude of the
cross-correlation peaks is also symmetric, when sample timing is aligned and multipath is not
influencing the shape significantly. Therefore, the metric Λnrnt [k] is used for SFO estimation
where the squaring is performed to reduce the effect of multipath, and typically a small window
of samples Kw around the main peak, e.g., Kw = 17 in this work, is used for the estimation.
An estimate for ε[kq] of the q-th sub-frame is then obtained by using a DFT on that block of
samples with
εˆ[kq]=
−Kw
4pi
]
{
Kw−1∑
l=0
Λnrnt
[
kq−l+Kw−1
2
]
e−j
4pil
Kw
}
, (A.3)
where the SFO estimate εˆ[kq] is a fractional number valid for the q-th sub-frame. For data pro-
cessing, downsampling to symbol rate is performed and considered after the SFO compensation
in this work. We also would like to note that, since there exists only one common sampling fre-
quency offset process between Rx and Tx, the estimation in Chapter 5 is performed using the
received signal at Rx-1 and training sequences at Tx-1, i.e., nr = nt = 1.
1 One can reduce theKo, e.g., to 4 or 2, but a performance decrease should be expected.
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A.2 Performance of a Single Subarray System in a 2-Path
Scenario
This part illustrates the simulation results for single subarray systemsN = 1 with the path num-
ber P being one and two. Other parameters of the channel model and the system setup are the
same defined and set as in Sec. 6.3 including transmit distance D, the carrier frequency fc, the
height of the system h, the subarray sizeM , the antenna element spacing de, the beamforming
vector set BRF, the reflection coefficients Γp, the transmit power PT, the noise power σ2n and the
bandwidthW .
Fig. A.1 compares the relative spectral efficiencies I{N,P}={1,2} of a 2-path channel when
different analog beam patterns are used. The corresponding water-filling channel capacity with
perfect CSI at Tx is denoted as C{N,P}={1,2}. Meanwhile, in order to present the singular value
variation of the channel, the beam pair {θ˜1, θ˜2} = {0◦, 14.48◦} is selected as an example in
Fig. A.2. All the values are normalized w.r.t. the channel capacity C{N,P}={1,1} or singular value
σ{N,P}={1,1} of a single subarray system with a single path. The spectral efficiencies are exam-
ined with total transmit power of 20dBm at different heights. Considering Fig. 6.6, Fig. A.1,
and Fig. A.2, it can be found that when there is sufficient power and the directions of paths
are aligned with the main lobe of the respective beam pattern, the spectral efficiency can be
maximized, while the condition number is small.
An oscillation phenomenon due to interference is observed and is similar to that in Sec. 6.3
without the beats. The waves of the same transmitted symbol are passing along 2 paths with
different lengths. Therefore, they are superimposed with varying phase differences by varying
antenna height h. This causes a periodic change between constructive and destructive interfer-
ence. This interference phenomenon is influenced by the pathloss differences and the array gain
differences. Only if the amplitudes of the same signal from the LoS path and the reflected path
are comparable, strong oscillations would occur (e.g., in low height region).
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Figure A.1: Normalized spectral efficiency of a 1-
subarray 2-path MIMO system w.r.t the capacity
of a single path LoS system, PT=20dBm.
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