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Abstract-A parallel algorithm for solving the multinephron model of the renal inner medulla 
is developed. The intrinsic nature of this problem supplies sufficient symmetry for a high-level 
parallelism on distributed-memory parallel machines such as the iPSC/SSO, Paragon, and CM-5. 
Parallelization makes it feasible to study interesting models such as the rat kidney with 30,000 
nephrons. On a high-end work station, one can study systems with 100 nephrons, while on a 32-node 
iPSC/SSO or Paragon we can handle more than 1000 nephrons. 
A nearly perfect speedup is achieved by even distribution of load and minimizing the cost of 
communication. 
Keywords-Kidney modeling, Parallel computing, Differential equations. 
1. INTRODUCTION 
Mammals utilize the kidney to maintain the volume and composition of their body fluids within 
very narrow limits. 
The kidney consists of a large number of distinct functional units called nephrons, operating 
in parallel. The rat kidney contains 90,000 to 50,000 nephrons, while a human kidney contains 
roughly one million nephrons. Each nephron is a tube approximately one cm long and 10e3 cm 
in diameter, and is made up of four main separate sections (each of which can be further sub- 
classified): the renal corpuscle, the proximal tubule, the loop of Henle and the distal tubule. The 
distal tubules of many nephrons coalesce to form the collecting ducts, which take the urine to the 
renal pelvis, ureter, and finally bladder. 
A lengthwise cross-section of the kidney reveals two distinct parts: the cortex and the medulla; 
the medulla is subdivided into the outer and the inner parts. The cortex contains the renal 
corpuscles, and the proximal and the distal tubules. The loops of Henle (which turn at different 
levels) and the collecting ducts reside in the medulla. 
Under the balanced force of hydrostatic and oncotic pressures, a cell and protein free ultrafil- 
trate of blood is formed in the renal corpuscle; the filtrate enters the closed end of the proximal 
tubule and then flows successively through the proximal tubule (which winds around the renal 
corpuscle), Henle’s loop (consisting of a descending limb and an ascending limb, called, respec- 
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tively, DHL and AHL), the distal tubule (which winds around in the cortex and makes contact 
with the Juxta-glomerular apparatus related to the renal corpuscle), and the collecting duct to 
emerge as the final urine. In the adult human man, the average renal blood flow is approximately 
1200 ml/min (approximately 20% of total cardiac output) with a corresponding plasma flow of 
650ml/min. The glomerular filtration rate is about 130ml/min and the final urine production 
of the order of 1 ml/min. By varying the composition of the final urine by selective reabsorption 
of solutes and water, the composition of the interstitial fluid bathing the cells of the body is 
maintained within the narrow limits compatible with life. 
Osmolality, in particular, is very closely regulated by production of urine that is either more, 
or less concentrated than plasma or other body fluids. Mathematical models have been re- 
sponsible for many of the basic ideas leading to our understanding of the urinary concentrating 
mechanism [l]. Computer models that use experimentally available parameters have generated 
concentration gradients in the outer medulla consistent with experimental data by including 
metabolically driven (active) salt transport out of thick ascending limb of Henle’s loop, but have 
been unable to generate any significant concentration gradient in the inner medulla where there 
is no convincing evidence of active transport. How the inner medulla concentrates urine is still 
one of the major unsolved problems in renal physiology. 
In an attempt to solve this problem, investigators have been led to progressively more complex 
models [2-41. It seems established that the distribution of nephron lengths plays an important 
role in inner medullary function. In reality, the minimal functional unit of the kidney should be 
considered to be the group of nephrons feeding a single terminal collecting duct. This is of the 
order of one thousand nephrons. Models become computationally bound at around 100 nephrons 
with fast serial computers. 
In this paper, we present an efficient parallel algorithm for solving multinephron models of the 
renal inner medulla. This algorithm extends the range of computationally feasible models by at 
least an order of magnitude on a small parallel machine such as the Intel iPSC/860. With the 
speedup data obtained from this machine, we can project an increase in model size by two orders 
of magnitudes by porting the code to a machine with more processors like a Paragon or a CM-5. 
2. KIDNEY MODEL 
The configuration of our n-nephron model of the renal inner medulla [5] is shown in Figure 1. 
There are n types of nephrons and a composite collecting duct system (CD) all interacting with 
the interstitial vascular space or core. Each nephron differs in the length of its loop of Henle. 
Each loop type is weighted by some unique factor X (representing the number of loops of its kind) 
based on the measured microscopic data of nephron distribution. 
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Figure 1. Model configuration 
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The distribution of collecting ducts is obtained by a weighted least square fitting of the ex- 
perimental data [6], and the resulting continuous function n&(z) is used to approximate the 
successive fusions of collecting ducts in the inner medulla. 
In the nephrons and collecting duct, the transport of salt, urea, and water are described by 
the differential equations 
i=1,2 )‘..) 272, (1) 
d(&Cik) 
dx 
+ &Jik(x) = 0, i=1,2,...,2n; Ic = s,u, (2) 
dFzn+l,u 
dx 
+ ncd(x)Jz,+l,,(x) = 0, (3) 
d(F2n+l,&n+l,k) 
dx 
+ ncd(x)Jz,+l,k(x) = 0, k = s,u, 
dFov 
z + JOJX) = 0, 
dFok 
x + JOk(x) = 0, 
dcok 
DOk - dx + Folc - FovCok = 0, k = s,u, 
where x is the normalized depth into the inner medulla, with x = 0 at the junction of inner and 
outer medulla and x = 1 at the papillary tip. Fi, is the total axial volume flow in the ith type 
of tubes, Fik is the total axial solute flow of the kth solute species in the ith type of tubes. Ji, is 
the net outward transmural volume flux per unit length from the i th tube. Jik is the net outward 
transmural flux of the kth solute per unit length from the ith tube. Cik is the concentration of 
the kth solute in the ith tube. &k is the axial diffusion coefficient for solute k in the core. 
The subscript convention in this paper is: i stands for the i th tube, TJ for volume flow and k for 
kth solute species (s for salt and u for urea). DHL and AHL corresponding to the ith loop are 
indexed 2i - 1 and 2i, respectively (T = 1,2,. . . , n); CD is subscripted 2n + 1 and core 0. 
Transmural fluxes are given by 
Jiu = 2nTihiuRT C $k(COk - Cik)cikr 
k=a,u 
k=s: Jik = Jiw(l - flik) 
COk f Cik 
2 + 2TTi 
[ 
hik(Cik - COk) f KykTA, 1 ) zk zk 
k=u: Jik = 2nTihikKm 
Cik COk 
Cik + Km - COk $ Km > ’ 
(8) 
(9) 
(10) 
where o.jk is the Staverman reflection coefficient of the wall of the i th tube for the kth solute; 4k is 
the osmotic coefficient for solute k; hi, is the hydraulic permeability coefficient per unit length, 
hik is the passive permeability for the kth solute per unit length. R is the gas constant, T is 
the absolute temperature, a& is the maximum rate of transport and Kik its Michaelis constant. 
Km is the Michaelis constant for the carrier mediated urea transport. 
As boundary conditions, the entering flows for a single descending limb f27_l,V(0), a single col- 
lecting duct f~~+l,~(O), and concentrations &r_l,k(O), &+l,k(O) are given, thus, F2r_l,,,(0) = 
~27--l.L1,V(0), Fz~+~,JO) = nc40).L+1,U (0). Also, Fo,~(~) = 0, Ch,,(l) = 0; at x = T/n, 
for the 7th loop, the DHL makes a hairpin turn to become AHL and therefore, F2,,v(T/n) = 
-F2,-l&/n) and C2r,k(T/n) = &--l,k(T/n). 
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Global mass conservation requires that 
Jov(z) + 5 AA(X) + 74~)J2,+1,v(~) = 0, (11) 
i=l 
JOk(2) + 2 Wik(Z) + n4z)J2n+l,k(s) = 0, 
i=l 
k = s,u. (12) 
Connecting tube variables (DHLs, AH& and CO) and core variables, equations (11) and (12) 
enable us to compute the total transmural fluxes into the central core which are needed in 
equations (5) and (6). 
To solve the above system of model equations, we first discretize the differential equations and 
then solve the resulting system of nonlinear algebraic equations by a Newton type of method. 
Suppose we have M equally spaced spatial grid points 0 = xi < 22 < . . . < xj < . . . < 
XM = 1 along the inner medulla axis. We introduce the notations Fivj, Fikj, Cikj, Ji,j, and 
Jikj to represent Fiv(xj), Fik(Zj), cik(xj), Jiv(zj)r and Jik(Xj), respectively, i = 0, I, . . . ,2n + 1; 
j=l,..., M; k = s,u. 
Designating the system of finite difference equations by H and the tube and core concentrations 
by W ef [Cisj 3 Ciujl:~~:;:::$,+l (it can be shown that Fivj, Fikj, Ji,j, and Jikj can all be expressed 
algebraically in terms of W and boundary values). We seek a solution of 
H(W) = 0. (13) 
The full Jacobian H’(W) of the above system, which includes tubal and core variables, is very 
sparse, because nephrons and collecting duct interact only through the core (interstitium). It 
turns out that H’(W) has the structure shown in Figure 2. Each block matrix on the main 
diagonal is in turn blockdiagonal. 
Figure 2. Full Jacobian structure. 
To exploit the special structure of H’(W), we employ the partitioning strategy developed by 
Tewarson et al. in 1978 [7]. We divide the variables W into tubal and global variables as follows: 
w = [K,...,L+1, Z] where the global variables .Zef [C&j, C’~~j]~=i,,,,,~ are core concentra- 
tions and certain boundary values; Yidgf [Cisj, CiUj]j=l,,,,,M are concentrations of the ith tube, 
i = O,l,..., 2n + 1. The equations H is partitioned into H = [Fl, . . . , Fzn+i, GIT, where the 
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global equations G and tube equations Fi are equations associated with core and the ith tube, 
respectively, i = 0, 1, . . . ,2n + 1. 
Let J,ef [Jo,,~, JoSj, Jo~~]~,~,,,,,~, then (13) is decomposed into 
Fl(fi,Z) = 0, 
E?(rz, 2) = 0, 
. . . 
J’2n+10’%+1rz) = 0, 
G(Jo, 2) = 0. 
The tube equations Fi can then be solved against the global variables Z-this is done for 
each type of tube (i = 1 , . . . ,2n + 1). The fluxes computed for the tubes are summed (from 
equations (11) and (12)) over all tube indices for each level (grid point) to obtain -Jo and 
substituted into the core equation G. If these satisfy the core equation to some specified tolerance, 
we have a solution. If not, a correction vector for the global variables 2 is computed. In Newton’s 
method, this is done by perturbing each global variable in turn to calculate the Jacobian; in a 
quasi-Newton method, a rank one modification to the Jacobian or its approximation is computed. 
One then solves a linear system to get the correction for the global variables. The process is then 
iterated until the convergence criterion is met. 
3. ALGORITHMS 
The algorithm can be described as follows: 
ALGORITHM 1. 
4. 
Read boundary values and parameters. Choose an initial guess for Z. 
Solve the tube equations: 
Fori= 1,...,2n+l, solve 
Fi(yI,,Z) = 0 
for Yi = Yi(Z), such that Fi(Yi(Z), 2) = 0. 
Compute JO and the global equations G: 
Forj=l,...,M 
2n 
Jovj + C h Jivj + ncd(zj) Jsn+l,v,j, 
i=l 
2n 
Jokj + c &Ji/cj •k ncd(zj)Jzn+l,k,j, k = s,u, 
i=l 
substitute into the global equation G(Jo, 2). 
If j/Gil satisfies convergence criterion, Stop; else go to next step. 
Compute the Global Jacobian G’(Z): 
Forj = l,...,M. 
Fori= l,... ,2n + 1, solve 
Fi(Yi, Z + Eej) = 0, 
for~(Z+eej)suchthatFi(~(Z+eej),Z+cej)=O. 
Set the jth column of G’(Z) 
Gre, = G(Jo(Z+cej),Z+eej) -G(Jo(z),Z) 
3 7 E 
(14 
(15) 
(16) 
(17) 
where ej is the jth column of the identity matrix of same order as G’. 
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5. Solve 
G’SZ = -G 
for SZ and set Z +- Z + SZ. Go to Step 2. 
(18) 
This algorithm is an extension of a similar algorithm for a single-nephron model which was first 
applied to kidney modeling by Stephenson, Tewarson, and Mejia and has proven very versatile 
and been applied to both steady state and time dependent problems in a variety of kidney and 
epithelial models [g-11]. For detailed description of the major steps in this algorithm, see [5,12]. 
Our experience shows that, given a reasonable initial guess, the algorithm does have quadratic 
convergence. After the global Jacobian G’ is computed, subsequent Step 4’s may be replaced 
by the quasi-Newton method in which the Jacobian is modified by a rank one update. Quasi- 
Newton method is locally superlinearly convergent and is less costly in time. Since it lacks 
the self-correction property of Newton’s method, one may have to switch back periodically to 
Newton’s method when a quasi-Newton algorithm bogs down. 
The robustness of our algorithm can be greatly enhanced by the continuation method [9]- 
thereby reducing its dependence on having a good initial guess. 
Numerical results obtained on an IBM RISC System/6000 POWERstation 550 with 128 loops 
are shown in Figure 3. The boundary values and membrane transport parameters are given in 
Tables 1 and 2. Figure 3a shows the osmolality profiles in the longest loop of Henle, CD, and 
Core, while Figure 3b shows the osmolality profiles in four typical loops of different lengths. 
2 
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1 
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Figure 3. Concentration profiles. 
In our computations, urea transport is assumed to be carrier mediated passive diffusion. NaCl 
and urea rational osmotic coefficients are, respectively, 1.82 and 1. DHL and AHL have the 
same radius 0.001 cm, and CD has the radius 0.001 5 cm. The length of the inner medulla is 
0.4cm. For each loop of Henle, the upper 60% is assumed to belong to upper part, the rest 
lower part. For CD, the upper 40% is assumed to be upper part and the rest lower part. The 
collecting duct urea permeability was obtained by using the formula (exponential interpolation) 
h(z) = h(l)@‘_“) where p = h(O)/h(l). We used p = 0.0176 and h(1) = 50. 10e5 cm/set. The 
diffusion coefficienks are all set to lo@ cm2/sec. The Michaelis constant for NaCl and urea are 
52 mM/L and 850 mM/L, respectively. 
4. PARALLEL IMPLEMENTATION 
To make the best use of the resources provided by the Intel iPSC/860, we optimized Algorithm 1 
in the following three aspects: 
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Table 1. Boundary values. 
bi 
Table 2. Membrane transport parameters. 
Tube h, x 10-s hs x 10-s h, x 10-s 0, cTu. ai, x 10-s 
(cm. s-* atria-‘) (cm. s-l) (cm. s-l) (nmol. crne2, s-l) 
DHL, 18.85 1.0 5.0 0.95 1 0 
DHLl 18.85 1.0 10.0 1 1 0 
AHL, 0 90.0 18.0 1 1 0 
AHLl 0 90.0 12.0 1 1 0 
CD, 1.50 0 50.0 p(‘-5) 1 1 1.6 
CD1 2.50 0 50.0. p(l-s) 1 1 1.6 I 
- Communication. Reducing the internode communications and parallelizing message pass- 
ings. To avoid communication bottleneck, no master node is used. 
- Load balancing. Decomposing the solution process into almost equal subtasks that can be 
carried out in parallel with negligible uneven load. 
- Data Distribution. Data distribution among processors guarantee minimum memory al- 
location while minimizing communication and load imbalance. 
Profile analysis of the sequential program reveals that solving the tube equations (in Step 4 
and Step 2) is the most time consuming part of the code, taking up more than 95% of the total 
CPU time when even moderately large number of loops are involved. The rest of the CPU time 
is mostly spent on solving the linear equations in Step 5. This is no surprise at all. Assume we 
have 500 loops (n = 500), 1000 grid points (M = 1000). Then in the first layer of iterations 
in Step 4 each of the 2000 elements of the global variables 2 is disturbed in turn, and in the 
second layer of iterations each of the 1001 tubes (recall each loop consists of 2 tubes, DHL and 
AHL) has to be solved against each and every of the 2000 elements of 2. In the third layer of 
iterations, each tube equations are solved grid point by grid point along the flow direction, and 
at each point for a specific tube involves a Newton iteration. 
Taking into consideration the variance in the loop lengths (at every other grid point there is a 
loop turning), the work of solving 1001 tubes of different lengths is roughly equivalent to solving 
501 longest tubes. Since the number of grid points in a tube is directly proportional to its length 
and therefore, the number of equations to be solved, longer tubes require considerable solution 
time. So Step 4, intrinsically triple-layered, involves tremendous amount of computational work! 
4.1. Solve Tube Equations 
With parallel computation, it is obvious that each loop and CD can be solved on a separate 
processor. To achieve optimal load balance, we pair the short and long loops together such that 
each pair has roughly the same length ( x the shortest + the longest), therefore roughly the same 
number of equations associated with it. Furthermore, to avoid CD being “left out alone,” the 
number of loops n is always chosen to be some odd number such that the mid-length loop can 
be paired with CD. One can imagine a folded CD and move it next to the mid-length loop (see 
Figure 4). 
Now, each node is assigned the same number of tube pairs, and solving them does not need 
any internode communication. Near perfect load balancing has been achieved in solving the tube 
equations, which is the most time consuming part of the computations. 
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Noda- 
Node-1 
Figure 4. Loop distribution scheme. 
Recall that the equations for each tube have a sparse Jacobian-blockdiagonal. To take advan- 
tage of this structure, we solve the equations level by level along the flow direction rather than 
in their totality. This approach enables us to use Euler’s method to generate good initial guesses 
for the tube variables at each level (grid point) for the tube Newton iterations. Also, it is fast in 
convergence and requires a minimum amount of extra memory for solving tube equations. 
4.2. Compute the Global Equations (Task G) 
After the tube equations are solved, we need to compute the global equations in Step 3 and 
Step 4 (task G). One question arises here naturally: which node is to carry out this task G? 
In order to use (15) and (16) for the calculation of J,ef [&,j, Jssj, JsUj]j,l,,,,,M which is needed 
for task G, internode communications have to take place because the information needed resides 
in different nodes. Each node has only part of this information. For instance, 
can be accessed only from node-l, 
only from the last node. 
If one node is selected as the master node for task G, other nodes must send the tubal transmural 
fluxes [Jiuj, Jisj, Ji~jlj,l,,,,,M to the master node which, after executing task G, either computes 
the global Jacobian G’ (Step 4) or tests for convergence (Step 3) depending on the stages of the 
solution process. Here, there are two choices: After obtaining G’, either let the master node solve 
the linear equations (18) alone while other nodes idle or partition and send the proper rows (or 
columns) of G’ to other nodes to solve (18) in parallel. Either way, a communication bottleneck 
and load imbalance is introduced. 
To avoid the above inefficiency, we let every node undertake task G concurrently. The special 
relationship in (15) and (16) suggest that we invoke the global summation operation gdsum(), 
which intrinsically parallelizes message passing, to obtain Jo. Since [Jovj, Josj, Jouj],=1,,.,,M is a 
very long vector with contiguous memory space, the start-up cost of communication associated 
with gdsum() is reduced to the full extent. 
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4.3. Discontinuities in &(Lc) and Complications 
At every grid point (except the papillary tip) where some loop turns, &k(z) (Ic = V, s,u) 
has a right-discontinuity of the first kind, because of the sudden decrease in transmural flux 
contribution resulting from some shorter loops turning back at that point. If the ith loop turns 
at zbi, then no loop with indices greater than i reach zbi, so 
JOk(xbi) = JOk(x;) 
= lim &k(x) 
1’2b, 
= lim 
- ( - x-+xba 2 xi&,(X) f ncd(xbi)&n+l,v(X) i=l 
( 
2i 
= - c k&v(Xbi) + nc+bi)JZn+l,v(xbi) , 
i=l ) 
Jok(2;) = - lim 
X-Z;, 
F WGS(z) + 4(~)Jzn+l,k(~) 
i=l 
2(i-1) 
= - 1 hhk(Xbi) + ncd(Xbi)J2n+l,lc(Xbi) 
i=l 
= JOk(Xbi) + A2i-lJZi-l,k(xbi) + ii2iJ2i,k(xbi). 
At such points, care is needed when computing the global equations, which involve the numer- 
ical integrations of the transmural fluxes &(x). 
For example, equation (5), its finite difference approximation at Xbi (using trapzoidal rule) is 
zj 
FOv(Xj) - FOv(Xbi) + 
s 
Jov (X) dX 
lb* 
= FO,j - FO,,bi + v [JOv(X,t,) + JOv(X;)] 
= Fovj - FOvbi + v [JOvbi + JOvj + AZi--1J2i-_l,v,bi + X2iJ2i,v,bi] . 
Note that not every node has access to the last two terms in the equation above. 
CAMWA 28:5-B 
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Since all nodes compute the global equations, transmural fluxes for each loop at the loop bend 
have to be communicated over every node. We achieve this by setting aside storage for a very long 
vector and place the loop bend transmural fluxes associated with one node at proper locations of 
the vector, which is done for every nodes once the tube equations are solved, then gdsum() gives 
each node what is needed. This is illustrated in Figure 6. 
node-l no&-2 node-s every- 
Figure 6. Message passing for loop bends. 
In our parallel code, this call and the other call to gdszlm() for computing Je are synthesized 
into one call by packing as much stuff as possible to the argument for gdszlm(), thus minimizing 
the communication overhead. 
4.4. Solve the Linear Equations 
Now, each node is in a position to calculate any element of G’. We store G’ over all nodes 
row by row in wrap fashion and each node computes only its share of the rows. The right hand 
side of the linear equations (18) is distributed over all nodes already since task G is carried out 
concurrently by every node. Then LU factorization of G’ with partial pivoting is computed to 
solve (18) for the correction vector SZ. After solving (18), each node has only its part of the 
vector SZ. A global summation as illustrated in Figure 6 is executed to communicate 62 across 
all nodes. Each node updates 2 accordingly and Step 5 is completed. 
4.5. Performance 
Timing results with three different numbers of nephrons are shown in the speedup plot (See 
Figure 7) obtained from the iPSC/860 and Paragon. In the figure, NL is the number of nephrons 
plus one (CD). P and i shows the speedup for Paragon and iPSC/860, respectively. It is clear 
that the more nephrons, the better speedup. The superior speedup of the Paragon comes form 
its improved internode communication design. 
The less remarkable speedup achieved on 32 nodes with iVL = 128 is due to the fact that 
the work allocated to each of the 32 nodes is roughly equivalent to solving only 2 longest loops 
and that is too little computational work compared with the communication work involved, i.e., 
in this case we have a high communication/computation ratio. This can be confirmed by the 
near-linear speedup obtained with up to 8 nodes. 
One thing worth noting is that, apart from the significant speed gain, effective memory gain is 
another edge distributed memory supercomputers offer. For example, the largest size we can run 
on a SPARC-2 workstation with 24 Megabytes RAM is NL = 128, while on iPSC/SSO that number 
can be increased to NL = 1024, although each of the 32 nodes has a memory of 16 megabytes 
only. 
Speedup 
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Figure 7. Parallel speedup for up to 32 processors on the iPSC/SSO and Paragon. 
5. CONCLUSION 
Supercomputers are playing an increasingly important role in advancing our understanding of 
medical and biological processes. This is the first time that a large scale multinephron model 
of the kidney is developed on a distributed memory MIMD parallel computer. The parallel 
algorithm exhibits near-linear speedup performance. Our gain in both speed and memory (see 
Table 3) is very important because it makes otherwise computationally infeasible mathematical 
models of the kidney feasible. 
Table 3. Computational cost comparisons. 
Maximum Size NL for NL = 256 
(no paging) CPU Time SPARC 
(Minutes) -equivalency 
32-node Paragon 1408 13 51 
32-node iPSC/SSO 1024 20 33 
IBM RISC 6000 256 138 5 
SPARC-2 256 664 1 
The parallel algorithm, which has worked very well for the n-nephron non-electrolytes model, 
should work equally well when detailed models of the various tubular segments are incorporated 
into the n-nephron model. Essentially all that is required is for subroutines describing the detailed 
models to be substituted for the present tube subroutines. The structure and methodology of 
Algorithm 1 remains the same. 
Technically, this is a major step towards our ultimate objective of modeling the kidney at the 
organ level, because it establishes a frame work into which comprehensive and more detailed 
models of the various tubular segments and more detailed medullary architecture of tubules 
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and blood vessels can be incorporated. This will enable the synthesis of experimental data at 
the membrane and molecular level into predictive mathematical models of the kidney that are 
useful in understanding both its normal and diseased function. With progressively more detailed 
models, it will be possible to simulate the effect on overall function of hypothesized target action 
of drugs and hormones on membrane transport. 
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