Abstract. We describe an algorithm to compute the local component at p of the Coleman-Gross p-adic height pairing on divisors on hyperelliptic curves. As the height pairing is given in terms of a Coleman integral, we also provide new techniques to evaluate Coleman integrals of meromorphic differentials and present our algorithms as implemented in Sage.
Introduction
For an elliptic curve over Q, the classical Birch and Swinnerton-Dyer (BSD) conjecture predicts that a special value of its L-function can be given in terms of certain arithmetic invariants of the curve, one of which involves the canonical height pairing matrix of a basis of rational points. The p-adic analogue [MTT86] of the BSD conjecture makes a similar prediction, with the canonical height pairing replaced by a p-adic one [MT83] . These conjectures have natural generalizations to abelian varieties.
The p-adic height pairing was first defined by Schneider [Sch82] for abelian varieties and was extended to motives by Nekovář [Nek93] . For Jacobians of curves there is a third definition, due to Coleman and Gross [CG89] , relying on Coleman's theory of p-adic integration [Col82, Col85, CdS88, Bes02] . This third definition of the height pairing is known to be equivalent to the previous ones [Bes04] .
For the purpose of numerically verifying p-adic BSD type conjectures, it is important to have an effective algorithm for the computation of the p-adic height pairing. By the work of Kedlaya [Ked01] and Mazur, Stein, and Tate [MST06] , we can easily compute p-adic heights on elliptic curves. Our work deals with the next logical step, p-adic height pairings on Jacobians of hyperelliptic curves.
The reason for treating Jacobians of hyperelliptic curves is that we have available the Coleman-Gross definition of the height pairing, which is much more concrete than previous definitions. The restriction to hyperelliptic curves is made primarily so that we may apply the recent algorithm [BBK10] for the computation of Coleman integrals on such curves, relying in turn on Kedlaya's work on the computation of the matrix of Frobenius on hyperelliptic curves [Ked01] . We note that generalizations of Kedlaya's work to other types of curves can be applied to generalize the results to these curves as well.
Coleman and Gross give a decomposition of the global p-adic height pairing as a sum of local height pairings at each prime. The local heights away from the prime p behave in much the same way as local archimedean heights, so the main interest lies in the primes above p, where Coleman integration is used. It is this last type of local height pairing which we aim to compute.
To fix ideas, consider a hyperelliptic curve C over Q p with p a prime of good reduction. Then, for D 1 , D 2 ∈ Div 0 (C) with disjoint support, the Coleman-Gross p-adic height pairing at the prime p is given in terms of the Coleman integral
for an appropriately constructed differential ω D1 associated to the divisor D 1 . This last association is not straightforward and relies again on Coleman integration.
We say next to nothing in this work about the computation of local height pairings away from p. As mentioned before, this is not a p-adic problem and is shared with the computation of archimedean height pairings. In [Bes07] we suggested a method for treating this problem, which needed in particular some refined estimates of Kausz [Kau99] . In the meantime, we have learned that this problem is treated in the recent Ph.D. thesis of Müller [Mül10] .
The structure of the paper is as follows: in Section 2, we review the work of Coleman and Gross [CG89] that constructs p-adic heights for curves, and in particular, defines the local contribution at p in terms of a Coleman integral. After a brief review of hyperelliptic curves in Section 3 we give, in Section 4, an overview of Coleman integration, where we discuss some known results for computing these integrals and describe a new construction that allows us to compute a broader class of integrals that the heights necessitate. We discuss the algorithm for computing the local height pairings in Section 5. In Section 6, we discuss our implementation of the algorithm in Sage along with error bounds on our results. We follow this in Section 7 with numerical examples illustrating our methods. We conclude in Section 8 by posing some questions arising from our work.
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The p-adic height pairing
In this section we review the definition of the Coleman-Gross height pairing. As explained in the introduction, there are two required ingredients for making this definition: the theory of Coleman integration and a certain choice of a canonical form. These will be discussed in detail in a later section.
Suppose X/K is a curve defined over a number field K, with good reduction at primes above p. To define the height pairing
one needs the following data:
• A "global log"-a continuous idele class character
• For each v|p a choice of a subspace
complementary to the space of holomorphic forms. For the definition of the Coleman-Gross height we must insist that the local characters ℓ v induced by ℓ, for v|p, are ramified in the sense that they do not vanish on the units in K v .
From ℓ one deduces the following data:
• For any place v ∤ p we have ℓ v (Ø × Kv ) = 0 for continuity reasons, which implies that ℓ v is completely determined by the number ℓ v (π v ), where π v is any uniformizer in K v .
• For any place v|p we can decompose
where t v is a Q p -linear map. Since we assume that ℓ v is ramified it is then possible to extend 
over all finite places v. The local terms depend only on the completion at v of K. Thus, let k be a local field of characteristic 0, with valuation ring O, uniformizer π and let F = O/πO be the residue field, with order q. Let C denote the curve X over the local field k. We shall assume that C has a k-rational point and that C has good reduction at π.
Let χ : k * → Q p be a continuous homomorphism, which is the local component of ℓ.
Proposition 2.1. If char F = p, and D 1 , D 2 ∈ Div 0 (C) have disjoint support, then there is a unique function D 1 , D 2 that is continuous, symmetric, bi-additive,taking values in Q p , and satisfying
Here, (D 1 , D 2 ) denotes intersection multiplicity on a regular model of C over Ø of extensions of D 1 and D 2 to this model. To make this have the required properties one of these extensions has to have zero intersection with all components of the special fibre.
We now describe the local contribution at a place v|p.
Definition 2.2. A meromorphic differential on C over k is said to be of the first kind if it is holomorphic, of the second kind if it has residue 0 at every point, and of the third kind if it has a simple pole with residue in Z, respectively.
Recall that the differentials of the second kind, modulo exact differentials, i.e., differentials of rational functions, form a finite dimensional k-vector space of dimension 2g. It is canonically isomorphic to the first algebraic de Rham cohomology of C/k, H 1 dR (C/k), which is the hypercohomology group of the de Rham complex
where, relying on the description of de Rham cohomology in terms of forms of the second kind we have
, the space of differentials of the first kind, is identified with its image. It has dimension g, and we will denote it H 1,0 dR (C/k).
• H 1 (C, O C ) also has dimension g and may be canonically identified with the tangent space at the origin of the Jacobian of C, J = Pic 0 (C).
• H 1 dR (C/k) has a canonical non-degenerate alternating form given by the algebraic cup product pairing
which can be described by the formula
where µ 1 , µ 2 are differentials of the second kind, with classes [µ 1 ] and [µ 2 ], respectively, in H 1 dR (C/k) and the sum is over all points in C. The residue does not depend on the choice of a particular local integral for µ 1 because µ 2 is of the second kind and has no residue at any point.
We will also need the theory of Coleman integration. Details will be discussed in Section 4 but for now it suffices to know that for each meromorphic form ω on C and to each D ∈ Div 0 (C) , the theory allows us to define the integral D ω ∈ k. In particular, for two k ′ -rational points P and Q, where k ′ is any finite extension of k, it allows us to define the integral
This construction is such that as Q (or P ) varies, this last integral is expressed as a power series in Q which is locally convergent and whose differential is ω. For forms that have residues, the Coleman integral depends on the choice of a branch of the p-adic logarithm function. We fix this choice for the computation of the local height pairing to be the one determined in (2.1).
Let T (k) denote the subgroup of differentials on C of the third kind. We have a residue divisor homomorphism
where the sum ranges over all closed points of C. That the image is contained in Div 0 (C) is just the residue theorem. By the residue divisor homomorphism, T (k) fits into the following exact sequence:
We are interested in a particular subgroup of T (k) whose elements are the logarithmic differentials, i.e., those of the form
, we deduce from the sequence (2.6) the short exact sequence
This sequence has a natural identification with the k-rational points of an exact sequence of commutative algebraic groups over k:
, where E is the universal extension of J by a vector group and
Since the Lie algebra of E is canonically isomorphic to H 1 dR (C/k), the exact sequence (2.4) is the resulting exact sequence of Lie algebras over k. Now as k is p-adic, we will make use of the fact that we have a logarithmic homomorphism defined on an open subgroup of the points of any commutative p-adic Lie group, G, to the points of its Lie algebra Lie(G). When G = E or J, the open subgroup on which the logarithm converges has finite index, so the homomorphism can be uniquely extended to the entire group. We denote this extension as log E or log J , respectively. Since the logarithm is functorial and equal to the identity on H 0 (C, Ω 1 C/k ), we obtain the following: Proposition 2.3. There is a canonical homomorphism
which is the identity on differentials of the first kind and makes the following diagram commute:
Note that the map Ψ takes a differential of the third kind on C to a differential of the second kind modulo exact differentials. It can be extended to a linear map from the k-vector space of all differentials on C/k to H 1 dR (C/k) by writing an arbitrary differential ν as a linear combination ν = α i µ i + γ, where µ i is of the third kind, α i ∈ k, and γ is of the second kind on C. We then define
The definition of the log map Ψ is not very useful for computations. An equivalent alternative definition has been given in [Bes00] . It is based on the notions of local and global symbols or indices.
Definition 2.4. For ω a meromorphic form and ρ a form of the second kind, we define the global symbol ω, ρ as a sum of local symbols ω, ρ A . We have
Note that the sum is taken over all points A where either ρ or ω has a singularity. Each local symbol ω, ρ A is computed in the local coordinates of A, and Z is a point that is fixed throughout the calculation of a single global symbol, which sets the constant of integration for the first indefinite integral of ρ. More precisely, we note that (2.7) is computed by rewriting ω and ρ using the local coordinates at A, computing the indefinite integral of ρ (as a formal power series, and in particular, not as a Coleman integral) and computing the Coleman integral of ρ from Z to A.
The following result [Bes00] reduces the computation of Ψ to the computation of global symbols.
Proposition 2.5. Let ω be a meromorphic form and ρ a form of the second kind.
Proof. See [Bes00, Prop 4.10]. Now recall that we have at our disposal the complementary subspace W = W v . It allows us to isolate a canonical form ω D with residue divisor D as follows.
Definition 2.6. For any divisor D of degree 0 on C we let ω D be the unique form of the third kind satisfying
It is easy to see from the properties of Ψ that this indeed uniquely defines the form ω D .
Definition 2.7. The local height pairing is defined by
(recalling that the supports of D 1 and D 2 are disjoint), where t v is the trace map determined by the decomposition of ℓ v .
Remark 2.8. In certain cases, there is a canonical complement W to H
Namely, when C has good ordinary reduction, we may take W to be the unit root subspace for the action of Frobenius. 
Hyperelliptic curves
In this section we review relevant facts about algebraic and computational aspects of the theory of hyperelliptic curves.
Let us now suppose that C is a hyperelliptic curve. As k has characteristic not equal to 2, a hyperelliptic curve C over k of genus g is an algebraic curve given by the equation
where f has simple zeros. For our implementation in Sage, we shall further assume f to be monic and deg f = 2g + 1. The curve C is singular only at infinity (and non-singular when g = 1). To describe the neighborhood of infinity we normalize the curve there and obtain the equation at infinity
is the reversed polynomial. The point at infinity corresponds in these coordinates to both s and t being 0. Furthermore, t has a simple zero and s has a double zero at this point.
As is well-known, the first de Rham cohomology of C has a basis consisting of the forms of the second kind
We will denote this basis as
If we make the change of coordinates (3.2) we see that these are transformed as follows:
Since s has a double zero at the point at infinity one sees that these forms are holomorphic for i = 0, . . . , g − 1 and meromorphic otherwise. We finally recall the hyperelliptic involution w defined by w(x, y) = (x, −y).
Coleman integrals
Here we review the relevant background on Coleman integrals and describe new techniques to handle Coleman integrals of meromorphic differentials with poles in non-Weierstrass residue discs. This gives us the necessary tools to present our algorithm to compute local heights.
4.1. Differentials of the second kind. The foundational reference for this is [Col85] . A more expanded version of our presentation can be found in [BBK10] .
Let ω be a 1-form, with (ω) ∞ denoting its polar support. For P, Q ∈ C(k), Coleman integration allows us to compute
Theorem 4.1. Let µ, ν be 1-forms on C and P, Q, R ∈ C(k). The (definite) Coleman integral has the following properties:
(1) Linearity:
(2) Additivity:
′ is another curve and φ : C → C ′ a rigid analytic map between wide opens then 
Thus writing
where f is a function and c i ∈ k, we see that the problem of computing Q P ω reduces to computing the Coleman integral of a basis differential, Q P ω i . For hyperelliptic curves, Coleman integration can be performed numerically. For simplicity we describe things only over Q p although things work in complete generality (see [BBK10] and also [Bes10] where a slightly different but related version, which was implemented in [Gut06] , is described).
Let us recall the following algorithms (Algorithms 8 and 11, respectively) from [BBK10] . Throughout, let φ denote a p-power lift of Frobenius.
Algorithm 4.2 (Tiny Coleman integrals). Input:
• Points P, Q ∈ C(Q p ) in the same residue disc (neither equal to the point at infinity).
(1) Construct a linear interpolation from P to Q. For instance, in a nonWeierstrass residue disc, we may take
where y(t) is expanded as a formal power series in t. (2) Formally integrate the power series in t:
Algorithm 4.3 (Coleman integration in non-Weierstrass discs).
Input:
(1) Calculate the action of Frobenius on each basis element :
(2) By change of variables (see Remark 4.4), we obtain (4.1)
As the eigenvalues of the matrix M are algebraic integers of C p -norm p 1/2 = 1 (see [Ked01, §2] ), the matrix M − I is invertible, and we may solve (4.1) to obtain the integrals
Remark 4.4. We obtain (4.1) as follows. By change of variables,
both sides of this equation yields
which is equivalent to (4.1).
Meromorphic differentials.
The above approach does not work for a meromorphic differential with poles in non-Weierstrass residue discs. We provide a new approach for dealing with this case (again we describe things only over Q p but things work in general). Let ω be such a differential. As before, if R, S are points in the same non-Weierstrass residue disc (different from those discs containing the poles of ω), then R S ω is just a tiny integral, which can be computed as in Algorithm 4.2. Let us now suppose that R, S are in different non-Weierstrass residue discs.
Algorithm 4.5 (Coleman integration: differential with poles in non-Weierstrass discs). Input:
• The differential ω with residue divisor (P ) − (Q), with non-Weierstrass points P, Q ∈ C(Q p ).
• Points R, S ∈ C(Q p ) in distinct non-Weierstrass residue discs.
Output: The integral R S ω. The algorithm:
(1) Let α = φ * (ω) − pω. Using the methods of Section 5.2, compute Ψ(ω). Using this, compute Ψ(α) as φ * (Ψ(ω)) − pΨ(ω). (6) By Coleman reciprocity (see Remark 4.6), recover the desired integral:
Remark 4.6. We obtain (4.2) as follows:
As β is a form with residue divisor (R) − (S), by Coleman reciprocity [Col89, Theorem 5.2], we compute the LHS of (4.3) to be
where T is the set of Weierstrass points and poles of β. We then have
Remark 4.7. In practice, the computation in Step 5 of Algorithm 4.5 is the slowest part of the algorithm, as it involves high-precision local calculations over all poles of α and all Weierstrass points of the curve. However, since T ∈U Res T (α) = 0 in each residue disc U , for the Weierstrass discs, we do not need a constant of integration. For the poles of α, we may choose one constant of integration within each residue disc. More precisely, if P and Q are in separate residue discs, we compute
where P 1 (resp, Q 1 ) is a root of α in the residue disc of P (resp Q).
The local height pairing at primes above p
In this section we will explain the algorithm that computes the local height pairing at a prime above p for degree zero divisors on the hyperelliptic curve C. Recall that we have as additional data the complementary subspace W and the character χ from which we deduce a branch of the logarithm to be used in Coleman integration and the trace map t v (we keep the subscript v at some places for clarity, even though it now serves no purpose).
Let D 1 and D 2 be two divisors of degree 0 on C. Our main algorithm computes the local height pairing h v (D 1 , D 2 ). It may be described in two steps
• Compute the height pairing in the case where D 1 and D 2 are anti-symmetric with respect to the hyperelliptic involution (Algorithm 5.8) • Compute the height pairing in the general case using the first case (Algorithm 5.7). Before discussing either algorithm, we begin with some general notes about the representation of divisors on hyperelliptic curves (see [Kob98, App §5-6]).
Recall that a divisor of degree 0 on C may be written in the form
Definition 5.1. A divisor D as above is called semi-reduced if the following conditions are satisfied:
One may represent a semi-reduced divisor D by a pair of polynomials a(x), b(x) with deg(b) < deg(a) such that
• The projection of m i P i on P 1 is the zero divisor of a(x).
• b(x) is an interpolation polynomial with the property that for P i = (x i , y i ) we have b(x i ) = y i . The condition that D is reduced is equivalent to having deg(a) ≤ g.
Remark 5.2. One can associate b uniquely to the divisor by insisting that a(x)|(b(x) 2 − f (x)). This would be less important for us and there are cases we may not achieve this. It is known that any degree zero divisor D on C is equivalent to a unique reduced divisor. Furthermore, the reduction is effective. More precisely, passing from an arbitrary divisor to a semi-reduced one is just a question of adding or subtracting divisors of functions pulled back from P 1 while passing from a semi-reduced divisor to a reduced divisor has an effective algorithm described in [Kob98, App, Alg 2 and Thm 7.2 ]. Since we know our height pairing satisfies (2.2) by Proposition 2.9, which easily allows to pass from a divisor to an equivalent divisor in the pairing there is no harm in assuming that our divisors are reduced.
Unfortunately for us, reduced divisors are not sufficient. The reason is that since they always have a component at infinity, two such divisors cannot have disjoint support unless one of them is trivial. For this reason we will work with the difference of two reduced divisors.
Definition We now describe Algorithm 5.7. For any divisor D we have a decomposition, with rational coefficients Proof. If a is prime to c this is clear. In general, suppose (x − α) has multiplicity m in a and n in c. We may assume m ≥ n. Since we are assuming (a, b) and (c, d) have no common components, it follows that D − w * (D) is going to have the two summands (m + n)[(α, b(α)) − (α, −b(α)], and m + n is indeed the multiplicity of ac in α (it seems though that we can only solve the Chinese remainder problem modulo the least common multiple of a and c).
On the other hand, D
+ is nothing but the divisor of the rational function
considered as a rational function on C. It follows from the fact that (2.2) is satisfied by Proposition 2.9 that for any E ∈ Div 0 (C) we have on the x-coordinates of the points making up E with the appropriate multiplicities. An easy consequence of this formula is that
Consider now two divisors D 1 and D 2 in Div 0 (C). Decomposing into plus and minus parts it follows from (5.3) that
The first term can be computed using (5.2), while the second term is a height pairing between anti-symmetric divisors. This immediately gives the following algorithm.
Algorithm 5.7 (p-adic height pairing for general divisors). Input:
• The subspace W , branch of logarithm and trace map t.
• Divisors D 1 and D 2 with disjoint support given as We next turn to Algorithm 5.8 for the case of anti-symmetric divisors D 1 and D 2 . First of all, we have to introduce yet another decomposition. The algorithm behaves differently with respect to parts that reduce to the Weierstrass points (Weierstrass divisors) and those which do not. We can decompose a divisor D into the sum of its Weierstrass part D w and its non-Weierstrass part D nw . Then, in a similar way to (5.4) we have the decomposition
2 ). We now give the algorithm and later we discuss each step with some more details.
Algorithm 5.8 (p-adic height pairing for anti-symmetric divisors). Input:
• Anti-symmetric divisors D 1 and D 2 given in standard representation (a 1 , b 1 ), (a 2 , b 2 ). Output: The local height pairing h v (D 1 , D 2 ). The algorithm:
(1) Compute the cup product matrix for a basis of H We now add some further details on each step in this algorithm.
5.1. Computing cup products. We first compute the cup product between any two elements of the standard basis (3.3) for H 1 dR (X/k). This is easily done using the formula (2.5).
We can be a bit more precise as follows.
Definition 5.9. The cup product matrix associated to C with respect to B is the 2g×2g matrix with entry a i,j given by the cup product of differentials
By computing in the local coordinates at infinity, we may record the following Lemma 5.10. The cup product matrix for C with respect to B satisfies the following properties:
(1) Anti-diagonal elements are given by the sequence
(2) Entries above the anti-diagonal are 0.
(3) Diagonal elements are 0.
Example 5.11. The cup product matrix with respect to B for an elliptic curve is 0 1 −1 0 . Note that the subspace spanned by xdx 2y is isotropic. In particular, for genus 1, we may take H 1,0 dR (C/k) spanned by ω 0 and W spanned by ω 1 , and we need not require p to be a prime of ordinary reduction for the pairing to be symmetric. 5.2. The map Ψ. We compute Ψ of a differential ω by writing Ψ(ω) = c 0 ω 0 + · · · + c 2g−1 ω 2g−1 , and solving for the coefficients c i . This is done by considering a linear system involving global symbols and cup products:
Recall that as in Definition 2.4, we calculate the global symbol as a sum of local symbols, each of which involves a Coleman integral and a calculation in local coordinates. This computation is actually much simpler:
Proposition 5.12. Suppose ω is a form of the third kind with residue divisor D which does not contain ∞. Then we have
where the residue at ∞ is computed by taking any antiderivative of ω i .
Proof. The sum of local symbols is over all points where either ω or ω i has a singularity. These are the points in the support of D and possibly the point ∞.
Since ω has a simple pole at each point P in the support of D, the local symbol is simply the multiplicity of D at P times P Z ω i (where Z is a fixed point throughout the global symbol calculation). Summing over all points gives D ω i . On the other hand, since we are assuming that ω is holomorphic at ∞, the choice of the constant of integration for ω i at ∞ does not matter. Now letting N denote the cup product matrix, we have
5.3.
Decomposing a divisor D into D w and D nw . This is very easy to do. When the divisor is given in standard form [a, b] one just reduces a modulo the prime π, picks up the part that reduces to Weierstrass points by taking the greatest common divisor with the reduction of f , and then applies a Hensel lift to get the factor a w of a corresponding to the points reducing to Weierstrass. Then we have a nw = a/a w and the divisor decomposition is deduced from that.
5.4.
A form with the required residue divisor. This is an easy task with the following:
Proposition 5.13. Let the anti-symmetric divisor D be given in standard repre-
has simple poles and its residue divisor is D.
Proof. Suppose that (a, b) = m i P i −( m i ) (∞). We can write ω = (b/y) dlog(a). The form dlog(a) has simple poles at ±P i with residue m i while b/y has value 1 at P i and value −1 at −P i . On the other hand we can also write ω = (a ′ b/a)( dx 2y ) and since dx 2y is holomorphic, it follows that ω has no poles where a does not vanish. Finally, it is easy to see that ω does not have a pole at infinity.
5.5.
Finding ω D for a Weierstrass divisor D. Suppose we have already written down a form whose residue divisor is D. Since the singularities of the form are contained in the Weierstrass residue discs, it is amenable to the reduction algorithm done in Kedlaya's algorithm [Ked01] . This means that we may compute a representation of ω as a linear combination of the basis B plus an exact differential dg. Since it follows that Ψ(ω) is just the above combination of basis elements, we need only subtract the appropriate combination of holomorphic basis elements to make it reside in W .
5.6. Finding ω D for a non-Weierstrass divisor D. We start with a form ω whose residue divisor is D. We compute Ψ(ω) as in Section 5.2. All that is left to do is to let η be the projection of Ψ(ω) on H 1,0 dR along W .
5.7.
Integration when D 2 reduces to Weierstrass points. Suppose that the points of D 2 reduce to the Weierstrass points. Since D 2 is anti-symmetric, this means that in computing the integral we need to take the sum of differences over pairs of points ±P which reduce to the same point. This is a sum of tiny integrals.
5.8.
Computation when D 1 is Weierstrass and D 2 is not. In this case, we are given, by the previous reduction, the form ω D1 as a combination α i ω i + dg.
). Since the points of D 2 are in the domain where the integrals of the ω i may be computed, this is a standard computation. 5.9. Computation when both divisors are non-Weierstrass. In this case, ω D1 is given in the form ν 1 − η, where ν 1 is a form with residue divisor D 1 and η is holomorphic. The integral of η poses no problems while that of ν 1 is discussed in Subsection 4.2.
Implementation notes
In this section, we discuss the choices made in our Sage [S + 10] implementation and give error estimates on the precision of our results. We work over Q p with a precision of n digits; note that if one desires an answer with n digits of precision, one has to start with a larger working precision, as seen below.
We only discuss the computation for anti-symmetric divisors, as the extension to general divisors is trivial, as discussed in Section 5. Furthermore, our implementation assumes that the divisors are of the form (P ) − (−P ) for a Q p -rational point P , as it is then quite easy to consider cases when the divisor is a sum of such expressions. Finally, all computations are done with respect to a particular choice of the complementary subspace W , which we describe below.
6.1. Auxiliary choices. Our algorithm relies on the splitting
which allows us to write log(ν 1 ) = η + log(ω D1 ), where η is holomorphic, and log(ω D1 ) ∈ W .
As noted in Example 5.11, when g = 1, we may simply take H 1,0 dR (C/k) spanned by ω 0 and W spanned by ω 1 . Note that for genus g > 1 it does not suffice to take W spanned by ω g , ω g+1 , . . . , ω 2g−1 , as the resulting subspace is not necessarily isotropic. While the local height is independent of basis, it is not independent of the choice of W . For the local height to be symmetric, it is necessary that W be an isotropic subspace. For g > 1, we thus further require that p be a prime of ordinary reduction, so that W can be chosen to be the unit root subspace. Generalizing [MST06] , we compute a basis for W as follows:
Proposition 6.1. Let n be the working precision in the underlying base ring Z p , so that all computations are done modulo p n . Let Frob denote the matrix of a p-power lift of Frobenius, as acting on the standard basis B of H 1 dR (C/k). Then {Frob n ω g , Frob n ω g+1 , . . . , Frob n ω 2g−1 } is a basis for W .
Proof. With the integral structure provided by crystalline cohomology, it is well known that Frob maps the holomorphic forms to p times the integral structure. Thus, with W the unit root part decomposing a vector v into ω + η with ω ∈ W and η holomorphic it is easy to see that Frob n v is in W + p n times the integral structure. In other words, up to the prescribed precision, Frob n v lies in W . On the other hand, Frob is invertible so starting with g independent vectors modulo the holomorphic differentials one gets g independent vectors in W .
6.2. Precision. Broadly speaking, the p-adic precision of a local height depends on two types of calculation:
(1) Coleman integrals of basis differentials (or otherwise "nice" differentialse.g., holomorphic in the discs corresponding to the limits of integration) and (2) expansion of local coordinates at a point. Each key step of the algorithm in Section 4.5 can be categorized as depending on one or both of these:
• Ψ(ω) needs the cup product matrix (local coordinates) and local symbols (Coleman integrals of basis differentials) • η is a sum of Coleman integrals of basis differentials • ω is defined in terms of -tiny integrals (Coleman integrals of a "nice" differential), -sums of residues of Laurent series (local coordinates), and -Ψ(α), Ψ(β) (as above).
Precision of Coleman integrals. For more details on the rigorous computation of Coleman integrals, see [BBK10]. We recall the following results ([BBK10, Props 18-19]):
Proposition 6.2. Let Q P ω be a tiny integral in a non-Weierstrass residue disc, with P, Q defined over an unramified extension of Q p and accurate to n digits of precision. Let (x(t), y(t)) be the local interpolation between P and Q defined by
Let ω = g(x, y)dx be a differential of the second kind such that h(t) = g(x(t), y(t)) belongs to O [[t] ]. If we truncate h(t) modulo t m , then the computed value of the integral Q P ω will be correct to min{n, m + 1 − ⌊log p (m + 1)⌋} digits of (absolute) precision.
Proposition 6.3. Let Q P ω be a Coleman integral, with ω a differential of the second kind and with P, Q in non-Weierstrass residue discs, defined over an unramified extension of Q p , and accurate to n digits of precision. Let Frob be the matrix of the action of Frobenius on the basis differentials. Set B = Frob t −I, and let m = v p (det(B) ). Suppose the relevant tiny integrals have series expansions truncated modulo t n−1 . Then the computed value of the integral Q P ω will be accurate to n − max{m, ⌊log p n⌋} digits of precision.
We will now carefully review the precision of each of the objects we computed, as an expansion of the overview in Section 6.2. Let ω be a differential with residue divisor D 1 = (P ) − (−P ) and β a differential with residue divisor
The precision of Ψ(ω) (and Ψ(β)) just depends on the Coleman integral involved, as the residue can just be read off of the differential.
After computing Ψ(ω) with respect to the standard basis of H 1 dR (C), we fix a splitting of H 1 dR (C/k) into H 1,0 dR (C/k) ⊕ W , which gives η and ω D1 = ω − η. Since the height pairing is given by ω D1 , we need to compute the integrals ω and η.
The integral η is just a linear combination of the integrals of holomorphic basis differentials. On the other hand, the integral of ω requires the computation of Ψ(α), Ψ(β), Res(α β), and the tiny integral φ(−Q) Q ω. As before, the tiny integral is computed with precision as above.
Since α = φ * ω − pω, we may write Ψ(α) in terms of things we have already computed, namely Ψ(α) = Frob(Ψ(ω)) − pΨ(ω). So need not do more work here. However, the precision of Res(α β) merits further discussion, as we must consider its representation in local coordinates.
Precision of local coordinates.
Computing with local coordinates is crucial to the algorithm. More precisely, for any point P , we must construct power series x(t), y(t) for a local parameter t such that P = (x(0), y(0)). To explicitly compute with power series, we need to know where (t-adically) it is acceptable to truncate them.
6.2.3. Precision: Cup product matrix. The first instance this problem arises is in the computation of the cup product matrix. Since v t (ω j ) = 2(g − j) − 2, which is minimal for j = 2g − 1, we have min v t (ω j ) = −2g. Thus it suffices to compute each basis differential ω k to a precision of t 2g . Consequently, we compute x(t) to a precision of t 2(2g−1) and y(t) to a precision of t 2g−1 .
Precision:
Res(α β). Now we consider A Res A (α β), where the sum is taken over all points A in the set {poles of α, Weierstrass points of C}. We begin by looking at the expansion for α = φ * ω − pω. If A is a non-Weierstrass point defined over Q p , then computing α in local coordinates is unnecessary, as α just has a simple pole at A. So Res A (α β) = Res A α, and we may simply read off the residue:
In the case where A is non-Weierstrass and defined over an extension of Q p , we have to compute Coleman integrals and local coordinates, so we must study the precision of both, as given by the following corollary of Proposition 6.2:
Corollary 6.4. Let A be non-Weierstrass, defined over degree p extension k ′ of Q p . Let U A denote the residue disc of A, and let B be a non-Weierstrass point in U A defined over Q p . Suppose a working precision of n p-adic digits (so that A has precision pn in a uniformizer π). Let β be written in terms of the local coordinate (x(t), y(t)) at B, so that β = h(t)dt with h(t) truncated modulo t mp . Then the residue S∈UA Res(α β) has min{n, pm + 1 − ⌊log p (pm + 1)⌋} digits of precision.
Proof. If A is non-Weierstrass and defined over an extension K of Q p , then the contribution of α to the residue calculation just depends on the disc of A: +1 if A is in U P , and −1 if A is in U −P , with the constant of integration fixed in each residue disc. However, in this case, since we have multiple poles in each residue disc, we must compute Res(α( Z β), where the integral of β is definite, taking into account a constant of integration chosen for each residue disc. More precisely: suppose we are working in the residue disc of P , and say A is defined over a degree p extension of Q p . Note that we must compute the local coordinates (x(t), y(t)) at P with a precision of at least t pm . As the interpolation from P to A is linear, we merely make a linear substitution
This new x(t), y(t)) is used to compute the tiny integral of β from P to A, the result of which has precision min{n, pm + 1 − ⌊log p (pm + 1)⌋}. Taking the trace from K to Q p accounts for the other poles of α in the disc of P .
Finally, in the case where A is a finite Weierstrass point, we have to compute in the local coordinates of A. (Note that we need not compute the residue at (0, 0) if on the curve or at infinity.) Proposition 6.5. Let α be above and let A be a finite Weierstrass point not equal to (0, 0). Let (x(t), y(t)) represent the local coordinates at A. Then to compute Res(α β) with n digits of p-adic precision, we compute (x(t), y(t)) to t 2pn−p−3 .
Proof. We have
,
For Res(α β) to have n digits of p-adic precision, we must compute n terms of the binomial expansion of 1 φ(y) . Recall that for a finite Weierstrass point (a, 0), we have
x−a . Note that by hypothesis, a = 0. We compute the t-adic valuation of α: v t (α) = v t (φ * ω) since ω only contributes higher-order terms
Thus we have
As p − 2pn + 2n − 1 ≥ p − 2pn + 1 for n ≥ 1, we have v t (α) ≥ p − 2pn + 1. Set m = 2pn − p − 1. Since we want Res(α β), we need v t (α β) ≥ −1, so we must compute β to at least t m−2 . To get this precision, we must in turn compute with x(t), y(t) to this precision.
Examples
Here we provide some examples of our algorithms. 7.1. Local heights: genus 2, general divisors. Let C be the genus 2 hyperelliptic curve
over Q 11 , and let
where P = (−4, 24), Q = (1, 6), R = (5, 30), S = (−2, 12). We describe how to use Algorithm 5.7 to compute the local contribution at p = 11. We see that
Furthermore, we have 1 4
= 2 · 11 + 9 · 11 2 + 7 · 11 3 + 2 · 11 4 + O(11 5 ). Now we compute, using Algorithm 5.8, the contributions from antisymmetric heights (details of which are in Subsection 7.2):
h 11 ((P ) − (−P ), (−S) − (S)) = 9 · 11 −1 + 5 + 6 · 11 + 8 · 11 2 + 9 · 11 3 + 3 · 11 4 + O(11 5 )
h 11 ((P ) − (−P ), (R) − (−R)) = 6 · 11 −1 + 10 + 7 · 11 + 6 · 11 2 + 3 · 11 3 + 7 · 11 4 + O(11 5 )
h 11 ((−Q) − (Q), (R) − (−R)) = 8 · 11 −1 + 5 + 7 · 11 + 10 · 11 2 + 3 · 11 3 + 7 · 11 4 + O(11 5 )
h 11 ((−Q) − (−Q), (−S) − (S)) = 11 −1 + 8 + 7 · 11 + 2 · 11 2 + 7 · 11 3 + 8 · 11 4 + O(11 5 ), which gives 1 4
= 6 · 11 −1 + 7 + 4 · 11 + 4 · 11 2 + 3 · 11 3 + 11 4 + O(11 5 ).
Finally, we have
7.2. Local heights: genus 2, antisymmetric divisors. Keeping notation as in Subsection 7.1, we describe in more detail how to use Algorithm 5.8 to compute the local contribution for one of the antisymmetric divisors:
For ease of notation, let us call these divisors
With respect to the standard basis B, the cup product matrix is
Let ν P be a differential with residue divisor D P : we have ν P = 24dx y(x+4) . We compute Ψ(ν P ) with respect to the basis {ω 0 , ω 1 , Frob n ω 2 , Frob n ω 3 }:
8 · 11 −1 + 9 + 6 · 11 + 3 · 11 2 + 7 · 11 3 + 11 4 + O(11 5 ) 7 · 11 −1 + 1 + 4 · 11 2 + 2 · 11 3 + 8 · 11 4 + O(11 5 ) 7 + 9 · 11 + 7 · 11 2 + 4 · 11 4 + 8 · 11 5 + O(11 6 ) 2 + 2 · 11 + 8 · 11 2 + 6 · 11 3 + 7 · 11 4 + 2 · 11
This implies that DR η 1 = 5 · 11 −1 + 6 + 3 · 11 + 11 3 + 7 · 11 4 + O(11 5 ).
To integrate ν P , we compute several quantities. Noting that α = φ * ν P − pν P and that the Ψ map is Frobenius equivariant, we have
In particular, this makes the computation of φ * (Ψ(ν P )) rather easy, as we have already computed Ψ(ν P ), and all that is left to do is multiply by the matrix of Frobenius. We find that Ψ(α) =     6 · 11 + 5 · 11 2 + 2 · 11 4 + 9 · 11 5 + O(11 6 ) 2 · 11 + 10 · 11 2 + 8 · 11 3 + 6 · 11 4 + 2 · 11 5 + O(11 6 ) 4 · 11 + 6 · 11 2 + 2 · 11 3 + 11 4 + 9 · 11 5 + O(11 6 ) 3 · 11 + 2 · 11 2 + 8 · 11 3 + 2 · 11 4 + 4 · 11 5 + O(11 6 )     .
We wish β to have residue divisor D R , so let β = 30dx y(x−5) . Then Ψ(α) ∪ Ψ(β) = 6 + 11 2 + 9 · 11 4 + 5 · 11 5 + O(11 6 ).
To compute Res(α β), we must sum over all Weierstrass point and poles of α. Recall that within a single residue disc, A Res A (α) = 0. Now computing the action of Ψ on this differential is slightly more complicated, since instead of just two non-Weierstrass poles, we have 2p = 2 · 11 non-Weierstrass poles: those points in the residue discs of P and −P with x-coordinate ζ j 11 (−4) 1/11 (where j = 0, . . . , 10). This means we must work over the splitting field L −4 = Q 11 (ζ 11 , (−4) 1/11 ) of x 11 + 4 over Q 11 to compute the local symbols. Since each set of pth roots is Galois conjugate, working over L −4 yields j ν 1 , ω i Pj = tr L−4/Q11 ( ν 1 , ω i P1 ), where P j is the point in the residue disc of P with x-coordinate ζ j 11 (−4) 1/11 . We have the following contribution from the disc of P : 10 · 11 + 9 · 11 2 + 4 · 11 3 + 3 · 11 4 + 4 · 11 5 + O(11 6 ), and the total contribution from non-Weierstrass points is twice this, or 9 · 11 + 8 · 11 2 + 9 · 11 3 + 6 · 11 4 + 8 · 11 5 + O(11 6 ).
Meanwhile, the sum of contributions from all Weierstrass discs is the following:
11 + 4 · 11 3 + 6 · 11 4 + 11 5 + O(11 6 ).
We compute the tiny integral φ(R) R ν 1 = 8 · 11 + 11 2 + 8 · 11 3 + 2 · 11 5 + O(11 6 ).
Putting all of this together, we have h 11 (D P , D R ) = 6 · 11 −1 + 10 + 7 · 11 + 6 · 11 2 + 3 · 11 3 + 7 · 11 4 + O(11 5 ).
As a consistency check, we also compute h 11 (D R , D P ). Here we have DP ν R = 2 + 11 3 + 10 · 11 4 + 4 · 11 5 + O(11 6 ) and DP η R = 5 · 11 −1 + 2 + 3 · 11 + 4 · 11 2 + 8 · 11 3 + 2 · 11 4 + O(11 5 ), which gives h 11 (D R , D P ) = 6 · 11 −1 + 10 + 7 · 11 + 6 · 11 2 + 3 · 11 3 + 7 · 11 4 + O(11 5 ), illustrating symmetry of the local height pairing.
7.3. Global heights: genus 1. We give an example of our implementation in genus 1, which allows for comparison of global heights via the algorithm of MazurStein-Tate. Let C be the elliptic curve y 2 = x 3 − 5x, with Q = (−1, 2), R = (5, 10), so that (Q) − (−Q) = (R) − (−R) = 9 4 , − 3 8 =: P.
We compute the 13-adic height of P :
• Above 13, the local height h 13 ((Q) − (−Q), (R) − (−R)) is 2 · 13 + 6 · 13 2 + 13 3 + 5 · 13 4 + O(13 5 ).
• Away from 13, the only nontrivial contribution is at 3, which is 2 log 3 (by work of Müller).
• So the global 13-adic height is 12 · 13 + 4 · 13 2 + 10 · 13 3 + 9 · 13 4 + O(13 5 ).
We compare this to Harvey's implementation [Har08] 
Future work
Below we discuss some natural questions arising from our work.
8.1. Global height pairings. Ultimately, we would like to compute the global height pairing. To do so, we would again require C to be a curve over a number field K with good reduction at each place v dividing p. We would also need a continuous idèle class character χ : A * K /K * −→ Q p and a splitting H 1 (C/K v ) = H 1,0 (C/K v ) ⊕ W v for each place v dividing p. Computing the local heights at those primes v away from p and those above p, the global height would then be the sum of all local heights. When K = Q, the recent Ph.D. thesis of Müller [Mül10] addresses these local heights away from p, and putting together our results, we are able to compute global heights, as shown in Section 7. It would be quite interesting to extend these computations to number fields. 8.2. Optimizations. In another direction, it is also of interest to optimize the present algorithm. Currently, the most expensive step is in computing the Laurent series expansion of α in the various Weierstrass local coordinates to reasonably high precision. As we are just interested in the residue of α β, is there a way to make this faster? 8.3. Comparison with the work of Mazur-Stein-Tate. When the curve is elliptic, we are able to compare our algorithm for the height pairing with the algorithm of [MST06] , as in Section 7. We note that we compute the height pairing for divisors with disjoint support. It is obviously possible to compute without this assumption by replacing one divisor by a linearly equivalent one with this property. But it is also possible to extend the method described in [Gro86, §5] . This extended
