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1. INTRODUCTION 
A central problem in the classical value distribution theory is that 
of determining relations between the order of a function and its 
Nevanlinna deficiencies. We shall attempt to cast some light on this 
problem. 
We begin by recalling the celebrated defect relation of R. Nevanlinna: 
If f(z) is nonconstant and meromorphic in 1 z 1 < CO and if S(a,f) 
denotes the Nevanlinna de&iency of the value a, then 
(l-1) 
the sum being taken over all values of a, finite or infinite (for notations 
and foundations of Nevanlinna’s theory, see [14]). 
A remarkable feature of (1 .l) is that it involves no dependence on 
the order h off. If, however, one restricts A, then there are instances 
where it is known that the bound on the right side of (1,l) is diminished. 
Thus, if h satisfies 0 < X < Q , it has been shown by A. Edrei [5] 
(the isolated case X = 0 is due to G. Valiron [22]) that the number 2 
in (1 .l) may be replaced by the sharp bound 1. More recently 
Baernstein and Edrei [4, 71 derived the sharp bound 2 - sin ?rh for 
8 < h < 1. The function f (z) = eZ is a well-known example of order 1 
exhibiting equality in (1.1). Some further results may be found in 
18, 10, 20, 231. 
The problem of determining the best possible bounds for (1.1) 
in terms of the order h of the function has thus been solved for 
0 < X < 1; its complete solution would be a significant refinement 
of the Nevanlinna defect relation. 
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Our study has given us strong evidence for the following1 
CONJECTURE. Let h > I be given, and define 
Al(X) = 2 - 
2 sin : (2h - [2h]) 
[2h] + 2 sin $ (2h - [2A]) ’ 
A,(h) = 2 - 
2 cos % (2X - [2h]) 
PI + 1 ' 
(1.2) 
(1.3) 
A(A) = max{4(4, 4~)). (1.4) 
Then, if f (z) h as order A, the total deficiency sum for f satisfies the 
sharp bound 
c Q, f) < 44. (1.5) 
In 1930, F. Nevanlinna [ 171 observed that equality in (1 .l) is attained 
by any function f which is the quotient of linearly independent solutions 
wi , w2 of a linear differential equation w” + P(z)w = 0 if P(z) is a 
polynomial. He thus deduced the existence of large classes of functions 
of orders 1, 312, 2 ,..., n,i2 ,... for which equality in (1 .l) holds. 
In this paper we shall augment the functions of F. Nevanlinna by 
those of nonhalf-integer order which show that the bound A(A) in 
the above conjecture, if true, cannot be improved. 
THEOREM 1. Let h > 1 be any Jinite number not of the form 
I, 312, 2 ,..., n/2 ,... . If a, ,..., ag is a sequence of q distinct values in the 
extended plane, where 2 < q < [2h] ;f [2h] is even and 3 < q < [2X] if 
[2A] is odd, and A,(h) is as in (1.2), then there exists a meromorphic function 
f(z) of order h having a, ,..., ap as its precise set of deficient values, and 
gl % , f) = -W). (1.6) 
If al ,-.., ap are q distinct values in the extended plane, where 2 < q < 
p1 + 1 -y [24 is odd and 3 < q < [2h] + 1 zy [2h] is even, and A,(A) is 
1 As usual, [x] means the largest integer n such that n Q x. 
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as in (1.3), there exists a meromorphic function f (2) of order X having 
a1 ,..., aa as its precise set of dejident values, and 
5 Ya, ,f) = 44. 
v-1 
(l-7) 
For entire functions, there is a long-standing conjecture analogous 
to our (1.5) which is also unresolved for X > 1. In fact, let A*(A) be 
defined by 
n-cX-cn+$ 
n+*<X<n+l 
for n = 1,2,... . Then, for each noninteger A > 1, A*(A) coincides 
with the deficiency sum of the “Lindelof function” of order h (cf. [16]), 
and it is commonly supposed that the Lindelof functions possess the 
largest deficiency sum, for each such A, amongst the class of all entire 
functions. Those functions of Theorem 1 whose deficiency sum is 
equal to A*(A) can, in fact, be taken to be entire. Since it is easy to 
see that A(A) = A*(h) in a neighborhood of the integers, it appears 
likely that these functions are extremal in the class of all meromorphic 
functions near the integer orders. The connection between the Lindelijf 
functions and the functions of our Theorem 1 will be discussed in 
further detail in Section 4. 
We shall base our constructions for Theorem 1 on quasiconformal 
mappings of Riemann surfaces; related methods have been used by 
numerous authors (a list of such works may be found in the bibliography 
of [12]). 
The Riemann surfaces we shall use in our constructions will be 
the surfaces of inverses of meromorphic functions, given as covering 
surfaces of the w-sphere with the projection mapping. Thus it will 
be convenient to use ambiguously the notation for a meromorphic 
function w = f (z), where w may denote a value from the w-sphere 
or a generic point on the Riemann surface of the inverse off (2). In 
Sections 3 and 5 we shall make extensive use of the familiar process 
of “welding” bordered surfaces together. This we shall do with little 
discussion; a full description of this procedure may be found in [3, 
pp. 117-1191. 
Our reference for the basic theory of quasiconformal mappings will 
be [2, Chap. 23. In particular, we take either of the equivalent definitions 
given there. 
60711511-7 
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One of the novel features of our investigation is the usage of a 
modified form of an important theorem of 0. Teichmiiller (cf. [25]) 
on quasiconformal mappings. Our version is 
THEOREM 2. Let z = ~(0 b e a homeomorphism of the jnite i-plane 
to (1 x ) < R < CO} which for [ outside (1 < 1 < p,,) is quasiconformal. 
If the dilatation ~(5, .z) of x(5) satisJies 
as p --f co, then R = CO andfor any Jixed u > 1, zy & = t;,(p), c2 = &(p) 
are any points satisfying 
151 I = PY I 52 I = UP, (l-9) 
then 
(1.10) 
For our applications it is convenient to have the following simple 
consequence of (1.10): If C(x) is th e inverse of z(t), then the conditions 
of Theorem 2 imply 
(1.11) 
The present form of Theorem 2 seems to be more natural and con- 
venient for the study of deficient values than the original one of 
Teichmiiller. It enables us to work with less precise estimates on the 
dilatation and still retain sufficient precision for computing those 
quantities relevant to Nevanlinna’s theory. Our proof is patterned after 
that given by H. Wittich in [25]. 
Much of our work was inspired by the recent book of Goldberg 
and Ostrovskii [13], in particular the detailed account given there on 
applications of Riemann surfaces to value distribution theory. We 
gratefully acknowledge the assistance of Professor A. Vavrus with 
that text. 
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2. DISCUWON OF METHODS 
A brief outline of our procedure is as follows: 
I. In Section 3 we recall the construction of parabolic Riemann 
surfaces 5 having only finitely many branch points. Here we follow 
the excellent treatment given in [13]. Our reasons for presenting this 
in full detail are twofold. First, an exposition of this type seems never 
to have appeared in English; secondly, we will later construct the 
desired surfaces by merely excising a portion of a surface of this nature 
and replacing this portion by a suitable bordered surface 9”. Also 
in Section 3 is defined an appropriate mapping’+ of the <-plane to 9- 
which is quasiconformal outside a compact set. 
II. In Section 4 we form a quasiconformal map #* of a sector 
in the l-plane to a bordered surface %* whose border may be welded 
to the border of a surface 9 - % where 9 is as in I above and @ a 
complete neighborhood of one of the logarithmic branch points. 
III. In Section 5 we then define a mapping b, of the finite 
t-plane to the surface 99 = (9 - @) u %* by taking cj as tj for values 
on F - Q& and #* for values on P*. 
IV. Lettingf-l be the uniformizing function from B onto the 
finite z-plane, the composition x = f-‘rj(<) becomes a homeomorphism 
of the c-plane to the z-plane satisfying the conditions of Theorem 2 
above. Thus, (1.11) enables us to transfer to f(z) properties built into 
+(C) and deduce Theorem 1 forf(z). 
V. In Section 7 we give a proof of Theorem 2. 
3. SURFACES HAVING FINITELY MANY PERIODIC ENDS 
Let {ui ,..., u,J (2 < Q < 00) be a set of finite distinct complex 
values, and b, ,..., bP (2 < p < 00) a sequence, all of whose terms are 
taken from {CZ~ ,..., ue} and which satisfy 
be fi h-1 > bc+1 (k = 2,..., p - 1) 
b, # b, * 
(3-l) 
For notational convenience we shall in the sequel consider all indices k 
as taken modp. This would, for example, have enabled us to write 
(3.1) simply as bk # b,-, , b,,, (k = l,..., p). 
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Following [13, pp. 489-4951, we begin by constructing the “pseudo- 
kernel” for our surface as follows. 
Let C be a Jordan curve having continuous curvature and passing 
through each of the points a, ,..., ap such that, in some neighborhood 
of each of these points, C consists of a straight line segment. Let w,, 
be a point interior to C. 
If C were traversed in the positive direction through the sequence 
bl f b, ,“., bp , b, consecutively, then arg(w - w,) would obtain an 
increment of 27rv for some integer v > 1. Let K denote the portion 
of the Riemann surface of (w - w,)~/” covering C and its interior. 
Then K is a bordered surface which we refer to as the pseudokernel 
and whose border is a simple closed curve J projecting on C. We 
subdivide J into consecutive arcs u1 ,..., crP where ok joins a point 
above b, to one above bk+l (k = l,..., p). From our construction it 
follows that if the ends of uk project on a, and a,, then a, # a,, 
and no other points on uk project onto this pair. On the other hand, 
uk will in general pass through points projecting onto other points 
of the set {al ,..., a,}. 
Let A, denote the Riemann surface of the function 
log@J - bk+l)!(w - bd (K = I,..., p). 
On A, we take any one of the cross cuts ok* corresponding to the arc 
uL on K. In particular, uL* p ro’ects onto the same arc as does uk and J 
separates A, into two components Ak+, A,- which are commonly 
referred to as “logarithmic ends.” More precisely, arg(w - bk) is 
unbounded above in A,+ and unbounded below in A,-. Thus, A,+ 
and A,- have as their common boundary ok*, and A,+ is the component 
on the left as uk* is traversed from the point over b, to one over bk+l , 
and A,- is the component on the right. 
We now complete the construction of our surface 9 = S(b, ,..., b,) 
by attaching the logarithmic ends A,- to the pseudokernel K by 
deleting the endpoints of each uk from K and identifying the cuts ok 
and a,* (K = l,...,p). 
The surface 9 is then a Riemann surface having p logarithmic 
branch points, one corresponding to each of the values b, ,..., b, ; 
also one algebraic branch point of order v - 1 over w, . This type of 
surface has been thoroughly studied, for example, in [9]. 
Let G > 0 be chosen sufficiently small so that 26-neighborhoods 
of wQ , al , a2 ,..., aq in the plane are all disjoint, and such that each 
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2c-neighborhood about a, ,..., up intersects C in a line segment only. 
Now for each k = l,...,p we let 4, be the component of 9 above 
1 w  - b, 1 < Q having a nonempty intersection with the arc uk . It is 
convenient to refer to 4, as a “complete E-neighborhood of a logarithmic 
branch point over b, .” 
In 4Yk A K we make a cross cut Sk above C, = (1 w  - bk 1 < e, 
arg(w - &J = CQ}, where elk is any value chosen so that C, lies interior 
to the curve C. Then Sk divides Q, into two parts ak+ and ak- where 
arg(w - bk) is unbounded above in 4,+ and below in 4,-, for 
k = 1, 2 ,..., p. 
We set 
&c = A- - Wk u Qk,ll k = 1, 2 ,...) p, (3.2) 
A,’ = A, u Qk+ u %+I K = 1, 2 ,..., p. 
Then defining the “kernel” KO of 9 by 
Ko=K-(@@4,, 
k-l 
(3.3) 
(3.4) 
it follows from (3.2)-(3.4) that we have the disjoint union 
(3.5) 
In order to construct the desired quasiconformal map, we begin 
by mapping A,’ to a halfplane 
Hk = (4m5, > 0} (3.6) 
with a trapezoid removed. To this end we send 4&+L conformally to 
H,- = CL < -1, rlk > 0) (5k = Ik + Gkk) (3.7) 
by means of the branch of 
r& = log w -cbk+l - ix,,, - 1 
which sends points w  E S,,, to the negative real axis, and ak+ to 
H~+=&>I,~~>o) (3.9) 
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by means of the branch of 
+ ia, + 1 
k 
(3.10) 
which sends points w E S, to the positive real axis. We must now map 
A, quasiconformally into the strip 
L, = (-1 < ‘$1, < 1, ‘,)k > o} (3.11) 
in such a way that it agrees with the mappings (3.8) and (3.10) on the 
common boundaries. 
If we make crosscuts on A, along every curve alci ( j = 1,2,...) 
above ak , the surface A, is divided into schlicht regions Qkj bounded 
by a curve Zi over 1 w - b, / = E, a curve rnj over j w - bk+i 1 = E, 
and (with an appropriate indexing of akj) the portion of akj and oL+l 
joining li to mj and li+i to rnjfl , respectively. 
We may map Qkj quasiconformally to the rectangle 
Qk = (-1 < tk < 1,o < v < 24 
such that lj is sent to the left side of Qk , mj is sent to the right side, 
the portion of uk3 ’ in Qki is sent to the bottom, and the portion of CT;+’ 
in Qki to the top, and such that the derivative along the boundary 
exists and has constant modulus on each of the four sides.2 The existence 
of such a mapping having bounded dililation is shown, for example, 
in [13, pp. 44224431. 
If instead of mapping each Qkj to a fixed rectangle Qlc, we instead 
map oki to Qrzj = {-I < fk < 1, 2n(j - 1) < 7k < 277-j) by simply 
translating Qlc linearly, we may combine these mappings to one 
& = UJ~(W) which takes X, to L, ; continuity at the common sides 
{- 1 < tn: < 1, qk = 277j) of the rectangles Qlci and pi+” follows 
immediately from the fact that the derivative along the boundary of 
the original quasiconformal mapping had constant modulus on each side. 
We must now adjust the mapping I& = C.+(W) of A, to L, so that 
it agrees with the mappings (3.8) and (3.10) on the common sides 
2 Here, and in the sequel, when we refer to the derivative of a quasiconformal mapping 
4(c) along an arc r we mean 
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(51, = -1, ?lk > 0) and {& = 1, qk > 01. Now, as constructed, the 
derivative along the portion of a@,i which maps to the vertical sides 
of the rectangle Qkj must have modulus l/e. It is easy to see that the 
same is true for (3.8) and (3.10) in mapping to the sides of Lk . As 
it stands, however, the points corresponding to & = - 1, r), = 0 
and & = 1, rlk = 0 from the logarithmic mappings (3.8) and (3.10) 
come from endpoints wk+i and wk of Sk+, and S, , respectively, which 
are displaced by angles which we shall refer to respectively as OF+,, and 
ok+ from ok . On the other hand, the points on ah, corresponding to 
(k = -1, qk = 0 and tk = 1, qk = 0 are precisely those points on 
‘Sk which are obtained from ?.++i by an angular displacement of 0;+, 
in the positive direction over 1 w - bk+l 1 = E, and from wk by an 
angular displacement of 8,+ in the negative direction over 1 w - b, 1 = E. 
Thus, if we denote by Tk the trapezoid having vertices at (1, 0), (1, 8,+), 
(-1, &+A (-19 O), and compose our original ‘ mapping ck = ok(w) 
with the mapping 
of L, to L, - Tk , this composed mapping then fits together with 
(3.8) and (3.10) to yield a well-defined quasiconformal mapping which 
we may again denote by cr, , 
tk = Q,(w): Ak’ + HI, - Tk . (3.12) 
Let 
w = $4&J = W(w) (3.13) 
and %&(p, a) denote the number of times the value a is covered (counting 
multiplicity at branch points) by $&(&) in (Hk - Tk) n {I & 1 < p}. 
It is easy to see from our construction that 
(3.14) 
The mappings 1;2, of (3.12) send points w E Sk to points & = 
log E/I w - bk 1 + 1 on the boundary Of Hk - Tk and t0 points &+i = 
log 1 W - b, I/E - 1 on the boundary of Hkel - Tk.-l in such a way 
that the mappings 
5 = (q&)))Z/P emrtlPw4) k = l,..., p (3.15) 
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fit together to form a quasiconformal mapping + of uE==, (1,’ to the 
[-plane with a bounded region d removed, and such that f$Pk is sent 
into the sector {7r/p(2K - 3) < arg 5 < ~/p(2R - 1)). 
Let $ be the inverse of 5; then by (3.2)-(3.5) # maps the [-plane 
with the bounded region d removed to F - K, quasiconformally. 
Since rl can easily be mapped homeomorphically to F - K0 with 
boundary values agreeing with those of 4 (cf. [24, p. 38]), we may 
extend $ to a homeomorphism of the c-plane to 9. Actually, this 
extension could have been done quasiconformally, but this extra 
property is not needed. 
If n(p, a) now denotes the number of times the value a is covered 
by #(<) in 1 &’ j < p, then from (3.15) it follows that 
where the terms n,(p, a) are those appearing in (3.14). 
Before we summarize the relevant properties of 4(C), we make one 
further remark which will simplify our subsequent applications. 
In Section 5 we shall be replacing one of the sets ak, which we 
might as well take to be %r, by a different bordered surface. In our 
present construction, @i is mapped properly to the sector 
by the inverses of mappings (3.10) and (3.8) of H1+ and HP-, respec- 
tively, and the inverse of (3.15). If in (3.7), (3.9), and (3.11) we had 
replaced f&+ by {tl > 0, rll > 01, HP- by {t$, < 0, rip P=- 01, Ll by 
L,* = (-1 < [i < 0, vl > 0}, andL, byL,* = (0 < &, < 1, rlP > 0}, 
and left the remainder of these sets as before, only routine modifications 
would be required to obtain a mapping # which is actually conformal 
outside of the image E of L 
5 = (;lpe2niJpCk--l) 
1* u L,* u (WE:: Lk) under the map 
and satisfies (3.16) as before, except now &i is 
mapped conformally onto S. In fact, due to the special form of the 
mappings (3.8) and (3. IO), it is easy to see from (3.15) that the derivative 
along the arms of the sector S exists and satisfies 
I hG3l = F / 5 /(P/2)--1. (3.17) 
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We are now in a position to summarize the important parts of thii 
section for our applications. 
hmMa A. Let {a, ,..., u9) (2 Q q < 00) be a set of distinct finite 
complex numbers and b, ,..., bp (2 < p < 00) a sequence satisfying (3.1) 
and all of whose terms are taken from {q ,..., a,), with a3 appearing k, 
times (j = l,..., q), and 9 = 9(b, ,..., bp) us above. Then there exists 
a homeomorphism # of the finite c-plane to F Edith the following properties; 
(i) The mapping # is quasiconformul outside a b&d set A 
and conformal outside a set 6’ where 
me=4~ n {I 5 I < P>> = o(p% (P * 00). (3.18) 
(ii) If n(p, a, I/I) denotes the number of times the value a is covered 
b # in I 5 I < P, then 
(3.19) 
(iii) The sector S = {-r/p < arg 5 < w/p} is mapped con- 
formally to a complete c-nkghborhood Q, of a logarithmic branchpoint 
over b,, as defined abwe, such that the derivative along the arms of S 
exists and satisfies (3.17). 
4. QUASICONFORMAL APPROXIMATIONS OF LINDEL~F FUNCTIONS 
Let q >, 0 be an integer, and q < p < q + 1. By a Lindelof function 
f,(z) of order ~1 we mean the canonical product of genus q having 
n(r, 0, f) = PI’ (4-l) 
as the counting function for its zeros, all of which are on the negative 
real axis. These functions were extensively studied in [16] and their 
relevant properties summarized in [18, pp. 18, 191. 
Our procedures will be perhaps most easily illustrated by first con- 
sidering the functions fu for S < p < 1. In this case the Riemann 
surface Se* of the inverse of fu has one logarithmic branchpoint over 00 
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and a sequence of algebraic branch points whose projections onto the 
w-sphere cluster at w = 0. The “rate” at which this clustering occurs 
is a determining factor for ,u. 
The useful feature of the function fU is that the set of points in the 
z-plane mapping into the portion of FU* over / w j < 1 is almost a 
perfect sector. Our main objective here is to realign the values of fw 
so that this set is in fact a sector, and the values on the arms of the 
sectors may be matched with those of the function C$ in Lemma A, 
after suitable changes of variables. We shall accomplish this with a 
quasiconformal mapping. 
Thus we shall find a quasiconformal mapping I,$, taking a sector 
to the bordered surface 9*, which is the portion of 9@* over 1 w / < 1. 
Although 9* has only algebraic branch point which cluster in the 
manner described above, it may be inserted in place of one of the 
complete neighborhoods of a logarithmic branch point from a surface % 
as in Section 4. Since the mappings 4 and & can be made to match 
up on the common boundaries, we shall in Section 5 obtain a quasi- 
conformal mapping of the plane to the desired surface. 
For our purposes, we need only consider values of p such that 
p E (B, 1) u (1, 3). (4.2) 
For each p satisfying (4.2), we define a function gU(z) by 
I fw(-4 &<p<l &(4 = 1 x(-z) 1 <P<$. (4.3) 
The asymptotic behavior of gJz) is easily ascertained from the known 
behavior of fU(z) and (4.3). In particular, for fixed 6 > 0, if S, = 
(2: 6 < 1 arg x / < n}, and logg, denotes any fixed branch in S, , 
then we have uniformly 
log&(4 = 
57 
1 sin rrp / 
e-iuYzp( 1 + o( 1)) (z + co; z E S,), (4.4) 
the branch of ZP being chosen so that e-iua,z’l is positive on the negative 
real axis. 
Let 
A* = (2: I g,(x)1 < l}. (45) 
Then d* consists of a finite number of components, exactly one 
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of which is unbounded. In the case a < p < 1, this component is 
simply connected. For 1 < (Al < $, it is not simply connected, but can 
be made so by adjoining small regions Q2, , Q2, ,... in the complement 
of A* containing the poles of g, . Thus, let A denote the unbounded 
component of A * for 8 < p < 1, and the unbounded component 
with uj”=i Q, adjoined, for 1 < p < $. Then, (4.4) implies that A is, 
in some sense, asymptotic to the sector 
S= 
I 
z:[argzI <rr--$ 
I 
and if z E &l 
where we use the + sign if arg z < 0, and the - sign if arg z > 0. 
Our goal is to find a quasiconformal mapping (Y(Z) from S to A, 
which is nearly conformal as z -P cc in S, and such that (4.7) can be 
replaced by the exact relation 
log&w)) = f 
i7r 1 z Ip 
/ sin 7rp 1 (2 E as), (4.8) 
with the above convention for f . 
THEOREM 3. Let A and 5’ be as described. Then there exists a homeo- 
morphism CII: S -+ A, which is quasiconformal ofi a compact set, such that 
(4.8) holds. Further 
a(4 = (1 + o(l))2 (2+ co; 2ES) (4.9) 
uniformly and, if p(x, CX) denotes the dilatation of a at z, then we also 
have uniformly 
A% 4 = 1 + 4) (x-+ co; 2ES). (4.10) 
Let g,, be as defined in (4.3) and 01(z) as in Theorem 3. We define 
Then, &(z) is quasiconformal in S n {I x 1 > yO} for some r. and if 
R(Y, a, S, &Ill) denotes the number of times the value a is covered by 
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#&) in S n {I z I < +, f rom (4.3), well-known properties of Lindeliif 
functions [18, pp. 18, 191, (4.9), and (4.11) we have 
tsi* 7rt~)-l 
(a = 0; + -=I p < 1) 
(O<la~<l;~<~<l) 
n(r, 4 s, 4,) 0 (I Q I3 1; 9 < CL (1) 
r” 0 (a = 0; 1 < P < Q) (4.12) 
1 +Isir177pI-~ (O<Ial <I;1 <p<S) 
1 (1 < /a I < co; 1 < /.L < 2) 
asr-t co. 
In addition to (4.4), for our proof we require the following con- 
sequences of (4.3) and properties of Lindeliif functions: 
+, 4 g,) - (sin WY 
r” I 1 + /sin?rpj-l 
r--t a; ii < P < 1, a f 0, CQ), (4*13) 
l&M = I~U(~)/~ (4.14) 
I gu(reie)l is an increasing function of ~9 for 0 < 0 < T if) 
i<p<l,andforc<B< z-if1 <p<i, 
(4.15) 
~(Wu(4) = 41 + 41)) z-l log&&) (z-+cc;S<Iargz[ <T). 
(4.16) 
Statements (4.13) and (4.14) are standard, and the first half of (4.15) 
follows from the fact that the modulus of the primary factor of genus 
zero 1 1 - (~/a) eie / (u > 0) is an increasing function of 0 for 0 < ~9 < v. 
As for the second part of (4.15), we need only note that for the primary 
factor of genus one, 
$ ]log ) 1 - t eie 1 + + cos -91 
= g];log (1 + (;) - 2 i cos 8) + $ C~S 81 
_ sine -(~~z+2Ebos~ <o T -- 
a 
1 +(~)p-2(~)cose 
if 7~12 -x e < 77. 
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Finally, (4.16) follows routinely from (4.4) and Cauchy’s formula 
for the derivative. 
With these preliminaries we now proceed to the 
Proof of Theoren 3. Since there are no critical points of g, on &I 
(cf. [21, p. 266]), it follows that &I is a simple analytic arc tending 
to co in both directions. It follows from (4.4), (4.14), and (4.15) that 
&l may be parametrized by 
y -+ R(Y) efihtr) (Y > 0; R(Y) s Y for Y > YJ, 
h(Y) 4 7T - $- (Y -+ 03). 
I 
(4.17) 
Let 
(4.18) 
Then, Y’ E ad, and since g, is real on the real axis, and [ g,(r’)l = 1, 
we can assume that g,,(r’) = 1. For if g&‘) = - 1 we need only 
consider -g,,(r) and observe that all our asymptotic assertions remain 
equally valid. 
Thus, we specify a single-valued branch of log g”(x) in a neighborhood 
of aA with 
logg,(r’) = 0 (4.19) 
Now, let 9 be given so that 
o<r, +-3. (4.20) 
It follows from (4.4) and RouchC’s -theorem that there exist positive 
R, , Y, , and 6 such that the sector 
U% , !A = {w: I w I > 4,) -rp + k < arg w < -#q} (4.21) 
is contained in the range of logg,,(s) with z in 
S,*(Y, ,6) = (2: 1 2 1 > Y, , 8 < arg a < 7r}. 
For’ a given 7, we may in fact take Y,, as large as we please, so long as 
we choose R, accordingly. 
Let C(Y, , Y, 8) be the positively oriented contour which bounds 
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S,*(r, , 6) n (1 z 1 < r}, where r > r,, . We choose r,, so large that if 
z E S,*(r, , a), then 
larglogg,---argzI <Brl (6 < arg z < n), 
g < 1 z-‘1 logg,(z)j < 2. 
(4.22) 
Then logg,(z) is regular in S,*(r, , 6), and from (4.22) and the argument 
principle applied to C(r, , , r S), it follows that logg, maps S,*(r,, , 6) 
univalently onto a region containing L&,(2& , 7) as defined in (4.21). 
Thus, there exists an inverse q(c) such that 
l%&WN = 5 5 E &,*(W, , d, (4.23) 
and (4.16) implies 
q’(5) = Pi 
(1 + 41)) q(<) (t; - ~0, 5 E &*(Z, , 7). (4.24) 
Furthermore, from (4.2), (4.20), and (4.21), it follows that there exists 
an r* such that 
z = r&h(r) E ad 0 z = q(47) (I z I > r*, T > 2R,). (4.25) 
We shall require detailed information regarding the function q(c) 
in deriving the quasiconformal mapping a(z) of (4.9). It is convenient 
to develop a(z) in two stages by writing, for 2: E 5’ sufficiently large, 
“(4 = 4”lW (4.26) 
We first construct 01i(x). For this purpose we use (4.25) and define an 
increasing real function #i(r) by 
&(r) p(m) = 
q ( I 2; I 
. ) (Y > r*, Z-J. (4.27) 
Then (4.4), (4.23), and (4.27) imply that 
1% &M~> e -(r))) = (1 + o(l)) log gJrP(‘)) 
which in turn leads to the a priori estimate 
(r ---f co), 
91(r) = (1 + o(lNr (Y --f co). (4.28) 
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If we differentiate (4.27) with respect to r and use (4.4) and (4.24), 
we obtain 
$b;(Y){ei*(Sl(y)) + i&(Y) eih(@l(r)) h’($,(Y))} 
= (1 + O(1)) &(Y) r--leih(Q7)) (r -+ co). 
Now, with (4.28) and (4.29), in order to prove 
AYY) = 1 + o(l) (y -+ a), 
it suffices to prove 
Yh’(Y) --+ 0 (Y + 00). 
To this end, we differentiate the relation 
(4.29) 
(4.30) 
(4.31) 
We{log gU(rei”(‘) I> = 0 (y > yo> (4.32) 
with respect to Y and obtain 
(4.33) 
for ,g = y&h(r) 
According to (4.4), (4.16), and (4.17), however, at z = reih(r) we have 
2 a’(4 
rm= 
7&l + o(1)) e-iUsPeiu(s-n12U) = -z+(l + o(1)) 
r ( sin 7rp ( ( sin VP ( 
yrr-l 
, 
which when used in (4.33) gives (4.31) and hence (4.30). 
So far we have defined &(Y) satisfying (4.27), (4.28), and (4.30) 
for r sufficiently large, say Y > R, . We assume without loss of generality 
that 
R, > Y,, , Y’, Y*, (4.34) 
where Y, , Y’, I* are as in (4.17), (4.18), (4.25). 
Let R, be sufficiently large so that 
Then we define 
R, ( R, 9 WC)- (4.35) 
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bY 
~,(rf?) = I++(Y) eis 
a,(yeie) = reieh(r)/(n--n/zu) 
Then the mapping a(z) of (4.26) is defined for S n (1 z 1 > R,}. We 
now extend CL(Z) to S. 
As we have observed, &I is a simple arc, and (4.17)-(4.19), (4.34) 
and (4.35) give that if d, = LI n {I x 1 < $(R,)), then there 
exist points a,, , z,, (JVZ a,, > 0, j a,, 1 = $(R,)) such that ad, consists 
of a simple arc r joining 0 to aa , another joining 0 to x,, , and an arc 
of 1 z 1 = +(R,) joining z0 to ,%a .
We define a function /3(a) by first specifying its value on 
S n {I z I = %I by 
p(z) = c+) (Z E S n {I z 1 = I?,}). (4.37) 
Since g, has no critical points on I’ and f, it follows that logg, maps 
r l-l to the interval (0, (- /I i?~ sin q~ I) R,p) and f l-l to the interval 
(0, (&T/I sin q.~ I) R,u) of the imaginary axis. Thus we may define a local 
inverse 
G = (logg,)-l (4.38) 
and /3(x) on the remainder of the boundary of S n {I z 1 < R,) by 
,8(z) = G ( I zr;i l P) (Z E {I z I < R,} n 8s). (4.39) 
With /?(a) as defined by (4.37)-(4.39) as a homeomorphism of 
a(S n {I z I < 4)) to a4 , we may extend this [24, p. 381 to a homeo- 
morphism of S n {I z I < R,} to d, . Finally, CY may be extended to 
all of S by taking 
44 = I44 (x 6 S n {I x I < J&H. (4.40) 
It is then easy to see from (4.36)-(4.39) that a(z) becomes a homeo- 
morphism of S to A. We now show that (Y(Z) has the desired properties. 
To compute the dilatation of 01, we first consider q(z). Then for 
z E S, it follows from (4.36) that 
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Thus, using (4.28) and (4.30) 
1 + I %s/%.e I 
I%% 4 = 1 _ , al,~,(+, = 1 + 4) (2 -+ co, 2 E S). (4.41) 
As for a+(z), we have for x E S n (z: 1 z 1 > RI) 
a%2 =-% 1_ -=- 
az 2ra ( 
4) 
?r - ?7/2p 
+ ieYh’(Y) 
1 lr-7r/2p ) 
a% -=$(1+ h(r) a2 ?r - zr/2p 
+ &h’(Y) 
n- - 7r/2p > ) 
so that with (4.17) and (4.31) we again obtain 
I+, 4 = 1 + o(l) (z4 a3;zEs). 
Since from (4.26) we have 
PC% 4 G I+9 “1) PC% a-2) z E s f-l {I z I > R3, 
(4.42) 
we obtain (4.10) f rom (4.41) and (4.42). Also, to get (4.9) we need 
only combine (4.26) with (4.17), (4.28), and (4.36). Finally, (4.8) follows 
from (4.26), (4.27), (4.36), (4.38)-(4&l). 
5. CONSTRUCTION OF THE SURFACE $9 
Let h and {ai ,..., a,J be as in Theorem 1 where Q satisfies the 
appropriate condition for the desired bound (1.2) or (1.3). We assume 
at first that 
a, = 0; a9 # m j = 2,,.., q, (5.1) 
and 
I a1 - %I > 8, 1 <i<j<q. (5.2) 
We first construct a surface g for a function f having (1.3) as its total 
deficiency sum. In this case we take any sequence b, ,..., bIU]+r of 
elements of {ur ,..., UJ satisfying (3.1), and 
bl = a, = 0; 4 f al j = 2, 3,..., [U] + 1 (5.3) 
and such that each element in (ai ,..., g,J appears at least once. 
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Let 9 = $(b, ,..., blal]+r) be the surface discussed in Section 3; 
it is easy to see that with the assumption (5.2) we may take 
E=l (5.4) 
in the construction of %-. From Lemma A of Section 3 we obtain a 
homeomorphism $ of the c-plane to B. Let 
and s1 be the bordered subsurface of 9 which is the image of s by $. 
Then, from (iii) of Lemma A it follows that g1 is the closure of @i 
in F. Thus, g1 is an infinitely sheeted bordered surface whose border /3 
is an infinite spiral over ( w  ( = 1, and is the image of 8S by $(t;). 
Using (3.17) and (5.4), we see that as # traces out /3, its derivative 
along 8s satisfies 
I/;&J = r2AJq+ l 1 5 p[2A]+1)/2bl (5 E as). 
Let 
tJ = ; (1 + 2h - [2X]), 
A 
KG--, 
P 
and r(l) be the branch of cK in 
taking the positive real axis to itself. If 
(5.6) 
(5.7) 
77 - 
CL )1 (5.8) 
4*(c) = *, (pgUr(i)) (@I = P), 
where & is as in (4.1 I), then #* maps S* quasiconformally to the 
bordered surface P*, and $* sends t3.Y to the border ,8* of 9” which 
is again an infinite spiral over ) w  ) = 1, with derivative 
(1; E as*). (5.10) 
Let C, denote the finite c-plane and 
s, = c, - s*. (5.11) 
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If s(t) now represents the branch of 
S(l) = p/([211+1)3 (5.12) 
in S, which takes the negative real axis to itself, then from (5.7), (5.8), 
(5.11), and (5.12) we have 
$3,) = c, - s; a5 I I -ig= [2A2: 1 
1 5 pww+l))--1 ([ E as,). 
(5.13) 
Thus, if 5 is replaced by s(5) in I/J(~), then 
&cr> = 96-63) (5 E f%) (5.14) 
maps S, to 4, such that &S, goes into /?, and from (5.6), (5.13), and 
(5.14), we now have 
I $is,m = h I 5 IA--l (t: E as,). (5.15) 
One final adjustment is needed before we put S - Sr and S* 
together. Let 4(O) = w E 9; then Lemma A implies that w E &Vi so 
w E fl. Thus w lies above a point eia on the unit circle. Now, from (5.9), 
(4.8), and (4.11), it follows that if $*(c) were replaced by e&#*(t), 
then (5.10) would remain in force, but the origin would be sent to a 
point w* also over e $a. Thus, we weld P - Pr and S* together along 
/I and /I* with the point w E fi being identified with w* E fl*. We call 
the resulting surface B and define a mapping +({) of C, to 3 by 
&5) -1 +a = /e-i”lL*(I) : z “s*. (5.16) 
Then by (5.10), (5.11), (5.15), and the fact that the mappings agree 
at the origin, 4(c) becomes a homeomorphism of C, to B. From 
Lemma A, Lemma B, (5.9), (5.12), and (5.14), it follows that 4 is 
quasiconformal outside a bounded set. 
Letting n(p, a, 4) denote the number of times the value a is covered 
by + in 1 5 \ < p, again taking account of multiplicity, and kj (1 < j < 4) 
be the number of times the value aj appears in the sequence b, ,..., bltil+l , 
then we observe from (5.3) that 
~kj=[2x]+l; K,=l, (5.17) 
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and from (3.19), (4.9), (4.10), (5.3), (5.9), (5.12), (5.14), (5.16), and 
(5.17), we obtain 
nh a1 9 $1 ~ 2 sin 7rp + [2X] - 1 
PA 2rr 6% % 9 #> + 1 - 
PA 
--t [2h] 2kj 
(j = L., 9) (5.18) 
47, a, 4) 7A (a i a, ,..., a,) ’ 
asp+ co. 
Further, it follows from (3.18), (5.9), (5.12), (5.14), (5.16), and 
Lemma B, that if ~(5, c$) is the dilatation of + at 5, then 
meas(K: P(L 4) > 1) n (Cc - S*> n {I 5 I < ~~1) = 4~~) 
and we have uniformly 
p% P(C, 4) = 1. 
5ESf 
(P - a), (5.19) 
(5.20) 
The function C$ thus constructed will be used in Section 6 to show 
the existence of a meromorphic function f(z) satisfying (1.7). 
Only routine changes in the arguments of this section would be 
required to construct a surface 3 and a corresponding C$ for the case 
(1.6). Rather than duplicating our procedures, we merely note that 
in this case (5.7) would become 
p = ; (2 + 2x - [2X]), 
h KG---, 
CL 
and formulas (5.17) and (5.18) would be replaced by 
(5.17’) 
and 
j=l 
4% a19 4 - 2 
PA 
- PI 
2?r 
4% % 9 6) - + 2 sin 
PA 
--, [2A] 24 7rp 
--t 124 +2sz, 
(i = L, d (5.18’) 
6% a> 4 
PA 2a 
asp+ co. 
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6. COMPLRTION OF THEOREM 1 
We shall only complete the constructions corresponding to (1.7). 
The changes required for (1.6) will be obvious. 
Thus let B and + be as in Section 5 with (5.17)-(5.20) holding. 
Since + maps ‘Z3 homeomorphically to the plane, Y is simply connected. 
Therefore, there exists a conformal mapping f of (1 z 1 < R < CQ} 
onto Y. 
Define z = z(l) by z(C) = f-‘(C+(C)). Then z(l) is a homeomorphism 
of the I-plane to {I z 1 < R} which is conformal outside a bounded 
set in the l-plane. In fact, from (5.19) and (5.20) it follows immediately 
that (1 A) is satisfied. Thus R = co and f is meromorphic in the entire 
finite z-plane. We shall now apply (1.10) and (1 .l 1) to f. 
Let a #f(o), 9 ,..., a, be any complex value for which 
The fact that such a value exists follows from a classical result [19, 
p. 2761. 
Now, if c(z) is the inverse of z(t), and 
Dividing (6.3) by P& and using (l.ll), (5.18), and (6.2), we obtain 
n(y, 4 f) = 
PI + 1 
2?r P*Y~)(l + o(l)) (Y --t co). (6.4) 
From (6.1), (6.4), and the fact that T(r, f) tends to + co, it follows 
that 
T(y,f) = Py 1 1’ dy+ 41)) && 
0 
= PI +1 2?r (1 + o(1)) Jo9 p$) dx (Y + co). (6.5) 
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By the same token, we can compute the relevant quantities for f 
which correspond to (5.18): 
NY, a,,.0 = 2 sin yg;y - l qr, f) + o(W, f>) 
N(y, % , f) = ['y2;:iu" T(Y,f) + O(T(Y,f)) (j = L., $9 (6.6) 
N(y, 4 f) = T(y, f> + o(W, f>> (a f a1 >-.a, 4 
as r -+ oo. From (6.6), it is easy to compute the deficiencies 
S(a,,f) = 1 -ig WY, a, , 
f) _ 2 sin i7~ + [2X] - 1 
W,f) - [2d + 1 
S(u, ) f) = 1 - iiE WY, aj 9 f) = 
[2h] + 1 - 24 
++a W,f) [2q + 1 
(j = 2,..., q) (6-7) 
S(a, f) = 1 - E N$y,;:’ =o (a # u, ,-.-, a,). 
Thus, by summing in (6.7) and using (5.7) and (5.17) we obtain (1.7). 
As for the order of f, from (6.1) and the definition of N(r, a, f) it 
suffices to show 
i&Ii 1% 4y, 4 f> = h 
r-tm log Y w3) 
Let rm + co be a sequence of r values through which the limit 
(6.8) actually exists. Then there exist sequences 5, and X, such that 
y2(1 %I I> = I 5, II %n = I, I %L I = yen. (6.9) 
Choose m, sufficiently large so that, with G = 2 in (l.lO), we have 
2 _ E < 42te29 1 
z( tei 6) <2+E (0 < E < 1; t 3 I Cm,, I). (6.10) 
Then, if for each integer m > m,, an integer j, is chosen so that 
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we have from (6.9)-(6.11) 
log +m , j-9 a> 
log yna 
= ~l%lLnl +0(l) 
1% I 45*)1 
< 41% I Ln, I +im log 2 + 1% I Ln, I) + 4) \ (~,-l)log(2--E)+logl5,,1 (6.12) 
and an inequality similar to (6.12) in the opposite direction. Asj, -+ CO, 
we obtain the limit h which is thus the order of the function. 
Finally, we may easily remove the restrictions (5.1) and (5.2). In 
fact, given a prescribed set a, ,..., up., the conditions (5.1) and (5.2) 
are satisfied by the set #(ai),..., #(u,) for a suitable linear fractional 
transformation I/. If we use this sequence in place of a, ,..., a, in the 
above construction, then #-‘(f(x)) b ecomes a meromorphic function 
having the desired properties for Theorem 1. 
7. PROOF OF THEOREM 2 
Let r,. denote the closed Jordan curve in the c-plane which corresponds 
to the circumference {I z 1 = r} in the x-plane by the homeomorphism 
z = z(c). Then there exists rO < R such that for Y > r,, , r,. lies outside 
{I 5 1 < pO}. Henceforth, we shall suppose that Y > rO . 
We define the continuous functions 
P,(Y) = g$ I 1 Is P&) = p I 5 I, PdY> W(Y) = log - 
PI(Y) 
(7.1) 
I I 
and note that (1.11) is equivalent to the assertion 
W(Y) -+ 0 (Y -+ R). (7.2) 
In order to gauge the connection between the quantities r, pi(r), and 
pz(r), we define 
Q(yl , YJ = log e - log + = log # - log + (5 -=I rd. 
(7.3) 
We now recall some identities which will be needed in our frequent 
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changes of variables. To begin with, let 0 < E < 1; then for all 
P” > (1 + 4P’, 
2dog$< j”” janp(5,Z)3-$-$2?r(l +o(l))log$ 
0’ 0 
(5 = pei*; p’ -+ co). (7.4) 
Sincep(l;, 2) > 1, the left inequality in (7.4) is immediate. If (1 + 6)~’ < 
p” < 2p’, (7.4) g a ain follows readily since b’, 2~1 may be covered by 
R < (log(1 + c))-’ log 2 intervals [p’(l + ~)+l, p’(1 + l >i] (j = l,..., k). 
Suppose, finally, that p” > 2~‘. Then, choose k > 1 so that 2k-1p’ < 
p” < 2kp’ where 
28 257 ss (p(t, z) - I) * < E (s 3 P’). s 0 
Applying this on the intervals [2jp’, 2j+if’] (0 <J’ < k - 2) and 
(2k--lp’, p”), we see that 
0” 2T s s P’ 0 PG 4 * <2Tlog$+k. 
< 27r log 5 + 2c(log 2)-l log f , 
which yields (7.4). A s an immediate consequence of (7.4), we obtain 
LEMMA 1. There exists a function u(p) J 0 as p -+ co such that 
27rlog (5) < jD’ jeTp(S, z) * < (1 + o(1)) 2dog$ 
P’ 0 
(P’ - a, P” 3 (1 + 49 P’>. (7.5) 
Let D be a bounded region in the z-plane which avoids a neighborhood 
of x = 0, and let #(z) b e a locally integrable function defined in D. 
Then we define 
(7.6) 
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integration with respect to du(log 5) is similarly defined. If D corresponds 
to a region D’ which avoids a neighborhood of 5 = 0, then 
where 
du(log 2) 
Wag 0 
= Jr431 I$ Ip; (7.8) 
here J[z([)] denotes the Jacobian of z(t) at 5, which exists almost 
everywhere. A useful relation between the dilatation ~(5, z) and J[z(c)] 
will also be needed (cf. [13, p. 4401). Outside (1 5 1 < pO> z(5) has a total 
differential almost everywhere [2, p. 241, and if 5 is a point at which 
z(l) has a total differential, then 
(7.9) 
We now turn to the proof of Theorem 2. Given E (0 < E < l), 
we choose a positive number A such that 
log A >, 1500 e-3; (7.10) 
the letter A will be used throughout this proof to refer only to this 
constant. 
LEMMA 2. Let u(p) be as inLemma 1, andp’ > p,, , p” > (1 + u(p’))p’. 
Let the annulus cp’ < 1 5 1 < p”> be mapped on a region d(p’, p”) of the 
z-plane with logarithmic urea 
Then 
W, P”> = j-j- Wlog 4. 
dW*o’) 
2n log $- < (1 + 4)) W’, P”) (P’ + co). (7.11) 
Proof. Choose p’ so large that the image of {I 5 1 < p’] under z(5) 
contains z = 0 in its interior. Then for (almost all) p > p’, 
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We integrate (7.12) between p’ and p” and use (7.9) to obtain 
Then, using the Cauchy-Schwarz inequality, (7.13), and (7.7), we have 
(2~ log 5)" < D(P', P") jj ~(5, 4 do (log 0, 
r?'<lt/<o' 
and (7.11) follows at once from this and Lemma 1. 
In particular, (7.11) implies that R = co, where R is as in the state- 
ment of Theorem 2, for we may take p”/p’ as large as desired. 
LEMMA 3. Let Q(rl , r2) be as in (7.3) and A as in (7.10), with 
1 < r2/r1 < A2. (7.14) 
Then 
I Sk1 > r2)l G 4-l) + 42) + 41) P-1 -+ co>. (7.15) 
Proof. It is easy to obtain an upper bound for Q. We always have 
that pz(r,) + co as rr -+ co. Suppose that 
P&2) > (1 + +2(rlN Pz(~d. (7.16) 
Then Lemma 2 shows that 
and thus 
Qh 7 y2) G 41) k-1 + a). (7.17) 
If, however, (7.16) fails, it is immediate from (7.14) and the definition 
(7.3) of Q that (7.17) is still satisfied. 
The opposite inequality is harder. For r > r,, , we take a point X 
of r, and choose a continuous branch of log 5 for 5 E r, - A. Then 
if w = log 5, r, corresponds to a curve ?/r in the w-plane, and h 
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corresponds to the end points of y,, , say w  = b and w  = a with b - a = 
2ai. If w  = 5 + iq, then 
TjF 5 = log PI(Y), r zg? E = 1% P2k). , 
Let c and d be in 7,. such that 
We c = log p&), We d = log p,(r); 
we suppose that c separates d from b (with, perhaps, aI= c or d = b); 
the argument is similar if c separates d from b. We claim that 
2(~” + w~(Y))~/~ < j 1 dw I. 
yr 
(7.18) 
Indeed, let us reflect, in the segment We w  = log pr(r), that portion 
of yP which is between c and d, and then translate the portion of yr 
between d and b to the left by 2(log p2(r) - log pr(r)) = 24r). We thus 
obtain a curve y,.’ with the same length as yr , and y,.’ joins w  = a to 
w  = a - 24r) + 27ri, and (7.18) is proved. 
Using (7.18), we have that 
2(.rr2 + ~~(r))l/~ < I 1 dw 1 = s, 1 d log 5 1 
yr , 
The Cauchy-Schwarz inequality now shows that 
and so we may integrate between yl and y2 to obtain 
In order to analyze (7.19), we first suppose that 
P2@2) > (1 + 4PlW)) Plh) (7.20) 
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holds. Then we use (7.7)-(7.9) and Lemma 1 to obtain 
du(log 1) de dr 
da(log z) Y 
< 241 + 41)) (log * + 42) + 45,) 
(rl -+ co). (7.21) 
Because r,/r, satisfies (7.14), we may replace the first term on the left 
side of (7.21) by 27r{l + o(l)) log r2/rl + o(l), and thus (7.3) shows that 
Q(rl , r2) 2 o(1) - w(Y%) - w(rJ + (1 +$l)) 1” + dr (5 - a>. 
rl 
(7.22) 
Suppose, however, that (7.20) is not satisfied. Then, starting as in 
(7.21), but using (1.8) and the fact that u 4 0, we have 
4 277 l%(l + 4PlhN 
= o(1) b-1 - m>a 
Thus, log r2/rl = o(1) as yI + co, and hence (7.22) holds also, even 
if (7.20) fails. The lemma is now a consequence of (7.22) and (7.17). 
Let us now consider a value Y (Y > AY,) and show that O(Y) is small 
enough so that (7.2) is true. We use Ahlfors’s idea [I] of surrounding Y 
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by numbers rl and r2 for which w(Y~) and W(YJ are small. We obtain 
rl and lz by 
am = min 
A-‘r<e<r 
= 2w(r,) - f y -q dt (A-% < Y1 < r), (7.23) 
71 
(7.24) 
Then (7.17), (7.22), and the definitions of 71 and 72 imply that 
(1 + 4Nkw + 42)) G Tlk) + 72(r) (I + 00). (7.25) 
To estimate T1 and r2 from above, we introduce 
01(x, I) = sgn(x - I) $ j’ q dt 
7 
and suppose that TV > 0. By (7.24), 
(oL(X, t) + Ts(?))~ < 4W2(X) = 476% “2; r, , 
whence 
so that (7.10) leads to 
Since, if ~~(1) > 0, 
(7.26) 
(T1(f) + oL(X, I’))’ < 4W2(x) = 478% d(-$’ ‘)) YA-l < x < I, 
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we obtain in a similar manner that 
(7.27) 
and, of course, (7.26) and (7.27) are valid when either pi or V-~(T) < 0. 
We use (7.25) and find that if rl and ra are selected by (7.23) and 
(7.24), then 
Given 7 > l “/15, consider 
4, = {t; rl < t < yz , 4) > 4, A= s 
t-l dt. 
‘%I 
It follows from (7.17), (7.22), and (7.28) that if p is large, 
and thus 
A < rl-2 (3 e3 + o(1)). (7.29) 
Suppose that w(r) > q, where 7 is subject only to 77 > c3/15. Let 
(r’, r”) be a component of the open set E, which contains r. According 
to (7.281, ~1 , rz $ -7-C , so that rl < r’ < r < r” < ra , I = I = v. 
Since log(r”/r’) < d, we see from (7.29) that 
logy/r’) < q-2 (; 3 + o(l)), (7.30) 
and the definition (7.1) of w leads to 
w(r) < log f& = log * + W(F) + W(C) 
= log * + 29 (7.31) 
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If PI(f) 2 (1 + 4Pz(Y’))) P&Q we may use Lemma 2 and, noting 
(7.30), (7.31), deduce that 
w(y) < 27 + (1 + o(l)) log r’ 
< 27 + 7-Z (g 2 + o(1)). (7.32) 
If pl(r”) < (1 + o(ps(r’)) pz(r’), then (7.31) yields that 
w(y) < 27 + o(l) (Y + co). (7.33) 
We now take 7 = E, which if E is small is greater than 8/15. Then, 
for all large r, either W(Y) < 7, or else (7.32) or (7.33) is satisfied. Thus, 
w(y) < 3E + o(l), and since E is any positive number, we have (7.2). 
It is now easy to get (1.10). Let 0, [i , J& be as in the statement of 
Theorem 2 and r2 = [ x(&)1, rl = 1 x(&)1. Then, from (1.9), (7.1)-(7.3), 
and (7.15), we have 
P&d a = lim - 
‘l+m Pkd 
= lim ~0(y2~T1)+109(7*/rl) = lim ..,f& 
Yl-+rn Yl+= II 
which yields (1.10). 
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