Abstract
Introduction
As a business computing model, cloud computing is an extension of various technologies including distributed processing, parallel processing and grid computing. Thus, cloud computing represents a new stage in the development of parallel computing technology [1] . Cloud computing faces many problems, including resource allocation, that have yet to be solved. In cloud computing, the efficiency of resource allocation directly affects the performance of the entire cloud computing environment [2] . Because task scheduling in a cloud computing environment is an NP-complete problem, the development of a heuristic intelligent algorithm is an important direction in this field. In a previous study [3] , a modified particle swarm optimisation (MPSO) algorithm was applied for task scheduling in a cloud computing environment with the introduction of dynamic multi-group collaboration and a reverse of the flight of a mutation particle to coordinate the global search and local search, resulting in improved resource use. Another study proposed a resource allocation model based on ant colony optimisation that introduced the concept of entropy into the model to measure the uncertainty of the cloud resource [4] . In addition, a traditional genetic algorithm has been integrated into the task scheduling model in the cloud computing environment to improve the quality of service and the fitness function; however, it is common to encounter issues such as local optimisation [5] . In the present study, we resolve the disadvantages of the particle swarm optimisation (PSO) algorithm, describing an improved particle swarm optimisation (IPSO) algorithm capable of identifying an optimal solution for the cloud resource scheduling problem using the fast convergence rate of the particle swarm algorithm. The velocity weight of each particle self-adaptively adjusts based on the fitness value of each 
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where MS is the execution time of the entire graph D A G . By calculating E S T , EFT , and L S T , the critical path of the entire graph can be obtained, which is the scheduling order of the critical tasks in the entire resource allocation schedule.
The Resource Scheduling Model in the Cloud Computing Environment
For cloud computing service providers, computing resources, such as virtual machines, have different computing powers and payment modes. The cost primarily depends on the computing power of the C P U , the memory size, and the bandwidth. Using the processing capability of the C P U as an index, a linear model can be selected to evaluate the cost, where 
where  is a random variable used to generate virtual machines with different processing capabilities and costs. The total cost is 
where  is a weighting factor used to measure the user preferences, i.e., the weight of the execution time and cost and 
where k is the current iteration number, c 1 and c 2 are the acceleration factors, ω is the inertial weight, and r 1 and r 2 are the random numbers in the range of 0 to 1.
The value of the velocity weight ω plays a role in balancing the global optimisation capability and the local optimisation capability. Therefore, we propose an IPSO that selfadaptively adjusts the value of the velocity weight ω when updating the position and velocity of each particle. The detailed procedure is as follows:
(1) Calculate the average fitness value of the particles in the swarm.
(2) Extract particles with fitness values greater than the average fitness value and calculate their average fitness value f av1 . The maximum value of the velocity weight is assigned to particles with fitness values greater than f av1 .
(3) Extract the particles with fitness values less than the average fitness value and calculate their average fitness value f av2 . The minimum value of the velocity weight is assigned to particles with fitness values less than f av2 . 
where ω min , ω max , and ω i refer to the weight value with the minimum velocity, the weight value with the maximum velocity, and the weight value with the velocity of the current particle, respectively . The IPSO procedure is shown in Figure 1 .
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Figure 1. Flowchart of the Ipso Algorithm
Ipso-Based Virtual Resource Scheduling
Resource allocation models (12) and (13) are based on the time and cost constraints. They are integrated with IPSO algorithm such that the resulting resource scheduling algorithm in the cloud computing environment can be described as follows: 
End
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Simulation Results and Analysis
CloudSim is a simulation software platform for cloud computing that was jointly launched by the University of Melbourne, Australia and Gridbus. Our simulation was performed on this platform. By rewriting the bindCloudletToVm method, an algorithm for scheduling different tasks was developed such that the task scheduling algorithm in the cloud computing environment based on the IPSO algorithm could be tested and compared with the results for task scheduling based on the PSO algorithm. We used the Windows 7 operating system with a 2.50 GHz Intel Core i5-2450M processor and 4 GB of memory. The number of resource nodes in the cloud computing system was 10. To make the results of the IPSO algorithm more convincing, we compared them to the results from the PSO algorithm using the same experimental conditions.
The curves for the optimal solution variations of the PSO and IPSO algorithms are shown in Figure 2 . The IPSO algorithm converged faster than the PSO algorithm. After 100 iterations, the IPSO obtained the optimal solution for resource scheduling in the cloud computing system, whereas the PSO algorithm required 250 iterations. This indicates that the introduction of a chaotic operation to the PSO algorithm ensures the diversity of the individuals in the particle swarm and prevents the emergence of local optimisations, leading to a better cloud resource scheduling solution. The curves for task completion time variation with 200 tasks randomly assigned to 10 resource nodes are shown in Figure 3 . When the number of nodes was increased, the competition for resources among the tasks was weakened. The task completion time was reduced for both the PSO and the IPSO algorithms, while the task completion time of the IPSO algorithm was relatively short. The comparison showed that the IPSO algorithm had a definitive advantage. 
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The costs of the PSO and IPSO algorithms for 10 nodes are shown in Figure 4 . The costs vary for different nodes, primarily because of their differences in processing capability. The IPSO algorithm had a better balance for the costs of the various nodes compared to the PSO algorithm. 
Conclusion
We proposed a resource allocation strategy for a cloud computing environment based on IPSO scheduling with dual constraints for time and cost. A particle swarm algorithm was introduced for scheduling resource allocation. Simulations showed that this algorithm could quickly and accurately allocate resources on virtual machines with a reduced total time for task scheduling in the cloud environment. In terms of the cost, the IPSO algorithm is obviously superior to the traditional PSO algorithm.
