AbstractÐWe develop an automatic text categorization approach and investigate its application to text retrieval. The categorization approach is derived from a combination of a learning paradigm known as instance-based learning and an advanced document retrieval technique known as retrieval feedback. We demonstrate the effectiveness of our categorization approach using two realworld document collections from the MEDLINE database. Next, we investigate the application of automatic categorization to text retrieval. Our experiments clearly indicate that automatic categorization improves the retrieval performance compared with no categorization. We also demonstrate that the retrieval performance using automatic categorization achieves the same retrieval quality as the performance using manual categorization. Furthermore, detailed analysis of the retrieval performance on each individual test query is provided.
INTRODUCTION
T EXT categorization has recently become an active research topic in the area of information retrieval. The objective of text categorization is to assign entries from a set of prespecified categories to a document. A document here refers to a piece of text. Categories may be derived from a sparse classification scheme or from a large collection of very specific content identifiers. Categories may be expressed numerically or as phrases and individual words. Traditionally this categorization task is performed manually by domain experts. Each incoming document is read and comprehended by the expert and then it is assigned a number of categories chosen from the set of prespecified categories. It is inevitable that a large amount of manual effort is required. For instance, the MEDLINE corpus, which consists of medical journal articles, requires considerable human resources to carry out categorization using a set of Medical Subject Headings (MeSH) categories [13] .
A promising way to deal with this problem is to learn a categorization scheme automatically from training examples. Once the categorization scheme is learned, it can be used for classifying future documents. It involves issues commonly found in machine learning problems. Since a document may be assigned to more than one category, the scheme also requires the assignment of multiple categories.
There is a growing body of research addressing automatic text categorization. For instance, a probabilistic model, in the early work of Lewis [10] , makes use of Bayesian independent classifiers for categorization. He mainly studies the effect of feature selection and clustering on the automatic categorization of newswire articles. Masand et al. [12] adopt a memory-based reasoning strategy to classify news stories. After k best documents are retrieved, the weight of the associated categories are obtained by summing similarity scores from the near matches. Yang [22] develops a technique known as Expert Network. This network links the terms in a document with its categories and there is a weight on each link. Both approaches of Masand et al. and Yang are similar to our approach in that these are based on variants of the nearest neighbor algorithm. However, they do not mention a model for parameter selection. Other methods such as decision trees [1] , linear classifiers [11] , context-sensitive learning [3] , and learning by combining classifiers [9] have also been proposed. These approaches typically construct a classifier for each category and the categorization process becomes a binary decision problem for the particular category. In contrast, our approach learns all the categories for a document at one time. More recently, Lewis et al. [11] compare three categorization algorithms: Rocchio's, Widrow-Hoff and Exponential Gradient on the Heart Disease subset of a MEDLINE test collection. Yang [23] also tests her Expert Network method on the same Heart Disease collection as well as a different MEDLINE test collection. We compare our categorization results to theirs in a later section. More recently, Lam and Ho have investigated an approach based on generalized instance sets [7] .
All recent efforts on automatic text categorization have focused on the categorization task alone. One useful application for automatic categorization is to support effective text retrieval. Apart from studying the effectiveness of automatic categorization directly, the second objective of this paper is to investigate the application of this categorization process to text retrieval. In particular, we wish to study whether the automatically assigned categories will improve the retrieval performance compared with no categorization. We also investigate whether automatic categorization will improve, reduce or have no effect on the retrieval performance achieved using manual categorization. Furthermore, we analyze the retrieval performance on the basis of each individual test query to gain insight on the interaction of our automatic categorization and our text retrieval approaches. This paper is organized in two parts: Part I focuses directly on the automatic categorization approach and Part II focuses on the application of categorization to text retrieval. For Part I, a description of the categorization approach is given in Section 2. The following section discusses different categorization quality metrics. This is followed by a section presenting the experimental results for automatic categorization on two document collections, namely, the HERSH [5] and the OHSUMED [6] test collections. For Part II, Section 5 presents the text retrieval approach based upon the automatic categorization approach. It is followed by a section describing a series of text retrieval experiments on the HERSH corpus. Finally, Section 8 provides the conclusions of this paper. The basic component of the automatic categorization approach consists of two processes, namely the category extraction process and the parameter selection process. The category extraction process is responsible for extracting the appropriate categories for an input document. Central to this process is a category learning model. This model provides an algorithm to identify categories for a new document from a collection of existing precategorized document examples. We propose an approach derived from a combination of a machine learning technique known as instance-based learning and a text retrieval technique known as retrieval feedback. Retrieval feedback has been discussed in [2] , [4] , [15] , [18] , [19] . It is a technique that is different from the traditional relevance feedback technique. Essentially, retrieval feedback supports a kind of automatic query refinement procedure which does not require manual relevance judgments from users as in traditional relevance feedback. Many existing approaches build a separate classifier for each category. A new document is processed by each classifier to determine if the corresponding category is appropriate. In contrast, our approach operates at the document level. A set of categories is identified for a document in a single run. The category extraction process operates according to the category learning model. The learning model requires some operational parameters which will be selected in advance by the parameter selection process. This process also makes use of the same category learning model embedded in the category extraction process. We pose this parameter selection task as a simple optimization problem. Specifically, the parameters are chosen so that the performance of the categorization process, measured by a metric, is optimized. We use a tuning set approach to achieve this task.
The interaction of all the components in our categorization approach is illustrated in Fig. 1 . For a given domain, we first invoke the parameter selection process to determine the appropriate parameter values. This step is carried out only once off-line at the beginning. After this step, we can determine the categories for a new document via the category extraction process which can be done efficiently on-line. The category learning model will be presented first since it is used in both processes. Then it is followed by a description of the parameter selection process and the category extraction process.
The Category Learning Model
Recall that the objective of this model is to select the appropriate categories for an input document. We adopt an extension of instance-based learning. There is a collection of precategorized documents used for training. Each document contains a free-text portion (typically the title and the abstract) and a set of categories that have been manually assigned. A document in the training collection is considered as an instance or exemplar represented by Y g where and g denote representations of the free-text and the categories of the document, respectively.
We adopt the vector space technique as the central representation framework for our model. Thus, is a vector of terms:
where p is the total number of unique terms in the collection's free-text domain and t i is the weight reflecting the relative importance of the term i for characterizing the document. Standard automatic document indexing techniques in information retrieval can be employed to extract terms from a document. Typically, a term can be a word or a phrase aside from common function words such as ªthe.º Word stemming can be applied in the term extraction process. Our category learning model imposes no restriction on word stemming methods. Similarly, g is a vector representing the categories assigned to the document.
where i is the weight for the category i and q is the total number of unique categories.
A number of weighting schemes can be used for the vectors and g. For instance, we can use the product of term frequency and inverse document frequency as the weight for the terms in . Term frequency is the number of occurrences of a term in a document. Inverse document frequency is related to the rarity of a term in a document collection. More details of these two quantities can be found in [17] . For the vector g, we can use the category frequency as the weight. Usually the category frequency is binary. Both vectors are normalized before any further processing is done.
Let denote an incoming document which needs to be categorized. Since the free-text of the document is available, we represent by a vector of terms:
where s i is the weight for the term i in . Here, the weighting scheme must be the same as the one used in the representation of . The vector should also be normalized.
As in instance-based learning, this document is matched against each instance (i.e., document) in the training collection according to a similarity function Á. This function Á produces a score for each training document instance. The higher the score, the higher is the similarity between and a document instance. A simple and effective choice of this function is:
Note that both vectors and have been normalized before the calculation. Based on this score, we rank the document instances in descending order. In instance-based learning, the categories associated with the most similar document (i.e., the highest score) are the learned categories for . Instead, in our approach, we gather the top x document instances to form a set É (note that jÉj x). Then, the categories associated with the documents in É are further considered.
If we think of document as a query, the set É can be viewed as a set containing the x most relevant documents retrieved for the query . In retrieval feedback, a query is automatically refined or expanded using the terms in É. For our categorization task, we wish to find the appropriate categories for the query (i.e., document ). Inspired by the retrieval feedback technique, we expand the query with categories selected from those associated with the documents in É. To do this, a weight H i is first calculated for each category i associated with É. This weight is computed by:
where ki is the weight of category i in the kth document in the set É. We rank the categories according to two criteria. First the categories are ranked in descending order by the number of documents, x, in É in which they occur. Next they are ranked in descending order of the computed weight H i . Finally the top w categories are extracted as the learned categories for the document .
Note that x and w are the two parameters involved in the learning process. In the category extraction process, a selected value for each parameter is required. Instead of using arbitrary values, we propose a parameter selection process where good values for the parameters are determined in advance. This also allows the parameters to capture the characteristics of the document collection.
The Parameter Selection Process
The purpose of the parameter selection process is to determine suitable parameter values to be used in the category extraction process. We make use of a tuning set approach to achieve this. It is able to capture specific distinct characteristics of the document collection. This process is conducted off-line and needs to be performed only once for a given document collection.
Recall that we gather a set of documents with known categories as a training document collection. This training document collection is further partitioned into two parts. One part, denoted by Ç, is treated as the set of exemplars. The other part, denoted by Â, is the tuning set. Each document in Â is categorized based on the exemplars in Ç using the same categorization learning model described above. Since the correct categories (i.e., manually assigned categories) are available for the documents in Â, we can measure the categorization performance by comparing the learned categories and the correct categories using a quality metric. This allows us to evaluate the categorization performance for a particular choice of parameters. We repeat this tuning process in a systematic way for different combination of parameters. The algorithm for this parameter selection process is summarized as follows:
1. Choose an initial set of parameter values.
For each document in Â.
a. invoke the category learning model using the exemplar set Ç.
3. Evaluate the overall category performance using a quality metric. 4. Update the best parameter values if a better performance is found. 5. Choose the next set of parameter values, 6. Go to step 2, unless a termination criterion is reached.
For step 5, there are a variety of ways to choose the next set of parameters. In our experiments, we use a generateand-test scheme which basically selects parameter values within a specified range in a predefined manner. More advanced schemes can be adopted such as the hill-climbing scheme and the best-first search scheme. In step 3, we need a quality metric to measure the categorization performance. Several quality metrics are proposed, namely, the Category Perspective Metric, the Document Perspective Metric, and the Decision Perspective Metric. These metrics will be described in the next section.
The Category Extraction Process
This process is responsible for extracting the categories for a newly arrived document. Usually we need to accomplish it in an on-line fashion. As illustrated in Fig. 1 , we make use of the category learning model to learn the desired categories. The parameters in the learning model should have been previously computed in the parameter selection process.
We evaluate the categorization performance using a new set of documents as the test collection which is different from the training collection. For our test collections, the correct (manually assigned) categories are also known for each of these documents. Therefore, we can measure the categorization performance by comparing the categories learned with the known categories using a quality metric. Similar to the parameter selection process, a variety of quality metrics can be used. However, it is essential that the metric in the parameter selection process stays consistent with the metric used in the evaluation process. We maintain this consistency within each experimental run.
CATEGORIZATION QUALITY METRICS

Category Perspective Metric
This evaluation metric operates with the category as the focal point. For each category, the categorization goal is viewed as a binary classification problem. Given a category, the algorithm decides whether each document is in or not in this category. With a single category as the focus, let:
. the number of documents assigned to the category both manually and automatically. . the number of documents assigned to the category automatically but not manually. . the number of documents assigned to the category manually but not automatically.
Then, two common measures, namely recall () and precision ( ) can be defined as:
We use the F-measure, a weighted combination of recall and precision proposed in [11] , as the basis of our quality metric:
A common usage of this measure is to set to 1. Hence,
The p I score is computed for each category in the domain and these scores are averaged to determine the mean p I score. Since this score averages performance across categories, we refer to this metric as the Category Perspective Metric.
Document Perspective Metric
This evaluation approach has been adopted by Yang and Chute [21] . Here the categorization results are assessed with the document as the focal point. Since categories are associated with each document with a certain strength (see (1) ), all categories may be ranked in the context of each document. The greater the ability to rank manually assigned categories higher than others, the better is the categorization technique. A summary measure assessing this ability is the 11-AvgP (11-point average precision) score or 10-AvgP (10-point average precision) score [16] . Both scores assess the ranking of categories for each document and then take the average across documents. In our experiments, we compute both 10-AvgP and 11-AvgP scores.
Decision Perspective Metric
This evaluation scheme derives from the early work of Lewis [10] . Given a document and a category, a categorization decision is made to determine whether or not to assign this category to the document. When automatic categorization is conducted, a number of these decisions are made. Out of these decisions, some may match with the manual decisions, while others may not. This metric compares the automated decisions with the manual ones. An ªassign-mentº is defined as the positive decision to assign a category to a document. Let
. p the number of correct assignments made automatically.
. q the number of assignments made automatically.
. r the number of assignments made manually.
Then, we can define ªmicro recall,º ªmicro precision,º and ªmicro p measureº as follows:
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The current literature does not yet indicate which of these three metric perspectives is the most appropriate for text retrieval. Thus, we use all three perspectives with the expectation that our retrieval experiments will offer some insights on these options.
EXPERIMENTAL RESULTS ON CATEGORIZATION 4.1 The HERSH Corpus
We conducted a series of experiments using 2,344 medical documents from the MEDLINE database referred to as the HERSH corpus [5] . The documents cover a variety of areas in medical field. Each document includes a free-text portion and a set of manually assigned MeSH (Medical Subject Headings) categories. In our experiments, individual words are extracted from the MeSH phrases and then stemmed. Henceforth, we refer to these stemmed words as our ªcategories.º This approach is justified since our retrieval strategy operates at the level of word stems. We conducted automatic categorization on this collection and evaluated the performance of the categorization process.
We randomly divided the HERSH corpus into two partitions, namely the training collection, referred to as TR, of 586 documents and the test collection, referred to as TE, of 1,758 documents. The division of this corpus is the same as the experiments done by some previous work such as [21] , [22] so that performance comparison can be made. To make use of the training collection TR in the parameter selection process, we further divided it randomly into two sets. The first set containing 146 documents is the set of exemplars (Ç) for training. The other set containing 440 documents forms the tuning set (Â). We make the size of Â be three times of the size of Ç since the size of TE is three times of the size of TR. After the parameter selection process, the whole training set of 586 documents was used as the set of exemplars for categorization. To evaluate the categorization performance, we used the test collection TE. We conducted some experiments under each quality metric mentioned above and the results are presented below.
Category Perspective Results on the HERSH Corpus
Three experimental runs labeled C0, C35, and C50 were conducted. They differ in the pool of categories involved. The C0 run involves all manually assigned categories which exist in both the set of training collection TR and the test collection TE. The C35 and C50 runs limit the category pool in C0 to those which occur in TR with a document frequency greater than 35 and 50, respectively. Document frequency is the number of documents to which a specific category is assigned. Table 1, Table 2, and Table 3 present the mean p I scores obtained for all different parameter combinations for the C0, C35, and C50 runs, respectively, in the parameter selection process. The parameter w ranges from 10 through 60 in steps of 10 while the parameter x ranges from five through 30 in steps of five. The tables indicate that the desirable values for x and w are five and 50, respectively, for the C0 run, five and 40, respectively, for the C35 run, 30 and 20, respectively, for the C50 run. These parameter values were used in the final categorization process. Table 4 summarizes the results achieved in both the parameter selection and categorization processes for all three experimental runs. The size of the category pool diminishes drastically from C0 to C35 and above. It can be seen from this table that as the frequency threshold on the category set increases, the p I score improves.
Document Perspective Results on the HERSH Corpus
In this perspective, all categories are ranked in the context of a document, thus, the parameter w has no relevance. Table 5 presents the parameter selection process based on the Document Perspective Metric. The ALL run represents the experiment concerning all categories appearing in either the training or the testing document collection. The TRN run represents the experiment concerning those categories appearing in the training document collection. In both experiments, the optimal parameter value for x was 15 after the parameter selection process. Table 6 summarizes the runs based on the Document Perspective Metric. For the ALL run, the 10-AvgP and the 11-AvgP for the testing collection are 0.4326 and 0.4789, respectively.
Decision Perspective Results on the HERSH Corpus
Similar to the Category Perspective Metric, three different experimental runs, L0, L35, and L50 were conducted based on the same pool of categories as used in the C0, C35 and C50 runs, respectively. Table 7, Table 8 , and Table 9 show the mean micro p I scores achieved for L0, L35, and L50 runs in the parameter selection process. From the tables, the optimal values for x and w are 15 and 30, respectively, for the L0 run, 15, and 20, respectively, for the L35 run, 15, and 20, respectively, for the L50 run. Table 10 gives the summary of the parameter selection and categorization evaluation runs based on the Decision Perspective Metric. The table includes microrecall and microprecision scores. Once again it is clear that the scores improve as the frequency threshold increases.
The OHSUMED Corpus
We conducted a series of experiments using a much larger document test corpus known as OHSUMED [6] . The OHSUMED corpus was divided into a training collection and a test collection chronologically. We used 183,231 documents from 1987 to 1990 as the training collection and it is also used for the parameter selection process. The documents in 1991 were used as the test collection. Of the 183,231 documents in the training collection, we further divided it into two sets for the parameter selection process. The first set, which consists of 133,750 documents from 1987 to 1989, was used as the set of exemplars (Ç) for training. The other set, which consists of 49,481 documents from 1990, was used as the tuning set (Â).
Experimental Results on OHSUMED
The experiment for the OHSUMED corpus was conducted using the Category Perspective Metric. We limited the category pool to those which occur in the corresponding exemplar set with a frequency greater than 75. Table 11 presents the mean p I scores obtained for all different parameter combinations tested in the parameter selection process. It indicates that the desirable values for x and w are 20 and 30, respectively. These parameter values were used in the categorization evaluation process. Table 12 summarizes the results achieved in this experiment. It shows that the mean p I score for the categorization process is 0.441.
Comparative Performance
Yang did a similar experiment for the HERSH corpus using the same training and testing collections [22] . The 10-AvgP obtained by Yang based on document perspective was 0.349. Compared with this result, our performance is quite encouraging since the 10-AvgP of our approach is 0.4326. However, a difference in our studies is that Yang uses the complete MeSH phrase as a single category. In contrast, our categories are the single word stems generated from the MeSH phrases.
For the OHSUMED corpus, Lewis et al. conducted an experiment using the same training and testing collections on categories associated with the Heart Disease [11] . They obtained an p I score of 0.53 based on category perspective using the Widrow-Hoff algorithm. Yang also conducted an experiment on the same corpus and partition using LLSF technique [23] . The p I score obtained was 0.55. However, both Lewis and Yang used only 119 categories associated with the Heart Disease in their experiments while we used the whole set of 2,725 categories in our experiment.
Comparisons are difficult since we work with the complete OHSUMED collection. Moreover they used phrases as categories while we adopt a word stem approach, since our focus is on retrieval based on word stems.
PART II: CATEGORIZATION FOR TEXT RETRIEVAL
The automatic categorization method described in Part I can support a variety of applications such as text classification [9] , text filtering [14] , and text retrieval [18] . In the second part of the paper, we investigate the application of automatic categorization to text retrieval. Text retrieval aims at retrieving relevant documents from a document corpus given a query expressing the information need of a user. We compare text retrieval performance using documents that are automatically categorized with performance using manually categorized documents. We also assess retrieval performance against a baseline which has no categories in its documents.
Document and Query Representations
Similar to categorization, documents and queries in text retrieval are represented by vectors. However, the representation and manipulation of vectors are different from the ones used in categorization.
Each document h is represented by two vectors, namely the free-text vector and the category vector. The free-text vector is derived from the free-text portion of the document (e.g., the title and the abstract). The category vector is derived from the categories assigned to the document. In essence, a document is represented as follows:
where d ij represents the weight of term j in h i and p is the vocabulary size of the free-text portions of all documents in the corpus. Similarly, ij represents the weight of category j in document h i and q is the vocabulary size of all categories. We choose this representation scheme for retrieval purposes based upon our previous work [18] . However, this technique has previously assumed the manual assignment of categories to each document. Instead we now apply the automatic categorization technique described in Part I so that the manual assignment step can be eliminated. This is particularly useful when human experts on categorization are not available or not affordable.
Each query, similar to a document, is represented by a free-text vector and a category vector. The free-text vector is constructed by the same method used for the free-text vectors of the documents. Since the natural language queries do not arrive with search criteria identified, we use two different ways to design the category vectors for queries:
. Simple-Query design: The query's free-text vector is copied to form the query's category vector. . Advanced-Query design: The query's category vector is constructed by applying the category learning model described in Part I. More specifically, the freetext vector is used to conduct an initial retrieval run on the corpus. The top documents retrieved are analyzed in terms of their categories. From these, the top categories are extracted to form the category vector. This strategy was explored successfully for the MEDLINE collection in our previous work [18] .
There are some points to note about our advanced query representation strategy. The categories assigned to the query depend upon the manual categorization decisions made in the training set. Thus, if a category that is important for the query seldom appears in the training set, then it is likely to be absent in the query representation. This is a limitation of the categorization method and of any other method which is founded on instance-based learning. Similarly term ambiguity in the query, such as homonyms, creates additional challenges that are not addressed in this categorization approach. It is quite likely that ambiguity in the query may limit performance with automatic categorization when compared with manual categorization.
The Retrieval Model
The retrieval step is conducted by computing the similarity between a document h and a query as follows:
where h freeÀtext and h tegory are the free-text vector and the category vector for h, respectively. Similarly, freeÀtext and tegory are the free-text vector and the category vector for , respectively. " is a parameter that allows one to control the relative emphasis on the two types of vectors during retrieval. This technique allows the retrieved documents to be ranked against the query. In each retrieval experiment, the documents are ranked with respect to each query. To evaluate the retrieval performance, we compute the average of precision scores of all queries at 11 recall points starting from 0.0 to 1.0 in steps of 0.1. Then the average of these 11 precision scores is computed to get a single measure. This measure becomes the 11-point average precision (11-AvgP) score for evaluating the retrieval performance. This averaging technique yields macro average data wherein each query is allowed to contribute equally to the overall performance score for the system [16] .
EXPERIMENTAL DESIGN
The HERSH corpus in the categorization experiment in Part I was also used in our text retrieval experiment. The automatic categorization strategies that yielded the best performance in Part I form the basis of our retrieval experiments. The retrieval experiment was conducted on the test collection subset (TE) composed of the 1,758 documents from the HERSH corpus. In Part II here, we refer to this collection as the RTT (ReTrieval Test) collection. The HERSH corpus is accompanied by a set of queries which are in the form of simple natural language expressing an information need. For each query, there is a set of relevant documents which have been manually judged. Thus, the retrieval performance can be measured by comparing the documents retrieved by the system and the ones manually judged. We chose those queries that have at least one relevant document in the RTT collection. There are 73 queries satisfying this requirement. Some sample queries are shown as follows:
. The use of intravenous gamma globulin for treatment of or prophylaxis against infection with either cytomegalovirus or herpes zoster. . Multiple myeloma that is refractory to the standard treatment of melphalan and prednisone, the use of radiation therapy for bone involvement.
The best strategies within each of the three evaluation perspectives: Category, Decision, and Document were tested for retrieval performance. Each strategy is assessed against two baselines:
1 . Baseline 1 (B1): Retrieval without MeSH categories (i.e., retrieval using free-text alone). . Baseline 2 (B2): Retrieval using free text and manually assigned MeSH categories.
To conduct text retrieval experiments, we make use of the SMART system [16] since it supports the vector space model.
Document Representations
SMART allows a wide variety of weighting schemes for computing term weights. Each scheme is represented by a triple: efg. e represents the term frequency component, i.e., the number of times the term occurs in the document. f represents the inverse document frequency component which increases with the rarity of the term in the database. g represents the normalization component for the length of the document. Based on results from our prior experimentation with the same test corpus [18] , [20] , we used the atn schemes for documents: a stands for augmented term frequency, t represents the inverse document frequency factor, and n represents no normalization for length. If we describe this scheme more precisely, the weight of a term in a document is given by:
where is the number of documents in the RTT collection; n is the number of documents which contain the term being considered; tf is the frequency of the term in the document; and m is the maximum tf value for the current document. The objective of division by m is to normalize the term frequency by the maximum tf observed in the document. The term logan corresponds to the inverse document frequency weight. A total of nine different document representations were tested. All representations include a free-text vector. The difference is in their MeSH category vectors:
. 
Query Representations
Each of the 73 test queries arrives as a simple natural language expression of an information need. Some queries are expressed in full sentences, others are incomplete. In each case, a free-text vector was derived analogous to the document representation in (3). Based on our previous work [18] , term weights were determined using the atc scheme in SMART. This is similar to atn used in document representation due to at being in common. The difference is that term weights, due to the c factor, are normalized by the following factor:
where t i is the weight of the term i in the query and p is the size of the free-text vector.
Retrieval Strategies
Given that a retrieval strategy may be defined as a combination of a document representation strategy and a query representation strategy, a total of 17 retrieval strategies were tested. Each of the eight document representations involving both the free-text and the MeSH category vectors may be combined with both the SimpleQuery design and the Advanced-Query design. The Baseline 1 strategy involves only free-text. The two parameters and used in the Advanced-Query design were each varied independently across 5, 10, 15, and 20. The parameter " was varied across 0.75, 1.00, 1.25, 1.50, 1.75, 2.00. Thus, a total of 96 different parameter combinations were tested in experimentation involving advanced queries. For the Simple-Query design, the only parameter involved is " and, thus, six parameter combinations were tested. Table 13 shows the retrieval results measured by the 11-AvgP score for the IU different retrieval strategies tested. The table includes the scores for the Baseline 1 (B1) and Baseline 2 (B2). The Baseline 2 scores reported are different for the Simple-Query design and the Advanced-Query design options. Note that although these two design options have identical document representations, they differ in their query representations. The remaining rows represent performance for different automatic categorization strategies. For example, row 11 reports the results when the best document categorization strategy in Part I under the C0 framework is combined with the Advanced-Query design.
RETRIEVAL RESULTS
This yields a 11-AvgP score of HXSTIW which offers a significant (WXQ perent) improvement over the Baseline 1 performance (HXSIRQ) while being significantly worse (ÀUXW perent) than the Baseline 2 performance of HXTHWV. This row also indicates that the query was created using the query's initial free-text vector to retrieve the top 20 documents. Then, the MeSH categories assigned to these 20 documents were analyzed and the best 20 were used to create the query's MeSH category vector. It also indicates that the parameter " in (4) was set to 1.25 during retrieval.
It can be seen from Table 13 that the manual strategies (rows 2 and 10) are significantly superior to the Baseline 1 strategy. This is consistent with previous results suggesting that MeSH should not be ignored during retrieval [18] . Similarly, there is a 9.5 percent improvement between manual strategies when one moves from simple to advanced queries. This result is also consistent with previous studies which have shown that investing in retrieval feedback for query design yields good returns [18] .
As regards the automatic strategies, we continue to see improvements when moving from the Simple-Query design to the Advanced-Query design. The best Simple-Query performance is 0.5106 and that for Advanced-Query is 0.5619 (10.0 percent improvement). The table indicates that automatic categorization performs worse than manual categorization. Further analysis of the underlying vocabularies yields the explanation for this. Specifically since automatic categorization is done based on a set of exemplar documents, the categorization vocabularies (free-text and MeSH) for the automatic collection are limited to the vocabularies of the training collection. However for the manual runs, the vocabularies come from the original vocabulary set of much larger size. Thus, for example, the MeSH category vectors assigned manually (rows 2 and 10) for the RTT collection were generated using a MeSH vocabulary of 2,968 word stems. However the MeSH category vectors generated automatically for the same collection were produced from the 586 documents in the training collection of the HERSH corpus from Part I. This MeSH vocabulary base contains only 1,604 word stems. This difference in underlying vocabularies may explain the difference in performance. In order to conduct a more meaningful comparison, we repeated our retrieval experiment involving the 17 retrieval strategies by controlling for this vocabulary difference. In other words, the MeSH categories not existing in the training collection were removed from the manually generated representations for RTT documents. Table 14 presents the result for this second set of retrieval runs. This table indicates that when vocabulary differences are controlled, all automatic retrieval runs are better than retrieval without MeSH. 2 Both simple and advanced queries show better performance than the results without controlling the vocabulary differences. 
Effect of Parameter Values on Retrieval Performance
The results in Table 13 and Table 14 reveal only a piece of the picture regarding retrieval. In particular each row presents only the best performance achieved over all the parameter combinations (, , and " where relevant) tested for that row. In the Advanced-Query design, is the number of top ranking documents examined, is the number of MeSH categories added to the query and " participates in all retrieval processes where both free-text and MeSH are involved. For example the 0.5448 score of row 4 in Table 14 represents the best result over six parameter " values. Similarly, the 0.5754 score of row 12 represents the best from 96 parameter combinations tested under the ªC50 Advanced Query framework.º To get a more complete picture we now present a query-by-query analysis that explores the effect of parameter combinations on retrieval performance. We explain our analysis strategy with reference to Table 15 . This table provides the results of a query-byquery statistical analysis of the 96 parameter combinations tested for C0 combined with the Advanced-Query design. It compares retrieval performance achieved using the automatic strategy with the retrieval performance achieved using the baselines B1 and B2. The ª+º sign indicates that the automatic strategy is significantly better than the corresponding manual strategy statistically. The ªÀº sign indicates that the manual strategy is significantly better than the automatic strategy statistically. The ª=º sign indicates no significant difference between the two statistically. The statistical analysis is based on a query-by-query analysis using the Wilcoxon signed rank test. Straightforward counts indicate that C0 is always significantly better than the B1. Moreover it is better than the B2 in 43 cases, worse in 44 cases and equivalent in the remaining nine cases. Thus, it can be observed that within the ªC0 Advanced-Query designº framework, the automatic strategy always performs better than the baseline retrieval with no MeSH involved. Also, across all 96 parameter combinations tried, automatic categorization is equivalent to the Baseline 2 manual categorization. Table 16 provides the query-by-query analysis for C35. This table shows that C35 also possesses a similar balance by being better in 45 cases of the parameter settings and worse in 51 cases. We perform the query-by-query analysis only for the situation where the vocabularies are controlled. Table 17 shows a summary of the comparison between B2 and different automatic categorization strategies tested for retrieval. It should also be noted that the automatic strategies are almost always significantly better than B1 statistically. Table 17 provides some interesting results in that it allows us to differentiate between perspectives. It is clear that C0 and C35 are distinct from the remaining perspectives. In fact the Decision and Document perspectives yielded poor results based on a query-by-query analysis. If we consider that behind each query lies a distinct user, this study recommends the use of the Category Perspective Metric over the other metrics for text retrieval for the HERSH corpus.
Summary of Retrieval Results
Text retrieval is one of several possible motivations for automatic text categorization. In this Part II experiment, we study the impact of our text categorization process on retrieval effectiveness. The objective is to determine if the categories automatically assigned to the MEDLINE documents are beneficial to users looking for relevant information. The results indicate that automatic categorization with MeSH is certainly better than ignoring MeSH for the documents entirely. Moreover, we show that if the category perspective (C0, C35) is used during the parameter selection phase, automatic categorization is as beneficial for retrieval as manual categorization. This equivalence is of course observed within the constraints of the experiment and the constraints of the categorization method itself. For example, an obvious advantage of the manual process is the ability to add brand new MeSH categories to a current document/query. In contrast our instance-based categorization method is limited, in design, to categories in the training set.
CONCLUSION
We develop a new approach to automatic text categorization. Once the categorization model is learned, it can be used for classifying future documents. The categorization approach derives from a machine learning paradigm known as instance-based learning and an advanced document retrieval technique known as retrieval feedback. We demonstrate the effectiveness of our categorization approach using two MEDLINE test collections namely the HERSH corpus and the OHSUMED corpus.
Apart from developing an automatic categorization approach, we also investigate the application of this categorization process to advanced text retrieval. Our experiments clearly indicate that the categorization process is effective. It improves the retrieval performance compared with no categorization. It also achieves the retrieval performance equivalent to the results using manual categorization. This is concluded on the basis of analyzing the retrieval performance for each individual test query statistically. Moreover, our study indicates that the Category Perspective Metric is the one most suited for text retrieval for the HERSH corpus. Finally, this paper shows that automatic categorization is effective for advanced text retrieval. A future extension is to investigate the feasibility of applying automatic text categorization to our document filtering systems [14] , [8] . 
