presented to the user. A similar problem also existed in our modeling approach for multi-stage modeling of a functionalized nursing bed we have already presented in [3, 4] . The model is used to support the functionalization of a nursing bed by force cells [5] . For this purpose, initial simulations can be performed. Among other things, the effect of different positions and actions of a person in the nursing bed on the sensor signals can be simulated. The proposed model is divided into three submodels and combines models of the human, the furniture (in our scenario a nursing bed) and the sensors. This allows to simulate the entire system as well as to simulate an individual subsequence with the model parts. Currently, the modeling approach has been implemented with MathWorks Matlab as software development environment. However, the representation of the human model and its movements in Matlab is not sufficient as shown in Figure 1 Abstract: In biosignal processing, the importance of modeling and simulation to assist the development of methods, algorithms and systems is increasing. However, models and simulation environments may also be used in the later application, e.g. to enable physicians, therapists and nurses to provide assistance in treatment. Most of the time, however, the difficulty is to implement and apply the rather complex model data or to evaluate the output of the model. For this purpose, the paper presents a method that intelligibly prepares the input data of a biomechanical model for the end user using a game development environment.
Introduction
Model driven development is well known in the automotive or aerospace industries and is considered state of the art there. In the field of biosignal processing, this development approach has only been used recently, e.g. in modeling approaches in the area of occupancy sensing systems [1] or to model physiological time-series data [2] angled, left leg stretched) [3] and 2. From the figures it becomes clear that it can be very difficult to discern which position the human has assumed in the model or which action was performed. Even recognizing the human in the figure without additional information could be difficult.
To overcome this drawback, we present an approach to visualize our stickman model data and data from our database "MoveHN" by adapting methods from game development. The "MoveHN" database consist of about 400 minutes of motion, which were recorded with the commercially available markerless motion capture system "XSense MVN Awinda" [6] . An example of the whole measurement system attached to the body with corresponding sensor positions is shown in figure 3 . The complete database [7] is available for download at http://ami.kr.hsnr.de/moveHN/ The paper is organized as followed. First we will introduce the Unity game engine, followed by a briefly description of the used input data. After that the result of a visualization is exemplary shown. The paper is closed with a discussion and outlook.
2 Unity -A cross-platform game engine used for biomechanical modeling
In the field of 3D graphics and animation there are a lot of available frameworks (also called 'engines') which can be chosen for development. We decided to use Unity [8] because of its flexibility, ease of use and the ability to develop on multiple platforms, such as Windows, MacOS and Linux (Beta). Another reason is the huge collection of ready to use 3D objects, called Assets, created from the Unity community. A lot of them are free to use, so the introduced humanoid in figure 5c. Beside 3D also 2D development is supported. Depending on the operation system, Unity will use either OpenGL or Direct3D as Graphics Library. Unity offer full drag and drop functionality providing a low level entry to start developing. In addition, also a powerful Application Programmable Interface for C# and UnityScript is available to manipulate the game objects.
Using Unity to visualize MoveHN and the multi-stage model
The underlying input format for the visualization is different for the records of the MoveHN database and the model which is calculated with Matlab. However, the general type of data mapping to the skeleton of the humanoid is very similar. Figure 1 illustrates the joint points of our created modelling approach, whereas figure 5 a) and b) displays the points which are used in the MoveHN database and in the humanoid avatar of Unity. It is obvious that a generalization of the input data to the skeleton of the avatar is possible.
For the processing of the movement data within Unity two different options were created. For the MoveHN database an export possibility of the underlying measuring system was used, whereas for our modeling approach the resulting coordinates of the joints of the skeleton are imported using a software component developed by ourselves. Figure 4 illustrates the general flow of the processing, with an optional filtering based on inverse kinematics which is discussed in the outlook.
The visualization of the model in Unity offers the great advantage of exploiting elements of the 3D game world for visualization of recorded or calculated movement sequences. A major advantage is the option to freely choose the viewing angle of the scene during animation. Hence, the movements can be intuitively observed and analyzed from different points of view, so called viewports. Figure 6 shows two examples of different movements from different viewports that were visualized using our Unity approach. In summary, it can be stated that the presented method of visualizing the stickman data using Unity works well and that the data can be loaded and processed easily. The advantage of this approach is clearly its applicability. The new design of the 3D Stickman and the ability to model it in 3D makes it easy to use the application to quickly understand and analyse how each movement is composed. However, there is an issue during further development. To compare personal movements we set up a method to create average movement sequences presented in another paper which is not published yet. Due to the averaging it is possible that the positions and angles for the joint points of the skeleton results in positions that a human normally cannot reach. An example of such a body position is visualized in figure 7 . The suggested visualization approach helps to pinpoint this type of situations.
To improve this point, the integration of an additional inverse kinematics (IK) approach is being worked on. Here, it must be checked at which point in the entire processing chain the IK-approach should be placed. If this improvement is done in the step of the visualization this would only improve the visual representation and not the results of the underlying model generation. Fortunately, Unity offers already predefined processing steps to support this post-processing. The disadvantage of this method is that possible inaccuracies in the model data stay undiscovered.
Whereas the integration of the IK-restrictions in the model would make it possible to filter the generated data and improve further steps of processing.
A promising approach from the research community can be found in [9] . The authors are presenting three different IKmethods to analyze the motion of the upper human body with a model. This work seems to be a good starting point for our further research. The adaptation of this work to our model and the whole human body will be part of our further work.
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