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Abstract
We present a renormalization group (RG) analysis of a fermionic “hot spot” model of interacting
electrons on the square lattice. We truncate the Fermi surface excitations to linearly dispersing
quasiparticles in the vicinity of eight hot spots on the Fermi surface, with each hot spot separated
from another by the wavevector (pi, pi). This motivated by the importance of these Fermi surface
locations to the onset of antiferromagnetic order; however, we allow for all possible quartic inter-
actions between the fermions, and also for all possible ordering instabilities. We compute the RG
equations for our model, which depend on whether the hot spots are perfectly nested or not, and
relate our results to earlier models. We also compute the RG flow of the relevant order parameters
for both Hubbard and J , V interactions, and present our results for the dominant instabilities in
the nested and non-nested cases. In particular, we find that non-nested hot spots with J , V inter-
actions have competing singlet dx2−y2 superconducting and d-form factor incommensurate density
wave instabilities. We also investigate the enhancement of incommensurate density waves near
experimentally observed wavevectors, and find dominant d-form factor enhancement for a range of
couplings.
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I. INTRODUCTION
A fruitful approach to the physics of correlated electron systems is to begin with an
ordinary Fermi liquid, and to consider the approach to the onset of antiferromagnetism (i.e.
spin density wave (SDW) order). It is now becoming clear that before we actually reach the
state with SDW order, other interesting instabilities can intervene. So, in a sense, the most
interesting part of the study of SDW quantum critical points is not the critical point per
se, but the physics we encounter along our journey towards it from the Fermi liquid. This
paper will develop a theoretical model for this approach, and apply it to the copper oxide
superconductors.
It was noted long ago1,2 that a spin-singlet d-wave superconducting instability can appear
in metal with SDW fluctuations, with the SDW collective mode playing the role of the
phonon in conventional BCS theory. More recently, d-wave superconductivity has been
observed across the SDW quantum critical point in a Monte Carlo study.3 The appearance
of additional instabilities in the vicinity of the SDW quantum critical point was noted by
Metlitski and Sachdev4 who found a d-form factor incommensurate density wave.
On the experimental front in the cuprate superconductors, evidence has been accumu-
lating for a density wave instability competing with superconductivity in the non-La based
compounds. Traces of this order were initially seen as periodic modulations in the density of
electronic states around vortices is scanning tunneling microscopy.5 Later, evidence for the
density wave order also appeared in STM experiments in zero field.6–9 In the modern era,
the observation of quantum oscillations10–16 has been linked13,17 to charge order observed
in NMR and X-ray scattering experiments.18–22 And most recently, STM observations have
presented direct phase sensitive evidence for a predominant d-form factor of the density
wave;23 supporting evidence for such a form factor also appears in X-ray experiments.24
The original treatment of Fermi liquid-SDW transitions is due to Hertz.25 In this method,
the fermions at the Fermi surface (FS) are completely integrated out, resulting in an effective
action for the SDW order parameter. This action can then be studied using standard
RG techniques. While Hertz theory is largely correct for d ≥ 3, it was shown to fail
in d = 2 by Abanov and Chubukov.26,27 In particular, they argued that the d = 2 case
should be treated by a spin-fermion model where the SDW order parameter couples to
low-energy fermions located at the “hot spots,” which are defined to be the points on the
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FS connected by the SDW ordering wave vector. A field theoretic RG analysis of their
theory was presented by Metlitski and Sachdev4: they found a renormalization of the FS
towards perfect nesting, as well as an emergent psuedospin symmetry relating enhanced
d-wave pairing to an incommensurate d-form factor density wave order. The density wave
in these computations had a wavevector oriented along the (1,±1) directions of the square
lattice Brillouin zone, while that in the experiments is along the (1, 0), (0, 1) directions. A
number of studies28–43 have since addressed the physics of the density wave away from close
proximity to the SDW critical point, and found parameter regimes where its orientation is
along the observed directions.
In this paper we consider a purely fermionic analog to the field-theoretic Abanov-
Chubukov model in which we do not explicitly prefer the interactions associated with
SDW ordering. Instead, we include all possible interactions between the fermions, and (in
principle) allow for all instabilities including that of SDW order. Thus we de-emphasize the
role of SDW fluctuations, and retain its memory only in our decision to focus on a linearized
fermion spectrum in the vicinities of the hot spots. The resulting theory of interacting hot
spot fermions resembles a one-dimensional system, and we use the g-ology approach.44,45
In this method, we write down all possible quartic couplings between the hot spots, and
perform an RG analysis to determine the behavior of the system at low energy. The case
where the hot spots are not nested is equivalent to a model studied by Furukawa and Rice,46
who found that the model with repulsive Hubbard interactions contained an enhanced in-
commensurate SDW order. More recently, Carvalho and Freire47 investigated the fermionic
hot spot model with perfect nesting and claim to find an insulating spin-gapped state with
no long-range antiferromagnetic order; their more recent work48 appeared while our work
was largely complete, and has results related to those presented below. See also the work of
Sedeki et al.49 on the quasi-one dimensional case.
We revisit the fermionic hot spot model, extending previous results, and analyze the
dominant instabilities of the model in the presence of both Hubbard and J , V interactions.
In the nested case we find that the model with repulsive Hubbard interactions has dominant
Ne´el order, while the presence of J , V interactions exhibits enhanced dx2−y2 pairing for large
J , crossing over to commensurate charge density wave (CDW) for large V . Furthermore, we
find that the non-nested case with J , V interactions can lead to competition between the
dx2−y2 superconducting order and incommensurate d-form factor charge order, in qualitative
3
HQ0,Q0L
Θ
Θ
vF
vF
12
3
4
5 6
7
8
y` x`
FIG. 1. (Color online) Fermi surface for the hot spot model with the dispersion relevant to the
cuprates. The hot spots are the filled circles, the angle θ determines whether nesting occurs or not,
and the labels on the hot spots are used to define the order parameters in Section III.
agreement with experiment, albeit with a diagonal orientation for the ordering wavevector.
We also look at the enhancement to the charge order with the physically relevant wave
vector in Section V: while this channel is irrelevant under RG flows, we find an instability
at the Hartree-Fock level to charge order with a primarily d-form factor component.
II. FERMIONIC HOT SPOT MODEL
We begin our analysis by considering free fermions at zero temperature on a two-
dimensional square lattice with first- and second-nearest neighbor hoppings of amplitude t
and t′ respectively. In units of the lattice constant (which we use for the remainder of the
paper), the dispersion is k = −2t (cos(kx) + cos(ky))− 4t′ cos(kx) cos(ky)− µ. We consider
the locus of points on the FS connected by a wave vector Q = (pi, pi). When 0 < |µ| < 4|t′|,
there exist eight such points, denoted “hot spots,” which are shown in Fig. 1. We define our
model by describing the low-energy dynamics of the fermions with a linear dispersion at each
hot spot: k ≈ vF (k− kF ). In what follows, we will perform calculations in the rotated
coordinates yˆ = (kˆy − kˆx)/
√
2 and xˆ = (kˆy + kˆx)/
√
2 (see Fig. 1). Since the approximation
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of a linear dispersion only holds in a finite region around each hot spot, we introduce a hard
momentum cutoff kc in the xˆ and yˆ directions centered at each hot spot, and neglect states
with momenta larger than these. We also define the energy bandwidth Ec = 2vFkc. The
cutoff choice is arbitrary, and should not alter the low-energy physics significantly.
We now consider this model in the presence of interactions. Our approach will mirror
the “g-ology” method from one-dimensional physics:44 We add an interacting Hamiltonian
to our original model which contains all possible spin-independent interactions which are
quartic in the fermions. Our model is described by the action S = S0 + S ′ with
S0 =
∑
σ
∫
d3k
(2pi)3
ψσ(k) (ω − k)ψσ(k)
S ′ = −
∑
σσ′
∑
n
gBn
∫ ( 4∏
i=1
d3ki
)
δ¯(k1 + k2 − k3 − k4)ψσ(k4)ψσ′(k3)ψσ′(k2)ψσ(k1) (1)
where we have defined ki = (ωi,ki) and
∫
d3ki =
∫
dωi
∫
d2ki for each three-momentum, and
the modified delta function δ¯ conserves momentum modulo an Umklapp vector. The super-
script on the gB indicates that these are the bare couplings, distinct from the renormalized
couplings defined later.
A related model has already been treated within the regime θ ∈ (0, pi/4).46 While this
appears to be the relevant case for the cuprates, there is reason to investigate the θ = 0 case.
Field-theoretic RG studies of the related hot spot models have found that θ renormalizes to
zero.4,26,50 We will see below that θ does not renormalize at one-loop in the present model,
which might be a sign that the present model ignores the dynamic nesting observed in the
previous studies. We would like to investigate the possible effects of nesting, we consider
both θ = 0 and θ > 0. We note that the precise value of θ has no effect on the RG behavior
of the model in the absence of nesting.
Although the number of terms in Eqn. (1) appears very large, it is heavily constrained
by momentum conservation. For an RG analysis, we only need to consider couplings which
are relevant under RG flows. In the nested model, there are 15 distinct relevant couplings:
n = 1, 2, 3, 1c, 2c, 1x, 2x, 1s, 1r, 3p, 3x, 3t, 3u, 3v, 3w, defined in Fig. 2.
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FIG. 2. (Color online) The relevant couplings for the nested hot spot model. For the g1s coupling,
we show two processes which are identical for the interactions considered here.
III. FIELD THEORETIC RG
A. Couplings
In this section, we find the relevant effects of interactions at low energy using standard
field-theoretic RG methods.51 We begin by noting that the n-point functions of the bare
theory computed at an energy scale Λ will depend on log(Λ/Ec), resulting in logarithmic
divergences as we probe physics in the IR limit Λ → 0. Our solution is to define the
renormalized couplings as
− iN−1gn(Λ) = 〈ψσ(Λ/2,kF1n)ψσ′(Λ/2,kF2n)ψσ′(−Λ/2,kF3n)ψσ(3Λ/2,kF4n)〉 (2)
where the expectation value is computed from the bare theory in presence of the cutoff
Ec. Here, N = kc/(pi
2vF ) is a conventional rescaling,
44,45 and for each gn we label the
relevant momenta kFjn, j = 1, ..., 4 labeling which hot spot each fermion comes from. We
can now express all observables in terms of the renormalized, scale-dependent gn(Λ). In
addition, since our couplings are now scale-dependent, we can explicitly investigate the
6
leading contributions to the physics at low-energy.
+ + +2
FIG. 3. Feynman diagrams contributing to the one-loop RG equations. The dashed line denotes a
four-Fermi interaction, and the vertices conserve spin.
The relevant Feynman diagrams for the one-loop renormalization of the coupling con-
stants are shown in Fig. 3. The particle-hole and particle-particle bubbles will only contain
logarithmic divergences if the momenta in the loop are nested and antiparallel, so the rel-
evant integrals become similar to the one-dimensional case. Once we have the logarithmic
dependence of the renormalized couplings, we derive the RG equations which describe their
dependence on the energy scale. The RG equations obtained by this method are given in
Appendix A.
In a general RG treatment, we must also take into account the renormalization of the
Fermi surface, the Fermi velocity, and the field itself. These are all renormalized by the self-
energy diagrams. However, it is well-known that the self-energy of four-Fermi interactions
is independent of the renormalization scale at one-loop,51 so we should ignore these effects
at this order.
B. Pairing Vertex
In this section, we follow the notation of Metlitski and Sachdev.4 We are interested in
the renormalization of the spin singlet, even parity, zero-momentum superconducting order
parameter, and there are four distinct order parameters we can form out of the four pairs
of hot spots:
Vµν = σσ′ (ψ1σψ5σ′ + µψ4σψ8σ′) + νσσ′ (ψ3σψ7σ′ + µψ6σψ2σ′) . (3)
Here, the subscripts i = 1, 2, ..., 8 denote the hot spots as labelled in Fig. 1, and the
coefficients µ = ±1, ν = ±1 determine the transformation properties of Vµν under the
7
µ+1 -1
ν
+1 s g
-1 dxy dx2−y2
TABLE I. Symmetry properties of the singlet pairing vertex, from Ref.4
discrete symmetries in the Brillouin zone. Explicitly, we define counterclockwise rotation
through an angle pi/2 by Rpi/2, and reflection symmetry about the yˆ axis by Iyˆ, obtaining
the relations
Rpi/2 : Vµν → νVµν (4)
Iyˆ : Vµν → µVµν . (5)
We summarize these properties in Table I. We will find that our model gives distinct order
parameters for all four symmetry classes.
We now define our order parameter in terms of the correlation function
− iχSSCµν (Λ) = σσ′〈Vµν(Λ,kF )ψ1,σ(0,kF )ψ5σ′(0,kF )〉 (6)
where we have again used the RG scale Λ, and it is understood that the Fermi momenta kF
correspond to the wave vectors associated with the labeled hot spot fermions. The relevant
Feynman diagrams up to one-loop are shown in Fig. 4(a). At one-loop our renormalized
susceptibilities all satisfy RG equations of the form
Λ
dχSSCµν
dΛ
= αSSCµν χ
SSC
µν (7)
which have the solutions
χSSCµν (Λ) = χµν(Λ0)
(
Λ
Λ0
)αSSCµν
(8)
and αSSCµν is a function of the renormalized couplings from the last section. As we flow to
Λ→ 0, the susceptibilities will either go to zero (α > 0) or diverge (α < 0). The exponents
for the singlet susceptibilities at one-loop are independent of whether we have θ = 0 or
θ > 0, and are given by
αSSCµν =
1
2
(g1c + g2c + µg1x + µg2x + 2νg1s + 2µνg1r) . (9)
8
(a)
+
(b)
FIG. 4. The one-loop Feynman diagrams needed to renormalize the (a) singlet pairing susceptibility
and (b) the density wave susceptibility. The dashed line denotes a four-Fermi interaction, and the
vertices conserve spin.
C. Density Vertex
We now consider the possible density order parameters relevant under RG scaling. This
proceeds in a similar fashion to the pairing vertex. We define
V qσσ′(Λ,k) = ψσ(Λ,k+ q)ψσ′(Λ,k) (10)
−iχq,DWσσ′ (Λ) = 〈V qσσ′(Λ,kF )ψσ(0,k+ q)ψσ′(0,k)〉 (11)
where V qσσ′(k) is the density vertex for ordering wave vector q, χ
q,DW
σσ′ is the corresponding
susceptibility, and there is no sum on the repeated spin indices in Eqn. (11). Once these
generalized susceptibilities are computed, one can form the charge and spin susceptibilities
as
χqCDW = χ
q,DW
↑↑ + χ
q,DW
↓↓ (12)
χqSDW = χ
q,DW
↑↑ − χq,DW↓↓ . (13)
With these definitions it is straight-forward to perform the calculations, and the relevant
Feynman diagrams are shown in Fig. 4(b). For θ = 0, we find that the only ordering wave
vectors with relevant susceptibilities under RG flow are q = (pi, pi) and q = (Q0, Q0) (shown
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in Fig. 1), and the critical exponents are
α
(pi,pi)
CDW =
1
2
(2g1 − g2 + g3 + 2g1x − g2x − g3x + 2g3p + 4g3t + 4g3u − 2g3v − g3w) (14)
α
(pi,pi)
SDW = −
1
2
(g2 + g3 + g2x + g3x + 2g3v + 2g3w) (15)
α
(Q0,Q0)
CDW =
1
2
(2g1c − g2c − g3p + 2g3x) (16)
α
(Q0,Q0)
SDW = −
1
2
(g2c + g3p) . (17)
For θ ∈ (0, pi/4), the (pi, pi) susceptibilities are irrelevant while the (Q0, Q0) instabilities are
unchanged. We note that these equations agree with known results in the 1D limit and the
limit of zero chemical potential.44,46
In addition to these order parameters, we also investigate density fluctuations at (Q0, Q0)
with d symmetry. We form this vertex explicitly from the hot spots as
V˜
(Q0,Q0)
σσ′ = ψ3σψ7σ′ − ψ4σψ8σ′ , (18)
so the vertex changes sign under pi/2 rotations. The critical exponents for these order
parameters are independent of nesting, and given by
α
(Q0,Q0)
C˜DW
=
1
2
(2g1c − g2c + g3p − 2g3x) (19)
α
(Q0,Q0)
S˜DW
=
1
2
(g3p − g2c) (20)
where the notation S˜DW and C˜DW distinguishes these from the above exponents. We
note that the C˜DW order parameter corresponds to the d-form factor charge order which
has been suggested in explaining the experiments referred to above.
IV. RESULTS
A. θ = 0
We now integrate the RG equations and observe the leading divergences in the suscepti-
bilities. These divergences will signal the instability of the free theory to long-range order
induced by interactions. We solve the 15 coupled RG equations numerically using a fourth-
order Runge-Kutta method. We write the RG scale as Λ = exp(−l), so that the differential
operators in Appendix A take the form Λd/dΛ = −d/dl where l is our single RK4 step.
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We note that the solution to our one-loop RG equations always diverge at some critical
step lc, where the interactions flow to strong coupling at some small finite Λc. This divergence
is an artifact of the one-loop calculation, and higher order terms will shift this divergence to
Λ = 0.46,52 At the end of our RG flow at lc, the perturbative treatment breaks down, so our
results should be interpreted as indicating a tendency to a particular strong coupling fixed
point rather than a rigorous determination of the phase diagram.
We now turn to the problem of choosing initial conditions for the 15-dimensional pa-
rameter space spanned by our couplings. The solutions to the RG equations are heavily
dependent on the initial conditions, so we should use relevant physical models to motivate
our choices. In this paper we consider two different interactions. The first is the Hubbard
interaction
SHubbard = −U
∑
σσ′
∑
i
ψσ′(ri)ψσ′(ri)ψσ(ri)ψσ(ri)
= −U
∑
σσ′
∫ ( 4∏
i=1
d3ki
)
δ¯(k1 + k2 − k3 − k4)ψσ(k4)ψσ′(k3)ψσ′(k2)ψσ(k1). (21)
Comparing this with equations (1) and (2), one can see that our renormalized g-ology cou-
plings are all equal, and given by gn =
kc
pi2vF
U . We will also consider a J , V interaction, where
J represents a Heisenberg exchange coupling and V represents nearest-neighbor repulsion:
SJV = −J
∑
〈ij〉
~Si · ~Sj − V
∑
σσ′
∑
〈ij〉
niσnjσ′
= −
∑
σσ′
∫ ( 4∏
i=1
d3ki
)
δ¯(k1 + k2 − k3 − k4)G(J, V,ki)ψσ(k4)ψσ′(k3)ψσ′(k2)ψσ(k1)(22)
where niσ = ψσ(ri)ψσ(ri), ~Si =
1
2
ψσ(ri)~τσσ′ψσ′(ri), and
G(J, V,ki) = −J/2 (cos(k1x − k3x) + cos(k1y − k3y))
+ (V − J/4) (cos(k2x − k3x) + cos(k2y − k3y)) . (23)
Once again, we can relate the initial conditions on J and V to initial conditions on the g
couplings by expanding equation (23) around each hot spot and matching with (1) term by
term. In stating our results, it will be more convenient to measure all energies in units of
pi2vF/kc, defining J˜ and V˜ to be scaled by this quantity. In expanding (23) at the hot spots,
we take t′/t = −0.3 and µ/t = −1.1.
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FIG. 5. Dominant instabilities for the nested hot spot model with (a) Hubbard and (b) J , V
interactions. The couplings J˜ and V˜ are scaled by kc/pi
2vF . The shaded region in (b) displays
competing order between SSC (dx2−y2), SDW(pi,pi), and C˜DW
(Q0,Q0)
.
The leading instabilities for the nested hot spot Hubbard model are shown in Fig. 5(a).
The results are only dependent on the sign of U . We find that the leading instability for
U > 0 is to Ne´el order, while for U < 0 we find s-wave singlet superconductivity dominant
followed by commensurate CDW(pi,pi) order. These results resemble those obtained from
numerical studies on the half-filled Hubbard model, which find Ne´el order for U > 0 and
competing s-wave superconductivity and CDW(pi,pi) order for U < 0.53 These similarities
might suggest that the nested hot spot Hubbard model is related to the half-filled Hubbard
model.
The results for the nested hot spot J , V model are shown in Fig. 5(b). For large
exchange coupling J , the model exhibits enhanced singlet dx2−y2 pairing, but for large V
the system crosses over to a commensurate CDW(pi,pi) state. However, these phases are
separated by a region of competing order, where the dx2−y2 pairing, commensurate SDW(pi,pi),
and C˜DW
(Q0,Q0)
are all strongly divergent. The nature of the ground state of this region is
likely out of the scope of the present calculation, and would require higher-order calculations
to investigate.
B. θ > 0
We now review the case where the hot spots are not nested, θ ∈ (0, pi/4) (see Fig. 1), first
considered in Ref. 46. In this limit, only the hot spots connected by the incommensurate
wave vector (Q0, Q0) remain nested, while the other hot spot dispersions are no longer
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strictly parallel or perpendicular. However, the momentum integration can still be done
exactly. As an example, we consider the particle-hole bubble for two hot spots separated by
the momentum (pi, pi) (dispersions shown in Fig. 6). The particle-hole bubble is given by
∆ph =
−kc
2pi2vF cos θ
+
kc
4pi2vF cos θ
log
∣∣∣∣Λ2 − 4v2Fk2c sin2 θΛ2 − 4v2Fk2c cos2 θ
∣∣∣∣
+
Λ
8pi2v2F sin θ cos θ
log
∣∣∣∣Λ + 2vFkc sin θΛ− 2vFkc sin θ
∣∣∣∣
Λ→0−−→ const. + kc
2pi2vF cosθ
log (tan θ) . (24)
v
×
8 v
×
5
-kc 0 kc
-kc
0
kc
x
y
FIG. 6. Region of integration between two hot spots separated by the wave vector (pi, pi). The axes
and hot spot labels agree with Fig. 1. The lightly shaded regions denote singly occupied momenta
while the dark shaded region is doubly occupied.
We see that for any finite angle, this channel will not contribute any logarithmic diver-
gences in the IR. Similar results hold for all other non-nested loop diagrams. Furthermore,
while we expect the angle θ to be renormalized in the presence of interactions, possibly realiz-
ing divergences in this channel, this renormalization will not occur until two-loop. Therefore,
the finite θ case has very different properties than the nested hot spot case considered above,
and the limit θ → 0 should not be taken carelessly.
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FIG. 7. Dominant instabilities for the θ ∈ (0, pi/4) hot spot model with (a) Hubbard and (b) J , V
interactions. The couplings J˜ and V˜ are scaled by kc/pi
2vF .
The dominant instabilities in the non-nested hot spot model for Hubbard and J , V
interactions are shown in Fig. 7. We find the incommensurate SDW order first obtained
by Furukawa and Rice46 to be dominant for U > 0, and we find s-wave pairing dominant
for U < 0. For J , V interactions, we again find enhanced dx2−y2 pairing for large J , but
this pairing is suppressed by the nearest-neighbor interaction V . For large V the system
has a dominant incommensurate d-form factor charge order, and in an intermediate region
V ∼ J/2 there is a competition between the two orders. This last result has potential
relevancy to the underdoped cuprates, where competition between singlet pairing and charge
order has been proposed in explaining recent experiments, as noted in Section I. These results
are similar to those obtained in unrestricted Hartree-Fock computations on the full J , V
lattice model in Ref. 29.
V. CHARGE ORDERING AT (Q0, 0)
While our current model appears to exhibit a d-form factor charge order instability for the
wave vector (Q0, Q0), recent experimental results have suggested order at the wave vector
(Q0, 0). We note the possibility that our low-energy field theoretic model does not give the
correct wave vector due to microscopic details of the interaction, and that we require specific
information about the high-energy modes to obtain the correct instability. In this section,
we study that properties of the particle-hole vertex for the wave vector (Q0, 0). While this
vertex is not relevant under RG scaling, we can ask how it is is enhanced within our model.
For simplicity, we only consider J , V interactions in this section.
14
µ+1 -1
ν
+1 s fx
-1 dx2−y2 px
TABLE II. Symmetry properties of the (Q0, 0) density vertex.
We define the density vertex similarly to the presentation in Sec. III. We take our ordering
wave vector to be (Q0, 0) and consider the operator
V (Q0,0)µν =
1
2
∑
σ
(
ψ6σψ1σ + µψ5σψ2σ + νψ3σψ4σ + µνψ8σψ7σ
)
(25)
with the same hot spot labels as before, and µ, ν = ±1 label discrete symmetries in the
Brillouin zone. Defining Ikˆx to be reflection about the kˆx = (xˆ − yˆ)/
√
2 axis and T(pi,pi) to
be translation of the hot spots by a wave vector (pi, pi), the transformation properties of the
vertex are given by
Ikˆx : V
(Q0,0)
µν → µV (Q0,0)µν (26)
T(pi,pi) : V
(Q0,0)
µν → νV (Q0,0)µν . (27)
We summarize these properties in Table II. In the following, it will be more convenient to
define the four-dimensional vectors Vα, sα, dα, pα and fα as
V =
∑
σ

ψ6σψ1σ
ψ5σψ2σ
ψ3σψ4σ
ψ8σψ7σ
 ,
s =
1
2

1
1
1
1
 , p =
1
2

1
−1
−1
1
 , d =
1
2

1
1
−1
−1
 , f =
1
2

1
−1
1
−1
 . (28)
With these definitions, along with Eqn. (25), we can now note the equalities V · s = V (Q0,0)11 ,
V ·p = V (Q0,0)−1−1 , V ·d = V (Q0,0)1−1 , and V · f = V (Q0,0)−11 , justifying this notation in light of Table
II.
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FIG. 8. (a) Diagrammatic representation of the susceptibility matrix χ in terms of the effective
particle hole interaction Γ. (b) Diagrammatic representation of the Bethe-Salpeter equation for
the particle-hole interaction, see Eqn. (30).
We now define the static charge susceptibility matrix as
− iχαβ = 〈Vα(0,kF )Vβ(0,kF )〉 (29)
where the momentum dependence is entirely contained in the indices αβ. We display the
Dyson equation for the susceptibility in Fig. 8(a). We find that the leading instability is
entirely determined by the Bethe-Salpeter equation for the effective particle-hole interaction.
From Fig. 8(b), we have
Γαβ = Γ
0
αβ + (gXΠγ)αγ Γγβ − 2 (gDΠγ)αγ Γγβ. (30)
Here, Γ0 is the tree-level result for the effective interaction, (gD,X)αγ is shorthand for the
g-ology couplings between α and γ in the direct and exchange interaction channels, and Πγ
refers to the loop integral over the particle-hole pair γ corresponding to the components of
V. By rotational symmetry, we always have Π1 = Π2 and Π3 = Π4, and all four are the
same for θ = 0.
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The computation of the particle-hole pairs Πγ was briefly described in Section IV B. More
explicitly, these factors are given by
Π1(3) = lim
ω→0
∫
dα
2pi
∫
d2k
(2pi)2
1
α− k1(4) + i0+sgn(k1(4))
1
α + ω − k6(3) + i0+sgn(k6(3)) . (31)
Here, ki is the dispersion at the ith hot spot, and we take ω to zero in light of our definition of
susceptibility in Eqn. 29. The frequency integration will restrict the momentum integration
over singly-occupied momenta, and we still restrict x, y ∈ (−kc, kc) (compare to Fig. 6,
which shows the particle-hole bubble for hot spots separated by (pi, pi)). The integrals are
exactly evaluated as
Π1 =
N
cos θ − sin θ log
(
2
1 + tan θ
)
(32)
Π3 =
N
cos θ + sin θ
log
(
2
1− tan θ
)
(33)
where N = kc/pi
2vF as above. As required, these coincide for θ = 0, and Π3 is logarithmically
divergent in the limit θ → pi/4 where the V3 and V4 channels exhibit perfect nesting.
Rearranging eqn. (30), and noting the relation between the static charge susceptibility
and the effective interaction, we find that this channel will exhibit an instability whenever
there is a zero eigenvalue of the 4x4 matrix
Mαβ = δαβ + (2gDΓβ − gXΓβ)αβ . (34)
For θ 6= 0, the relation Π1 6= Π2 implies that the eigenvectors will not be symmetric under
T(pi,pi) defined above. As a result, the eigenvectors will not be in one of the irreducible
forms in Table II, but the exact symmetry under Ikˆx requires the eigenvalues to be a linear
combination of either s and d or p and f .
The spectrum of Mαβ can be computed exactly within our model. Specializing to the
values t′/t = .3 and µ/t = −1.1, we consider the parameter region 0 ≤ J˜ , V˜ ≤ 1, θ ∈ (0, pi/4).
For this range of parameters, there is only a single instability in the susceptibility. Defining
the polarization P to be the normalized eigenvector corresponding to the zero eigenvalue
of M , we find that the polarization is always primarily d-wave, with a very small s-wave
component. Explicitly, if we write
P = ss+ dd, (35)
then within the entire parameter range considered above the coefficients satisfy |d| & 0.95
and |s| . .31. These inequalities are saturated for larger θ, while for smaller angles the
17
d-wave becomes even more dominant. We conclude that this model contains a charge insta-
bility at the Hartree-Fock level with a wave vector (Q0, 0) which is almost entirely d-wave.
Related results appear in Ref. 54.
VI. CONCLUSIONS
We considered a field-theoretic hot spot model relevant to the phenomenology of the
cuprates, and studied the relevant order parameters under RG flow. While our results are
largely qualitative, we found enhancement of d-wave pairing due to exchange interactions,
and when the FS is not nested this order competes with an incommensurate d-form factor
charge order. While this charge order enhancement is in the (1, 1) direction, differing from
the experimentally measured value, we investigate the properties of the charge instability
in the relevant (1, 0), (0, 1) directions at the Hartree-Fock level. We find that the domi-
nant density wave instability has a dominant d-form factor, consistent with recent STM
observations.23
The major difficulties with this method are the presence of strong coupling and the
simplifying assumptions of the model. Since our perturbative RG approach always flows to
strong coupling, signaling a breakdown of perturbation theory, we cannot trust our results
beyond the tendency of certain instabilities to form. While these calculations can be an
excellent guide to the nature of the physical strong-coupling fixed point, any quantitative
results will not be accurate. In spite of these problems, even obtaining qualitative results for
strongly interacting systems is an important step for understanding these materials. Further
work along the lines of this model could investigate the effects of Fermi surface curvature in
the dispersion by including quadratic terms.
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Appendix A: RG Equations
Below are the renormalization group equations at one-loop. These couplings are defined
in equation (2).
Λ
dg1
dΛ
= g21 + (g1x − g2x)g1x + (g3p − g3x)g3p + 2(g3t − g3v)g3t + 2(g3u − g3w)g3u (A1)
Λ
dg2
dΛ
=
1
2
(
g21 − g23 − g22x − g23x
)− g23v − g23w (A2)
Λ
dg3
dΛ
= (g1 − 2g2)g3 + (2g3p − g3x)g1x − (g3p + g3x)g2x + 4g3tg3u
− 2g3tg3w − 2g3ug3v − 2g3vg3w (A3)
Λ
dg1c
dΛ
= g21c + g1xg2x + g
2
1s + g
2
1r + g
2
3x − g3pg3x (A4)
Λ
dg2c
dΛ
=
1
2
(
g21c + g
2
1x + g
2
2x + 2g
2
1s + 2g
2
1r − g23p
)
(A5)
Λ
dg1x
dΛ
= g1cg2x + g1xg2c + 2g1sg1r + (2g1x − g2x)g1 − g1xg2 + (g3p − g3x)g3
+ 4g3tg3u − 2g3tg3w − 2g3ug3v (A6)
Λ
dg2x
dΛ
= g1xg1c + (g2c − g2)g2x − g3g3x + 2g1sg1r − g3vg3w (A7)
Λ
dg1s
dΛ
= (g1c + g2c) g1s + (g1x + g2x) g1r (A8)
Λ
dg1r
dΛ
= (g1c + g2c) g1r + (g1x + g2x) g1s (A9)
Λ
dg3p
dΛ
= (2g1 − g2c − g2) g3p + (g1x − g2x) g3 − g1g3x
+ 2(g3t − g3v)g3t + 2(g3u − g3w)g3u (A10)
Λ
dg3x
dΛ
= (2g1c − g2c − g2) g3x − g1cg3p − g3g2x − g23v − g23w (A11)
Λ
dg3t
dΛ
= (2g1 − g2 + 2g3p − g3x) g3t + (g3 + 2g1x − g2x) g3u
− (g1 + g3p) g3v − (g3 + g1x) g3w (A12)
Λ
dg3u
dΛ
= (2g1 − g2 + 2g3p − g3x) g3u + (g3 + 2g1x − g2x) g3t
− (g1 + g3p) g3w − (g3 + g1x) g3v (A13)
Λ
dg3v
dΛ
= − (g2 + g3x) g3v − (g3 + g2x) g3w (A14)
Λ
dg3w
dΛ
= − (g2 + g3x) g3w − (g3 + g2x) g3v (A15)
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As discussed in Section IV B, the RG equations for finite angle can be obtained from these
by omitting diagrams with non-nested loops. They were first obtained in Ref.46
Λ
dg1c
dΛ
= g21c + g1xg2x + g
2
1s + g
2
1r + g
2
3x − g3pg3x (A16)
Λ
dg2c
dΛ
=
1
2
(
g21c + g
2
1x + g
2
2x + 2g
2
1s + 2g
2
1r − g23p
)
(A17)
Λ
dg1x
dΛ
= g1cg2x + g1xg2c + 2g1sg1r (A18)
Λ
dg2x
dΛ
= g1xg1c + g2cg2x + 2g1sg1r (A19)
Λ
dg1s
dΛ
= (g1c + g2c) g1s + (g1x + g2x) g1r (A20)
Λ
dg1r
dΛ
= (g1c + g2c) g1r + (g1x + g2x) g1s (A21)
Λ
dg3p
dΛ
= −g2cg3p (A22)
Λ
dg3x
dΛ
= (2g1c − g2c) g3x − g1cg3p (A23)
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