Summary Based on a population age 50+, significant excess costs relative to matched controls exist for patients with incident fractures that are similar in relative magnitude to other chronic diseases such as stroke or heart disease. Prevalent fractures also have significant excess costs that are similar in relative magnitude to asthma/chronic obstructive pulmonary disease. Introduction Cost of illness studies for osteoporosis that only include incident fractures may ignore the long-term cost of prevalent fractures and primary preventive care. We estimated the excess costs for patients with incident fractures, prevalent fractures, and nonfracture osteoporosis relative to matched controls. Methods Men and women age 50+ were selected from administrative records in the province of Manitoba, Canada for the fiscal year [2007][2008]. Three types of cases were identified: (1) patients with incident fractures in the current year (2007)(2008), (2) patients with prevalent fractures in previous years (1995)(1996)(1997)(1998)(1999)(2000)(2001)(2002)(2003)(2004)(2005)(2006)(2007), and (3) nonfracture osteoporosis patients identified by specific pharmacotherapy or low bone mineral density. Excess resource utilization and costs were estimated by subtracting control means from case means. Results Seventy-three percent of provincial population age 50+ (52 % of all men and 91 % of all women) were included (121,937 cases, 162,171 controls). There were 3,776 cases with incident fracture (1,273 men and 2,503 women), 43,406 cases with prevalent fractures (15,784 men and 27,622 women) and 74,755 nonfracture osteoporosis cases (7,705 men and 67,050 women). All incident fractures had significant excess costs. Incident hip fractures had the highest excess cost: men $44,963 (95 % CI: $38,498-51,428) and women $45,715 (95 % CI: $36,998-54,433). Prevalent fractures (other than miscellaneous or wrist fractures) also had significant excess costs. No significant excess costs existed for nonfracture osteoporosis.
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Introduction
An estimate of the cost of illness of osteoporosis and fractures is required to forecast the current and future healthcare burden for patients, payers, and society. This is essential because of the high prevalence of osteoporosis and consequent fractures. The current estimate of osteoporosis prevalence in Canada is 26 % of women and 7 % of men age 50 years and older [1] . Moreover, the number of cases with osteoporosis will escalate rapidly as the Canadian population over age 50 years is estimated to increase by 6.2 % per year until the year 2041 [2] .
Estimating the cost of illness is not straightforward and there are various costing and methodological assumptions that can produce different results. For example, the extent of attribution to healthcare costs is uncertain. While the acute care admission for a fracture is logically attributable to the fracture, the attribution of postfracture care is not as straightforward [3] . Specifically, for a patient who has dementia and suffers a fall resulting in a hip fracture, it may be inappropriate to attribute the cost of a subsequent transfer to a nursing home only to the fracture, thus disregarding dementia and other comorbidities [4] . Similar arguments can be made for the attribution of other resource utilization such as physician visits and assisted daily living. One approach is to use adjudication to identify the attribution of costs [5] . However, without the certainty of attribution to one disease, cost of illness studies may be biased [4] .
To reduce the possible bias due to inexact attribution of resource utilization and costs for osteoporosis and fractures, matching methods have been used. One type of matching method is pre-post designs where the patient serves as their own control. For example, the incremental costs (post minus pre) are attributed to the fracture, allowing for adjustment of factors such as total costs in prior year, number of comorbidities, or prior nursing home use [6] . A limitation with using pre-post incremental costs is that the pre and post period for costing must be specified, such as 1 year. The long-term costs of fractures, such as the need for permanent assistance in daily living, is not captured [7] . Similarly, including prefracture costs that are disease related, such as taking bisphosphonates to reduce the risk of fracture, would underestimate the incremental costs.
A different matching method is to estimate the excess cost of a patient with a fracture versus a patient without a fracture [8] . For example, some studies have estimated the excess cost of fractures in cases with fracture and osteoporosis to matched controls with osteoporosis without fracture [9] [10] [11] . A key difference in this method from a pre-post design is that the excess costs are focussed on the patient and not the clinical event which may reduce attribution bias [3, 12] . However, this method also limits the estimates of cost to a defined period, such as the first year following a fracture.
An important gap in the estimation of the cost of fractures and osteoporosis with matching methods is the exclusion of multiyear costs after a fracture. Studies that look only at the first year after an incident fracture exclude the possibility of costs for prolonged care which may be fracture related. In addition, cost of illness studies in osteoporosis may also exclude the costs of preventive therapy in patients who have not incurred a fracture.
Our objective was to use matching methods to estimate the excess cost of illness of osteoporosis and fractures that included prolonged care and nonfracture care. First, we estimated the average resource utilization and costs for each of three types of cases (incident fracture, prevalent fracture, and nonfracture osteoporosis) versus matched controls. The analysis was conducted across subgroups divided by age, sex, and fracture type. The results of the subgroups were pooled to estimate the excess resource utilization and excess costs of incident fractures, prevalent fractures, and nonfracture osteoporosis compared with nonfracture nonosteoporosis controls. In addition, we assessed the factors that were associated with higher excess costs with metaregression techniques.
Methods
The description of the methods and results follows the suggested reporting standard based on the Strengthening the Reporting of Observational studies in Epidemiology statement for observational studies [13] . The analysis was conducted with residents in the province of Manitoba for men and women who were aged 50 years and over in fiscal year (FY) 2007/2008 (i.e., April 1, 2007 to March 31 2008 . This subset represents 389,440 potential cases and controls, which was 3.5 % of Canadians age 50 and over (11.0 million in the year 2008) [2] . The sampling frame included all residents who had used the healthcare system in the province at any time during the FY 2007/2008. For all patients, any record of hospital admission, physician billing, outpatient pharmacy drug dispensations, or results of bone mineral density (BMD) testing were linked by a unique anonymous patient identifier within the population-based Manitoba Centre for Health Policy Research Data Repository to identify cases and controls [14] . Residents in Manitoba without the use of health care with zero costs were not available in the database. The data were obtained in an aggregated format, i.e., without variance estimates and a number of methods discussed later in this section were assessed to impute the variance estimates.
Cases and control definition
Cases and controls were identified from: (a) BMDs recorded in the provincial bone densitometry database, (b) hospital admissions (International Classification of Diseases 10th revision, Canadian version ICD-10-CA coding) and physician billings (ICD-9th Revision Clinical Modification ICD-9-CM coding) 1995-2008, or (c) retail pharmacy dispensations for osteoporosis pharmacotherapy in the previous 12 months. Low BMD levels were defined as a minimum T-score (lumbar spine or hip) of 2.5 or more standard deviation below white female peak BMD. For a hospital admission, a hospital abstract is completed when a patient is discharged from an acute care facility with diagnoses coded using the ICD-10-CA. The ICD-10CA code that corresponded to the greatest portion of the patient's length of stay or cost (the most responsible diagnosis) was taken from the first diagnosis field. Similarly, physicians submit billing claims to the provincial Ministry of Health for almost all services, including office visits, outpatient and inpatient services; these claims contain a single three-digit ICD-9-CM diagnosis code and optional procedure codes.
Use of osteoporosis medications was obtained by linkage to the Manitoba Drug Programs Information Network database with drugs classified according to the Anatomical Therapeutic Chemical system of the World Health Organization [15] . A computerized record of all retail pharmacy dispensations is available since April 1, 1995. The pharmacy database is accurate both for capture of drugs dispensed as well as most prescription details [16] . Each prescription record contains the date of dispensation and an exact identification of the dispensed drug, including substance, strength, route and dosage form. For purposes of the current analysis, osteoporosis pharmacotherapy was defined as any use of oral bisphosphonates, calcitonin, raloxifene, or teriparatide. This excluded secondary osteoporosis who received intravenous bisphosphonates administered in clinics.
Incident 
Resource utilization and costs
Resource utilization that was captured for cases and controls included: the number of acute care, non-acute care or rehabilitation hospital admissions (and length of stay), number and types of physicians consulted (general practice, internal medicine, imaging specialists, and other specialists), retail pharmacy dispensations, rates of home care admission (and duration of care), and rate of admission to permanent resident nursing-assisted personal care homes (and length of stay). Unit costs specific to Manitoba were applied to the resources identified to estimate costs that included costs for physician services and drugs [6] . In addition, unit costs specific to fracture care as part of home care service are available from Ontario at $24 per day [17] and Ontario had a fixed daily cost of $148 for long-term care [18] . These unit costs were multiplied by the number of days in home care and personal care homes, respectively, to estimate home care and personal care home costs.
National average prices for hospital admission were applied based on resource intensity weights. The resource intensity weights for each hospital admission were estimated by the Canadian Institute for Health Information, where the value of the one unit represents the average resource intensity for all national hospital admissions. The value of the resource intensity weight is adjusted relative to the average value for: (1) the case mix group, (2) five other factors that affect resource utilization and length of stay (age, comorbidity levels, flagged interventions, number of intervention events, and out-of-hospital interventions), and (3) atypical length of stay or level of care. The national average cost per resource intensity weight ($5,399 per unit), was multiplied by the resource intensity weight to estimate the cost of each hospital admission [19] .
Excess resource utilization and excess cost analysis
We estimated the average resource utilization and average costs stratified by 10-year age groups, sex, fracture history (prevalent or incident), and fracture type, which resulted in 150 possible subgroups. The number of possible subgroups were (sex (2)×age (5)×fracture history (2)×fracture type (7)0140, plus nonfracture (1) times sex (2)×age (5)010). Similarly, we estimated the average resource utilization and average costs for the matched controls. For each matched subgroup, we then estimated the excess by subtracting the mean resource utilization and mean costs of the controls from the cases. That is, for each subgroup, we generated excess costs for patients with incident fractures versus controls, excess costs for prevalent fractures versus controls, and excess costs for nonfracture osteoporosis versus controls. To provide an estimate of the average excess cost for patients with incident fractures, prevalent fractures or nonfracture osteoporosis regardless of age, we produced a weighted mean of the excess costs weighted by the frequency of the cases in each subgroup.
Uncertainty in evaluating magnitude and significance of excess costs
The data were obtained in aggregated form and no access to patient level data was available to determine the variances for the estimated means. The data for the present analysis were obtained under a previous project grant and it was not feasible to re-extract the data in order to obtain variance estimates. In the absence of variances for aggregated data, there are 25 different methods for handling missing variances [20] . Of these possible methods, four are possible in this analysis; (1) substitute the arithmetic mean for the standard deviation, (2) assume a value for the coefficient of variation (standard deviation/mean), (3) use external data sources that provide estimates of the standard deviation, and (4) acknowledge the missing data and provide a narrative review of the magnitude of the estimates of the excess costs.
Following all available methods, we generated 95 % confidence intervals by assuming that the coefficient of variation was one (mean 0 standard deviation) which is a suggested solution to missing variance [21] and is consistent with similar work on the excess costs of diabetes [22] .
Second, to assess the impact that the assumed standard deviation had on the significance of the estimates, we estimated the coefficient of variation for the cases and controls where the lower 95 % confidence interval was zero. For example, if the mean cost for a subgroup was $10,000 and if coefficient of variation was 6 that set the 95 % confidence interval to include zero, this implies that the standard deviation for the cases and the controls must be six times larger than the mean.
Third, we compared our derived coefficient of variation that created a significant excess cost to external data estimates. One estimate suggested that the coefficient of variation for cases of nonvertebral fractures for Medicare recipients was 1.15 [10] , while other estimates provided lower estimates of the coefficient of variation. We selected the higher value to be more conservative.
Finally, we simply looked at the magnitude of the estimates of excess costs and ignored whether the estimates may be significant. For this, we compared the magnitude of the excess costs to the excess costs of other diseases in the province of Manitoba [23] . This analysis was conducted with the same dataset using the same costing methodology for the years 2006-2007, but also included aged 19 and over. The excess costs for arthritis, asthma/chronic obstructive pulmonary disease (COPD), diabetes, coronary heart disease, and stroke were available from the years 2006 and 2007. These excess costs were estimated using the general population as the control group and represented excess costs over a 2-year period. To be included as a case, there must have been either two physician visits or one hospital admission where the reason for the visit or the admission was the disease. In addition to the narrative review of the cost ratios (cases/controls), we also estimated the total provincial excess costs for incident and prevalent fractures. Furthermore, we projected our provincial estimate to the national level and then compared our estimate with a national estimate of the cost of osteoporosis by Tarride et al. using similar costing methods for the same year, who estimated the cost of illness for Canada for incident fractures, and included a sensitivity analysis from adding the cost of prevalent fractures that required long-term care.
Assessment of predictors of excess cost
Methods for the analysis of predictors for aggregate cost data are not well established but random effects metaregression has been suggested [24] . In the random effects model, the assumption is that the excess costs of different subgroups have a common random distribution component. To evaluate factors that predicted changes in the average excess costs, metaregression was conducted with subgroup mean excess cost as the dependent variable. The independent variables included sex (women), fracture type (hip, humerus, multiple, miscellaneous, traumatic, vertebral, and wrist) separated by fracture history (incident and prevalent fracture), and five age subgroups (from 50-59 to 90+ years), and the average cost of osteoporosis drugs for each subgroup. Data were available for 148 of 150 possible subgroups because two age categories of men did not have multiple fractures and the base case for the regression was for nonfracture osteoporosis in men age 50-59 years. The metaregression was conducted with STATA 11.0 SE using the command metareg [25] , with the assumption that the standard deviation of the excess costs was equal to the mean costs for each subgroup.
Assessing the effect of the assumption of normality The assumption of normality was evaluated by performing a metaregression with the natural log transform of costs and variance. Regression coefficients generated by the lognormal metaregression were retransformed to the original linear scale. Regression coefficients after transformation represent the geometric mean effect of the covariates, while the linear regression coefficients represent the arithmetic mean of effect of the covariates. The criterion for statistical significance was set at alpha00.05. All costs are reported in 2010 Canadian dollars.
Results
For FY 2007/2008, we identified 284,108 individuals in Manitoba meeting the inclusion criteria (73 % of the provincial population age 50 years and over, 52 % of all men and 91 % of all women 50 years and over). In total, 121,937 cases and 162,171 controls were selected, which averaged 1.33 controls for every case. There were 3,776 patients with incident fractures (66 % women, 34 % men), 43,406 patients with prevalent fractures (68 % women and 32 % men) and 74,755 nonfracture osteoporosis cases (90 % women and 10 % men; see Table 1 ). For men, the median age occurred in the subgroup 60-69 years for incident, prevalent, and nonfracture osteoporosis cases. For women, the median age occurred in the subgroup 70-79 years for incident and prevalent fractures and for the nonfracture osteoporosis cases in the subgroup 60-69 years. The ratio of controls to cases was lowest in elderly women, due to the majority of elderly women satisfying one of the case definitions (e.g., having incurred a fracture or taking osteoporosis medications).
For incident fractures, the most common type was miscellaneous with 37 %, followed by wrist 20 %, hip 20 %, and humerus 11 %; vertebral, multiple, and trauma each contributed less than 10 %. For prevalent fractures, the most common type was miscellaneous with 40 %, followed by wrist 27 % and hip 10 %; humerus, trauma, multiple, and vertebral fractures each contributed less than 10 %.
Resource utilization
The resource utilization associated with the controls increased with advancing age. For men in the control group, the annual number of physician visits rose from 7.4 per year for age 50-59 years to 15.3 per year at age 90 years and over. In addition, home care use rose from 1.1 % for men ages 50-59 years to 38.1 % for age 90 years and over, and the use of personal care homes rose from 0.2 % for men ages 50-59 years to 38.1 % for ages 90 years and over.
The excess resource utilization for incident hip fractures involved an extra 1.8 hospital admissions for men and 1.6 for women (Table 2 ) which includes the acute care admission, and transfers to non-acute beds or rehabilitation beds. There were also excess hospital admissions for incident humerus fractures (0.
%), traumatic fractures (34.7 %), and vertebral fractures (10.9 %). Incident wrist fractures for women and traumatic fractures for men both resulted in higher personal care home use than for the controls.
For all fracture types, the excess resource utilization for prevalent fractures was smaller than for incident fractures. For prevalent fractures, there were still excess rates of hospital admissions, days in hospital, physician visits, drug use, home care and personal care home use. The excess rates were higher in women than for men for physician visits, drug use, home care and personal care home use, while rates of hospital admission were similar between men and women.
For the nonfracture osteoporosis cases, there were still positive excess rates of healthcare utilization for men. However, for women, the excess numbers of hospital admissions was 0.1 with zero excess length of stay, with slightly negative excess rates of admission to personal care homes (i.e., use of personal care homes was higher in the nonfracture non-osteoporosis controls than in the nonfracture osteoporosis cases).
Excess costs
The average cost by sex and fracture type for the cases and the controls are provided in Tables 6 and 7 of the "Appendix" section. The average total costs of the controls varied by the age composition of the matched cases, with values ranging from $4,730 to 13,146. The average costs of the cases were higher for incident fractures than prevalent fractures and nonfracture osteoporosis. The highest costs for women were incident traumatic fractures ($69,189) and for men was incident multiple fractures ($60,515). There were excess costs associated with incident fractures, prevalent, and nonfracture osteoporosis (Table 3) . For men, the mean excess total cost ranged from $7,831 for an incident wrist fracture up to $44,963 for an incident hip fracture. Similarly, for women, the excess total cost ranged from $4,132 for an incident wrist fracture up to $45,715 for an incident hip fracture. Of the total excess costs, about 70 % were associated with the costs of admissions to hospitals.
For prevalent fractures, the average excess total costs for men ranged from $2,767 for a wrist fracture up to $14,103 for a hip fracture. The excess costs for women were higher, ranging from $2,618 for a wrist fracture up to $16,894 for a hip fracture. For men, the excess cost of prevalent fracture largely came from hospital admissions (47 %) followed by long-term care (38 %), while for women the excess costs mostly came from long-term care (48 %) followed by hospital admissions (34 %).
For the nonfracture osteoporosis, there was an average excess total cost of $3,227 for men, which were made up of hospital admissions (48 %), drugs (20 %), and personal care homes (17 %). For women with nonfracture osteoporosis, the average excess cost was $689 of which drugs ($504) was the largest contributing factor.
The excess cost estimates were significantly greater than zero for all incident fracture sites, some prevalent fracture sites, but not for nonfracture osteoporosis (Table 4) . Both men and women with prevalent fracture had significant excess costs for hip, humerus, multiple, and traumatic fractures, but these were not significant for miscellaneous or wrist fractures.
Uncertainty in evaluating magnitude and significance of excess costs Adjusting the coefficient of variation for the cases and controls until the 95 % confidence interval included zero produced large values for incidence fractures ranging from a coefficient of variation of 2.1 for incident multiple fractures in women to 36.7 for multiple fractures in men. For prevalent fractures, the coefficient of variation was above 1.15 for prevalent fractures except for miscellaneous and wrist fractures. The coefficient of variation for men with nonfracture osteoporosis was 0.5 and for women was 0.1, which indicated the unlikely occurrence that the standard deviation must be half the mean for men and one tenth the value of the mean excess costs before the excess costs for nonfracture osteoporosis would be significant. If we ignore the issue of significance and only look at the magnitude of the excess costs in comparisons to other disease, we see that incident and prevalent fractures have high excess costs (Fig. 1) . The cost ratio (cases/controls) for all incident fractures was 3.2, which was higher than episodes of asthma/COPD (2.1) and arthritis (2.9) but less than diabetes (3.9). The cost ratio for incident hip fracture (4.8), multiple fracture (6.0), and traumatic fractures (5.8) are similar to the cost ratio for episodes of coronary heart disease (4.6) and stroke (5.9).
Prevalent fractures have an average cost ratio of 1.8, which is lower than the cost ratios for other chronic diseases. However, prevalent hip fractures (2.3), multiple fracture (2.2), traumatic fracture (2.1) had higher cost ratios than asthma/COPD (2.1). In addition, prevalent humerus (1.9), miscellaneous (1.7), and vertebral (1.9) were also high. The cost ratio for nonfracture osteoporosis was negligibly small (1.2).
The provincial burden for excess costs for incident fractures was $24.0 million for men and $48.8 million for women, for a total excess cost of incident fractures for both sexes of $72.8 million. The provincial burden Fig. 1 Comparison of the ratio of costs to controls for incident fractures, prevalent fractures, and nonfracture osteoporosis in comparison to ratios of cost to controls for other chronic diseases for the province of Manitoba. COPD chronic obstructive pulmonary disease for excess costs for prevalent fractures was $70.3 million for men (2.9 times incident fractures), $181.8 million for women (3.7 times incident fractures), for a total excess costs of prevalent fractures for both sexes of $252.1 million (3.5 times incident fractures). Using our provincial estimates, we projected the national cost of incident fractures as $2.1 billion, and the costs of major prevalent fractures (hip, multiple, traumatic, and vertebral fractures) as $3.3 billion (including long term care of prevalent fractures $1.3 billion and excess costs of other services $2.0 billion), for a total burden of $5.4 billion (2.6 times incident costs), or $9.2 billion if we include all prevalent fractures. We compared our projected national estimate to concurrent national estimates obtained by Tarride, and found good agreement although the two sets of data had minimal overlap (Manitoba contains only 3.6 % of the Canadian population). Tarride et al. reported the national burden of incident fractures to be $2.3 billion, which is very similar to our national projection of $2.1 billion. The sensitivity analysis from Tarride et al. reported $1.6 billion for long-term care of major prevalent fractures, again similar to our national projection of $1.3 billion. Thus, the provincial population estimates appear to be representative of the national average.
Assessment of predictors of excess cost
Based on the random effects metaregression, the base case male aged 50-59 years with nonfracture osteoporosis had a nonsignificant excess cost of $145 (P00.872; Table 5 ). After adjusting for all other factors, the excess costs for women was not significantly different from men (P00.706), and there were no significant differences by age group. Having an incident hip fracture resulted in significant mean excess costs of $40,302 (95 % CI: $14,435-65,630; P00.002). Having an incident fracture other than vertebral, traumatic, or wrist also gave significant excess costs. Prevalent fractures of the hip ($11,945; 95%CI $4,065-19,825; P00.003) also resulted in significant excess costs.
Sensitivity analysis on assumption of normality
When we assessed the impact the assumption of nonnormality had on the metaregression estimates, two important differences occurred. First, using log-normal transformation the level of excess cost for the base case analysis, men aged 50-59 years with nonfracture osteoporosis, was now significant ($2,174; 95%CI: $409-11,563; P<0.001). Secondly, prevalent fractures were not a contributing factor in increasing excess costs relative to the base case, and the incident fractures of humerus and miscellaneous were not significant although the coefficients had similar values to the linear coefficients.
Discussion
This analysis demonstrates that there may exist significant excess costs for patients with incident fractures and for some types of prevalent fractures but not for nonfracture osteoporosis cases. For incident hip fractures, we report an excess cost of $44,963 for men and $45,715 for women. The mean costs for controls were 19 % of those for men with incident hip fractures and 22 % of those for women with incident hip fractures. In other work from the same province [6] , the costs occurring in the year prior to hip fracture within the same patient represented 38 % of the 12 month costs after the fracture for men and 33 % for women. The higher correlation between pre-and post-fracture costs within patients compared with the correlation in post fracture costs between cases and matched controls is not unexpected, since the former approach partially adjusts for the costs of comorbidities. This has also been reported elsewhere, where closer matching increased the correlation between the controls and cases, thereby reducing the magnitude of the excess costs. For example, in an unadjusted matching analysis, the prefracture costs were 16-17 % of the incident costs [8] . When both the cases and controls are required to have osteoporosis, effectively matching for a greater level of comorbidity, the cost in the prefracture period is 31 % of the post fracture period and 41 % in a concurrent control group [11] . When the matching includes employment status, the cost in the controls is 40 % of the incident fracture cases [10] .
The different interpretation of the matching methods is important to address the underlying research question and whether we looking at the incremental cost of a fracture to patients or the incremental cost to payers for patients with a disease. Matching pre-post with adjustment for comorbidities estimates the incremental cost of a fracture after adjusting for their previous level of care. The closer the match, the more certain the cost attribution is to the clinical event alone. Matching to the general population provides an estimate of the excess cost related to only one factor, the marker for the disease. This latter method is better suited for measuring the overall burden of disease, while pre-post matching is best used for analysis of clinical events [12] . Our results indicate that the excess cost of fracture alone is a significant cost driver because the excess cost for nonfracture osteoporosis is not significantly increased. This indicates that fracture is largely driving the costs and not the underlying osteoporosis and related comorbidities.
Beyond looking at costs in the 1-year period before and after a fracture, our analysis included prevalent fractures. The magnitude of the excess costs is lower than that of an incident fracture, but our analysis indicates that excess costs may be significant for fractures, other than miscellaneous and wrist fractures. For example, the magnitude of the cost ratios (cases/controls) where higher than other chronic diseases such as asthma/COPD which may have significant excess costs. This suggests that cost of illness studies that evaluate only incident fractures may underestimate the cost of fractures and osteoporosis.
However, the Manitoba analysis used methods that were different in a few ways. First, the analysis included age 19 and over, which is different than our aged 50 and over analysis. Whether this difference leads to different ratios is uncertain because the cost of the cases and controls would both rise with age. Second, the Manitoba report provided three ratios for diseases including asthma/COPD, a gross population analysis of cases versus nondiseases controls (ratio01.73), an ageand sex-matched analysis (ratio02.08) and a matched analysis based on age, sex, number of aggregated diagnostic groups (ratio02.56). This trend in the rise in the ratio with further matching was consistent across all diseases. This trend suggests that the excess cost ratio for an analysis of fractures that included comorbidities would provide an even larger cost ratio.
A limitation to our analysis of the prevalent fractures is that the time dependence for the costs was not established and the results were averaged for fractures occurring from 1995 to 2007. Since the excess costs of prevalent fractures were significant, having a prevalent fracture in past years is predictive of higher future excess costs for up to 15 years (average, 7.5 years), but we cannot claim for which years the post fracture costs were highest. In addition, our analysis did not include cases with osteopenia (BMD between −1 and −2.5 standard deviations below peak reference levels). Also, our analysis looks at the cost of fractures and not necessarily osteoporosis related fractures, such as trauma ICD-10 V codes and E codes (ICD-9) for accidents. The attribution to osteoporosis may vary by age and might be lower in the lower age groups, such as aged 50-59 years.
We also excluded all residents in Manitoba with zero healthcare expenditure. Although more than 90 % of residents aged 50 and over require a physician visit in any given year, we may have excluded from our controls some residents with zero healthcare expenditure. This may have resulted in an underestimation of excess costs by up to 10 %, though we could not calculate this overestimation with any accuracy.
Other limitations to our analysis are that we did not include the cost of emergency room visits because these data were not available in the linkable database repository. In addition, in Manitoba Canada, the codes used for hospitalizations and most institutional services are ICD-10-CA while the ICD codes for physician services are ICD-9-CM. This may have led to discrepancies in diagnostic coding.
Another limitation is the lack of patient level data to estimate variances. However, our analysis indicates that the excess cost of prevalent fractures is likely to be significant over a large range of variances. In addition, when we assumed different shapes of distributions, the results were consistent with the cost estimates based on normality. This finding is supported by simulation analyses of cost differences between two groups each having highly skewed data resulted in a distribution of incremental costs that was still approximately normally distributed, with p values only changing from 0.05 to 0.06 after adjustment for non-normality [26, 27] . However, we encountered a problem with interpretation of the results of our meta-regression of lognormal data where the retransformed coefficients provided estimates of cost for geometric means instead of arithmetic means. An arithmetic mean is a more important estimate for budget prediction even if other measures such as medians or geometric means fit the data more efficiently [28] . Another limitation is the low level of matching for some of the subgroups where we sought three controls for every case but in some subgroups, we had more controls than cases. This implied that the average cost for all of the controls might be underweighted by some subgroups if we wished to estimate a provincial average for the controls to estimate excess cost of cases versus the general population.
In conclusion, we observed that the highest excess costs were seen for patients with incident fractures. Patients who have prevalent fractures also incur excess costs, and these excess costs, while lower than the excess costs of incident fractures, may be significant. Patients with nonfracture osteoporosis are not different from nonfracture controls. This suggests that cost of illness studies that evaluate only incident fractures and exclude prevalent fractures may underestimate the cost of fractures and osteoporosis. 
