In this paper we will discuss the challenges of performing comparable laser damage testing as well as a detailed analysis of the measurements conducted on the samples for this harmonisation activity. The goal of the activity is to enlarge the test capacities within ESA's EarthExplorer space program, especially for the missions ADM Aeolus [5] and EarthCare [6], both having as main payload instruments containing high energy diode pumped nanosecond lasers. Four samples have been compared with the S-on-1 method according to ISO21254-2, two AR1064/0° windows and two silicon wafers leading to an agreement of better than 20% concerning the S-on-1 damage threshold.
INTRODUCTION
The international standard for laser-induced damage threshold (LIDT) testing of optical coatings is built on regular interlaboratory comparisons, so called round-robins. In 1983 [1] and 1997 [2] such experiments were conducted at the fundamental wavelength of the Nd:YAG laser under atmospheric conditions settling the international standard as it is known today. In 2013 DLR, LZH, University of Vilnius and ESA extended this comparison to LIDT measurements in vacuum [3] . One of the major contributors to the uncertainty of the measurements was the sample to sample variation of the same batch, as well as the different pulse durations used. Applying scaling laws seemed to be difficult, as they are not determined to the level of precision necessary. To establish a higher level of confidence in the correlation of both DLR and ESA's LIDT measurement facilities, tests were conducted on the same sample at identical pulse duration of 10 ns at a wavelength of 1064 nm. Furthermore the same type of diode pumped, injection seeded laser was used. These measures limit the number of tests that we are able to directly compare, as each facility has to test a significant area on each samples (>128 sites). Four samples have been compared with the S-on-1 method according to ISO21254-2 [4] , two AR1064/0° windows and two silicon wafers. The total variation of the 0% damage probability values after 10k shots is less than 20%, which is well within the 2σ uncertainty, both laboratories calculated individually. The obtained level of agreement of the measurements is, to the best of our knowledge, the closest agreement of two ISO21254-2 nanosecond LIDT testing facilities. To achieve this high level of confidence both facilities did undergo a deep mutual review process of all used measurement and analysis methods. Within the scope of this review activity the ESA opto-electronics laboratory achieved ISO17025 accreditation and got the accreditation for measurement of "Laser Induced Damage Threshold Measurements" according to ISO21254 series accredited by RvA (Dutch accreditation council) under L412. In this paper we will discuss the difficulties of performing comparable laser damage testing as well as a detailed analysis of the measurements conducted on the samples for this harmonisation activity.
OPTICS QUALIFICATION STRATEGIES
Within the scope of ESA's EarthExplorer missions ADM Aeolus and EarthCare several strategies were developed for qualifying optics, withstanding high fluences over the instrument lifetime of several Gigashots. This chapter will sketch the LIDT determination part, whereas the laser-induced contamination (LIC) part has been discussed elsewhere [7] .
Strategy 1 -batch qualification
The first strategy is based on batch qualification according to ISO21254-2 (S-on-1), applying a reasonable safety margin and performing the endurance testing on system level.
This approach is based on the assumption that the individual optics from a batch are all identical with respect to the damage threshold. Furthermore ISO21254-2 assumes, that each sample does not have a varying damage threshold over its surface, enabling statistical testing with many localised test sites spread over the optics clear aperture.
After successful S-on-1 testing, optics of the same batch were mounted in the satellite payload, the Aladin laser (flight laser). Subsequently optics did show damages, significant below the S-on-1 damage threshold, during endurance testing. Sparsely distributed defects did generate local damages on the optics. These failed system level tests have raised the question to the validity of the above mentioned assumption in the case of optics qualification for the ALADIN laser. Especially the sparse defects question the hypothesis of a homogeneous sample. The influence of these few defects, with significant lower damage threshold than the rest of the surface, completely vanishes in the statistical S-on-1 testing. S-on-1 testing by definition only covers a small fraction of the surface area, as tested damage sites must have a minimum distance to prevent mutual influence.
These observations lead to the decision to test the individual optics used for the flight laser for their laser energy handling capabilities in addition to the batch qualification.
Strategy 2 -batch qualification & individual raster scanning
To reduce the probability that faulty optics are discovered only in system level testing, a qualification strategy for individual optics before system level integration was adapted.
The second strategy is based on all steps of strategy 1 with an added step before the system level testing. Prior to mounting the optics in the flight laser, individual optics are tested for its laser energy handling capabilities. To this end the S-on-1 batch based damage threshold is used to set a fluence level at which the optics are raster scanned [8] . For that purpose the laser test settings are set to irradiate the optic with 10k shots at a fixed fluence over a contiguous area. This area coincides with the laser beam footprint in the final assembled case, inside the ALADIN laser.
Obviously this strategy requires extensive and more demanding test capabilities, because first the raster-scanning is time consuming itself and second handling flight optics asks for much stricter process control. For that purpose we are enlarging the test capacities within the EarthExplorer space program, facing the challenge to harmonise several test facilities to a high level of confidence.
HARMONISATION OF LASER DAMAGE TESTING BENCHES
Often commercial test facilities have differences of more than 100% in the reported S-on-1 damage threshold from samples of the same batch for various reasons. Our target is to harmonise two damage testing facilities to match the 10k-on-1 value closer than 50%. To this end, we will compare our test benches and evaluate the potential influence of the differences on the results.
Optical set-up
The two set-ups for LIDT testing are shown in Fig. 1 . Both laboratories use a diode pumped, injection seeded Nd:YAG laser with a temporal FWHM pulse width of τ = 10 ns, a central wavelength of λ = 1064 nm and a repetition rate of 100 Hz. In both set-ups the laser beam passes a half wave plate and a polarizer, in order to adjust the pulse energy. For monitoring the beam profile a small fraction of the main beam is reflected from a wedge and directed onto a digital camera. The 1 2 ⁄ beam diameter is used for the fluence calculation. The online measurement of the pulse energy is done with a Si photodiode energy sensor in a similar manner. To calibrate the energy measurement, the main laser beam energy is directly measured with a pyroelectric energy meter in front of the vacuum chamber prior to starting the damage test. In this way a reference energy factor is calculated. The main beam enters then through a focusing lens the vacuum chamber with the mounted sample. The two AR1064/0° windows were tested under vacuum conditions (~10 -5 mbar),
whereas the silicon wafers were tested under ambient pressure. The vacuum chamber is mounted on an x-y translation stage in order to test the sample at different sites. The maximum shot number for each test site is 10k pulses. In case of laser-induced damage a shutter blocks within 2-3 pulses the incident laser. To detect laser-induced damage both laboratories use the increase of scatter light in case of damage, measured with a fast photodiode. In the DLR setup a chopped, intensity stabilized HeNe (λ = 632 nm) laser is collinearly focused onto the sample to a beam diameter of ~220 µm. A lock-in detection of the scattered HeNe light is used and in case of exceeding a threshold value the shutter is automatically closed. In ESA's set-up the scattered Nd:YAG laser light is directly used for damage detection. Due to the two differing online damage detections a different sensitivity can be expected. 
Data acquisition
One of the remaining differences between the DLR's and ESA's LIDT test benches is the data acquisition. In the case of DLR a test fluence range is chosen by the operator, which is afterwards randomly sampled (s. Figure 2 , left). ESA's bench uses an adaptive algorithm to choose each successive fluence during the test. The algorithm is rather simple. It increases the test fluence for the next site till three damages occur in a row. In that case the test fluence is lowered till six consecutive test sites show no damage. Subsequently the sequence starts over again. This results in a bell-shaped test fluence distribution centred around the onset of the probabilistic damage curve, ~1.2 • H 0% (s. Figure 2 , right).
Both methods reliably and efficiently sample the probabilistic damage curve, but need investigation for a potential systematic offset in the test result. For that purpose we performed Monte Carlo simulations on a virtual sample having a typical power-law damage probability [9] (Gaussian test beam) described by:
This damage probability was sampled with 128 different fluences i (test sites) determined by the two different algorithms. In case the corresponding damage probability is smaller than a random number, ( i ) < rand( ), the site is marked as damaged, otherwise as survived. The random numbers are uniformly distributed over the interval [0,1]. A 2σ 10% fluence noise contribution was added to i to account for fluence fluctuations during the test. In Figure 2 the resulting binomial test data (for one virtual sample, 128 test sites) are displayed as blue dots. Subsequent to the generation of the data, the binomial test data are fitted with a non-linear least square algorithm. This test is repeated 1000 times (j=1…1000 virtual samples) and the damage threshold ,0% is recorded. Top: Probabilistic damage curve of a typical S-on-1 test. The red solid line shows the theoretical, intrinsic damage probability of the virtual sample, the small blue dots depict damaged (1) or not damaged (0) test sites. The dashed pink line depicts a least-square fit to the experimental data and the green circles display the derived damage probability calculated by binning binary damage data to energy intervals. The result of this simulation is summarised in Table 1 . Both methods results in a systematic offset of several percent towards higher values and a similar value for the standard deviation. Combining both deviations to an expanded 2σ uncertainty for the damage threshold illustrates the vanishing difference between both data acquisition methods. Therefore this variation in the data acquisition of LIDT determination benches from DLR and ESA can be considered negligible. Number of pulses 
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COMPARISON TEST RESULTS
For being able to rule out additional sources of uncertainty (i.e. assumptions on pulse-length scaling, damage definition, etc.) we decided to set the test parameter as close as possible. Owning almost the same test laser enabled us to match the setting beyond what is usually possible. The test parameters are summarised in Table 2 .
Based on these parameters, tests were conducted on two anti-reflective coated optics(AR1 and AR2) and two silicon wafers (WF1 and WF2). One half of the surface of each individual sample was reserved for testing at DLR and the other half for testing at ESA. By testing the same sample we rule out sample to sample variations of the damage threshold.
Parameter Value
Test method ISO21254-2, 10k-on-1, >128 sites per sample 
Sample AR1064/0°, vacuum
Figure 3: Comparison of characteristic damage curves for S-on-1 test on an AR1064/0° in vacuum at the two facilities.
The antireflection coated samples were placed in the test chamber and evacuated with a dwell time of >6h before irradiation. Figure 3 illustrates the derived characteristic damage curves (CDCs). All error-bars overlap, indicating a realistic uncertainty budget from both facilities in the fluence region around 12 J/cm 2 . The difference in the derived 10k-on-1 damage threshold is less than 20% (s. Table 3 ). For the sample AR1 there seems to be a stronger deviation for low Number of pulses Number of pulses 10° number of pulses. As this is within the quoted uncertainty, interpretation based on this dataset is limited. In addition the statistical base is low as few sites damage at lower pulse numbers. A possible explanation, based on one major remaining difference in the test setup is derived further below. Table 3 : Summary 10k-on-1 damage threshold for AR1064/0° samples. The silicon wafer samples were placed in the test chamber without evacuation. Environmental conditions are ambient air of the respective laboratory. It shall be noted, that WF1 and WF2 are different types with a different intrinsic damage threshold. Figure 4 illustrates the derived characteristic damage curves. All error-bars overlap, indicating a realistic uncertainty budget from both facilities in the fluence region around 3 J/cm 2 . The difference in the derived 10k-on-1 damage threshold is less than 10% (s. Table 4 ). Table 4 : Summary 10k-on-1 damage threshold for Si wafer samples.
Si wafer/0°, ambient
Extrapolation to large shot numbers
One of the remaining major differences in the test setup is the online monitoring of damage events. This is the only mean we have at hand to determine at which pulse number each test site did damage. For deriving the characteristic damage curve, which is used to extrapolate the damage threshold to large shot numbers, we need to evaluate the probabilistic damage curve for each pulse class. Therefore the online damage detection method directly influences the slope of the CDC.
Extrapolation to large shot numbers based on the CDC slope has two major flaws. The first originates from the damage definition. Damage within this inter-laboratory comparison is defined as the detection of an irregular feature under microscope inspection. As a consequence the measurement on the scattering on a shot-by-shot base determines a different quantity. Scattering and the presence of irregular features are interlinked quantities, but their mutual relation is Number of pulses not uniquely defined. The difference in the online damage detection scheme is rather small, but yield a fundamentally different forecast on the long-term performance of the optic (s. Figure 5 ). Second the validity of extrapolating from data gathered on a basis of 10k shots to 1 Giga-shots is questionable in general. Figure 5 . Extrapolation of S-on-1 damage threshold to high shot numbers. Despite both facilities have overlapping uncertainty bars in the measured region (<10k shots), there is a fundamental difference in the extrapolation. This questions the validity of the extrapolation model for the type of sample used (PDC: probabilistic damage curve).
The method for extrapolating optical damage threshold to large shot-numbers, based on short-term testing, needs further investigation. Especially the involved physical and mathematical uncertainties and their implication on high-energy optics qualification have to be addressed.
CONCLUSION
We presented the harmonisation of two nanosecond LIDT-testing facilities in vacuum and ambient environment. It was successfully demonstrated that two testing facilities can be brought to a high level of agreement based on the ISO21254-2 test method. Two major remaining differences between the testing facilities are the data acquisition and the online damage detection. Monte Carlo simulations revealed that the difference between the data acquisition method has a negligible effect on the LIDT determination. The comparison of the extrapolation to large shots numbers revealed the weakness of that method, which will be addressed in detail in future work. By carefully matching all test parameters even beyond the requirements of the ISO standard (i.e. the type of laser, temporal pulse width, eliminating sample to sample variations, …) a total variation of less than 20% of the 10k-on-1 damage threshold (identical sample) could be reached.
