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LIFTING TENSORS FROM ORBIFOLD QUOTIENTS
RICARDO A. E. MENDES
1. Introduction and Main Results
Let M be a Riemannian manifold and G a Lie group acting on M properly by
isometries. The orbit spaceM/G is naturally a metric space with curvature (locally)
bounded from below, more precisely an Alexandrov space — see [8].
A natural question by K. Grove is to describe the metrics on the spaceM/G which
are induced by some smooth G-invariant metric on M .
We will consider the case whereM/G lies in the more restrictive class of Riemann-
ian orbifolds, defined as in [12]: M/G has a cover U by open sets, each isometric to a
quotient N/Γ of a Riemannian manifold N by a finite group of isometries Γ. These
“charts” satisfy certain compatibility relations, and in fact the metric structure on
M/G determines a unique orbifold structure on M/G, as defined in [2]. The famil-
iar tools from differential geometry often apply to orbifolds. For example smooth
tensors (in particular smooth functions) are defined first locally on each U ∈ U with
U = N/Γ to be the smooth Γ-invariant tensors on N . Globally on M/G one defines
smooth tensors to be collections of smooth tensors on each U ∈ U which agree on
intersections.
The main result in the present paper is a solution to K.Grove’s question in case
the quotient is an orbifold:
Theorem A. Let M be a Riemannian manifold, with the proper isometric action
of a Lie group G. Assume that the quotient M/G is (isometric to) a Riemannian
orbifold. Then any smooth symmetric 2-tensor g on M/G is induced by some smooth
G-invariant symmetric 2-tensor g˜ on M . Moreover if g is a metric, then g˜ can be
chosen to be a metric as well.
Theorem A is a consequence of an extension result for symmetric 2-tensors invari-
ant under a polar action. An isometric action on M by a Lie group G is called polar
if there exists an immersed submanifold Σ ⊂ M meeting all G-orbits orthogonally.
Such a submanifold Σ is called a section, and comes with a natural action by a
discrete group of isometries, called its generalized Weyl group.
In [12] (Theorem 1.1) A. Lytchak and G. Thorbergsson characterized isometric
actions with orbifold quotients: they are precisely the ones that are infinitesimally
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polar, that is, all slice representations are polar. Therefore Theorem A is a conse-
quence of the following statement about polar actions:
Theorem B. Let M be a polar G-manifold with section Σ, andW (Σ) the generalized
Weyl group associated to Σ. Let σ be a W (Σ)-invariant symmetric 2-tensor on the
section Σ.
Then there exists a smooth G-invariant symmetric 2-tensor σ˜ on M whose pull-
back to Σ equals σ.
Moreover, if σ is a metric, then we can choose σ˜ to be a metric with respect to
which the action of G remains polar with the same sections.
The general idea of the proof is to combine Chevalley’s Restriction Theorem with
a description of W (Σ)-invariant symmetric 2-tensors in terms of invariant functions.
The latter follows from an algebraic result:
Theorem C (Hessian Theorem). Let W ⊆ O(V ) be a finite reflection group, where
V is a Euclidean vector space of dimension n. Denote by R[V ]W the R-algebra of
W -invariant real-valued polynomials on V .
Consider the space of W -invariant symmetric 2-tensors on V with polynomial
coefficients, and denote it by R[V, Sym2V ∗]W .
Then there are W -invariant homogeneous polynomials Q1, . . . Ql whose Hessians
form a basis for R[V, Sym2V ∗]W as a module over R[V ]W . Here l = dim(Sym2V ∗)=
(n2 + n)/2.
If one chooses a set of homogeneous generators for R[V ]W , then each Qi ∈ R[V ]
W
in the statement of the Hessian theorem can be chosen to be either a generator, or
a product of two generators. For example when W is the dihedral group of order
2n acting on R2 = C, it is well known that ρ1 = |z|
2, ρ2 = Re(z
n) generate the
polynomial invariants, and in this case we can take {Q1, Q2, Q3} = {ρ1, ρ2, ρ
2
1}.
Here is a brief outline of the proof of theorem B, using the Hessian Theorem.
We first use the Slice theorem to reduce to the case where M is a Euclidean vector
space and G acts linearly, that is, to the case of polar representations. Then we
reduce further to the case where G is connected. Polar representations of connected
groups were shown by Dadok [4] to be orbit-equivalent to an isotropy representation
of a symmetric space. This implies that the generalized Weyl group W = W (Σ)
is generated by reflections. Then the Hessian theorem, together with an argument
involving the Malgrange Division theorem, implies that there are W -invariant poly-
nomials Qi and ai ∈ C
∞(V )W such that the given symmetric 2-tensor σ can be
written as σ =
∑
i aiHess(Qi). Finally the Chevalley Restriction theorem says that
ai, Qi can be extended to G-invariant functions a˜i, Q˜i on M , so that we may define
σ˜ =
∑
i a˜iHess(Q˜i).
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For the proof of the Hessian theorem, we first reduce to the the case where W is
irreducible, and then use the classification of irreducible reflection groups by type.
For each type, we compute the Poincare´ series P (t) of the graded vector space of
polynomial symmetric 2-tensors through Molien’s formula. Then we find explicit
sets {Qi} of homogeneous invariants whose degrees match P (t), and show by direct
computation of a determinant that the set {HessQi} is linearly independent. For the
exceptional types a computer is used.
We note that theorem B is analogous to Michor’s Basic Forms Theorem about
polar manifolds — see [13] and [14]. Indeed, Michor’s theorem states that for a polar
G-manifold M with section Σ, every smooth W (Σ)-invariant p-form on Σ can be
extended uniquely to a smooth G-invariant p-form on M , vanishing when contracted
to vectors tangent to the G-orbits.
Our Hessian Theorem is an analogue of a theorem by Solomon about finite reflec-
tion groups — see [11] section 22. It says in particular that ifW ⊂ O(Σ) is a reflection
group in a Euclidean vector space Σ, everyW -invariant p-form on Σ with polynomial
coefficients can be written as a sum of terms of the form Q0 · dQ1 ∧ . . .∧ dQp, where
each Qi is a W -invariant polynomial.
One naturally wonders if the Hessian Theorem and Solomon’s Theorem generalize
to other types of tensors beyond Sym2 and Λp, for example the higher symmetric
powers. Such generalizations would imply the corresponding tensor extension theo-
rems for polar manifolds and tensor lifting theorems for all G-manifolds with orbifold
quotients.
The present paper is organized as follows: In section 2 we recall definitions and
some facts about polar actions and prove Theorems A and B using the Hessian
Theorem. Section 3 concerns the Hessian Theorem. It starts with general remarks,
including a description of the framework common to the proofs in all types, followed
by the actual proofs in each type: dihedral groups, classical groups, and finally
exceptional groups — see Theorems 1, 2 and 3, respectively.
Acknowledgements: This work was completed as part of my PhD, and I would like
to thank my advisor W. Ziller for the long-term support. I would also like to thank
A. Lytchak, H. Wilf, C. Krattenthaler, and P. Levande for useful communication.
2. Extending metrics in polar manifolds
In the present section we first show how Theorem A follows from Theorem B, and
then we prove Theorem B using the Hessian Theorem.
Proof of Theorem A. Let x ∈ M , K = Gx the isotropy and V = (TxGx)
⊥ the slice.
By Theorem 1.1 in [12] the fact that M/G is an orbifold implies that the action of
K on V is polar. If Σ ⊂ V is a section, a neighbourhood of Gx in M/G can then be
identified with Σ/W (Σ).
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Because the action of K on V is polar with section Σ, the action of G on G×K V
is polar with section the image Σ¯ of {1} × Σ in G ×K V , if an appropriate metric
is chosen for G ×K V . An example of such a metric is obtained as the quotient
of the product metric of a left G-invariant, right K-invariant metric on G with the
Euclidean K-invariant metric on V .
Since Σ¯ can be identified with Σ, and its generalized Weyl group isW (Σ), it follows
from Theorem B that any smooth symmetric 2-tensor on a small neighbourhood of
Gx in M/G is induced by some smooth G-invariant tensor on G ×K V , and hence
also on a neighbourhood of the orbit Gx in M by the Slice Theorem. Finally with a
G-invariant partition of unity we can define such a tensor on all of M . 
Now we turn to the proof of Theorem B. We start by recalling the definition and
a few facts about polar actions (see [16] for more information).
Let M be a Riemannian manifold, and G a Lie group acting on M by isometries.
The action of G onM is called polar, andM is called a polar manifold, if there exists
an isometric immersion i : Σ → M , called a section, which meets all G-orbits and
always orthogonally. Moreover we require that Σ has no subcover section, that is, the
immersion i : Σ → M does not factor as a covering map followed by an immersion
Σ → Σ′ → M . We note that Σ is totally geodesic in M . The simplest example is
the action of SO(2) on R2 by rotations, where any straight line through the origin
is a section. Also note that in [16] sections are required to be closed and embedded
— see [9] for a treatment of immersed sections.
To each section Σ is associated a discrete group, called the generalized Weyl group,
defined as the quotient W = W (Σ) = N(iΣ)/Z(iΣ) of the normalizer N(iΣ) = {g ∈
G | giΣ = iΣ} by the centralizer Z(iΣ) = {g ∈ G | gx = x ∀x ∈ iΣ} of the image of
Σ in M . The natural action of W on iΣ lifts uniquely to an action on Σ, such that
i : Σ → iΣ is W -equivariant. The W -orbits in Σ are exactly the inverse images by
i of the G-orbits in M , and in fact the immersion i : Σ → M induces an isometry
of quotient spaces Σ/W → M/G. A less elementary fact is that the quotients also
have the same smooth structure, in the following sense:
Theorem (Chevalley Restriction Theorem). Pull-back to the section Σ induces an
isomorphism i∗ : C∞(M)G → C∞(Σ)W between the algebras of smooth invariant
functions.
Here is the linear version of Theorem B. The proof makes use of the Hessian
theorem.
Proposition 1. Let V be a polar K-representation, where K is a compact Lie group,
not necessarily connected, with section Σ ⊂ V and generalized Weyl groupW . Denote
by i : Σ→ V the inclusion.
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Let σ ∈ C∞(Σ, Sym2Σ∗)W be a smooth W -equivariant map from Σ to Sym2Σ∗.
Then there exists σ˜ ∈ C∞(V, Sym2V ∗)K such that i∗σ˜ = σ and σ˜(X, Y ) = 0 for X
horizontal and Y vertical.
Moreover, if σ is positive definite at 0, then so is σ˜.
Recall that vertical means tangent to the orbit, and horizontal means normal to
the orbit.
Proof. Let K0 denote the connected component of K containing the identity, and
N(Σ)0 and Z(Σ)0 the normalizer and centralizer of Σ in K0, which equal N(Σ)0 =
N(Σ) ∩K0 and Z(Σ)0 = Z(Σ) ∩K0.
From Dadok’s classification it follows that the representation of K0 on V is equiv-
alent to the isotropy representation of a symmetric space — see [4]. In particular
W (Σ)0 = N(Σ)0/Z(Σ)0 is a Weyl group, that is, a crystallographic reflection group.
Therefore, by the Hessian theorem, there are homogeneousW0-invariant polynomials
Q1, . . . Ql whose Hessians generate the module R[Σ, Sym
2Σ∗]W0 of all W0-invariant
symmetric 2-tensors on Σ with polynomial coefficients over the algebra of invariants
R[V ]W0.
By an argument involving Malgrange’s Division Theorem, the fact that {Hess(Q1),
. . . ,Hess(Ql)} generate R[Σ, Sym
2Σ∗]W0 over R[V ]W0 implies the corresponding state-
ment in the smooth category. Namely, {Hess(Q1), . . . ,Hess(Ql)} also generate the
module C∞(Σ, Sym2Σ∗)W0 over C∞(V )W0 — see Lemma 3.1 in [5].
Since σ isW (Σ)-equivariant, it is alsoW (Σ)0-equivariant, and so there are smooth
W0-invariants ai such that
σ =
∑
i
ai · Hess(Qi)
By the Chevalley Restriction Theorem, there are unique extensions of ai and Qi
to
a˜i ∈ C
∞(V )K0 Q˜i ∈ R[V ]
K0
Define σ˜0 by
σ˜0 =
∑
i
a˜i · Hess(Q˜i) ∈ C
∞(V, Sym2V ∗)K0
and σ˜ by
σ˜ =
1
|K/K0|
∑
h∈K/K0
h · σ˜0 ∈ C
∞(V, Sym2V ∗)K
We claim that i∗σ˜ = σ. The idea is to show that i∗(g · σ˜0) = σ for all g ∈ K.
Indeed, given g ∈ K, g−1Σ is another section, and since the action of K0 is polar
with the same sections as K, it must act transitively on the sections, and thus there
is h ∈ K0 such that g
−1Σ = h−1Σ, that is, gh−1 ∈ N(Σ).
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Then
g · σ˜0 = gh
−1h · σ˜0 = gh
−1 · σ˜0
because σ˜0 is K0-equivariant. Applying i
∗ to both sides gives
i∗(g · σ˜0) = [gh
−1] · i∗(σ˜0) = [gh
−1] · σ = σ
where [gh−1] denotes the class of gh−1 in the quotientW = N(Σ)/Z(Σ). This finishes
the proof that i∗σ˜ = σ.
Now we turn to the second statement. Let X, Y ∈ TpV with X vertical and Y
horizontal, that is, tangent and normal to the orbit through p. Extend them to
parallel (in the Euclidean metric) vector fields, also called X and Y .
For each Q˜i, let f = dQ˜i(X). Since Σ is a vector subspace, X is orthogonal to Σ
at every point of Σ. So at every regular q ∈ Σ, X(q) is tangent to the orbit. Since
Q˜i is constant on orbits, f = 0 at every regular q ∈ Σ, and hence on all of Σ.
In particular Hess(Q˜i)p(X, Y ) = df(Y ) = 0. Since σ˜0 is a linear combination of
such Hessians, and σ˜ the average of σ˜0 over K , we get σ˜(X, Y ) = 0 as well.
Finally, assume σ is positive-definite at 0 ∈ Σ. We will show that σ˜ is positive
definite at 0 ∈ V .
It suffices to do so for
σ˜0 =
l∑
i=1
a˜i · Hess(Q˜i)
Consider the decomposition of V into irreducible K-representations
V = Rm ⊕ V1 ⊕ · · · ⊕ Vk
where K fixes Rm and each Vi is non-trivial. Theorem 4 in [4] implies that Vi are
pairwise inequivalent and polar, with sections Σi = Σ ∩ Vi. Moreover
Σ = Rm ⊕ Σ1 ⊕ · · · ⊕ Σk
with Σi pairwise inequivalent W -representations.
By Schur’s lemma,
σ(0) = A⊕ λ1IdΣ1 ⊕ · · · ⊕ λkIdΣk
where A is a positive-definite symmetric m × m matrix, and each λi > 0. We can
rewrite this as
σ(0) =
∑
1≤i,j≤m
aij
2
Hess(xixj)⊕
λ1
2
Hess(P1)⊕ · · · ⊕
λk
2
Hess(Pk)
where Pi ∈ R[Σ]
W is given by Pi(v) = |PΣi(v)|
2, that is, the norm square of the
component of v in Σi. The unique extension of Pi to a K-invariant polynomial on V
is clearly P˜i(v) = |PVi(v)|
2.
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We may assume that
{Qi | 1 ≤ i ≤ l , degQi = 2} = {xixj | 1 ≤ i ≤ j ≤ m} ∪ {P1, . . . Pk}
because the Hessians of both sets form a basis for (Sym2Σ)W . Therefore
σ˜0(0) = A⊕ λ1IdV1 · · · ⊕ λkIdVk
is positive-definite because A is positive-definite and each λi > 0. 
Now we are ready for the general case:
Proof of Theorem B using Proposition 1. Let i : Σ → M be a section, that is, an
isometric immersion meeting all G-orbits orthogonally which does not factor through
a subcover of Σ.
Using G-invariant partitions of unity on M , it is sufficient to construct the desired
symmetric 2-tensor σ˜ locally, in a neighborhood of an arbitrary G-orbit O ⊂M .
Let q ∈ Σ with image p = i(q) ∈ O ⊂ M . Denote by K = Gp the isotropy, and
V = (TpO)
⊥ the slice at p. V is a polar K-representation with section (di)q : TqΣ→
V . The generalized Weyl group acting on TqΣ is the isotropy W (Σ)q.
For r > 0 small enough, the Slice Theorem can be used to describe the r-
neighborhood U of O. It is G-equivariantly diffeomorphic to G ×K B(V ) = (G ×
B(V ))/K, where B(V ) = {v ∈ V | |v| < r}, and K acts on G×B(V ) by
(k, (g, v)) 7→ (gk−1, kv)
The pull-back τ = exp∗q(σ) of the given σ to B(TqΣ) = {v ∈ TqΣ | |v| < r} is a
smooth W (Σ)q-invariant symmetric 2-tensor. By Proposition 1, τ is the pull-back
(restriction) of a smooth K-invariant symmetric 2-tensor τ˜ on B(V ).
Choose two arbitrary smooth K-equivariant maps
τ1 : V → Sym
2(T ∗pO), τ2 : V → V
∗ ⊗ (T ∗pO)
and define σ˜0 = τ˜ + τ1 + τ2 : V → Sym
2(T ∗pU).
Since the action of K on G×V is free, σ˜0 extends to a unique smooth G-invariant
symmetric 2-tensor σ˜ on U .
By construction the pull-back i∗(σ˜) of σ˜ to i−1(U) is a W (Σ)-invariant tensor
which agrees with the given σ on the connected component of i−1(U) containing q.
Since W (Σ) acts transitively on such connected components, they must agree on all
of i−1(U). This finishes the proof of the first (non-metric) statement.
To deal with the case where σ is a metric, we follow the same steps as above,
with two modifications. First, when τ˜ is defined, we note that by Proposition 1, τ˜ is
positive definite at 0, and preserves the relation of orthogonality between K-orbits
and the section. By shrinking r > 0 if necessary, we may assume that τ˜ is positive
definite on B(V ). Second, when defining σ˜0, τ1 must be positive definite on B(V )
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and τ2 must be identically zero. Together these imply that σ˜ is positive definite on all
of U , and defines a metric with respect to which G-orbits and Σ∩ U are orthogonal.

3. The Hessian Theorem for finite reflection groups
3.1. General Remarks. The goal of this section is to give a proof of the Hessian
Theorem (see Theorem C).
Recall some facts about finite reflection groups: First, the algebra of invariants,
R[V ]W , is a free polynomial algebra with as many generators as the dimension of
V . This is known as Chevalley’s theorem — see [1] Chapter V. Such a set of ho-
mogeneous generators is called a set of basic invariants. Second, V is reducible as a
W -representation if and only if V = V1 × V2 and W = W1 ×W2 for two reflection
groups Wk ⊂ O(Vk) — see section 2.2 in [10]. Because of the latter, the following
proposition reduces the proof of the Hessian theorem to the irreducible case.
Proposition 2. Let Wk ⊆ O(Vi), k = 1, 2 be two finite reflection groups in the
Euclidean vector spaces Vk, and let W = W1 ×W2 ⊂ O(V ) = O(V1 × V2). Then the
conclusion of the Hessian theorem holds for W ⊂ O(V ) if and only if it holds for
both Wk ⊆ O(Vk), k = 1, 2.
Proof. Let ik : Vk → V1 × V2 and pk : V1 × V2 → Vk be the natural inclusions and
projections. As a W -representation, Sym2(V ∗) decomposes as
Sym2(V ∗) = Sym2(V ∗1 )⊕ Sym
2(V ∗2 )⊕ (V
∗
1 ⊗ V
∗
2 )
Denote by i11 and i22 the natural inclusions of the first two summands. All these
maps are W -equivariant.
(1) Assume the conclusion of the Hessian Theorem holds for W ⊂ O(V ). Thus
there are Qj ∈ R[V ]
W whose Hessians form a basis for R[V, Sym2(V ∗)]W .
Then the restrictionsQj |Vk = i
∗
kQj generate R[Vk, Sym
2(V ∗k )]
Wk as anR[Vk]
Wk-
module.
Indeed, given σ ∈ R[Vk, Sym
2(V ∗k )]
Wk , define
σ˜ = ikk ◦ σ ◦ pk
Since σ˜ isW -equivariant, there are aj ∈ R[V ]
W such that σ˜ =
∑
j ajHess(Qj).
Therefore
σ = i∗k(σ˜) =
∑
j
(aj|Vk)Hess(Qj |Vk)
(2) Assume the conclusion of the Hessian Theorem holds for Wk ⊂ O(Vk). Let
ρj ∈ R[V1]
W1, j = 1, . . . n1 and ψj ∈ R[V2]
W2 , j = 1, . . . n2 be basic invariants
on V1 and V2 respectively, and Qj ∈ R[V1]
W1, for j = 1, . . . (n21 + n1)/2,
Rj ∈ R[V2]
W2, for j = 1, . . . (n22 + n2)/2 be homogeneous invariants whose
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Hessians form a basis for the corresponding spaces of equivariant symmetric
2-tensors.
Claim: The Hessians of the following set of W = W1 ×W2-invariant poly-
nomials on V = V1 × V2 form a basis for the space of equivariant symmetric
2-tensors on V :
{Qj} ∪ {Rj} ∪ {ρiψj , i = 1 . . . n1, j = 1 . . . n2}
Indeed, R[V, Sym2(V ∗)]W decomposes as
R[V, Sym2(V ∗1 )]
W ⊕ R[V, Sym2(V ∗2 )]
W ⊕ R[V, V ∗1 ⊗ V
∗
2 ]
W
The first two pieces are freely generated over R[V ]W by HessQj and HessRj .
The third piece can be rewritten asR[V, V ∗1 ⊗V
∗
2 ]
W = R[V1, V
∗
1 ]
W1⊗R[V2, V
∗
2 ]
W2 .
By Solomon’s theorem, R[Vk, V
∗
k ]
Wk are freely generated by dρj and dψj , so
that R[V, V ∗1 ⊗ V
∗
2 ]
W is freely generated by dρj ⊗ dψj . To finish the proof of
the Claim one uses the product rule
Hess(ρiψj) = dρi ⊗ dψj + ρiHess(ψj) + ψjHess(ρi)

The proposition above reduces the proof of the Hessian theorem to the irreducible
case. The next step is to use the classification of finite irreducible reflection groups
according to their Coxeter graphs, and prove the Hessian theorem for each of them.
The proofs for each type all fit in the following general framework:
• Recall that the Poincare´ series of a graded vector space M =
⊕∞
i=0Mi
is defined by Pt(M) =
∑∞
i=0 dim(Mi)t
i. In our situation we put M =
R[V, Sym2V ∗]W and compute its Poincare´ series using Molien’s formula (see
section 3.1 in [15] ):
Theorem (Molien’s formula). Let G be a finite group, ρ : G → GL(V ) a
representation, and U another representation with character χ. Then
Pt(R[V, U ]
G) =
1
|G|
∑
g∈G
χ(g)
det(Id− tρ(g))
• Note that R[V, Sym2V ∗]W is a free module over R[V ]W , of rank equal to
l = dimSym2V ∗ = n(n + 1)/2. This is a consequence of a theorem by
Chevalley which says that R[V ] is a free module over R[V ]W , more precisely
that R[V ] = R[V ]W ⊗ I, where I is the regular representation of W — see
[3]. Indeed,
R[V, Sym2V ∗]W = (R[V ]⊗ Sym2V ∗)W = R[V ]W ⊗ (I ⊗ Sym2V ∗)W
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and since I is the regular representation, (I ⊗ Sym2V ∗)W is isomorphic to
Sym2V ∗. Therefore Pt(M)/Pt(R[V ]
W ) is a polynomial which encodes the
degrees of an R[V ]W -basis for M . Note also that R[V ]W is free, so that
Pt(R[V ]
W ) =
∏n
i=1
1
1−tdi
where di are the degrees of W , that is, di = deg(ρi).
• We choose an appropriate subset
T ⊂ {ρi | 1 ≤ i ≤ n} ∪ {ρiρj | 1 ≤ i ≤ j ≤ n}
with l = n(n + 1)/2 elements such that the degrees of {Hess(Q), Q ∈ T} are
the same as those of a basis.
• At this point it is enough to show that the chosen Hessians are linearly
independent over R[V ]W , because then the submodule generated by them will
have the same Poincare´ series as M , forcing them to be equal for dimension
reasons in each degree. In order to show that such a set of tensors is linearly
independent we show that their values at a particular vector v ∈ V are linearly
independent over R. Here v can be any regular vector.
Now we follow the program outlined above first for the dihedral groups, then the
reflection groups of classical type, that is, types A, B and D, and finally for the
groups of exceptional type, namely H3, H4, F4, E6, E7 and E8. For the exceptional
groups we need to use a computer for some of the calculations.
3.2. Dihedral Groups. Let V = R2 and W = Dn, the dihedral group with 2n
elements. It is generated by {a, b}, where a is counterclockwise rotation by 2π/n
and b is the reflection across the x-axis. Thus
Dn = {1, a, . . . , a
n−1, b, ab, . . . an−1b}
It is convenient to introduce complex notation: identify (x, y) with z = x + iy.
Then a becomes complex multiplication with ξ = e2πi/n, and b becomes complex
conjugation.
It is well known (see [15] page 108) that we can take the basic invariants to be
ρ1(x, y) = zz¯ = x
2 + y2 ρ2(x, y) = Re(z
n)
Thus the degrees of W are d1 = 2, d2 = n, and
Pt(R[V ]
W ) =
1
(1− t2)(1− tn)
Proposition 3. For n ≥ 2 let W be the dihedral group with 2n elements acting on
V = R2. The Poincare´ series for the space of equivariant symmetric 2-tensors is
Pt(R[V, Sym
2V ∗]W ) = (1 + t2 + tn−2)Pt(R[V ]
W )
LIFTING TENSORS FROM ORBIFOLD QUOTIENTS 11
Proof. Since the eigenvalues of aj are ξj and ξ−j, we see that
det(1− taj) = (t− ξj)(t− ξ−j) tr(Sym2aj) = 1 + ξ2j + ξ−2j
Since ajb are reflections,
det(1− tajb) = 1− t2 tr(Sym2ajb) = 1
Applying Molien’s formula gives
Pt(R[V, Sym
2V ∗]W )
Pt(R[V ]W )
=
(t2 − 1)(tn − 1)
2n
(
n
1− t2
+
n−1∑
j=0
1 + ξ2j + ξ−2j
(t− ξj)(t− ξ−j)
)
Denoting this polynomial by f(t), we want to show that f(t) = 1+ t2+ tn−2. Since
both have degrees less than or equal to n, it is enough to check that they have the
same values at n + 1 distinct points, which we can take to be t = 0, 1, ξ, ξ2, . . . ξn−1.
Start with f(0) = 1
2n
(2n + 2
∑
j ξ
2j). If n = 2 this equals 2, otherwise ξ2 6= 1 and
f(0) = 1. In both cases the value of f agrees with that of 1+ t2+ tn−2. Next consider
t = ξk 6= 1,−1. Only the terms j = k,−k in the sum survive, and they are equal:
f(ξk) =
1
2n
2(1 + ξ2k + ξ−2k) ·
(t2 − 1)(tn − 1)
(t− ξk)(t− ξ−k)
∣∣∣∣
t=ξk
=
(1 + ξ2k + ξ−2k)(ξ2k − 1)
n(ξk − ξ−k)
·
d(tn − 1)
dt
∣∣∣∣
t=ξk
= 1 + ξ2k + ξ−2k = (1 + t2 + tn−2)|t=ξk
as wanted. The remaining cases t = 1,−1 are similar. 
Theorem 1. In the notations above, a basis for R[V, Sym2V ∗]W as a free R[V ]W -
module is
{Hess(ρ1),Hess(ρ
2
1),Hess(ρ2)}
Proof. It’s more convenient and enough to do the computation of the Hessians in the
basis z, z¯ instead of x, y:
Hess(zz¯) =
[
0 1
1 0
]
, Hess(z2z¯2) =
[
2z¯2 4zz¯
4zz¯ 2z2
]
Hess
(
zn + z¯n
2
)
=
n(n− 1)
2
[
zn−2 0
0 z¯n−2
]
Listing the upper triangular entries of the matrices above into a 3× 3 matrix, we
get:
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
 0 1 02z¯2 4zz¯ 2z2
n(n−1)
2
zn−2 0 n(n−1)
2
z¯n−2


Since the determinant of the matrix above is −2n(n−1)i Im(zn) 6= 0, the Hessians
are linearly independent over R[V ], hence also over R[V ]W , and since their degrees
are 0, 2 and n− 2, they must form a basis of R[V, Sym2V ∗]W by Proposition 3.

3.3. Classical Groups. We will use a combinatorial identity called the cycle index
formula. Generating functions-type manipulations with this identity together with
Molien’s formula yield the Poincare´ series of the symmetric 2-tensors.
Making a particular choice of basic invariants and of a regular vector v, the Hes-
sians of the n basic invariants evaluated at v have particularly simple forms. Looking
at these n matrices it is then easy to see which sets of Hessians are linearly indepen-
dent when evaluated at v.
We start by recalling the definitions and fixing notations. Let V = Vn = R
n, with
standard basis e1, . . . , en, which we declare to be orthonormal. Define W = Wn ⊂
O(V ) by:
• W = Sn, the group of permutation matrices, for type A;
• W = Sn⋉ {±1}
n, the group of signed permutation matrices, for type B; and
• W = {(σ, (ǫ1, . . . , ǫn)) ∈ Sn ⋉ {±1}
n | ǫ1 · · · ǫn = 1} for type D.
Note: Strictly speaking the standard representation of the Weyl group of type
An−1 is the subrepresentation of Sn on (1, . . . , 1)
⊥ ⊂ V , but by Proposition 2 it is
enough to prove the Hessian Theorem for the reducible representation V instead.
Recall that a permutation σ ∈ Sn can be decomposed into disjoint cycles, and
denote by ki(σ) the number of cycles of length i. For a signed permutation g = (σ, ǫ),
where ǫ : {1, 2, . . . n} → {±1}, the cycles of σ are divided into positive and negative,
according to the sign of the product of the corresponding values of ǫ. Denote by
k+i (g) (resp. k
−
i (g)) the number of positive (resp. negative) cycles of length i, so
that ki(σ) = k
+
i (g) + k
−
i (g).
Our computations of the Poincare´ series will rely on the Cycle Index Formula, a
combinatorial identity of generating functions in the formal variables z, and y1, . . . yn
(resp. y+1 , . . . , y
+
n , y
−
1 , . . . y
−
n ) which counts the number of permutations (resp. signed
permutations) having a given cycle decomposition: (see [18] chapter 4.7)
Theorem (Cycle index formula for Sn).
∞∑
n=1
zn
n!
∑
g∈Sn
xk = exp
(
∞∑
j=1
zjxj
j
)
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where xk denotes x
k1(g)
1 x
k2(g)
2 · · ·x
kn(g)
n .
From the formula above in type A, it is easy to prove the corresponding formulas
in types B and D:
Proposition 4. The cycle index formulas for types B and D are:
• Type B:
∞∑
n=1
zn
n!2n
∑
g∈Sn⋉(±1)n
xk = exp
(
∞∑
j=1
zj(x+j + x
−
j )
2j
)
where xk denotes
∏n
j=1(x
+
j )
k+j (g)(x−j )
k−j (g).
• Type D:
∞∑
n=1
zn
n!2n−1
∑
g∈Sn⋉Hn
xk = exp
(
∞∑
j=1
zj(x+j + x
−
j )
2j
)
+ exp
(
∞∑
j=1
zj(x+j − x
−
j )
2j
)
where xk denotes
∏n
j=1(x
+
j )
k+j (g)(x−j )
k−j (g), and Hn = {ǫ ∈ {±1}
n | ǫ1 · · · ǫn =
+1}
Proof. We start with type B. Fix τ ∈ Sn and consider the inner sum in∑
g∈Sn⋉(±1)n
xk =
∑
τ∈Sn
∑
ǫ∈(±1)n
xk
The sign of each cycle (i1 . . . il) in τ depends only on the values of ǫ1 . . . ǫl, and is
actually positive for 2l−1 such values and negative for the remaining 2l−1. Thus this
inner sum becomes
∏
cycles σ
(2l(σ)−1x−l(σ) + 2
l(σ)−1x+l(σ)) = 2
n
∏
j=1,...n
(
x+k + x
−
j
2
)kj
Now the result follows from the cycle index formula for Sn.
Now for type D, let A denote the quantity
A =
1
n!2n−1
∑
g∈Sn⋉Hn
xk
which we want to compute, and B the complementary sum
B =
1
n!2n−1
∑
g∈(Sn⋉{±1}n−Sn⋉Hn)
xk
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Using the cycle index formula for type B one sees that
A+B = 2 exp
(
∞∑
j=1
zj(x+j + x
−
j )
2j
)
A−B = 2 exp
(
∞∑
j=1
zj(x+j − x
−
j )
2j
)
and thus A = (A+B + A− B)/2 is as stated.

Note that the terms appearing in Molien’s formulas,
Pt(R[V ]
W ) =
1
|W |
∑
g∈W
1
det(1− tg)
Pt(R[V, Sym
2V ∗]W ) =
1
|W |
∑
g∈W
χ(g)
det(1− tg)
depend only on ki(g) (resp. k
+
i (g) and k
−
i (g)) . Indeed,
• In Type A, for a permutation matrix g, tr(g) = k1 and
χ(g) = tr(Sym2g) =
tr(g2) + (tr(g))2
2
=
k21
2
+
k1
2
+ k2
det(1− tg) = (1− t)k1(1− t2)k2 · · · (1− tn)kn
• In Types B and D, for a signed permutation matrix g, tr(g) = k+1 − k
−
1 and
χ(g) = tr(Sym2(g)) = k+1 + k
−
1 +
(
k+1
2
)
+
(
k−1
2
)
+ k+2 − k
+
1 k
−
1 − k
−
2
det(1− tg) =
n∏
i=1
(1− ti)k
+
i
n∏
i=1
(1 + ti)k
−
i
Combining the formulas above for det(1− tg) with Molien’s Formula, one gets:
Proposition 5. Replacing xj with (1− t
j)−1 (resp. x+j with (1− t
j)−1 and x−j with
(1 + tj)−1) in the right hand side of the Cycle Index Formula gives
∞∑
n=1
znPt(R[Vn]
Wn)
To compute the Poincare´ series of R[V, Sym2V ∗]W in terms of the Poincare´ series
of R[V ]W , we first apply an appropriate differential operator to the Cycle Index
Formula, and then use Molien’s formula together with the Proposition above.
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Proposition 6. One has the following formulas for
Pt(R[V, Sym
2V ∗]W )
Pt(R[V ]W )
• In type A
1− tn
1− t
+
(1− tn−1)(1− tn)
(1− t)(1− t2)
• In Type B
1− t2n
1− t2
+
(1− t2n−2)(1− t2n)t2
(1− t2)(1− t4)
• In type D
1− t2n
1− t2
+
(t2 + tn−2)(1− t2n−2)(1− tn)
(1− t2)(1− t4)
Proof. We define a differential operator D such that
Dxk = tr(Sym2(g))xk
Namely,
• In type A,
D =
x21
2
∂2
∂x21
+ x1
∂
∂x1
+ x2
∂
∂x2
• In types B and D,
D = x+1
∂
∂x+1
+x−1
∂
∂x−1
+
(x+1 )
2
2
∂2
∂(x+1 )
2
+
(x−1 )
2
2
∂2
∂(x−1 )
2
+x+2
∂
∂x+2
−x+1 x
−
1
∂2
∂x+1 ∂x
−
1
−x−2
∂
∂x−2
Apply D to both sides of the appropriate cycle index formula. Then replace xj
with (1−tj)−1 (resp. x+j with (1−t
j)−1 and x−j with (1+t
j)−1). By Molien’s formula
the left hand side is exactly
∞∑
n=1
znPt(R[Vn, Sym
2V ∗n ]
Wn)
Now we turn to the right-hand side. First we use the preceding Proposition. For
example in type A we get(
∞∑
n=1
znPt(R[Vn]
Wn)
)(
z2
2(1− t2)
+
z
(1− t)
+
z2
(1− t)2
)
and similarly for types B and D. Then we use the fact that
Pt(R[V ]
W ) =
n∏
i=1
1
1− tdi
16 RICARDO A. E. MENDES
where d1, . . . dn are the degrees of W , which in type A are 1, 2, . . . n, in type B
2, 4, . . . 2n and in type D 2, 4, . . . 2n− 2, n. Finally we take coefficients of zn on both
sides and simplify to get the stated formulas. 
Having calculated the Poincare´ series of R[V, Sym2V ∗]W , we know the degrees
(with multiplicities) of the elements in a basis for this module over R[V ]W . The next
step is to define explicit invariants whose Hessians have the degrees we just found,
and prove that they are linearly independent. We start by fixing sets {ρ1, . . . ρn} of
basic invariants:
• For type A, ρj =
1
j
∑n
i=1(xi)
j ;
• For type B, ρj =
1
2j
∑n
i=1(xi)
2j ; and
• For type D, ρj =
1
2j
∑n
i=1(xi)
2j if j < n and ρn = x1 · · ·xn.
In order to identify which sets of Hessians of invariants are linearly independent
we evaluate them at a regular vector v. We find that when v is a regular eigenvector
of a Coxeter element (see [10], section 3.16), the Hessians take a simple form. In
practice we take the following v:
• For type A, v = (1, ξ, ξ2, . . . , ξn−1), where ξ = exp(2πi/n);
• For type B, v = (1, ξ, ξ2, . . . , ξn−1), where ξ = exp(2πi/(2n)); and
• For type D, v = (1, ξ, ξ2, . . . , ξn−2, 0), where ξ = exp(2πi/(2n− 2)).
Note: Strictly speaking these vectors are in the complexification C ⊗ V , not in
V = Rn. But this is irrelevant as far as linear independence is concerned.
Define the map ρ : V → Rn by ρ(x) = (ρ1(x), . . . , ρn(x)). Since ρi are a set of
basic invariants, any invariant polynomial is of the form ρ∗f for some f ∈ R[y1, . . . yn].
Then we have:
Proposition 7 (Chain Rule). Let f ∈ R[y1, . . . yn] be a polynomial map on R
n. In
the coordinates xi of V dual to the standard basis ei, we have:
Hess(ρ∗f) =
(
∂2ρ∗f
∂xi∂xj
)
i,j
= J t(ρ∗(Hessf))J +
n∑
k=1
(
ρ∗
(
∂f
∂Yk
))
Hess(ρk)
where J is the Jacobian matrix
(
∂ρi
∂xj
)
i,j
.
Proposition 8. Let Mk denote the k × k matrix with ones in the antidiagonal and
zeros everywhere else. Here are the matrices (JT )−1Hess(ρi)J
−1 evaluated at v chosen
above:
• In type A,
i− 1
n
[
Mi−1 0
0 Mn−i+1
]
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• In type B,
2i− 1
n
[
Mi−1 0
0 Mn−i+1
]
• In type D,
(2i− 1)

 1n−1Mi−1 0 00 1
n−1
Mn−i 0
0 0 (−1)n


for 1 ≤ i ≤ n− 1 and
(J t)−1Hess(ρn)J
−1 =
[
0 0
0 M2
]
Proof. For type A, since ρi =
1
i
∑n
j=1(xj)
i and v = (1, ξ, ξ2, . . . , ξn−1), J(v) is a
Vandermonde matrix whose (a, b) entry equals Jab = ξ
(a−1)(b−1); and Hess(ρi)(v) =
(2i− 1) · diag(1, ξi−2, . . . ξ(i−2)(n−1)).
We want to show that
n · diag(1, ξi−2, . . . ξ(i−2)(n−1)) = JT
[
Mi−1 0
0 Mn−i+1
]
J
Indeed, the (l, m) entry on right-hand side is equal to
n∑
a,b=1
Jl,aNa,bJb,m
where Na,b = 1 if a + b = i or n + i, and 0 otherwise. Thus the sum becomes∑
a+b=i,i+n
ξ(l−1)(a−1)+(b−1)(m−1)
=
i−1∑
a=1
ξ(l−1)(a−1)+(i−a−1)(m−1) +
n∑
a=i
ξ(l−1)(a−1)+(n+i−a−1)(m−1)
=
n∑
a=1
ξ(l−1)(a−1)+(i−a−1)(m−1)
= ξ(i−1)(m−1)−(l−1)
n∑
a=1
ξ(l−m)a
In the sum over a = i, . . . n we have replaced (n+ i− a− 1) with (i− a− 1) because
ξn = 1. The last sum
∑n
a=1 ξ
(l−m)a equals n if ξl−m = 1, that is, l = m; and zero
otherwise. In the first case (i− 1)(m− 1)− (l − 1) = (i− 2)(m− 1), as wanted.
The proofs for types B and D are similar. 
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Theorem 2. With the notations above, let
T = {ρi | 1 ≤ i ≤ n} ∪ {ρiρj | 1 ≤ i ≤ j ≤ n} − T0
where T0 is a subset with n elements satisfying:
• in type A, T0 contains ρ1 and one ρiρj with i+j = k for each k = n+2, . . . 2n;
• in type B, T0 has one ρiρj with i+ j = k for each k = n + 1, . . . 2n;
• In type D, T0 has ρn−1ρn and one ρiρj with i + j = k and i, j ≤ n − 1 for
each k = n, . . . 2n− 2;
Then
{Hess(Q), Q ∈ T}
is a basis for R[V, Sym2V ∗]W as a free module over R[V ]W .
Proof. We need to show two things: First, that the chosen Hessians have the correct
degrees, as dictated by Proposition 6; and second, that they are linearly independent
over R[V ]W . Together these imply that R[V, Sym2V ∗]W and the submodule generated
by these Hessians have the same Poincare´ series and thus must coincide.
(1) Showing that {Hess(Q), Q ∈ T} have the correct degrees consists of an
algebraic manipulation of the formulas given in Proposition 6. For example
in type B,
1− t2n
1− t2
+
(1− t2n−2)(1− t2n)t2
(1− t2)(1− t4)
= t−2
n∑
i=1
t2i + t−2
∑
1≤i≤j≤n
t2(i+j) − t−2
2n∑
k=n+1
t2k
Indeed, on the right hand side of this equation the first two sums correspond
to {ρi} and {ρiρj} and the last sum to T0. We omit the proofs for the other
two types, which are similar.
(2) To show they are linearly independent, we will evaluate at the regular vector
v ∈ V and use the preceding Proposition.
The chain rule says that
Hess(ρiρj) = J
tEijJ + ρiHess(ρj) + ρjHess(ρi)
where Eij =Hess(yiyj).
Since all the basic invariants belong to T (except for type A, where ρ1
is linear and thus has zero Hessian), we may replace each Hess(ρiρj) with
J tEijJ . Since J(v) is invertible, we can multiply with (J
T )−1 on the left and
with J−1 on the right and are left to prove that the following set of matrices
is linearly independent:
S = {Eij | ρiρj ∈ T} ∪ {(J
t)−1Hess(ρi)J
−1 | ρi ∈ T}
LIFTING TENSORS FROM ORBIFOLD QUOTIENTS 19
This follows from the shapes of the matrices (J t)−1Hess(ρi)J
−1 we computed
in the previous Proposition, together with the fact that {Eij | 1 ≤ i ≤ j ≤ n}
is a basis (over R) for the space os symmetric matrices.
For example in type B, from the description of T given in the statement,
we can think of S as obtained from {Eij} thus: For each k = n + 1, . . . , 2n,
replace one Eij where i+ j = k with
(JT )−1Hess(ρk−n)J
−1 =
2(k − n)− 1
n
·
1
2
∑
a+b=k−n, k
Eab
Note that the removed Eij appears in this sum. Ordering S and {Eij} ap-
propriately, the matrix of S in terms of Eij is upper triangular with non-zero
diagonal, so that S is linearly independent.
Similarly for types A and D.

Note that the method used to compute the Poincare´ series of R[V, Sym2V ∗]W in
Proposition 6 applies equally well to any type of tensor. In type A one simply
writes the character as a polynomial in the numbers ki, and defines a differential
operator D by replacing each ki in this polynomial with xi
∂
∂xi
, and multiplication
with composition of operators. Similarly for types B and D.
3.4. Exceptional Groups. Finally we prove the Hessian Theorem for the six ex-
ceptional finite reflection groups W ⊂ O(V ) usually called by the names of their
Dynkin diagrams: H3, H4, F4, E6, E7 and E8. Note that the subscript denotes the
rank n =dim(V ). In all cases our proof relies on calculations performed by a com-
puter running GAP 3 (see [17]) using the package CHEVIE, which ultimately rely
only on integer arithmetic. For the actual code that was used, see
http://www.nd.edu/˜rmendes/sym2.txt
Recall a way of describing W ⊂ O(V ) from its Cartan matrix C = (Cij). V has
a basis r1, . . . rn of simple roots with corresponding co-roots r
∨
1 , . . . r
∨
n . This means
that W is generated by the reflections in the hyperplanes ker(r∨i ) given by:
Ri : v 7→ v − r
∨
i (v)ri i = 1, . . . n
Expressing v ∈ V in the basis of simple roots v = a1r1 + . . . anrn, we get
Ri(v) = v −
(∑
j
ajr
∨
i (rj)
)
ri
The coefficients r∨i (rj) = Cij form the Cartan matrix.
Here are the Cartan matrices for H3, H4 and F4: (where ζ = exp(2πi/5))
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H3 :

 2 ζ2 + ζ3 0ζ2 + ζ3 2 −1
0 −1 2

 , H4 :


2 ζ2 + ζ3 0 0
ζ2 + ζ3 2 −1 0
0 −1 2 −1
0 0 −1 2


F4 :


2 −1 0 0
−1 2 −1 0
0 −2 2 −1
0 0 −1 2


For the Cartan matrices in type E, refer to the tables at the end of [1].
We start the proof of the Hessian theorem by describing how the program computes
the polynomial
Pt(R[V, Sym
2V ∗]W )
Pt(R[V ]W )
(see the general framework on page 9)
We need to recall a few facts. Let I be the ideal in R[V ] generated by the homoge-
neous invariants of positive degree. The quotient R[V ]/I is known to be isomorphic,
as a W -representation, to the regular representation (see Theorem B in [3]), but it
is also a graded vector space. Fixing an irreducible representation/character ξ, the
Poincare´ polynomial FDξ(t) of the subspace of R[V ]/I with components isomorphic
to ξ is called the fake degree of ξ . Moreover R[V ] is isomorphic to (R[V ]/I)⊗R[V ]W
. Thus the Poincare´ series of the vector subspace in R[V ] given by the direct sum of
all irreducible subspaces isomorphic to ξ equals FDξ(t)Pt(R[V ]
W ).
The way the program computes Pt(R[V, Sym
2V ∗]W ) is as follows:
It first computes the character χ of Sym2V ∗, and decomposes it into a sum of
irreducible characters, using character tables that come with CHEVIE.
χ =
∑
ξ irreducible
cξξ
It then uses a command in CHEVIE that returns the fake degrees of the irreducible
characters ξ, and computes ∑
ξ
cξFDξ(t)
Using Schur’s lemma one sees that this equals
Pt(R[V, Sym
2V ∗]W )
Pt(R[V ]W )
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Here are the outputs:
Pt(R[V, Sym
2V ∗]W )/Pt(R[V ]
W ) =
H3 t
10 + t8 + t6 + t4 + t2 + 1
H4 t
38 + t30 + t28 + t22 + t20 + t18 + t12 + t10 + t2 + 1
F4 t
14 + t12 + 2t10 + t8 + 2t6 + t4 + t2 + 1
E6 t
16 + t15 + t14 + t13 + 2t12 + t11 + 2t10 + 2t9+
+2t8 + t7 + 2t6 + t5 + t4 + t3 + t2 + 1
E7 t
26 + t24 + 2t22 + 2t20 + 3t18 + 3t16 + 3t14 + 3t12+
+3t10 + 2t8 + 2t6 + t4 + t2 + 1
E8 t
46 + t42 + t40 + t38 + 2t36 + 2t34 + t32 + 3t30 + 2t28 + 2t26 + 3t24+
+2t22 + 2t20 + 3t18 + t16 + 2t14 + 2t12 + t10 + t8 + t6 + t2 + 1
Now we turn to the task of defining an explicit set of basic invariants ρ1, . . . ρn ∈
R[V ]W . The degrees di = deg(ρi) are well known: (see tables at the end of [1])
degrees d1, . . . dn
H3 2, 6, 10
H4 2, 12, 20, 30
F4 2, 6, 8, 12
E6 2, 5, 6, 8, 9, 12
E7 2, 6, 8, 10, 12, 14, 18
E8 2, 8, 12, 14, 18, 20, 24, 30
We choose for each group a regular vector v ∈ V and identify it with the row
vector of its coefficients in the basis of the simple roots ri. We also take one non-zero
λ ∈ V ∗ with minimal W -orbit size, namely the one which in the basis {r∨i } of simple
co-roots is identified with the row vector
λ = (0, . . . 0, 1) · C−1
Then the program computes the W -orbit O of λ. Here are our choices of v and
the number of elements in the orbit O:
v (in the basis {ri}) |O|
H3 (1, 2, 3) 12
H4 (1, 2, 3, 5) 20
F4 (2,−3, 5, 7) 24
E6 (2,−5, 41, 7,−9, 110) 27
E7 (2,−5, 41, 7,−9, 110,−87) 56
E8 (2,−5, 41, 7,−9, 110,−87, 11) 240
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Since W permutes the linear polynomials in O, for each natural number m we get
a W -invariant polynomial of degree m
ψm =
∑
λ∈O
λm
The invariants constructed this way are called the Chern classes associated to the
orbit O. See [15] chapter 4.
Proposition 9. The polynomials ρi = ψdi , i = 1, . . . n, form a set of basic invariants,
and v is indeed a regular vector.
Proof. Let J be the Jacobian matrix
J =
(
∂ρi
∂r∨j
)
i,j
=
(∑
λ∈O
diλ
di−1
∂λ
∂r∨j
)
i,j
The program computes its determinant, evaluates it at the vector v, and checks that
the value is non-zero. This proves both that ρi are algebraically independent (see
Proposition 3.10 in [10]) and hence a set of basic invariants because they have the
right degrees; and that v is indeed a regular vector, that is, does not belong to any
of the reflecting hyperplanes (see section 3.13 in [10]). 
We point out that L. Flatto and M. Weiner studied the set of all λ ∈ V ∗ that
make the ρi = ψdi constructed above a set of basic invariants. They produce a
distinguished set of basic invariants J1, . . . Jn, determined up to non-zero constants,
such that λ ∈ V ∗ gives rise to a set of basic invariants if and only if Ji(λ) 6= 0 for all
i — see [7, 6] for more details.
Theorem 3. Let W ⊂ O(V ) be one of the six exceptional finite reflection groups,
and ρ1, . . . ρn the set of basic invariants described above. Let T ⊂ {ρi} ∪ {ρiρj} be a
subset with n(n+ 1)/2 elements such that T contains {ρi} and∑
Q∈T
tdeg(Q)−2 =
Pt(R[V, Sym
2V ∗]W )
Pt(R[V ]W )
There is at least one such T , and for each one, {Hess(Q) | Q ∈ T} is a basis for
R[V, Sym2V ∗]W as a free module over R[V ]W .
Proof. First the program finds a list of all subsets T satisfying the condition in the
statement of the theorem. The number of elements in this list (choices for T ) are:
H3 H4 F4 E6 E7 E8
choices 2 2 2 12 48 96
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For each T , the program constructs a square matrixM of size n(n+1)/2. The rows
are in correspondence with the set H = {Hess(Q) | Q ∈ T} , and the columns with
the set P of upper triangular positions of an n×n matrix. The entry ofM associated
with Hess(Q) ∈ H and a position (a, b) ∈ P is the (a, b)-entry of Hess(Q)(v), that is,
∂2Q
∂r∨a ∂r
∨
b
(v)
Then it proceeds to compute the determinant of M and checks that it is non-zero.
This implies that H is linearly independent at v, hence over R[V ], and in particular
over R[V ]W .
Therefore spanR[V ]WH is a submodule of R[V, Sym
2V ∗]W with the same Poincare´
series, and so they must coincide. 
References
[1] N. Bourbaki. E´le´ments de mathe´matique. Fasc. XXXIV. Groupes et alge`bres de Lie. Chapitre
IV: Groupes de Coxeter et syste`mes de Tits. Chapitre V: Groupes engendre´s par des re´flexions.
Chapitre VI: syste`mes de racines. Actualite´s Scientifiques et Industrielles, No. 1337. Hermann,
Paris, 1968.
[2] Martin R. Bridson and Andre´ Haefliger. Metric spaces of non-positive curvature, volume 319
of Grundlehren der Mathematischen Wissenschaften [Fundamental Principles of Mathematical
Sciences]. Springer-Verlag, Berlin, 1999.
[3] Claude Chevalley. Invariants of finite groups generated by reflections. Amer. J. Math., 77:778–
782, 1955.
[4] Jiri Dadok. Polar coordinates induced by actions of compact Lie groups. Trans. Amer. Math.
Soc., 288(1):125–137, 1985.
[5] M. J. Field. Transversality in G-manifolds. Trans. Amer. Math. Soc., 231(2):429–450, 1977.
[6] Leopold Flatto. Invariants of finite reflection groups and mean value problems. II. Amer. J.
Math., 92:552–561, 1970.
[7] Leopold Flatto and Sister Margaret M. Weiner. Invariants of finite reflection groups and mean
value problems. Amer. J. Math., 91:591–598, 1969.
[8] Karsten Grove. Geometry of, and via, symmetries. In Conformal, Riemannian and Lagrangian
geometry (Knoxville, TN, 2000), volume 27 of Univ. Lecture Ser., pages 31–53. Amer. Math.
Soc., Providence, RI, 2002.
[9] Karsten Grove and Wolfgang Ziller. Polar manifolds. to appear.
[10] James E. Humphreys. Reflection groups and Coxeter groups, volume 29 of Cambridge Studies
in Advanced Mathematics. Cambridge University Press, Cambridge, 1990.
[11] Richard Kane. Reflection groups and invariant theory. CMS Books in Mathematics/Ouvrages
de Mathe´matiques de la SMC, 5. Springer-Verlag, New York, 2001.
[12] Alexander Lytchak and Gudlaugur Thorbergsson. Curvature explosion in quotients and appli-
cations. J. Differential Geom., 85(1):117–139, 2010.
[13] Peter W. Michor. Basic differential forms for actions of Lie groups. Proc. Amer. Math. Soc.,
124(5):1633–1642, 1996.
[14] Peter W. Michor. Basic differential forms for actions of Lie groups. II. Proc. Amer. Math. Soc.,
125(7):2175–2177, 1997.
24 RICARDO A. E. MENDES
[15] Mara D. Neusel and Larry Smith. Invariant theory of finite groups, volume 94 of Mathematical
Surveys and Monographs. American Mathematical Society, Providence, RI, 2002.
[16] Richard S. Palais and Chuu-Lian Terng. A general theory of canonical forms. Trans. Amer.
Math. Soc., 300(2):771–789, 1987.
[17] Martin Scho¨nert et al. GAP – Groups, Algorithms, and Programming – version 3 release
4 patchlevel 4. Lehrstuhl D fu¨r Mathematik, Rheinisch Westfa¨lische Technische Hochschule,
Aachen, Germany, 1997.
[18] Herbert S. Wilf. generatingfunctionology. Academic Press Inc., Boston, MA, second edition,
1994.
