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ISAAC A. GARCIA1
Abstract. In this work we present techniques for bounding the cyclicity of
a wide class of monodromic nilpotent singularities of symmetric polynomial
planar vector elds. The starting point is identifying a broad family of nilpo-
tent symmetric elds for which existence of a center is equivalent to existence
of a local analytic rst integral, which, unlike the degenerate case, is not true
in general for nilpotent singularities. We are able to relate so-called \focus
quantities"" to the \Poincare-Liapunov quantities" arising from the Poincare
rst return map. When we apply the method to concrete examples, we show
in some cases that the upper bound is sharp. Our approach is based on com-
putational algebra methods for determining a minimal basis (constructed by
focus quantities instead of by Poincare-Liapunov quantities because of the eas-
ier computability of the former) of the associated polynomial Bautin ideal in
the parameter space of the family. The case in which the Bautin ideal is not
radical is also treated.
1. Introduction and main results
Knowledge of the local qualitative phase portrait near an isolated singularity
p0 2 R2 of a real analytic planar vector eld X is an almost completely solved
problem, see for example [7]. Only for the so-called monodromic singularities that
problem remains open. We recall that p0 is monodromic when nearby orbits of X
rotate about p0. Also it is well known after an independent proof in [8] and [15] that
monodromic singularities only can be centers (having a punctured neighborhood
lled with periodic orbits) or foci (having a punctured neighborhood lled with
spiraling orbits). The center problem is the problem of distinguishing between a
center or a focus at a monodromic singular point.
In this work we focus on nilpotent singularities which appears when the linear
part DX (p0) of X at p0 is nonzero and has two zero eigenvalues. More precisely,
we will deal with polynomial families of planar vector eld X, with parameters
 2 RM , and having a monodromic nilpotent singularity. Several general tech-
niques have been designed to theoretically solve the nilpotent center problem such
as: (i) the generalized polar blow-up explained in [3, 11]); (ii) the normal form
theory that transforms X, up to some order, into an orbitally conjugate Lienard
canonical form [4], and (iii) to embed X as the limit as "! 0 of a greater family
X(;") of nondegenerate centers at p0, see [14] for the initial idea but take into ac-
count [10] as nal corrected version.
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In this paper we are interested in obtaining the cyclicity of the nilpotent singu-
larity p0 inside family X, that is, we want to compute the maximum number of
limit cycles (isolated periodic orbits of X) that can be made to bifurcate from p0
under small perturbation of the parameters . For solving this cyclicity problem
it is natural rst to compute the Poincare-Lyapunov quantities that arise from the
coecients in the Taylor expansion of the analytic Poincare rst return map. For
the nilpotent monodromic singularities this is not an easy task, see [3, 11].
Although all the previously mentioned methods give solutions of the nilpotent
center problem, in practice there are only a few families X whose centers are known
due mainly to the complex and massive computations needed. A crucial dierence
between nilpotent centers and nondegenerate centers (those centers for which the
eigenvalues of DX (p0) have nonzero imaginary part) is that a nilpotent center does
not necessarily have a local analytic rst integral. This dierence causes further
complications when trying to generalize the computational algebra techniques de-
scribed in [19] and specically designed for studying the cyclicity of nondegenerate
centers in polynomial families to the nilpotent case. To overcome this problem we
will work with a subset of nilpotent families X^ having a Poincare-Lyapunov like
property that characterizes the nilpotent centers of the family via the existence
of a local analytic (or merely formal) rst integral. Thus the characterization of
this kind of nilpotent centers leads to a sequence of polynomials in  called fo-
cus quantities whose vanishing provide us with necessary center conditions. The
outcome is that the set of vector elds X^ with a nilpotent center at p0 corre-
sponds to an ane variety called the center variety in the parameter space. The
real advantage is that the focus quantities are much easier to work with than the
Poincare-Lyapunov quantities because they can be computed eciently only us-
ing algebraic manipulations without the need of quadratures. A far as we know
the rst systematic method for obtaining an upper bound on the cyclicity inside a
broad class of nilpotent families X^ was performed in [13] for the planar dierential
systems _x = y + P2m+1(x; y;), _y = Q2m+1(x; y;), where P2m+1 and Q2m+1 are
homogeneous polynomials of degree 2m + 1 in x and y, and  parameterizes the
coecients of the polynomials P2m+1 and Q2m+1. In this sense, this work is a
natural continuation and generalization of [13].
Let us consider polynomial families of planar vector elds X^ having a mon-
odromic nilpotent singularity. After an appropriate ane change of variables and
a time rescaling the singularity is placed at the origin and the linear part of its
associated dierential system is written in Jordan canonical form. More precisely
the system is written in the form
(1) _x = y + P (x; y;); _y = Q(x; y;);
where P and Q are real polynomials in the phase variables (x; y) 2 R2 without
constant or linear terms and  parameterizes its coecients. We will call X =
(y + P (x; y;))@x +Q(x; y;)@y the associated vector eld to (1).
The monodromy problem for analytic nilpotent singularities was solved in [6] by
Andreev. We state now that result.
Theorem 1 ([6]). For an analytic system of the form (1) with  = y and an iso-
lated singularity at the origin let y = F (x) be the unique solution of y+P (x; y;y) =
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0 such that F (0) = F 0(0) = 0 and let
f(x) = Q(x; F (x);y) and '(x) = (@P=@x+ @Q=@y)(x; F (x);y):
Let a 6= 0 and   2 be such that f(x) = ax +    .
When ' is not identically zero let b 6= 0 and ^  1 be such that '(x) = b x^ +    .
Then the origin of (1) is monodromic if and only if  = 2n  1 is an odd integer,
a < 0, and one of the following conditions holds:
(i) '(x)  0
(ii) ^  n
(iii) ^ = n  1 and b2 + 4an < 0.
Denition 2. The Andreev number n of the monodromic singular point at the
origin of system (1) is the integer n  2 given in Theorem 1.
It is easy to convince yourself that, when studying analytic monodromic nilpotent
singularities, (1; n)-quasihomogeneous polynomials appear in a natural way.
Denition 3. A polynomial Rk 2 R[x; y] is a (p; q){quasihomogeneous polynomi-
als of weighted degree k if Rk(
px; qy) = kRk(x; y) for all  2 R. In consequence
we get Rk(x; y) =
P
pi+qj=k aijx
iyj for certain coecients aij 2 R. On the other
hand, a vector eld Xi = Pi+p@x + Qi+q@y is a (p; q){quasihomogeneous polyno-
mial vector eld of weighted degree i if its components Pi+p and Qi+q are (p; q){
quasihomogeneous polynomials of weighted degrees i+ p and i+ q, respectively.
Our starting point is the work [1]. In that paper the authors study the nilpotent
center problem for the following analytic family of planar vector elds
(2) X =
1X
i=0
Xq p+2is
where Xk denotes a (p; q)-quasihomogeneous vector eld of weighted degree k and
the following three conditions hold for the full family:
(i) p and q are positive odd integers without common factors and with p  q;
(ii) s = np  q  1 with n  2 an integer;
(iii) Xq p = y@x and Xq p+2s = X(2n 1)p q = A(x; y)@x + B(x; y)@y with
B(1; 0) < 0. Actually we can take B(1; 0) =  1 without loss of generality which
means that the monomial  x2n 1 is always present in B(x; y).
Remark 4. Let us consider for a while family (2) but changing property (i) by the
following one: p and q are positive integers without common factors, p  q, and
either p or q even. Then the origin is a nilpotent center because it is monodromic
and time-reversible since X (x; y) =  X (x; y).
Remark 5. Family (2) contains the families studied in [13], that is, the poly-
nomial nilpotent systems (1) with nonlinearities P and Q given by homogeneous
polynomials of degree 2n   1. That subfamily is given by (2) with p = q = 1 and
Xq p+2is  0 for i  2.
For the origin of family (2) we rst prove the following monodromic structure.
Proposition 6. Family (2) possesses a monodromic nilpotent singularity at the
origin with associated Andreev number n and ^  n.
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Denition 7. We say that family (1) is symmetric (with respect to the origin) if it
is invariant under the involution (x; y) 7! ( x; y). In other words, P ( x; y;) =
 P (x; y;) and Q( x; y;) =  Q(x; y;).
Proposition 8. Family (2) is symmetric.
Remark 9. Clearly family (2) does not contain all the symmetric vector elds
having a monodromic nilpotent singularity at the origin. The reason is because
conditions (i) and (ii) on that family impose severe restrictions on the possible
values of p, q and n except in the case p = q = 1. Just in this case fam-
ily (2) reduces to the analytic family given by (1) where the components are
P (x; y;) =
P
i1 P2i(n 1)+1(x; y;) and Q(x; y;) =
P
i1Q2i(n 1)+1(x; y;)
with the notation that Pk and Qk are homogeneous polynomials of degree k. Thus,
if n = 2, the full symmetric family coincides with (2).
The next theorem is the main theoretical result of [1]. The particular case with
p = q = 1 and n = 2 was already proved in [5].
Theorem 10 ([1]). There is a C1 Lyapunov function W (x; y) for family (2) in
a neighborhood of the origin whose formal Taylor expansion is given by the innite
jet
(3) W(x; y) = J1W (x; y) = 1
2
y2 +
X
`1
W2(q+s`)(x; y)
where theWk are (p; q){quasihomogeneous polynomials of degree k andW2(q+s)(1; 0) =
1
2(q+s) . More specically, if X^ denotes the vector eld associated to family (2) then
(4) X^(W(x; y)) = x2m
X
j1
j()x
2js
for some m 2 N and polynomials j 2 R[]. Also the origin is a nilpotent center of
system (2) with parameters  =  if and only if j() = 0 for any j  1.
Remark 11. The formal series (3) is uniquely determined once the values of the
constants W2(q+s`)(1; 0) are xed; we take W2(q+s`)(1; 0) = 0 for `  1. From the
proof of Theorem 10 given in [1] it follows, for the integer m appearing in (4), that
2m  3(n  1)+2+ (2  1)s where  = minfk 2 Z : 3(n  1)+2+ (2k  1)s > 0g.
Denition 12. The polynomials j 2 R[] for j  1 are called focus quantities
associated to the origin of family (2).
The next result shows that monodromic nilpotent family (2) enjoys the Poincare-
Lyapunov like property. This claim was conjectured in [1] but, in fact, it is a
straightforward consequence of the results given in [1] and [17].
Theorem 13. The origin is a nilpotent center of the monodromic analytic family
(2) if and only if there is a local analytic rst integral H(x; y) which can be selected
to have the expansion H(x; y) = y2 +    .
Now we are ready to extend the theory developed in [13]. We shall consider a
family (1) parameterized by  2 RM . We assume that (1) is analytic in (x; y; )
on an open neighborhood of (0; 0; ) 2 R2  RM and that the origin is always
monodromic for the full family. Then, in a suciently short transversal  to the
ow of (1) with one endpoint at the origin, one can dene a Poincare rst return
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map  :  ! . It is known that  is analytic, see [16] or the modern references
[3,11]. Introducing a coordinate h on , we dene the displacement map as d(h;) =
(h;)   h which is analytic for jhj and k  k suciently small. Therefore we
can expand in Taylor series d(h;) =
P
i1 vi()h
i, where the coecients vi() are
called Poincare-Lyapunov quantities and they are analytic on a neighborhood of
. The computation of Poincare-Lyapunov quantities is rather dicult since we
must be able to compute primitives of functions involving generalized trigonometric
functions as explained in Section 2.1.
In the case that interest us, family (2) will be polynomial and parameterized
by its coecients . Under these hypotheses the vi 2 R[]. Since the ring R[]
is noetherian, the Bautin ideal B =< vi() : i 2 N > of the family (1), is nitely
generated by the Hilbert basis theorem.
Denition 14. The minimal basis of the Bautin ideal B with respect to an ordered
basis B = fv1; v2; v3; : : : g is the basis MB dened in the following way:
(a) Start with MB = fvpg, where vp is the rst non-zero element of B;
(b) Adjoin vj to MB if and only if vj =2 hMBi, for all j  p+ 1.
Since all the ideals of interest to us lie in a polynomial ring over a eld by the
Hilbert Basis Theorem they are nitely generated, hence admit a unique minimal
basis.
If (1) with  = y has a focus at the origin then v1(y) =    = vr 1(y) = 0 but
vr(
y) 6= 0 for some index r  1. This implies that, for  near , the displacement
map can be written as
d(h;) =
r 1X
i=1
vi()h
i + vr()[1 +  (h; )]h
r
with some analytic function  . From here we can deduce that r   1 is an upper
bound for the cyclicity of the focus at the origin perturbing within family (1), see
for example Proposition 6.1.2 in [19]. We want to remark here that in the work [2]
this kind of degenerate Andronov-Hopf bifurcation of small amplitude limit cycles
from a focus at the origin in family (2) is analyzed.
On the contrary, when (1) with  =  has a center at the origin one has
vi(
) = 0 for all i 2 N and, in this case, the displacement map can be expressed
as
d(h; ) =
kX
j=1
vij ()[1 +  j(h; )]h
ij ;
where fvi1 ; : : : ; vikg is the minimal basis of the Bautin ideal and  j are certain an-
alytic functions, see [19,20]. Now after a repeated application of a Rolle's Theorem
kind of argument (see Lemma 6.1.6 and Theorem 6.1.7 of [19]) it is proved that the
cyclicity of the center at the origin for  = , with respect to perturbation within
the family (1), is at most the cardinality of the minimal basis of the Bautin ideal
minus one. Then we have the following theorem.
Theorem 15. Let fvi1 ; : : : ; vikg  R[] be a minimal basis of the Bautin ideal B
associated to the origin of family (1) with a monodromic nilpotent singularity at
the origin. Then the cyclicity of any center at the origin in (1) is at most k   1.
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As mentioned before, the sequence of focus quantities fj()gj2N of the mon-
odromic nilpotent family (2) is easier to compute than its associated Poincare-
Lyapunov quantities sequence fvj()gj2N. In [13] is described the relationship
between these two sequences for the special monodromic family (1) where P and
Q are nonlinear homogeneous polynomials of degree odd. Now we present this
relationship for the larger family (2) with an analogous proof to that of Theorem
6.2.3 in [19] but with the technical dierences associated to the degeneracy of the
nilpotent monodromic singularity. This result is crucial to nally nd how to bound
the cyclicity of the centers inside the polynomial family (2) using focus quantities.
Theorem 16. Let fvj()gj2N and fj()gj2N be the sequence of polynomial Poincare-
Lyapunov quantities and focus quantities associated to the monodromic nilpotent
singularity at the origin of a polynomial family (2) parameterized by . Consider
the ideal Ik = h1; : : : ; ki in R[]. Let m 2 N be the number dened in (4). Then
there exist positive real numbers wk independent of the parameters  such that:
(i) v1 = v2 =    = v2(m+s) 3n+2 = 0 and v2(m+s) 3n+3 = w11;
(ii) for k 2 N with k  2: v2(m+(k 1)s) 3n+j 2 Ik 1 for j = 3; : : : ; 2s + 1 and
v2(m+ks) 3n+2   wkk 2 Ik 1.
A direct consequence of Theorem 16 is that the Bautin ideal B associated to
the monodromic nilpotent singularity at the origin of a polynomial family (2) can
be expressed in terms of both focus quantities and Poincare-Lyapunov quantities.
More specically, B = hvk : k 2 Ni = hk : k 2 Ni as ideals in R[]. Additionally,
if fvk1 ; : : : ; vk`g and fj1 ; : : : ; jrg are two minimal bases for B, then they have the
same cardinality so that r = `. All these relations together with Theorem 15 imply
nally the following result.
Theorem 17. Let fk1 ; : : : ; krg be the minimal basis of the Bautin ideal formed
by focus quantities associated to the monodromic nilpotent singularity at the origin
of a polynomial family (2). Then the cyclicity of any center of (2) at the origin
with respect to perturbation inside (2) is at most r   1.
After Theorem 17, it only remains to look for a method that allows us to nd (at
least in some cases) the elements of the minimal basis of the Bautin ideal B. We
describe it in the forthcoming Section 2.2 and summarize here in both cases when
the Bautin ideal B is radical or when it is not.
From now we shall use the following notation. For a eld K we denote by V(I) 
KM the ane variety associated to a polynomial ideal I = hp1(x); : : : ; pr(x)i inK[x]
with x 2 KM . Thus V(I) is the set of common zeros in KM of all elements of I
when they are viewed as functions from KM into K.
Theorem 18. Assume that fk1 ; : : : ; krg is a minimal basis of the ideal Ijr  B
where B is the Bautin ideal associated to a polynomial family (2). Suppose that
Ijr is radical and that the equality of varieties V(B) = V(Ijr ) holds in CM . Then
B = Ijr and, in particular, the cyclicity of any center at the origin in (2) is at most
r   1.
When the center problem has been already solved and we know that the center
variety V(B) = V(Ijr ) but Ijr is not radical one can obtain an upper bound on
the cyclicity in some subset of the center variety as follows. It is based on some
ideas from [9] and its proof is given [13]. We state it applied to family (2).
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Theorem 19. Assume that the nilpotent center problem at the origin of family
(2) has been solved and its center variety V(B) satises that V(B) = V(Ijr ) as
varieties in CM . Let fj1 ; : : : ; jrg be a minimal basis of Ijr and suppose a primary
decomposition of Ijr can be written as Ijr = R\N where R is the intersection of the
ideals in the decomposition that are prime and N is the intersection of the remaining
ideals in the decomposition. Then for any system of family (2) corresponding to
 2 V(B) nV(N ), the cyclicity of the center at the origin is at most r   1.
It is worth to emphasize here that it is possible for ideals I and J in R[] to
have the equality of varieties V(I) = V(J) in RM but the inequality V(I) 6= V(J)
in CM . Thus it is important to know whether the equality V(B) = V(Ijr ) that
holds in RM , also holds in CM . In the forthcoming Proposition 26 we show that
when (2) is Hamiltonian or time-reversible under (x; y; t) 7! (x; y; t) the former
is true.
Remark 20. In order to check whether the upper bound on the cyclicity obtained
via Theorem 18 or Theorem 19 for a center at the origin of family (2) with  =
 2 V(B) is sharp we will specify a concrete perturbation of it within family
(2) by means of an analytic curve " 7! (")  RM in the parameter space with
(0) = . If the perturbation is such that we can choose the focus quantities
fj1((")); : : : ; jr (("))g that form a minimal basis of the Bautin ideal B of the
perturbed system in the form
jj1(("))j  jj2(("))j      jjr (("))j  1;
with r  r and ji(("))ji+1((")) < 0 for i = 1; : : : ; r 1, then by using standard
arguments of bifurcation theory we get that r 1 small amplitude limit cycles can
be made to bifurcate from the origin of (2) with  = . Clearly if r reach the
maximum value r = r then we have proved that the above cyclicity is r   1.
Some applications of the developed theory are now presented. Consider family
(2) with (p; q) = (1; 3) and s = 1 so that n = 4. If only the rst two terms in (2) are
considered we get X = X2 + X4 where Xk are (1; 3)-quasihomogeneous polynomial
vector elds of weighted degree k and X2 = y@x. The resulting family is
(5) _x = y + a1x
5 + a2x
2y; _y =  x7 + b1x4y + b2xy2:
Simple computation gives '(x) = (5a1 + b1)x
4 + O(x5) so that ^  4 according
with Proposition 6.
The nilpotent center problem for family (5) was solved in [1] obtaining that the
origin is a center if and only if either b1 + 5a1 = a2 + b2 = 0 and the system is
hamiltonian or a1 = b1 = 0 and the system is time-reversible under the symmetry
(x; y; t) 7! (x; y; t). Here we will solve the cyclicity problem for family (5).
Theorem 21. The smallest cyclicity upper bound that applies to the entire center
variety associated to any center at the origin in family (5) is 1. Moreover, there
are specic centers belonging to (5) having cyclicity 1.
In the second example we consider family (2) with (p; q) = (1; 3) and s = 3,
hence n = 6. Taking the rst vector elds in (2) one has X = X2 + X8 where Xk
are (1; 3)-quasihomogeneous polynomials of weighted degree k and X2 = y@x. The
associated dierential system to X becomes the family
(6) _x = y + a1x
9 + a2x
6y + a3x
3y2 + a4y
3; _y =  x11 + b1x8y + b2x5y2 + b3x2y3:
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The parameters are  = (a1; a2; a3; a4; b1; b2; b3) 2 R7. Also it is easy to check that
'(x) = (9a1 + b1)x
8 + O(x9) so that ^  8 in agreement with Proposition 6. The
nilpotent center problem at the origin of (6) was solved in [1]. More specically
they prove that the origin is a center if and only if one of the following conditions
hold:
(i) (Hamiltonian case) 9a1 + b1 = b2 + 3a2 = a3 + b3 = 0;
(ii) b1 =  9a1, a3 =  a1(b2   6a2 + 54a21), b3 = 3a1(b2 + 18a21).
Now we will solve the cyclicity problem for family (6).
Theorem 22. The smallest cyclicity upper bound that applies to the entire center
variety associated to any center at the origin in family (6) is 2. Moreover, there
are specic centers belonging to (6) having cyclicity 2.
In our last example we study family (2) with (p; q) = (1; 1) and n = 2, hence
s = 1. We take (2) with X = Pi0 X2i where Xk are (1; 1)-quasihomogeneous
polynomials of weighted degree k, X0 = y@x, and the second component of X2
contains the monomial  x3. In other notation, Xk are homogeneous polynomial
vector elds of degree k+1. In order to obtain a family with a number of parameters
not too high we shall study the following particular case: X = X0 + X2 + X4
with X2 = Q3(x; y;)@5 and X4 = P5(x; y;)@x with Q3 and P5 homogeneous
polynomials of degrees 3 and 5 respectively. The associated dierential system to
such a X is
_x = y +Ax5 +Bx4y + Cx3y2 +Dx2y3 + Exy4 + Fy5;
_y =  x3 +Gx2y +Hxy2 + Iy3:(7)
The parameters of the family are  = (A;B;C;D;E; F;G;H; I) 2 R9. Easy calcu-
lations yield '(x) = Gx2 +O(x3) so that ^  2 agreeing with Proposition 6. First
we will solve the center problem for this family.
Theorem 23. The origin is a nilpotent center of family (7) if and only if A =
C = E = G = I = 0, in which case the system is time-reversible with respect to the
involution (x; y; t) 7! (x; y; t).
Lastly we analyze the nilpotent cyclicity problem for the origin of the quintic
family (7).
Theorem 24. For any system in the family (7) corresponding to a parameter value
 = (A;B;C;D;E; F;G;H; I) 2 V(B) n f0g  R9, the cyclicity of the nilpotent
center at the origin is at most 10. Moreover there are systems in (7) with a center
at the origin from which 7 small amplitude limit cycles bifurcate from the origin.
After Theorem 24, the cyclicity upper bound problem for the origin of family
(7) is completely solved if we nd a bound on it when  = 0, that is, we obtain an
upper bound on the cyclicity of the nilpotent center at the origin in system _x = y,
_y =  x3 perturbing it within family (7).
From the noetherian property of polynomial ideals we know that the ascending
chain of ideals I1  I2      I 1  I = B stabilizes for some integer   1.
The computations made in the proof of Theorem 24 show that, for the origin in
family (7), one has I12 = Ij for 13  j  20. So there are strong evidences
for stating the following conjecture which is based on the conjecture  = 12 or
equivalently B = I12.
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Conjecture 25. An upper bound for the cyclicity of the nilpotent center at the
origin in system _x = y, _y =  x3 perturbing it within family (7) is 10.
2. Some preliminaries and background
2.1. How to compute Poincare-Lyapunov quantities. The details of this sub-
section are explained, for instance, in [3, 11].
We use the function F of Theorem 1 and rst we perform the analytic change
of variables (x; y) 7! (x; y   F (x)) followed by the rescaling of the coordinates
(x; y) 7! ( x;  y) with  = ( 1=a)1=(2 2n) where n is the Andreev number of
(2) and the constant a 2 R is also dened in Theorem 1. The composition of these
changes bring (2) into
(8) _x = y ( 1 + ~P (x; y;)); _y = f^(x;) + y '^(x;) + y2 ~Q(x; y;);
where ~P (0; 0;) = 0, f^(x;) = x2n 1 +    and either '^(x;)  0 or '^(x;) =
b x^ +    with ^  n taking into account Proposition 6.
Now we use the so-called generalized trigonometric functions dened by Lya-
punov [16] as the unique solution x() = Cs  and y() = Sn  of the Cauchy
problem dxd =  y, dyd = x2n 1 with initial condition (x(0); y(0)) = (1; 0). We
perform the generalized polar blow{up (x; y) 7! (r; ) dened by
(9) x = rCs ; y = rn Sn 
embedding a neighborhood of the origin in the (x; y)-plane into a cylinder C =
f(r; ) 2 R  S1g with jrj suciently small and where S1 = R=TZ being T the
minimal period of the generalized trigonometric functions. Also, since ^  n or
'^(x;)  0, (9) transforms the analytic family (8) into
(10) _r = R(r; ;) = ~p() rn+1 +O(rn+2); _ = (r; ;) = rn 1 +O(rn):
In summary we have transformed family (2) into an ordinary dierential equation
dened on the cylinder C having the form
(11)
dr
d
= F(r; ;);
where F(r; ;) is an analytic function on C and F(0; )  0 for all  2 S1. In this
way, the singularity at the origin of (2) is transformed into the circle fr = 0g, a
particular periodic (constant) solution of (11).
From (11) the Poincare rst return map  can be dened by (h;) = 	(T ;h; ),
where 	(;h; ) is the unique solution of the Cauchy problem formed by (11) with
initial condition 	(0;h; ) = h. Observe that  is an analytic dieomorphism in a
neighborhood of h = 0 and that periodic orbits of (2) near (x; y) = (0; 0) correspond
to xed points of , hence to zeros of the displacement map d(h;) = (h;) h =P
i1 vi()h
i. Writing 	(;h; ) =
P
i1	i(; )h
i, we obtain v1() = 	1(T; ) 1
and vi() = 	i(T; ) for i  2.
2.2. How to obtain a minimal basis of the Bautin ideal. Now we describe
a method that is particularly well designed for our polynomial family (2). This
procedure is called Approach I in the paper [13]. See also [12] for a discussion in
the nondegenerate center problem.
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As starting point we assume the center problem for (2) has been solved, hence
we know that the center variety is
(12) V(B) = V(Ikr );
and that fk1 ; : : : ; krg is a minimal basis of Ikr . The main diculty that arises
now is that (12) is an equality of varieties in the real parameter space RM and
therefore we cannot extract any relation between the ideals B and Ikr nor between
their radicals
pB andpIkr because the eld R is not algebraically closed. To try to
solve this problem (at least partially) we move it to the complex setting. This can
be done because family (2) can be viewed as a vector eld on C2 whose parameters
 are in CM . The step-by-step construction of the formal series W(x; y) giving
in (3) that satisfying (4) does not depend on whether (x; y) 2 R2 or (x; y) 2 C2.
Actually that construction produces the same polynomial sequence fj()gj2N of
focus quantities. Clearly W(x; y) is a formal rst integral for system (2) with
 =  2 CM if and only if k() = 0 for all k  1.
Thus the key point we have to answer is to describe whether the equality (12) that
holds in RM , also holds in the complex space CM . There is a wide class of complex
systems for which the former is true as we show in the following proposition.
Proposition 26. Consider the complex polynomial family (2) on C2 with complex
parameters  2 CM . Let V(B)  CM be the complex center variety associated
to the origin of (2). Then the equality of varieties (12) holds in CM if, for any
 2 V(B), one of the following situations occur:
(i) System (2) with  =  is Hamiltonian;
(ii) System (2) with  =  is time-reversible under (x; y; t) 7! (x; y; t);
(iii) There is a formal rst integral H 2 C[[x; y]] of system (2) with  = .
We continue assuming that (12) holds in CM and that we are lucky in the sense
that additionally Ikr =
pIkr , that is, the ideal Ikr is radical. The rst assumption
allows us to use the Strong Hilbert Nullstellensatz which means that, in the complex
space, V(I) = V(J) if and only if
p
I =
p
J . Under these assumptions we have
B  pB = pIkr = Ikr . Therefore, since by denition Ikr  B, we conclude
that B = Ikr . Now we are ready to apply Theorem 17 since we have proved that
fk1 ; : : : ; krg is the minimal basis of B too.
Remark 27. Given a polynomial ideal I, we can use the routine minAssChar in
the primdec.lib library of Singular to obtain the prime decomposition of
pI.
Also, in order to check whether a polynomial ideal I is radical or not you can use
the primdecGTZ or primdecSY routines in the primdec.lib library of Singular for
getting the primary decomposition of I from which we can see if that decomposition
is actually prime. Another option is the IsRadical command in Maple.
3. Proofs of the results
In this section we give the proofs of all the main results of this work.
3.1. Proof of Proposition 6. The family of vector elds (2) can be written as
_x = y + P (x; y) = y +
X
k2np q
Ak(x; y); _y = Q(x; y) =
X
k(2n 1)p
Bk(x; y);
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where Ak and Bk are (p; q){quasihomogeneous polynomials of weighted degree k
and B(2n 1)p(x; 0) =  x2n 1.
Let y = F^ (x) with F^ (0) = 0 be the unique solution of y +Ak(x; y) = 0. Clearly
F (x) exists and is analytic at the origin from the Implicit Function Theorem. Per-
forming implicit derivation m times with respect to x one can see that the de-
rivative F^ (m)(0) = 0 when @
mAk
@xm (0; 0) = 0. On the other hand,
@mAk
@xm (x; y) is
a (p; q){quasihomogeneous polynomials of weighted degree dm = k   mp. From
now we specialize on the case k = 2np   q so that dm = 2np   q   mp =
np   q + (n   m)p  1 + (n   m)p. Thus we deduce dn  1 and, consequently,
F^ (i)(0) = 0 for i = 0; 1; : : : ; n. We conclude that F^ (x) = O(xr) with r > n.
Let F (x) be the function dened in Theorem 1 for family (2). Then y = F (x)
with F (0) = 0 is the unique solution of y +
P
k2np q Ak(x; y) = 0 from which we
get that F (x) = O(xr) with r > n holds.
In the language of Theorem 1, we claim that f(x) = Q(x; F (x)) =  x2n 1+   
and therefore the Andreev number associated to the origin of (2) is just n. Let us
prove the claim now. Since F (x) = O(xr) one hasBk(x; F (x)) =
P
(i;j)2Sk bijx
iF j(x)
where the set Sk is dened by Sk = f(i; j) 2 N2 : p i + qj = kg. Therefore
Bk(x; F (x)) = O(x
k) with k = minfi+ rj : (i; j) 2 Skg.
Denoting #Sk the cardinality of the set Sk, we can rewrite Bk as
(13) Bk(x; y) =
#Sk 1X
`=0
b` x
imax q`yjmin+p`
where (imax; jmin) 2 Sk and are dened as imax = maxfi 2 N : (i; j) 2 Skg and
jmin = minfj 2 N : (i; j) 2 Skg. Clearly imax  k=p and if p divides k then
jmin = 0. Using the expression (13) we can write k as follows:
k = minfimax + rjmin + `(rp  q) : 0  `  #Sk   1g = imax + rjmin
since rp  q > np  q  1. The possible pairs (imax; jmin) only can be
(imax; jmin) 2

k   q
p
; 

: 0    p  1

from which we see that
k =
k   q
p
+ r =
k + (rp  q)
p
and, using again rp q  1, we check that k > k provided k > k. Then the claim
is proved because we conclude that f(x) = Q(x; F (x)) = O(xk) with k = (2n 1)p,
or equivalently f(x) =  x2n 1 +    since B(2n 1)p(x; 0) =  x2n 1. So the An-
dreev number of the origin in family (2) is n.
On the other hand,
divX (x; y) = @
@x
0@ X
k2np q
Ak(x; y)
1A+ @
@y
0@ X
k(2n 1)p
Bk(x; y)
1A
=
X
k(2n 1)p q
Ck(x; y)
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where Ck are (p; q){quasihomogeneous polynomials of weighted degree k. Hence
'(x) = divX (x; F (x)) is either identically zero or, using similar arguments to the
previous one, '(x) = O(x^) with ^  n. 
3.2. Proof of Proposition 8. First we observe that q   p + 2is is even for any
i  0 since p and q are odd. Hence the vector eld (2) is a sum of (p; q)-
quasihomogeneous polynomial vector elds of even degrees. We claim that any
(p; q)-quasihomogeneous polynomial vector eld X2k of degree 2k  0 is symmetric
provided p and q are odd, hence we nish the proof.
Now we prove the claim. By denition X2k = A(x; y)@x +B(x; y)@y where
A(x; y) =
X
pi+qj=2k+p
aijx
iyj ; B(x; y) =
X
pi+qj=2k+q
bijx
iyj ;
for certain coecients aij ; bij 2 R. Both diophantine conditions p i + qj = 2k + p
and p i + qj = 2k + q imply that the exponents (i; j) 2 N2 in any monomial xiyj
of A and B are such that p i + qj is odd. It follows that the indexes i and j must
have dierent parity provided p and q are odd. Therefore i + j is odd and, in
consequence, X2k is symmetric. 
3.3. Proof of Theorem 13. From Theorem 10 we see that the origin is a nilpotent
center of system (2) if and only if there is a formal rst integral W(x; y) given by
(3). From the results obtained by Mattei and Moussu in [17] the existence of a
formal rst integral implies the existence of a local analytic rst integral around
any isolated singularity of an analytic planar vector eld. Therefore the theorem
follows. 
3.4. Proof of Theorem 16. First, without loss of generality, we may assume that
family (2) has been written into the form (8).
We will compare the value of the displacement map d(h;) with the change in
W in one turn about the singularity at the origin, starting from the point (x; y) =
(h; 0) with h > 0 suciently small until the orbit reach again the x-axis. We
denote W(h;) this change in W, and we will compute it by integrating the
orbital derivative X^(W) along the solution of (8) satisfying the initial condition
(x; y) = (h; 0). We denote this solution by (x(t;h; ); y(t;h; )).
Dening  = (h) as the time needed to give one turn about the origin, the
variation in W is expressed as
W(h;) =
Z (h)
0
d
dt (W(x(t;h; ); y(t;h; ))) dt
=
Z (h)
0
X
k1
k()x
K(k)(t;h; ) dt;(14)
where K(k) = 2(m+ks), according to Theorem 10. Since family (2) satises ^  n
and the changes of variables transforming it into (8) keep invariant both ^ and n,
from (10) we have
d
dt
= (r; ;) = rn 1(1 +O(r)) = rn 1
0@1 +X
j1
uj(;)r
j
1A :
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Thus, in a suciently small punctured neighborhood of (x; y) = (0; 0) where clearly
r > 0, we can change the variable of integration in (14) from t to the generalized
polar angle  since _ > 0 there. Also, expanding the solution 	(;h; ) of (11)
satisfying 	(0;h; ) = h in a power series of h yields 	(;h; ) =
P
k1	k(;)h
k
with 	1(0;) = 1 and 	k(0;) = 0 for k  2. In fact, inserting this power series
into (11) and equating the coecients of like powers of h gives that 	01(;) = 0
from which we deduce that 	1(;)  1.
In summary we have that
dt =
d
(	(;h; ); ;)
=
dP
k1	k(;)hk
n 1 
1 +
P
j1 uj(;)
P
k1	k(;)hk
j
=
d
hn 1

1 +
P
k2	k(;)hk 1
n 1 
1 +
P
j1 uj(;)
P
k1	k(;)hk
j
= h1 n
h
1 +
X
j1
euj(;)hjid:
Using (9) we know that x(t();h; ) = r(;h; )Cs  = Cs 
P
i1	i(;)h
i. Hence
W(h;) = h1 n
X
k1
24Z T
0
CsK(k)
hX
i1
	i(;)h
i
iK(k)h
1 +
X
j1
euj(;)hji d
35 k()
= h1 n
X
k1
24Z T
0
CsK(k)
h
hK(k) +
X
j1
buj(;)hK(k)+ji d
35 k()
= h1 n
X
k1
h
wkh
K(k) + k;1()h
K(k)+1 + k;2()h
K(k)+2 +   
i
k()
where
wk =
Z T
0
CsK(k)() d > 0
since K(k) = 2(m+ ks) is even.
For each h > 0, we dene  > 0 by
 = u(h) =W(h; 0) =
X
`1
W2(q+s`)(h; 0) =
1
2np
h2n
where in the last step we have used rst the conditionW2(q+s)(1; 0) =
1
2(q+s) stated
in Theorem 10 so that W2(q+s)(h; 0) =
1
2(q+s)h
2(q+s)=p = 12nph
2n and later Remark
11 from which W2(q+s`)(1; 0) = 0 for `  1.
Clearly the restriction to h > 0 assures that  = u(h) has an inverse h = g() =
2np 2n
p
. Then we have
h = g( +W)  g() = 2np

2n
p
 +W   2n
p


= 2np

2n
r
1
2np
h2n +W   1
2n
p
2np
h

:(15)
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We claim that this expression of h can be expanded in powers of h because
W = w1h1 n+K(1) +    and the leading exponent 1   n + K(1) is larger than
2n. To prove the claim, rst we recall that, from the proof of Theorem 10 in [1], we
know that the leading term in the power series X^(W(x; y)) contains the monomial
x ~m where ~m = 3(n 1)+2+(2k 1)s+2s for some k  0. Therefore, ~m  3n+s+1.
Now, in Theorem 10 it is dened m 2 N in such a way that 2(m+ s) = ~m. So we
have 1   n + K(1) = 1   n + 2(m + s)  1   n + 3n + s + 1 = 2n + s + 2 > 2n
proving the claim.
From the performed analysis it follows that we can write (15) as h = O(h2)
because
h = 2np
 
2n
s
1
2np
h2n

1 +
2npW
h2n

  1
2n
p
2np
h
!
=
2np
2n
p
2np
h
 
2n
r
1 +
2npW
h2n
  1
!
= (2np)1 1=(2n)

pW
h2n 1
+ ::::

:
where in the last step we used 2n
p
1 + x = 1 + x2n + O(x
2). Substituting here the
expression for W from above and absorbing positive constants into the constants
wk yields
h = h2 3n
X
k1
"
wkk()h
K(k) + k()[ek;1hK(k)+1 + ek;2hK(k)+2 +    ]#:
More explicitly
h = w11()h
K(1) 3n+2 + 1()[e1;1hK(1) 3n+3 + e1;2hK(1) 3n+4 +    ]
+ w22()h
K(2) 3n+2 + 2()[e2;1hK(2) 3n+3 + e2;2hK(2) 3n+4 +    ]
+ w33()h
K(3) 3n+2 + 3()[e3;1hK(3) 3n+3 + e3;2hK(3) 3n+4 +    ] +   
Comparing this expression to h = d(h;) =
P
k1 vk()h
k we obtain
(i) v1 = v2 =    = vK(1) 3n+1 = 0 and vK(1) 3n+2 = w11
(ii) for k 2 N with k  2: vK(k 1) 3n+j 2 Ik 1 for j = 3; : : : ;K(k) K(k 1)+1
and vK(k) 3n+2   wkk 2 Ik 1.
Thus, the conclusion of the theorem is reached using that K(k) = 2(m+ ks). 
3.5. Proof of Proposition 26. Since Ikr  B by denition, we always have that
V(B)  V(Ikr ) holds in CM . Hence, in order to check (12) we only have to check
that the reverse inclusion V(Ikr )  V(B) holds in CM . To prove that we must
check whether for any  2 CM satisfying k1() =    = kr () = 0 this implies
that j(
) = 0 for all j 2 N, or equivalently this implies the existence of a formal
rst integral for (2) with  =  in the complex setting.
Therefore, statement (iii) is true. Clearly statement (i) is a particular (polyno-
mial) case of (iii).
To prove statement (ii), rst we note that the invariance of (2) by (x; y; t) 7!
(x; y; t) implies that (2) has the form
(16) _x = y(1 +A(x; y2)); _y = B(x; y2):
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The polynomial map y 7! z = y2 and the time rescaling t 7!  with d = y dt
transform (16) into
(17) x0 = 1 +A(x; z); z0 = 2B(x; z)
where 0 = d=d . Since now the origin is a regular point, by the Flow box Theorem,
there is a holomorphic rst integral of the form z +    on a neighborhood of the
origin which is pulled back into a holomorphic rst integral of the form y2+    for
(2) on a neighborhood of the origin. Thus we fall again in case (iii) nishing the
proof. 
3.6. Proof of Theorem 21. Remark 11 gives m  1 in the formal series (4).
Taking m = 1 as reference we nd, calculating by means of a computer algebra
system such as Maple or Mathematica, that up to a positive multiplicative constant
the rst two non vanishing focus quantities are
5() = 5a1 + b1;
6() =  35a1a2 + 35a21b1   5a2b1 + 7a1b21   40a1b2   6b1b2:
Let ~k() denote the reduction of k() modulo the ideal Ik 1 generated by the
previous j() for j = 1; : : : ; k   1. In other words ~k() is the remainder of
k() upon division by a Grobner basis of the ideal Ik 1 = h1(); : : : ; k 1()i.
Computations yield
~5() = 5a1 + b1;
~6() = b1(a2 + b2);
~j() = 0; for j = 7; 8; 9:
Therefore, from the solution given in [1] of the center problem, it follows that the
center variety for (5) is V(B) = V(h~5(); ~6()i). This variety is clearly the union
of the two irreducible components V(B) = V(J1)[V(J2) where J1 = ha1; b1i and
J2 = hb1 + 5a1; a2 + b2i.
Following Approach I we view (5) as a system on C2 with complex parameters
 = (a1; a2; b1; b2) 2 C4. We have that, for any  2 V(B)  C4, system (5) is either
Hamiltonian or invariant under (x; y; t) 7! (x; y; t). Therefore, from Proposition
26, the equality of varieties V(B) = V(I6) holds in C4 where I6 = h~5(); ~6()i.
Hence we conclude that
pB = pI6.
Using a symbolic manipulator we may verify that I6 is a radical ideal. In sum-
mary we have proved that B = I6 and that f~5(); ~6()g is the minimal basis of
B with respect to the natural ordered innite basis of focal values. Therefore, we
conclude by Theorem 17 that any center at the origin in family (5) has cyclicity at
most one.
Now we will prove that one limit cycles can be made to bifurcate from a center
at the origin in family (5). Take the parameters
 = (a1; a2; b1; b2) = (a1; a2; 5a1; a2) 2 V(J2)
and perturb to (") = +(0; "; "2; 0) 2 R4 with a1 > 0. Then we obtain ~5((")) =
"2 and ~6((")) =  5a1". Thus, for " suciently small, this perturbation produce
one small amplitude limit cycle from the center according to Remark 20. So the
upper bound of one is sharp. 
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3.7. Proof of Theorem 22. Remark 11 gives m  1 in the formal series (4). Tak-
ing m = 1, the rst non vanishing focus quantities, up to a positive multiplicative
constant, are
2() = 9a1 + b1;
3() =  135a1a2 + 9a3 + 135a21b1   9a2b1 + 15a1b21   54a1b2   4b1b2 + 9b3;
4() = 5670a1a
2
2 + 5670a
2
1a3   540a2a3   1215a1a4   11340a21a2b1 + 270a22b1+
1863a1a3b1   135a4b1   1008a1a2b21 + 75a3b21   5670a31b2 + 3375a1a2b2 
198a3b2   2898a21b1b2 + 183a2b1b2   168a1b21b2 + 423a1b22 + 23b1b22+
6885a21b3   360a2b3 + 1773a1b1b3 + 50b21b3   138b2b3:
Let ~k() = k() mod Ik 1. Using Mathematica again we nd that
~2() = 9a1 + b1;
~3() = 9a3 + 6a2b1 + 2b1b2 + 9b3;
~4() =  2a3b21   9a3b2 + 18a2b3   2b21b3   3b2b3;
~j() = 0; for j = 5; 6; 7; 8; 9:
Let I4 = h~2(); ~3(); ~4()i. Using the routine minAssChar in the primdec.LIB
library of Singular we nd that the prime decomposition of
pI4. In short we
obtain that
pI4 = J1 \ J2 where
J1 = h~2(); a3 + b3; 3a2 + b2i
J2 = h~2(); ~3(); p1(); p2(); p3(); p4()i
where
p1() = 2b
3
1 + 9b1b2 + 27b3;
p2() = 2a3b
2
1 + 2b
2
1b3 + 9a3b2   18a2b3 + 3b2b3;
p3() = 3a
2
3b1   9a2a3b2   3a3b22 + 18a22b3 + 6a3b1b3 + 3a2b2b3   b22b3 + 3b1b23;
p4() = 54a
2
2a3b2 + 36a2a3b
2
2 + 6a3b
3
2   108a32b3   54a22b2b3 + 2b32b3 + 27a33+
81a23b3 + 81a3b
2
3 + 27b
3
3:
The origin of system (6) with  =  is a center if and only if either  2 V(J1),
the hamiltonian variety, or  2 V(J2). You can easily verify that this statement
agrees with [1]. Thus the center variety is V(B) = V(J1) [V(J2) = V(
pI4).
We are lucky since I4 is a radical ideal. Hence we have that V(B) = V(I4) as
varieties in R7.
Now we extend (6) to a polynomial family on C2 with complex parameters given
by  = (a1; a2; a3; a4; b1; b2; b3) 2 C7 and we claim that V(B) = V(I4) also holds
in C7. The above is true because, for any  2 V(B)  C7, either  2 V(J1)
and system (6) with  =  is Hamiltonian or  2 V(J2) and, as we will show
before, system (6) with  =  possesses a complex formal (actually holomorphic)
rst integral. Hence the claim follows by statements (i) and (iii) of Proposition 26.
When  2 V(J2) we can take (6) with b1 =  9a1, a3 =  a1(b2   6a2 + 54a21)
and b3 = 3a1(b2+18a
2
1). Then, following [1], the polynomial map (x; y) 7! (u; v) =
(g(x; y); y2) with g(x; y) = x6+6a1x
3y  (b2+18a21)y2 and the time rescaling t 7! 
with d = y @g@x (x; y)dt transform (6) into a (linear) dierential system having a
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regular point at (u; v) = (0; 0). Thus, applying the Flowbox Theorem we deduce
the existence of a holomorphic rst integral (u; v) of the linear dierential system
on a neighborhood of the origin. ThereforeH(x; y) = (g(x; y); y2) is a holomorphic
rst integral of system (6) with  =  2 V(J2) on a neighborhood of the origin.
In summary we have that B = I4 and that f~2(); ~3(); ~4()g is a minimal
basis of B. From Theorem 17 we deduce that any center at the origin in family (6)
has cyclicity at most two.
Now we will prove that the center cyclicity bound of two is sharp. Starting at a
hamiltonian center with parameters
 = (a1; a2; a3; a4; b1; b2; b3) = (a1; a2; a3; a4; 9a1; 3a2; a3) 2 V(J1)
we perturb to (") = +(0; 0; 0; 0; "3; "; 2a1"  "2) 2 R7 and we obtain ~2((")) =
"3, ~3((")) =  9"2 + O("3) and ~4((")) =  6(54a31   9a1a2 + a3)" + O("2). In
consequence, if we take our initial center with parameters satisfying the inequality
54a31  9a1a2+a3 < 0, when " is suciently small, the proposed perturbation gives
two limit cycles bifurcating from the center according to Remark 20. 
3.8. Proof of Theorem 23. Taking m = 1 as reference, we compute, up to a
positive multiplicative constant, the rst non vanishing focus quantities obtaining
2() = G;
3() = 15A  4GH + 9I;
4() = 30C   30BG+ 70AG2   240AH + 23GH2 + 50G2I   138HI;
5() =  5670AB + 378E + 5670A2G  588DDG+ 420CG2   1098CH+
1140BGH   1512AG2H + 3555AH2   174GH3   2268BI + 15162AGI 
1396G2HI + 2115H2I + 4284GI2:
We do not list more focus quantities because they have a huge number of monomials
but we have computed them up to 20(). Now we make the reductions ~k() =
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k() mod Ik 1 and we obtain
~2() = G;
~3() = 5A+ 3I;
~4() = 5C +HI;
~5() = 15E + 45BI + 8H
2I;
~6() =  1005EH + 1035DDI + 64H3I   864I3;
~7() = 15525BE   146760EH2   698625FI + 22528H4I   353808HI3;
~8() =  580260EH3   2130030FHI + 88016H5I   1104759EI2   1399356H2I3;
~9() = 9592423125EF + 399482285000FH
2I + 868820400H6I 
1011148939650EHI2   21833986840H3I3   108628849872I5;
~10() =  I(1173984523951882500FH3 + 2214089098936000H7+
11348289979233769125FI2   426888548704839600H4I2+
5617111596814104048HI4);
~11() = HI(177759900588300316000H
7 + 1549545393369631413460500FI2 
53650683112821513863400H4I2 + 696271693221672317864883HI4);
~12() = I
5(763524885728175285499458013H3   6436345390917915853583353710I2);
~j() = 0; for j = 13; : : : 20:
Computing we check that ~10() 62
pI9 but ~j() 2
pI10 for j = 11; : : : ; 20.
Now we perform the prime decomposition of
pI10 and we get the surprisingly
simple output
pI10 = hA;C;E;G; Ii. Therefore we have that  2
pI10 if and
only if A = C = E = G = I = 0, in which case the system is time-reversible (hence
has a center at the origin since it is monodromic). Thus we conclude that the center
variety is V(B) = V(pI10) = V(hA;C;E;G; Ii). 
3.9. Proof of Theorem 24. From the proof of Theorem 23 we know that the
center variety is V(B) = V(pI10)  R9 where
pI10 = hA;C;E;G; Ii and that
I12 = Ij for 13  j  20. Unfortunately I12 6=
pI12 so we cannot use Approach I
to try to establish the equality between B and I12. It is now that Theorem 19 can
be used.
First we note that the center variety is V(B) = V(I12)  R9. Now we extend
(7) to a polynomial family of vector elds on C2 with complex parameters  =
(A;B;C;D;E; F;G;H; I) 2 C9 and we claim that V(B) = V(I12) also holds in
C9. The claim follows just combining Theorem 23 together with statement (ii) of
Proposition 26.
Secondly we perform the primary decomposition of I12 and we obtain I12 =
R \N where R = pR and N 6= pN = hA;B;C;D;E; F;G;H; Ii. From here and
taking into account that V(N ) = V(pN ) we get that V(N ) = f0g, that is, the
variety V(N ) reduces to just a point: the origin of the parameter space. Finally,
taking into account that f~2; : : : ; ~12g is a minimal basis of I12 having cardinality
11 and using Theorem 19 we get 10 as an upper bound for the center cyclicity at
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the origin inside family (7).
Now we try to bifurcate the maximum possible number of limit cycles by using
the strategy explained in Remark 20. First we take an arbitrary point in the center
variety
 = (A;B;C;D;E; F;G;H; I) = (0; B; 0; D; 0; F; 0;H; 0) 2 V(B)
and perturb it to (") =  + (") 2 R9 with (") = (1("); : : : ; 9(")) analytic
at " = 0 and (0) = 0. Using the notation i(") =
P
j1 i;j "
j for i 2 f1; : : : ; 9g
we get, up to a positive multiplicative constant, ~12((")) = H
359;1"
5 +O("6) and
~11((")) = H
89;1" + O("
2). Therefore, if we want that j~11(("))j  j~12(("))j
for j"j  1, the only option is H9;1 = 0 but after some computations we arrive
to a contradiction with the condition j~9(("))j  j~10(("))j  j~11(("))j 
j~12(("))j. Therefore we rule out the possibility of using ~12((")) and we cannot
prove using this process if the cyclicity upper bound is sharp or not.
We only have been able to check that there are perturbations (") such that
j~2(("))j  j~3(("))j  j~4(("))j  j~5(("))j  j~6(("))j  j~7(("))j 
j~8(("))j  j~9(("))j with ~j((")) ~j+1((")) < 0 for j = 2; : : : ; 8. Therefore,
we can assure that 7 limit cycles bifurcate from the origin with such a kind of
perturbations. A concrete example of these perturbations is
1(") =  3
5
"+
3
5
"6 + "7;
2(") = "  661( 8120081313257 + 1317265448043
p
187105)
206478299757578520
"2 +
134(61685 + 201
p
187105
20522175
"3;
3(") =
1
100
"
 
 20 + 201(61685 + 201
p
187105)
547258
"  20"2
!
;
4(") = 0;
5(") =
 12256385 + 26934p187105
6840725
"2 +
 3291971421351305341 + 8456036595116751p187105
1032391498787892600
"3;
6(") = 2
 19172720765 + 16700841p187105
161899438575
";
7(") =  "8;
8(") =  201(61685 + 201
p
187105)
10945160
"+ "2;
9(") = "  "6;
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which gives
~2((")) =  "8 +O("9);
~3((")) = 5"
7 +O("8)
~4((")) =  "6 +O("7);
~5((")) = 8"
5 +O("6);
~6((")) =
 201( 45224810623321807265 + 153139605754913943p187105)
3277980400293950240
"4
+O("5);
~7((")) = 27
 4739421893010510526277 + 30832996689294978720p187105
590183806807078603
"3
+O("4);
~8((")) = 57132
 3270270 + 6533p187105
273629
"2 +O("3);
~9((")) = 556082500
 35416659351 + 81896683p187105
40353607
"+O("2):
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