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The well-known theorem of Erdo˝s–Pósa says that either a graph G
has k disjoint cycles or there is a vertex set X of order at most
f (k) for some function f such that G \ X is a forest. Starting with
this result, there are many results concerning packing and covering
cycles in graph theory and combinatorial optimization.
In this paper, we present a common generalization of the following
Erdo˝s–Pósa properties:
1. The Erdo˝s–Pósa property for cycles of length divisible by a
ﬁxed integer p (Thomassen, 1988 [19]).
2. The Erdo˝s–Pósa property for S-cycles, i.e., cycles which contain
a vertex of a prescribed vertex set S (Kakimura, Kawarabayashi,
and Marx, 2011 [10] and Pontecorvi and Wollan, 2010 [13]).
Namely, given integers k, p, and a vertex set S (whose size may not
depend on k and p), we prove that either a graph G has k disjoint
S-cycles, each of which has length divisible by p, or G has a vertex
set X of order at most f (k, p) such that G \ X has no such a cycle.
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Packing and covering (vertex-)disjoint cycles are one of the central areas in both graph theory
and theoretical computer science. The starting point of this research area goes back to the following
well-known theorem due to Erdo˝s and Pósa [5] in the early 1960s.
Theorem 1.1. (See Erdo˝s and Pósa [5].) For any integer k and any graph G, either G contains k disjoint cycles
or a vertex set X of order at most c · k logk (for some constant c) such that G \ X is a forest.
Theorem 1.1 is concerned with both “packing,” i.e., ﬁnding k disjoint cycles, and “covering,” i.e.,
ﬁnding at most ck logk vertices that hit all the cycles in a graph. In fact, Theorem 1.1 gives rise to the
well-known Erdo˝s–Pósa property. A family F of graphs is said to have the Erdo˝s–Pósa property, if for
every integer k there is an integer f (k,F) such that every graph G contains either k vertex-disjoint
subgraphs each isomorphic to a graph in F or a set X of at most f (k,F) vertices such that G \ X has
no subgraph isomorphic to a graph in F . The term Erdo˝s–Pósa property arose because of Theorem 1.1,
which proves that the family of cycles has this property.
In this paper, we generalize the cycle packing problem to packing cycles that are required to go
through a given set of vertices. For a graph G = (V , E) with S ⊆ V , an S-cycle is a cycle which has a
vertex in S . The problem called “S-cycle packing” is to ﬁnd among S-cycles a maximum number of
disjoint ones. Kakimura, Kawarabayashi, and Marx [10] proved the Erdo˝s–Pósa type result holds for
the S-cycle packing.
Theorem 1.2. (See Kakimura, Kawarabayashi, and Marx [10].) Let k be a positive integer. Then there exists a
constant c such that, for any graph G = (V , E) and any S ⊆ V , either G contains k disjoint S-cycles, or G has
a vertex subset X with |X | c · k2 logk (for some constant c) such that G \ X has no S-cycles.
For the case where S coincides with V , any cycle in a graph is an S-cycle. Thus this is a generalization
of Theorem 1.1 to the “subset” version. Recently, Pontecorvi and Wollan [13] improve the bound to
Θ(k logk), which is the same bound as Theorem 1.1.
We now describe algorithmic aspects of the S-cycle packing problem. For the edge-disjoint variant
of this problem, Caprara, Panconesi, and Rizzi [1] design an O (logn)-approximation algorithm, where
n is the number of vertices, and Krivelevich, Nutov, Salavatipour, Verstraete, and Yuster [12] prove that
this algorithm yields an O (
√
logn)-approximation factor. For the vertex-disjoint version, Pontecorvi
and Wollan [13] show that the proof of the Erdo˝s–Pósa property derives an O (logn)-approximation
algorithm. Recently, the S-cycle packing problem is shown to be ﬁxed parameter tractable [11]. That
is, for ﬁxed k, there is an O (np) time algorithm to decide whether or not G has k disjoint S-cycles
(p is independent of n and k). The dual problem of the S-cycle packing problem is called the “subset
feedback set” problem; given a vertex set S , ﬁnd a vertex set X of smallest order such that G \ X has
no S-cycles. For this problem, Even, Naor, and Zosin [7] give an 8-approximation algorithm. Further-
more, ﬁxed-parameter algorithms for this problem are also obtained [2,11].
Another direction to generalize Theorem 1.1 is to impose parity constraints on cycles. Thomas-
sen [19] showed the Erdo˝s–Pósa property holds for the family of cycles with length 0 mod a ﬁxed p.
This immediately provides the Erdo˝s–Pósa property for the family of even cycles. On the other hand,
the Erdo˝s–Pósa property does not hold for the family of odd cycles. Lovász and Schrijver (see also De-
jter and Neumann-Lara [3]) give inﬁnitely many pairs l and m such that the Erdo˝s–Pósa property does
not hold for the family of cycles of length l mod m. Wollan [20] discusses the Erdo˝s–Pósa property
for the family of cycles under another kind of modularity constraint.
In this paper, we present a common generalization of Thomassen’s classical result [19] and Theo-
rem 1.2. The main purpose of this paper is to show the Erdo˝s–Pósa property for the family of S-cycles
of length 0 divisible by a ﬁxed p.
In order to state our result formally, let us give some notation. Let G = (V , E) be an undirected
graph with vertex set V and edge set E , and p be a ﬁxed positive integer. We denote by νS(G) the
maximum k such that G has k vertex-disjoint S-cycles of length 0 (mod p). A vertex set that meets
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denoted by τS (G). We give the following theorem.
Theorem 1.3. Let k and p be positive integers. Then there exists a constant f (k, p) such that any graph G =
(V , E) with S ⊆ V satisﬁes νS (G) k or τS(G) f (k, p).
As a corollary, we know that the family of S-cycles of even length (when p = 2) has the Erdo˝s–
Pósa property.
Corollary 1.4. Let k be a positive integer. Then there exists a constant f (k) such that any graph G = (V , E)
with S ⊆ V satisﬁes that either G contains k disjoint S-cycles of even length, or G has a vertex set X with
|X | f (k) such that G \ X has no S-cycles of even length.
To prove Theorem 1.3, we exploit various deep results on graph minor theory. Assuming the in-
duction hypothesis on k, we ﬁrst observe that a minimum S-hitting set is highly-connected, which
implies that there exists a “large” clique model or a “large” ﬂat wall. Note that their sizes only depend
on k and p. We then try to ﬁnd many (depending only on k, p) disjoint paths, each of which has a
vertex of S , to the clique model or the ﬂat wall. If these exist, we can construct k disjoint S-cycles of
length 0 (mod p) explicitly. Otherwise, it is shown in [10] that there exists a vertex subset X with
small size such that deleting X makes G have no such paths, which tells us that νS (G) k or τS (G)
is small. Note that for the case having a large clique model, the proof can be simpliﬁed by using the
result on bipartite clique models due to Geelen, Gerards, Reed, Seymour, and Vetta [8].
This paper is organized as follows. In Section 2, we provide some deﬁnitions and lemmas needed
for the proofs. In particular, we review some fundamental results in graph minor theory. Section 3 is
devoted to the proof of Theorem 1.3. We ﬁrst describe the proof outline in Section 3.1, and the details
follow in the rest of Section 3.1. Remark that results of this paper were also announced in [9].
2. Preliminaries
2.1. Packing paths through prescribed vertices
Let G = (V , E) be a graph, and let S, T ⊆ V . A linkage L from S to T in G is a subgraph consisting
of disjoint paths each of which starts with S and ends with T . The size of a linkage is its number of
disjoint paths. We assume that a path has at least one vertex and no repeated vertices. A separation
in G is an ordered pair (X, Y ) of subsets of V with X ∪ Y = V so that G has no edges between X \ Y
and Y \ X . Its order is |X ∩Y |. It follows from Menger’s theorem that a graph G = (V , E) with S, T ⊆ V
has either a linkage from S to T of size k, or a separation (X, Y ) of G of order < k with S ⊆ X and
T ⊆ Y .
For S, T ⊆ V , an S-path with respect to T is a path with end vertices in T such that it has at least
one vertex of S . The following theorem is shown in [10], which easily follows from the odd path
theorem by Geelen et al. [8].
Theorem 2.1. (See Kakimura, Kawarabayashi, and Marx [10].) Let G = (V , E) be a graph, and S, T ⊆ V . Then,
if G has no k disjoint S-paths with respect to T , then there exists Z ⊆ V with |Z | 2k−2 that intersects every
S-path with respect to T .
2.2. Graph minor theory
In this subsection, we review the previous results in the graph minor theory.
2.2.1. Brambles
A bramble in a graph G is a family B of connected subgraphs every two of which touch, that is,
either intersect or are joined by an edge. A transversal of a bramble B is a set of vertices which meets
each element of B. The order of B is deﬁned to be the minimum size of a transversal.
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Given a bramble B of order r and a vertex set X with |X | < r, there is a subgraph in B which is
disjoint from X , and hence there is a component of G \ X containing a subgraph in B. Since every
pair of elements in B touch, this component is unique. We call such a component the big component
of G \ X . For an integer p  r, we say that a subgraph is p-attached to B if the big component of
G \ X contains some vertex in the subgraph for any X with |X | < p.
2.2.2. Clique models
Let G be a graph, and Kt be a clique with size t . A clique model of order t in G is a function η with
domain V (Kt) ∪ E(Kt) satisfying:
(i) for each v ∈ V (Kt), η(v) is a subgraph in G that is a tree, and the trees η(v) (v ∈ V (Kt)) are
pairwise-disjoint;
(ii) for each e = (u, v) ∈ E(Kt), η(e) is an edge in G that connects vertices of η(u) and η(v) in G .
We call η(v) (v ∈ V (Kt)) the clique nodes of η. We denote by ⋃η the subgraph consisting of the
union of all the clique nodes and η(e) for all e ∈ E(Kt). It is not diﬃcult to see that, for any X ⊆ V
with |X | < t , there exists a unique component of G \ X which completely contains some η(v). Hence
by letting B be the family of such connected components for any X ⊆ V with |X | < t , the family B
forms a bramble of order t , and the subgraph
⋃
η is t-attached to B. We say that η is t-attached to a
bramble B if ⋃η is t-attached to B.
2.2.3. Walls
Let h be a positive integer. A wall W of height h is deﬁned to be a graph which is isomorphic to
a subdivision of the graph Wh with vertex set V (Wh) = {(i, j) | 0 i  h, 0 j  2h} in which two
vertices (i, j) and (i′, j′) are adjacent if and only if one of the following possibilities holds:
(1) i′ = i and j′ ∈ { j − 1, j + 1}.
(2) j′ = j and i′ = i + (−1)i+ j .
The nails of a wall are the vertices of degree three within it. A cycle of length six in Wh is called
a brick of Wh . The ith horizontal path of Wh is a path in Wh consisting of vertices with the same
ﬁrst coordinate i. The ith vertical path of Wh is a path in Wh consisting of vertices (0,2 j), (1,2 j),
(1,2 j + 1), (2,2 j + 1), (2,2 j), (3,2 j), . . . for an integer j. We can deﬁne bricks, and horizontal and
vertical paths of a wall similarly. A subwall of a wall W is a wall which is a subgraph of W . A subwall
of W of height h is proper if it consists of h consecutive bricks from each of h consecutive rows of W .
See Fig. 1.
Note that, for any X ⊆ V with |X | < h, there exists a unique connected component of G \ X which
contains some horizontal path of a wall W of height h. Let B be the family of such connected com-
ponents for any X ⊆ V with |X | < h. Then B is known to form a bramble of order h. We say that W
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some horizontal path of W .
Robertson, Seymour, and Thomas [16] proved the following proposition (see also [4,14]).
Proposition 2.2. (See Robertson, Seymour, and Thomas [16].) Let h  2, and B be a bramble of or-
der  20h4(2h−1) . Then there exists a wall of height h which is h-attached to B.
In this paper, we focus on cycles of length 0 (mod p) for a ﬁxed positive integer p. We say that
a wall has length 0 (mod p) if each “edge” of the wall is a path of length 0 (mod p). Thomassen [19]
proved the following theorem, which implies the Erdo˝s–Pósa property for the family of cycles of
length 0 (mod p).
Proposition 2.3. (See Thomassen [19].) For every numbers k and p, there exists a natural number g(k, p) such
that every wall of height g(k, p) contains a subwall of height k, which has length 0 (mod p).
2.2.4. Dividing and ﬂat walls
Let G be a graph, and W be a subgraph of G that is a wall. Any wall has a unique planar em-
bedding. The perimeter of a wall W , denoted by per(W ), is the boundary of the unique face in
this embedding which contains more than six nails. The set of the nails on the perimeter, called
perimeter-nails, is denoted by pn(W ). For any wall W , there is a unique component U of G \ per(W )
containing W \ per(W ). We call U the interior of W , denoted by int(W ). The compass of W , de-
noted by comp(W ), consists of the graph with vertex set V (int(W )) ∪ V (per(W )) and edge set
E(int(W )) ∪ E(per(W )) ∪ {(x, y) | x ∈ V (U ), y ∈ V (per(W ))}. We say a proper subwall W ′ of W is
dividing in G if W ′ and the compass of W ′ in G is disjoint from W \ W ′ . A wall is ﬂat if its compass
does not contain two vertex disjoint paths connecting the diagonally opposite corners. It is easy to
see that any proper subwall of a ﬂat wall must be both ﬂat and dividing.
Robertson and Seymour (Theorem (9.6) in [15]) proved the following algorithmic result:
Proposition 2.4. For any t,k 0 and h  2, there is a computable constant F (t,h,k) such that the following
can be done in O (m) time, where m is the number of edges of a given graph G.
Input: A graph G, and a wall W of height at least F (t,h,k) that is F (t,h,k)-attached to some bramble B
of order at least F (t,h,k).
Output: Either
• a clique model of order t, which is t-attached to B, or
• a subset J ⊆ V (G) of order at most (t2) and k disjoint proper subwalls of height h, each of which is dividing
and ﬂat in G \ J .
We now mention a characterization of the ﬂatness. We need to deﬁne an embedding up to 3-
separations. For a vertex subset A, we denote by N(A) the set of neighbor vertices, where we note
N(A) does not include A itself. We say that a graph G can be embedded into a plane, up to 3-separations,
if, for some l 0, there are pairwise disjoint sets A1, . . . , Al ⊆ V (G) such that
(1) for 1 i, j  l with i = j, N(Ai) ∩ A j = ∅,
(2) for 1 i  l, |N(Ai)| 3, and
(3) if G ′ is the graph obtained from G by (for each i) deleting Ai and adding new edges joining every
pair of distinct vertices in N(Ai), then G ′ may be drawn in a plane.
Seymour [17] and Thomassen [18] have characterized that if a wall is ﬂat, then its compass can be
embedded into a plane, up to 3-separations, such that its perimeter is the outer face boundary.
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3.1. Proof outline
In this subsection, we shall prove Theorem 1.3 by induction on k. Let p be a ﬁxed positive inte-
ger. For simplicity, the function f (k, p) in Theorem 1.3 is denoted by f (k). For k = 1, the theorem
evidently holds with f (1) = 0. We henceforth suppose that, for  < k, any graph G with S ⊆ V (G)
satisﬁes either νS(G)  or τS (G) f () for some f ().
For positive integers t and h, deﬁne
r = max{202·g(h˜,p)5 ,2 f (k − 1)} and h˜ = F (t,h,k), (1)
where we recall that g and F are functions deﬁned as in Propositions 2.3 and 2.4, respectively.
Let G = (V , E) be a graph with S ⊆ V so that νS (G) < k and τS (G)  3r, and H be a minimum
S-hitting set in G . For X ⊆ V with |X | < τS (G)/3, the subgraph G \ X is known to have a unique
connected component B with |V (B) ∩ H|  τS (G)/3. This is because the set H is highly-connected
(see Lemma 3.5). We deﬁne BH to be the family of such unique components for any X ⊆ V with
|X | < τS (G)/3. Then BH forms a bramble of order  τS (G)/3 as follows. See Section 3.2 for details.
Lemma 3.1. Assume that k is a positive integer such that f (k−1) exists. Let G = (V , E) be a graph with S ⊆ V
such that νS (G) < k and τS (G) 6 · f (k − 1), and H be a minimum S-hitting set. Then the family BH forms
a bramble of order  τS (G)/3.
Assume that BH forms a bramble of order  r. Since r  202·g(h˜,p)5 , it follows from Proposition 2.2
that G has a wall of height g(h˜, p), which is g(h˜, p)-attached to BH . Moreover, by Proposition 2.3, this
wall contains a subwall W of height h˜, which has length 0 (mod p). The wall W is also h˜-attached
to BH . By h˜ F (t,h,k), it follows from Proposition 2.4 that we obtain one of the following.
(i) The graph G has a clique model of order t , which is t-attached to the bramble BH , or
(ii) There exist a subset J ⊆ V (G) of order at most (t2) and k disjoint proper subwalls of height h,
each of which is dividing and ﬂat in G \ J .
Note that the obtained k subwalls in (ii) are h-attached to BH , since W is h˜-attached.
We will divide the proof into the above two cases. More precisely, we show the following two
lemmas, assuming the induction hypothesis.
Lemma 3.2. For positive integers k and p, let 2d = (g(4kp2, p))2 + 2kp2 and t = 12d. If the family BH forms
a bramble of order  t and (i) above holds, then it holds that
νS(G) k, or τS(G) 3
(
f (k − 1) + 8d).
Lemma 3.3. For positive integers p,k and t  2, let
h =
(
t
2
)
+ 2(qk + 16) + 2q1 + 8qk(q1 + 1),
where q = 2p2((2p−1)2 +1)+p2 for  k. If the familyBH forms a bramble of order h and (ii) above
holds, then it holds that
νS(G) k, or τS(G) 3
(
f (k − 1) + h′),
where h′ = h − 8qk(q1 + 1).
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Proof of Theorem 1.3. Let d, t and h′,h be integers deﬁned as in Lemmas 3.2 and 3.3, respectively.
Deﬁne
f (k) = 3 ·max{r, f (k − 1) + 8d, f (k − 1) + h′},
where r is deﬁned as in (1).
We will show that any graph G = (V , E) with S ⊆ V satisﬁes νS (G) k or τS (G) f (k). Assume
to the contrary that a graph G = (V , E) with S ⊆ V satisﬁes νS (G) < k and τS(G) > f (k). Let H be a
minimum S-hitting set. Then |H| > f (k) 3r. The set H deﬁnes the bramble BH by Lemma 3.1, and
hence (i) or (ii) above holds. If (i) holds, then τS (S) 3( f (k− 1)+ 8d) follows from Lemma 3.2. If (ii)
holds, Lemma 3.3 implies τS(S) 3( f (k − 1) + h′). In both cases, this contradicts τS (G) > f (k). Thus
the statement holds. 
Sections 3.3 and 3.4 are devoted to the proofs of Lemmas 3.2 and 3.3, respectively. In both proofs,
we will use the following lemma to bound the size of τS (G).
Lemma 3.4. Assume that k is a positive integer such that f (k − 1) exists. Let G = (V , E) with S ⊆ V be a
graph satisfying that νS (G) < k and that the family BH forms a bramble of order  γ , where γ is a positive
integer. In addition, let X be a vertex subset with |X | < γ such that G \ X has an S-cycle of length 0 (mod p)
which is disjoint from the big component B of G \ X. Then it holds that
τS(G) 3 ·
(
f (k − 1) + γ ).
Proof. Let S ′ = S ∩ V (B). The existence of an S-cycle of length 0 (mod p) in G \ B implies that
νS ′ (B) < k − 1 by νS (G) < k. Hence, by the induction hypothesis, we have τS ′ (B) f (k − 1). Let H∗
be a minimum S-hitting set with respect to B . Since (H \ V (B))∪ H∗ ∪ X is an S-hitting set of G , we
have
τS(G)
∣∣H \ V (B)∣∣+ ∣∣H∗∣∣+ |X | ∣∣H \ V (B)∣∣+ f (k − 1) + γ .
On the other hand, since B is a big component with respect to BH , the deﬁnition of BH implies
that |H ∩ V (B)|  |H|/3, and hence |H \ V (B)|  2|H|/3. Therefore, we obtain τS (G)  2τS (G)/3 +
f (k − 1) + γ , and thus τS (G) 3( f (k − 1) + γ ) holds. 
Thus it suﬃces to ﬁnd a small vertex set satisfying the condition of Lemma 3.4.
To show Lemma 3.2, we need some recent results on bipartite clique models due to Geelen
et al. [8]. For a graph with a large clique model, which is attached to BH , if it has a subclique model θ
that has many disjoint S-paths internally disjoint from
⋃
θ , then we can construct k disjoint S-cycles
of length 0 (mod p). Otherwise, by Geelen et al. [8], there exists a vertex subset with small size such
that if we delete it, then all the clique nodes are intersected in some block with no vertices of S . This
vertex set implies a separation of small order that sets an S-cycle of length 0 (mod p) apart from
the clique nodes. Since the clique model θ is attached to BH , we can bound the size of τS (G) by
Lemma 3.4.
In the proof of Lemma 3.3, we apply Theorem 2.1 to a ﬂat wall. That is, we try to ﬁnd qk + 16
disjoint S-paths with respect to a ﬂat wall. If these exist, we can construct k disjoint S-cycles of
length 0 (mod p). Otherwise, Theorem 2.1 tells us that there exists a small separation that hits all
such S-paths, which implies a separation of small order that sets an S-cycle of length 0 (mod p)
apart from a large subwall. Since the large subwall is attached to BH , we can apply Lemma 3.4 to
bound the size of τS (G).
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In this subsection, we construct a bramble of a large order if νS (G) < k and τS (G) is large.
We ﬁrst show the following lemma, which says a minimum S-hitting set is highly connected.
Lemma 3.5. Assume that k is a positive integer such that f (k − 1) exists. Let G = (V , E) be a graph with
S ⊆ V such that νS(G) < k, and H be an S-hitting set with |H| = τS(G). Let H1, H2 ⊆ H be disjoint subsets
with |H1| = |H2| = r, where r  2 f (k − 1). Then there exists a linkage from H1 to H2 of size r with no inner
vertices in H.
Proof. Suppose to the contrary that there exist disjoint H1, H2 ⊆ H with |H1| = |H2| = r such that
they have no such linkage of size r. Let Z = H \ (H1 ∪ H2). By Menger’s theorem applied to G \ Z ,
the graph G has a separation (X, Y ) with H1 ⊆ X , H2 ⊆ Y , Z ⊆ X ∩ Y , and |(X ∩ Y ) \ Z | < r. Since
|H1 ∪ (X ∩ Y )| < |H| = τS(G), there exists an S-cycle C1 of length 0 (mod p) with V (C1) ∩ (H1 ∪
(X ∩ Y )) = ∅. By V (C1) ∩ H = ∅, we have V (C1) ∩ H2 = ∅, and hence V (C1) ∩ Y = ∅. Since (X, Y ) is a
separation and X ∩ Y ∩ V (C1) = ∅, the set V (C1) does not meet X , so V (C1) ⊆ Y \ X . Similarly G has
an S-cycle C2 of length 0 (mod p) such that V (C2) ⊆ X \ Y .
Therefore, νS (G \ X) < k − 1 and νS (G \ Y ) < k − 1 hold. Hence the induction hypothesis implies
that τS (G \ X)  f (k − 1), and similarly τS (G \ Y )  f (k − 1) holds. Since every S-cycle of length
0 (mod p) that is not a cycle of G \ X or G \ Y meets X ∩ Y , we have
τS(G) τS(G \ X) + τS(G \ Y ) + |X ∩ Y |
< 2 f (k − 1) + |Z | + r = 2 f (k − 1) + |H| − 2r + r  |H|,
which is a contradiction. Thus the statement holds. 
We are now ready to prove Lemma 3.1.
Proof of Lemma 3.1. We ﬁrst note that, by Lemma 3.5, the family BH is well-deﬁned, that is, for
X ⊆ V with |X | < τS (G)/3, the subgraph G \ X has a unique connected component B with |V (B) ∩
H|  τS(G)/3. Furthermore, the family BH forms a bramble, because if we take any two elements
B1, B2 in BH then these touch by the deﬁnition of BH . Indeed, let X be a vertex set with |X | <
τS (G)/3 such that B1 is the unique connected component of G \ X with |B1 ∩ H|  τS (G)/3. Then,
since there exists a linkage from B1 to B2 of size τS(G)/3 by Lemma 3.5, B2 must touch with B1. The
order of BH is  τS (G)/3. Thus we have this lemma. 
3.3. The case of graphs with a large clique model (proof of Lemma 3.2)
In this subsection, we prove Lemma 3.2. Recall that G satisﬁes νS (G) < k and τS (G) 3r.
For a clique model η, we say that an S-path with respect to η is an S-path with respect to V (
⋃
η)
that is internally disjoint from
⋃
η. We ﬁrst show that a large clique model implies that there exists
some subclique model θ of η with many disjoint S-paths with respect to θ , or there exists a small
vertex subset whose deletion makes G have a block that intersects all the clique nodes disjoint and
has no vertices of S .
Lemma 3.6. Let d be a positive integer, and η be a clique model of order 12d in a graph G. Then at least one of
the following holds:
(a) There exist a subclique model θ of order 2d and d disjoint S-paths with respect to θ such that all the end
points belong to different clique nodes of θ .
(b) There exists X ⊆ V (G) with |X |  8d − 2 such that the (unique) block of G \ X that intersects all the
clique nodes disjoint from X has no vertices of S.
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model η is bipartite if
⋃
η is bipartite. A path in G is parity-breaking with respect to a bipartite clique
model η if it is an internally disjoint path from
⋃
η such that its end points are in
⋃
η and the parity
is different from the paths in
⋃
η between them. A block of a graph means a subgraph maximal with
the property that it is either 2-connected or a 1- or 2-vertex complete graph.
Lemma 3.7. (See Lemmas 15 and 16 in Geelen et al. [8].) Let d be a positive integer, and η′ be a bipartite clique
model of order 12d in a graph G ′ . Then at least one of the following holds:
(a′) There exist a subclique model θ ′ of order 2d and d disjoint parity-breaking paths with respect to θ ′ such
that all the end points belong to different clique nodes of θ ′ .
(b′) There exists X ⊆ V (G ′) with |X |  8d − 2 such that the (unique) block of G ′ \ X that intersects all the
clique nodes disjoint from X is bipartite.
Proof of Lemma 3.6. We construct a graph G ′ = (V ′, E ′) from the graph G and S as follows. We
ﬁrst replace every edge with a path of length two connecting the end vertices. Moreover, for every
vertex v in S , add new edges between v and all its original neighbors. More precisely, G ′ = (V ′, E ′) is
deﬁned to be V ′ = V ∪ V E , where V E = {ve | e ∈ E}, and E ′ = {(u, ve), (ve, v) | e = (u, v) ∈ E}∪{(u, v) |
(u, v) ∈ E, v ∈ S}. Then, for a vertex set T ⊆ V , if a path connecting two vertices of T in G ′ is odd,
the corresponding path in G contains a vertex of S , i.e., an S-path with respect to T . Moreover, an
S-path with respect to T in G gives rise to an odd path, which is not unique, connecting two vertices
of T in G ′ .
Let N1, . . . ,Nt be the clique nodes of η in G , where t = 12d. For each clique node Ni of G , de-
ﬁne N ′i to be a subgraph of G
′ having an edge set {(u, ve), (ve, v) | e = (u, v) ∈ E(Ni)} ∪ {(u, ve) |
η((i, j)) = (u, v), i < j}. Then N ′1, . . . ,N ′t form a bipartite clique model η′ in G ′ . Hence it follows
from Lemma 3.7 that G ′ satisﬁes (a′) or (b′) in Lemma 3.7.
First assume that (a′) holds. Since the obtained d disjoint paths in G ′ have the end vertices in V ,
they have all odd length. Hence the corresponding paths in G form d disjoint S-paths with respect to
a subclique model θ of order 2d (it may contain a path consisting only of some edge θ(e)). Thus the
statement (a) holds. Next assume that (b′) holds. By the construction of G ′ , the vertex set X of G ′ in
(b′) can be chosen in V . Let U ′ be the (unique) block of G ′ \ X that intersects all the clique nodes
disjoint from X , and U be the corresponding block of G \ X . Since G \ X has at least 12d − |X |  3
clique nodes, we have |U | 3. Hence U ′ is bipartite if and only if U has no vertices of S . 
We divide the proof into the two cases (a) and (b) in Lemma 3.6. The following lemma asserts that
if (a) with 2d = (g(4kp2, p))2 + 2kp2 holds, then νS(G) k holds.
Lemma 3.8. Let η be a clique model of order (g(4kp2, p))2 + 2kp2 . If G has kp2 disjoint S-paths with respect
to η such that the end points are in all different clique nodes and they are internally disjoint from
⋃
η, then G
has k disjoint S-cycles of length 0 (mod p).
Proof. Let P1, . . . , Pkp2 be such disjoint S-paths with respect to η, and ui, vi for i = 1, . . . ,kp2 be the
end vertices of Pi . Let Gi for i = 1, . . . ,2d be the clique nodes of η. We may reindex the G j ’s such
that ui and vi belong to G2i−1 and G2i , respectively.
Let η′ be the subclique model obtained from η by deleting G1, . . . ,G2kp2 . Since η′ has g(4kp2, p)2
clique nodes, it contains a wall of height g(4kp2, p), and hence it has a wall W of height 4kp2,
which has length 0 (mod p), by Proposition 2.3. Let (x, y) be a “vertex” of W for x = 0, . . . ,4kp2 and
y = 0, . . . ,8kp2. Note that we can take such a wall W such that each vertex (x, y) of W corresponds
to a distinct clique node of η′ , denoted by Nx,y .
Since any two of the G j ’s are connected, G2i−1 and G2i connect to the clique nodes N0,4i+2 and
N0,4i+4, respectively, for i = 0, . . . ,kp2. Note that N0,4i+2 and N0,4i+4 are disjoint and connect to
N1,4i+2 and N1,4i+4 by an “edge” of W , respectively, which implies that there exists an S-path Q i
with respect to the vertices {(1,4i + 2), (1,4i + 4)} of W by using Pi and the four clique nodes:
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N1,4i+2, N0,4i+2, N0,4i+4, and N1,4i+4. The paths Q 1, . . . , Qkp2 contain at least kp paths with the
same length (mod p), denoted by R1, . . . , Rkp . Let L be the proper subwall of W between the 1st
and 2nd horizontal paths. Since R j ’s are mutually disjoint and all of them are internally disjoint
from L, the paths R1, . . . , Rp , together with L, imply an S-cycle of length 0 (mod p). Fig. 2 may help
to understand the construction. Repeating this to R jp+1, . . . , R jp+p for j = 0, . . . ,k − 1, we obtain k
disjoint S-cycles of length 0 (mod p). 
Next assume that (b) in Lemma 3.6 holds. Recall that if a clique model of order t is t-attached to
the bramble BH , then, for any X ⊆ V with |X | < t , the big component of G \ X completely contains
some clique node η(v).
Lemma 3.9. For a positive integer d, let η be a clique model of order t with t  8d + 1 which is t-attached to
the bramble BH . Let X be a vertex set with |X | 8d− 2 such that the unique block of G \ X that intersects all
the clique nodes disjoint from X has no vertices of S. Then if νS (G) < k we have τS (G) 3( f (k − 1) + 8d).
Proof. Let U be the unique block of G \ X that intersects all the clique nodes disjoint from X . Since
|X | 8d−2 3( f (k−1)+8d), we may assume that X is not an S-hitting set, which implies that the
graph G \ X has an S-cycle C of length 0 (mod p). By V (U ) ∩ S = ∅, the S-cycle C is not contained
in U . Since U is a maximal 2-connected component, C intersects U with at most one vertex. Hence
G \ X has a separation (A, B) with V (U ) ⊆ A, V (C) ⊆ B , and |A ∩ B| 1. We denote by u the vertex
in A ∩ B (if it exists).
Since all the clique nodes intersect U and |X ∪{u}| < 8d, some clique node is contained completely
in A\ B , and thus A\ B includes the big component of G \(X∪{u}) in BH . Therefore, since C is disjoint
from the big component, it follows from Lemma 3.4 that τS (G) 3( f (k − 1) + 8d). 
We now summarize the proof of Lemma 3.2. Since the graph G has a clique model of order t = 12d
which is t-attached to BH , where 2d = (g(4kp2, p))2+2kp2, (a) or (b) in Lemma 3.6 holds. If (a) holds,
then νS (G)  k follows from Lemma 3.8 and d  kp2, and if (b) holds then we obtain νS(G)  k or
τS (G) 3( f (k − 1) + 8d). This proves Lemma 3.2.
3.4. The case of graphs with a large ﬂat wall (proof of Lemma 3.3)
In this subsection, we prove Lemma 3.3. That is, we assume that for some integer t  2, there exist
a subset J ⊆ V of order at most (t2) and k disjoint proper subwalls of height h, each of which has
length 0 (mod p), is h-attached to the bramble BH , and is dividing and ﬂat in G \ J . Recall that for a
positive integer  k, deﬁne
q = 2p2
(
(2p − 1)2 + 1)+ p2,
and that h is equal to
h =
(
t
2
)
+ 2(qk + 16) + 2q1 + 2b,
where we deﬁne b = 4qk · (q1 + 1).
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k subwalls of height h are disjoint, at least one of their compasses in G \ J has no S-cycles of length
0 (mod p). We denote such a wall by W0. Then W0 has no vertices of S on its edges. Since W0 is
ﬂat and dividing in G \ J , its compass can be embedded into a plane in G \ J , up to 3-separations.
We ﬁx this embedding. For a cycle C in W0 and two vertices u, v in C , we denote by uCv the path
from u to v along C in a clockwise way in the ﬁxed embedding.
For 1  i  h/2, deﬁne a proper subwall Wi of W0 recursively to be the proper subwall of W0
obtained from Wi−1 by deleting per(Wi−1). Let hi be the height of Wi and Ci = per(Wi). Thus Ci ’s
are disjoint nested cycles in W0 (see Fig. 1). Such nested disjoint cycles C0, . . . ,C
h/2 are called the
nested perimeters of W0.
We now focus on the proper subwall Wb , whose height hb is h − 2b 
(t
2
)+ 2(qk + 16) + 2q1. The
wall Wb is also ﬂat and dividing in G \ J . Let Gb be the graph obtained from G by deleting J and
int(Wb).
The following lemma asserts that if νS (G) < k then Gb has no qk +16 disjoint S-paths with respect
to T , where T = pn(Wb).
Lemma 3.10. If Gb has qk + 16 disjoint S-paths with respect to T = pn(Wb), then G has k disjoint S-cycles
of length 0 (mod p).
We need the following classical result due to Erdo˝s and Szekeres [6].
Proposition 3.11. Let s, t be integers, and let n = (s − 1)(t − 1) + 1, and let a1, . . . ,an be distinct integers.
Then either
(i) there exist 1< i1 < · · · < is  n so that ai1 < · · · < ais , or
(ii) there exist 1< i1 < · · · < it  n so that ai1 > · · · > ait .
Proof of Lemma 3.10. Consider the proper subwall Wb+1 of Wb of height hb − 2, and let R =
per(Wb+1). Since each nail of T except the ones next to the four corners of Wb has an “edge” of
Wb to R , we know from the given qk + 16 S-paths that G has qk + 8 disjoint S-paths with respect to
pn(Wb+1) that are internally disjoint from the compass of Wb+1. Moreover, at least qk of them do not
use the nails next to the corners of Wb+1. Among such qk paths, at least m of them, where m = qk/p,
have the same length (mod p). Let P1, . . . , Pm be such S-paths, and ui, vi be the end vertices of Pi .
For a nail w of R that is not next to the corners, there exists the nail of R ′ = per(Wb+2) connecting
to w with an “edge” of Wb+1. Such a nail is denoted by w ′ .
Let P be the maximum family of disjoint S-paths in P1, . . . , Pm such that all ui Rvi for Pi ∈P are
mutually disjoint and ui Rvi for Pi ∈ P contains no u j Rv j for some P j . We may reindex P1, . . . , Pm
such that P1, . . . , Pd ∈P , where d = |P|, and u1,u2, . . . ,ud appear in this order along R . Note that if
d p, then P1, . . . , P p and vi Rui+1 for i = 1, . . . , p − 1, together with the path consisting of (u1,u′1),
u′1R ′v ′p , and (v ′p, vp) in Wb+1, form one S-cycle of length 0 (mod p). Hence d  kp − 1 holds, oth-
erwise we can obtain k disjoint S-cycles of length 0 (mod p) from P . Consider the following 2d
intervals of R: ui Rvi and vi Rui+1 for i = 1, . . . ,d, where ud+1 = u1. Since the number of intervals is
2d 2kp and the number of remaining paths is m− kp = 2kp((2kp − 1)2 + 1), there exists an inter-
val I such that at least n of the ui ’s are contained in I , where n = (2kp−1)2 +1. Let Q= {Q 1, . . . , Qn}
be S-paths in Pd+1, . . . , Pm such that one of the end vertices is in V (I). By the maximality of P , the
other end vertices of each path in Q are in the complement I = R \ I . Let xi, yi be the end vertices of
Q i with xi ∈ V (I) and yi ∈ V (I) such that x1, . . . , xn appear in this order in a clockwise way along I .
By applying Proposition 3.11 to the S-paths Q, there exist 1  i1 < · · · < i2kp  n so that
yi1 , . . . , yi2kp in I appear (i) in the opposite order along I or (ii) in this order along I . First sup-
pose that (i) holds. Then the path consisting of Q i1 , xi1 Rxi2 , Q i2 , yi3 Ryi2 , Q i3 , . . . , xi2p−1 Rxi2p , Q i2p
has length 0 (mod p). Since the path (yi1 , y
′
i1
), y′i2p R
′ y′i1 , (y
′
i2p
, yi2p ) in Wb+1 has length 0 (mod p),
these two paths yield an S-cycle of length 0 (mod p). Fig. 3 may help to understand the con-
struction. Repeating the same procedure with Q i1 , . . . , Q i2kp , we obtain k disjoint S-cycles of length
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Fig. 4. S-cycles of length 0 in case (ii).
0 (mod p). In the case of (ii), a similar argument follows. Indeed, the union of Q i1 , xi1 Rxi2 , Q i2 ,
yi2 Ryi3 , Q i3 , . . . , xi2p−1 Rxi2p , Q i2p forms a path of length 0 (mod p), and this path, together with
the path (yi1 , y
′
i1
), y′i1 R
′ y′i2p , (y
′
i2p
, yi2p ) in Wb+1, forms an S-cycle of length 0 (mod p) (see Fig. 4).
Therefore, we can construct k disjoint S-cycles of length 0 (mod p). Thus this lemma holds. 
If there exist no qk + 16 disjoint S-paths with respect to T in Gb , then the following lemma holds.
Recall that W0 is h-attached to BH , and is dividing and ﬂat in G \ J , and that comp(W0) contains no
S-cycles of length 0 (mod p).
Lemma 3.12. If Gb has no qk + 16 disjoint S-paths with respect to T = pn(Wb) and νS (G) < k holds, then
we have τS (G) 3( f (k − 1) + hb).
Proof. By Theorem 2.1, there is a vertex set Y ⊆ V (Gb) with |Y | 2(qk +16)−2 such that Gb \ Y has
no S-path with respect to T .
Since Gb has the b nested perimeters C0, . . . ,Cb−1, where recall b = 4qk(q1 + 1), the subgraph
Gb \ Y has 2q1 + 2 consecutive cycles Ci−2,Ci−1,Ci, . . . ,Ci+2q1−1 for some i ∈ {2, . . . ,b − 2q1} such
that the subgraph comp(Wi−1) \ int(Wi+2q1−1) is disjoint from Y . We denote U = comp(Wi).
Claim 1. The subgraph Gb \ Y has no S-path with respect to V (Ci).
Proof. Assume to the contrary that Gb \ Y has such an S-path P . By taking minimal paths, P is
internally disjoint from Ci . Since hb  2qk , there exists a horizontal path Q of W0 such that V (Q ) ∩
V (Cb) = ∅ and V (Q )∩Y = ∅. This path Q forms two disjoint paths Q 1, Q 2 in Gb \Y from V (Ci) to T .
Let s ∈ S be a vertex of P , and P ′ be the maximal subpath of P containing s that is internally disjoint
from Ci ∪ Q 1 ∪ Q 2. We denote the end vertices of P ′ by u, v . Then there exist two disjoint paths from
u, v to T in Ci ∪ Q 1 ∪ Q 2, which are disjoint from Y . Therefore, these paths, together with P ′ , form
an S-path with respect to T , which contradicts the choice of Y . This proves Claim 1. 
We now put the inside int(Wb) back to Gb . Let Ti be the nails of Ci . Recall that q1 =
2p2(4p2 + 1) + p.
Claim 2. The graph G \ ( J ∪ Y ) has no more than q1 disjoint S-paths with respect to Ti .
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these minimal, these S-paths are all contained in U , since otherwise it is an S-path in Gb by the
ﬂatness of Wi , a contradiction to Claim 1. Then a similar argument to Lemma 3.10 with k = 1 follows.
Indeed, we can ﬁnd q1 disjoint S-paths with respect to pn(Ci−1), that are internally disjoint from
comp(Wi−2) \ int(Wi−1). Using such S-paths and edges in Wi−2 \ Wi−1, we can construct one S-
cycle of length 0 (mod p) in Wi−2. This contradicts that W0 has no such S-cycles. Thus Claim 2
holds. 
The following claim says that if we delete some more vertices, then the resulting graph has no
S-paths with respect to V (Ci).
Claim 3. There exists Z ⊆ V with |Z | 2q1 −2 such that G \ ( J ∪Y ∪ Z) has no S-path with respect to V (Ci).
Proof. By Claim 2, it follows from Theorem 2.1 that there exists Z ⊆ V \ ( J ∪ Y ) with |Z | 2q1 − 2
such that G \ ( J ∪ Y ∪ Z) has no S-path with respect to Ti = pn(Ci). We will show that G \ ( J ∪ Y ∪ Z)
has no S-path with respect to V (Ci), not only Ti .
Assume to the contrary that there exists such an S-path P . By taking minimal paths, P is internally
disjoint from Ci . Since W0 is dividing and ﬂat, P is contained in U , and intersects int(Wb) by Claim 1.
Since there exist 2q1 − 1 consecutive cycles Ci+1, . . . ,Ci+2q1−1 that are all disjoint from Y , at least
one of them, say D , is disjoint from Y ∪ Z . By the ﬂatness of W0, the S-path P intersects D with
at least two vertices. Moreover, by hb  2qk + 2q1, there exists a horizontal path Q of W0 such that
V (Q )∩ V (Cb) = ∅ and V (Q )∩ (Y ∪ Z) = ∅. Note that Q also intersects both V (Ci) and V (D). Let Q 1
and Q 2 be the subpaths of Q between D and Ci , and u, v be the two vertices in V (Q ) ∩ V (Ci).
Let s ∈ S be a vertex in P , and P ′ be the maximal subpath of P containing s that is internally
disjoint from D ∪ Q 1 ∪ Q 2. First assume that P ′ is a path between vertices of D ∪ Q 1 ∪ Q 2. Then
P ′ ∪ D ∪ Q 1 ∪ Q 2 includes an S-path with respect to {u, v} ⊆ Ti . This contradicts the choice of Z .
Otherwise, if P ′ is not, then P ′ is a path from a vertex w of Ci to a vertex of D ∪ Q 1 ∪ Q 2. Then
P ′ ∪ D ∪ Q 1 ∪ Q 2 includes an S-path to {u, v,w} not using int(Wb), which contradicts Claim 1. Thus
Claim 3 holds. 
Let X = J ∪ Y ∪ Z . Then |X |  (t2) + 2(qk + 16) − 2 + 2q1 − 2 < hb − 1 holds. Since hb 
3( f (k − 1) + hb), we may assume that X is not an S-hitting set, and hence the graph G \ X has
an S-cycle C of length 0 (mod p). By Claim 3, G \ X has no S-path with respect to V (Ci), which
implies that C intersects V (Ci) with at most one vertex. Moreover, G \ X has no two disjoint paths
from V (Ci) to V (C). Hence G \ X has a separation (A, B) with V (Ci) ⊆ A, V (C) ⊆ B , and |A ∩ B| 1.
We denote by u the vertex in A ∩ B (if it exists). Since all horizontal paths of Wb intersect Ci , A \ B
contains some horizontal path of Wb completely by |X ∪ {u}| < hb , and thus the big component of
G \ (X ∪ {u}) is contained in A \ B . Therefore, since the big component is disjoint from C , it follows
from Lemma 3.4 that τS (G) 3( f (k − 1) + hb). 
Therefore, we obtain νS (G)  k or τS (G)  3( f (k − 1) + hb) by Lemmas 3.10 and 3.12, which
completes the proof of Lemma 3.3.
4. Concluding remarks
We remark that Theorem 1.3 can be extended to group-labeled graphs. For an abelian group Γ
with ﬁnite order, a Γ -labeled graph is an oriented graph with edges labeled by elements of Γ . A zero
cycle is a cycle C such that the sum of all the group elements on C is the identity element of Γ .
Since Proposition 2.3 can be generalized to walls each of whose “edges” is zero with respect to Γ ,
the proof of Theorem 1.3 works even for Γ -labeled graphs. Therefore, we can obtain the Erdo˝s–Pósa
property for the family of zero S-cycles: For a positive integer k and an abelian group Γ with order p,
there exists a constant f (k, p) such that any graph G = (V , E) with S ⊆ V satisﬁes that either G has
k disjoint zero S-cycles, or a vertex subset X with |X | f (k, p) such that G \ X has no such S-cycles.
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