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1. Introduction
The angle of an operator was introduced in 1968 by Gustafson [1] (see also [2–4]) while studying the problems in the
perturbation theory of semi-group generators. For a bounded linear operator T acting on a complex Hilbert space H the
cosine of the angle of T is deﬁned by Gustafson as follows:
cosφ(T ) = inf
‖T f ‖=0
Re(T f , f )
‖T f ‖‖ f ‖ . (1)
The properties of cosφ(T ) are dependent on the real part of numerical range W (T ) of T .
The quantity cosφ(T ) has another interpretation as the ﬁrst anti-eigenvalue of T ,
μ1(T ) = inf‖T f ‖=0
Re(T f , f )
‖T f ‖‖ f ‖ . (2)
This concept was also introduced by Gustafson [5]. Gustafson [5] mentioned that one can consider imaginary anti-
eigenvalues via Im(T f , f ). See also the book [3, p. 49]. However our deﬁnition of cos T introduced below differs from
that of Gustafson as noted by the referee and the present deﬁnition of cos(iT ) does not yield the usual real anti-eigenvalue.
We introduce the notion of symmetric anti-eigenvalue and symmetric anti-eigenvector of an operator T ∈ B(H) as fol-
lows:
cosφs(T ) = inf‖T f ‖=0
Re(T f , f ) + Im(T f , f )√
2‖T f ‖‖ f ‖ . (3)
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φT ( f ) = Re(T f , f ) + Im(T f , f )√
2‖T f ‖‖ f ‖ , T f = 0.
Then
cosφs(T ) = inf
T f =0
φT ( f ) = μs(say).
We deﬁne μs as the symmetric anti-eigenvalue of T and the vectors f for which φT ( f ) attains the inﬁmum (if exists) are
called the symmetric anti-eigenvectors of T . We note for a self-adjoint operator T with eigenvalues λ1  λ2  λ3  · · · λn ,
by the deﬁnition of Gustafson [1], cosφ(T ) = 2
√
λ1λn
λ1+λn , whereas cosφ(iT ) = 0 rather abruptly, although iT has the eigenvalues
iλ1, iλ2, . . . , iλn . However, by our deﬁnition of cosine of an angle of an operator T , cosφs(T ) = cosφs(iT ) for a self-adjoint
operator T as the deﬁnition involves both the real and imaginary part of the numerical range W (T ), unlike the deﬁnition
introduced by Gustafson [1], which involves only the real part of W (T ). When we consider iT instead of T , then cos(iT )
involves the elements of W (T ) turned through an angle of 90◦ . The above justiﬁcation becomes more clear from the
following simple example.
Example 1.1. Consider the space of complex numbers C with usual inner product and norm deﬁned on it. For z1, z2 ∈ C ,
(z1, z2) = z1 z2. Then ‖z‖ = |z| for all z ∈ C .
Deﬁne an operator T : C −→ C by T z = eiθ z for all z ∈ C .
Then
Re(T z, z) + Im(T z, z)√
2‖T z‖‖z‖ =
cos θ + sin θ√
2
= cos
(
θ − π
4
)
and
Re(iT z, z) + Im(iT z, z)√
2‖iT z‖‖z‖ =
cos θ − sin θ√
2
= cos
(
θ + π
4
)
.
So cosφs(T ) = cos(θ − π4 ) and cosφs(iT ) = cos(θ + π4 ). Thus, when we replace the operator T by iT the angle of operator T
seems to move through an angle of 90◦ indicating the fact that operator behaves more like complex numbers.
Das et al. [7] studied the structure of anti-eigenvectors of a strictly accretive operator using the notion of stationary
vectors. Using the same idea, we here study the structure of the symmetric anti-eigenvectors and show that for a self-
adjoint operator T a symmetric anti-eigenvector is a linear combination of two eigenvectors of T . It is also shown that for
a self-adjoint operator, a suitable combination of any two eigenvectors is a symmetric anti-eigenvector. We also show that
for a certain class of normal operators symmetric anti-eigenvector is a linear combination of two eigenvectors. Finally, we
calculate the symmetric anti-eigenvalue for self-adjoint and certain classes of normal operators.
2. Symmetric anti-eigenvalues and symmetric anti-eigenvectors of bounded linear operators
Let T be a bounded linear operator on a complex Hilbert space H . The symmetric anti-eigenvalue and symmetric anti-
eigenvector of T are deﬁned as follows:
Deﬁnition 2.1. Let φT ( f ) = Re(T f , f )+Im(T f , f )√2‖T f ‖‖ f ‖ and μs = inf{φT ( f ): f ∈ H, f = 0}. Then φT ( f ) is said be the symmetric anti-
eigenvalue functional and μs is said to be the symmetric anti-eigenvalue of the operator T . The vector f corresponding to
which inﬁmum of φT ( f ) is attained is said to be a symmetric anti-eigenvector of T .
Let A = T+T ∗2 , B = T−T
∗
2i and C = T ∗T . Now φT ( f ) is said to have a stationary value at a vector f ( = 0) if the function
wg(t) of a real variable t , deﬁned by
wg(t) = ((A( f + tg), f + tg) + (B( f + tg), f + tg))
2
2(C( f + tg), f + tg)( f + tg, f + tg) (4)
has a stationary value at t = 0 for any arbitrary but ﬁxed vector g ∈ H . In other words, we must have w ′g(0) = 0 for all
g ∈ H . For ‖ f ‖ = 1, set a = (A f , f ), b = (B f , f ) and c2 = (C f , f ). With these notations, we see that φT ( f ) is stationary at
f if and only if
2c2 Re(A f , g) + 2c2 Re(B f , g) − (a + b)Re(C f , g) − (a + b)c2 Re( f , g) = 0. (5)
Eq. (5) is a generalization of Gustafson’s Euler equation which he ﬁrst mentioned casually in [5] and then spelled out more
fully in his books [2,3]. He elaborated its details in [6]. Since g is arbitrary, Eq. (5) leads to the following theorem.
Sk.M. Hossein et al. / J. Math. Anal. Appl. 345 (2008) 771–776 773Theorem 2.2. Let φT ( f ), a, b and c2 be deﬁned as above. Then a unit vector f is a stationary vector of φT ( f ) if
c2(T + T ∗) f + ic2(T ∗ − T ) f − (a + b)T ∗T f − c2(a + b) f = 0. (6)
Eq. (6) obviously characterizes the vectors for which φT ( f ), is stationary, in particular, a maximum or minimum.
Corollary 2.3. If for a stationary vector f , T f = T ∗ f , then f is a linear combination of two eigenvectors
T f −
(
c2
a + b
)
f ±
(
c
a + b
)√
c2 − (a + b)2 f
of T ∗ with corresponding eigenvalues c2a+b ± ( ca+b )
√
c2 − (a + b)2 .
If, in addition, T is normal, then f is a linear combination of two eigenvectors
T f −
(
c2
a + b
)
f ±
(
c
a + b
)√
c2 − (a + b)2 f
of T with corresponding eigenvalues c
2
a+b ± ca+b
√
c2 − (a + b)2.
3. Symmetric anti-eigenvectors of a self-adjoint operator
For a self-adjoint operator T , we can obtain the structure of the stationary vectors of φT ( f ), in particular, of the sym-
metric anti-eigenvectors in terms of the eigenvectors of T . It follows that μs = 2
√
mM
M+m , where as usual m and M are the least
and the greatest eigenvalues of T respectively. This is the Kantorovich inequality (see [5,8,9]). We next prove the following:
Theorem 3.1. If f is a unit stationary vector of a self-adjoint operator then either f itself is an eigenvector or else there will necessarily
exist two distinct eigenvectors such that the stationary vector f can be expressed as a linear combination of these two eigenvectors.
Conversely if a self-adjoint operator T has a non-empty point spectrum with at least two distinct eigenvalues then an appropriate
combination of corresponding eigenvectors will yield a stationary vector.
Proof. If f is a stationary vector, in particular, a symmetric anti-eigenvector, then it satisﬁes Eq. (6).
Since T is self-adjoint, Eq. (6) reduces to
2‖T f ‖2T f − (T f , f )T 2 f − (T f , f )‖T f ‖2 f = 0 ⇒ 2 ‖T f ‖
2
(T f , f )
T f − T 2 f − ‖T f ‖2 f = 0
⇒ T 2 f − ‖T f ‖
2φT ( f )
T f ± ‖h‖
2φT ( f )
T f = ‖T f ‖
2φT ( f )
T f − ‖T f ‖2 f ± ‖h‖
2φT ( f )
T f ,
where
h = T f − (T f , f ) f and ‖h‖2 = ‖T f ‖2 − (T f , f )2.
This implies that
T
{
T f − ‖T f ‖
2φT ( f )
f ± ‖h‖
2φT ( f )
f
}
= ‖T f ‖ ± ‖h‖
2φT ( f )
{
T f − ‖T f ‖
2φT ( f )
f ± ‖h‖
2φT ( f )
f
}
.
Let
β1 = ‖T f ‖ + ‖h‖
2φT ( f )
, β2 = ‖T f ‖ − ‖h‖
2φT ( f )
and
g1 = T f − β2 f , g2 = T f − β1 f .
If f is not an eigenvector, then ‖h‖ = 0 and so g1 = g2. Then
T g1 = β1g1, T g2 = β2g2 and f = 1
(β1 − β2) (g1 − g2)
so that f is a linear combination of two distinct eigenvectors of T .
Conversely, let f = αiei + α je j with |αi |2 = λ jλi+λ j and |α j|2 =
λi
λi+λ j , where ei , e j are any two eigenvectors of T corre-
sponding to the eigenvalues λi , λ j .
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(T f , f ) = λi |αi |2 + λ j|α j |2 = 2λiλ j
λi + λ j
and c2 = λ2i |αi|2 + λ2j |α j |2. With these values we can see that Eq. (6) is satisﬁed by f . This completes the proof. 
Gustafson [2,3] knew that for a self-adjoint operator A the anti-eigenvectors were two-component with the appropriate
linear combining coeﬃcients.
The Kantorovich inequality (see [5,8,9]) now follows as a corollary.
Corollary 3.2. If T is a strictly positive self-adjoint operator with m (= inf‖ f ‖=1(T f , f )) and M (= sup‖ f ‖=1(T f , f )) as eigenvalues
then
μs =
√
2mM
(m + M) .
Proof. We observe that μs is stationary value of φT ( f ) and
√
λiλ j
λi+λ j assumes the least value for greatest (
λi
λ j
), which in this
case is Mm . 
4. Symmetric anti-eigenvectors of a normal operator
We now prove the theorem which applies to a special class of normal operators having real-axis symmetric eigenvalues.
Theorem 4.1. Let T be a normal operator and e1 , e2 be two eigenvectors of T corresponding to two eigenvalues λ, λ. Then, for every
linear combination f = α1e1 + α2e2 of the eigenvectors e1 , e2 where |αi|2 + |α j|2 = 1, f is a symmetric anti-eigenvector of T .
Proof. A unit vector f is a stationary vector of φT ( f ) if it satisﬁes equation (6), namely,
c2(T + T ∗) f + ic2(T ∗ − T ) f − (a + b)T ∗T f − c2(a + b) f = 0, (7)
where
c2 = (C f , f ) = (T ∗T f , f ), C = T ∗T ,
a =
(
T + T ∗
2
f f
)
= (A f , f ), A = T + T
∗
2
,
and
b =
(
T + T ∗
2i
f , f
)
= (B f , f ), B = T + T
∗
2i
.
Here,
f = α1e1 + α2e2,
T f = α1T e1 + α2T e2 = α1λe1 + α2λe2,
T ∗ f = α1T ∗e1 + α2T ∗e2 = α1λe1 + α2λe2,
T ∗T f = α1|λ|2e1 + α2|λ|2e2 = |λ|2 f ,
2a = (λ + λ) = 2Reλ, 2b = i(λ + λ) = 2 Imλ
and
c2 = |λ|2|α1|2 + |λ|2|α2|2.
So, the left-hand side of (7) is
|λ|2(λ + λ) f − i|λ|2(λ − λ) f − (Reλ + Imλ)|λ|2 f − (Reλ + Imλ)|λ|2 f = 2(Reλ + Imλ)|λ|2 f − (Reλ + Imλ)|λ|2 f = 0.
Hence, f is a symmetric anti-eigenvector of T . 
Before we discuss the structure of the stationary vectors in the normal operator case, we give a few examples to show
that the situation in this case can be very different. In these examples ek ’s are eigenvectors of T corresponding to eigenval-
ues λk ’s, the values of which are quite clear from the context.
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T f =
n∑
k=1
{
k + i(n − k)}( f , ek)ek,
i is a root of the equation x2 + 1= 0 and ‖ f ‖ = 1.
So, a =∑nk=1k|( f , ek)|2, b =∑nk=1(n − k)|( f , ek)|2, and c2 =∑nk=1(k2 + (n − k)2)|( f , ek)|2.
Thus, we obtain
φT ( f ) = a + b√
2c
=
∑n
k=1{k + (n − k)}|( f , ek)|2√
2
∑n
k=1(k2 + (n − k)2)|( f , ek)|2
= n√
2
∑n
k=1(n2 + 2k(k − n))|( f , ek)|2
.
Obviously, φT ( f ) attains its minimum at the eigenvector en and InfφT ( f ) = 1√2 .
Example 4.3. Let T f = (1+2i)( f , e1)e1+ (2+ i)( f , e2)e2+ (1−2i)( f , e3)e3+ (−2+ i)( f , e4)e4, where i is a root of x2+1 = 0
and ‖ f ‖ = 1.
So,
a = ∣∣( f , e1)∣∣2 + 2∣∣( f , e2)∣∣2 + ∣∣( f , e3)∣∣2 − 2∣∣( f , e4)∣∣2 = 1+ ∣∣( f , e2)∣∣2 − 3∣∣( f , e4)∣∣2,
b = 2∣∣( f , e1)∣∣+ ∣∣( f , e2)∣∣2 − 2∣∣( f , e3)∣∣2 + ∣∣( f , e4)∣∣2 = 1+ ∣∣( f , e1)∣∣2 − 3∣∣( f , e3)∣∣2,
and
c2 = 5∣∣( f , e1)∣∣2 + 5∣∣( f , e2)∣∣2 + 5∣∣( f , e3)∣∣2 + 5∣∣( f , e4)∣∣2 = 5.
Hence, φT ( f ) = a+b√2c =
3−4l√
10
, where l = |( f , e3)|2 + |( f , e4)|2, 0 l 1.
Therefore, φT ( f ) is minimum when l = 1, i.e., |( f , e1)| = |( f , e2)| = 0. Hence, f = ( f , e3)e3 + ( f , e4)e4. Therefore,
InfφT ( f ) = −1√10 .
Example 4.4. This is the most important example in this section. It shows that unlike the self-adjoint case, a linear combi-
nation of more than two eigenvectors corresponding to distinct eigenvalues may exist for the attainment of the minimum
of φT ( f ). We consider the normal operator T such that
T f = (1+ i)( f , e1)e1 + (2+ i)( f , e2)e2 + (1+ 2i)( f , e3)e3.
Clearly,
a = ∣∣( f , e1)∣∣2 + 2∣∣( f , e2)∣∣2 + ∣∣( f , e3)∣∣2 = 1+ ∣∣( f , e2)∣∣2,
b = ∣∣( f , e1)∣∣2 + ∣∣( f , e2)∣∣2 + 2∣∣( f , e3)∣∣2 = 1+ ∣∣( f , e3)∣∣2,
c2 = 2∣∣( f , e1)∣∣2 + 5∣∣( f , e2)∣∣2 + 5∣∣( f , e3)∣∣2 = 2+ 3{∣∣( f , e2)∣∣2 + ∣∣( f , e3)∣∣2}.
Hence, φT ( f ) = a+b√2c =
2+p√
2(2+3p) , where p = |( f , e2)|2 + |( f , e3)|2, and 0  p  1. For a maximum or minimum, we must
have p = 23 . For p = 23 , we must have φT ( f ) = 2
√
2
3 .
Let |( f , e2)|2 = 13 , |( f , e3)|2 = 13 . Then |( f , e1)|2 = 13 . So that the unit vector f = 1√3 e1+
1√
3
e2+ 1√3 e3 is a symmetric anti-
eigenvector of A. However, it is possible to have a combination of only two eigenvectors corresponding to two eigenvalues
for which the minimum in questions attained. Set |( f , e1)|2 = 13 , |( f , e2)|2 = 23 and |( f , e3)| = 0. Clearly, f = 1√3 e1 +
√
2√
3
e2
is a required vector.
We now prove the following theorem.
Theorem 4.5. Let T be normal with a complete orthonormal set of eigenvectors ei and corresponding eigenvalues λi such that for any
unit vector f ∈ H, T f = Σλi( f , ei)ei . If φT ( f ) is stationary at f and f is not an eigenvector of T , then either f is a linear combination
of two eigenvectors or there exists a linear combination of two eigenvectors corresponding to two distinct eigenvalues say g, such that
φT ( f ) = φT (g) and φT is stationary at g.
Further we have the relation
μ2s =
2λμ{λ(cos θ + sin θ) − μ(cosφ + sinφ)}{λ(cosφ + sinφ) − μ(cos θ + sin θ)}
2 2 2(λ − μ )
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μ(cosφ + sinφ).
Proof. If φT ( f ) is stationary at f , we must have
c2(T + T ∗) f + ic2(T ∗ − T ) f − (a + b)T ∗T f − c2(a + b) f = 0. (8)
Substituting the following
f = Σ( f , ei)ei, T f = Σλi( f , ei)ei and T ∗ f = Σλi( f , ei)ei
in (8) yields
2c2(Reλi + Imλi) − (a + b)|λi |2 − (a + b)c2 = 0 (9)
provided ( f , ei) = 0.
Let λs = λeiθ and λ j = μeiφ , λ = μ and λ(cosφ + sinφ) = μ(cosφ + sinφ) satisfy (8). We next ﬁnd αs and α j such that
g = αses +α je j|αs|2 +|α j |2 = 1, a+b = Re(t f , f )+ Im(T f , f ) = Re(T g, g)+ Im(T g, g), c2 = (T f , T f ) = (T g, T g) and Eq. (9)
is satisﬁed for g .
Now a + b = |αs|2λ(cos θ + sin θ) + |α j|2μ(cosφ + sinφ) and c2 = |αs|2λ2 + |α j |2μ2. Since |αs|2 + |α j|2 = 1, we obtain
|αs|2 = (a + b) − μ(cosφ + sinφ)
λ(cos θ + sin θ) − μ(cosφ + sinφ) ,
and also
|αs|2 =
(
c2 − μ2
λ2 − μ2
)
.
But, since
2c2λ(cos θ + sin θ) − (a + b)λ2 − (a + b)c2 = 0, (10)
and
2c2μ(cosφ + sinφ) − (a + b)μ2 − (a + b)c2 = 0, (11)
the value of |αs|2 is the same. Hence, an eigenvalue a g is obtained. A simple calculation further shows that
μ2s =
2λμ{λ(cos θ + sin θ) − μ(cosφ + sinφ)}{λ(cosφ + sinφ) − μ(cos θ + sin θ)}
(λ2 − μ2)2 .
This completes the proof. 
We can now easily ﬁnd the bounds for symmetric anti-eigenvalues for a normal operator with a complete orthonormal
set of eigenvectors.
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