Only surface channel devices are considered in the simulation.
INTRODUCTION
The charge -coupling principle was first presented in the classic papers by Boyle and Smithl and by Aurelio, Tompsett and Smith2.
Basically the charge coupled device (CCD) is a shift register formed by a string of closely spaced metal-oxidesemiconductor (MOS) capacitors.
A CCD can store and transfer charge by minority carriers, either holes or electrons, and they may be introduced either electrically or optically. Amelio3 published the first computer modelling paper in 1972, and Tompsett4 further described the use of these charge transfer devices for digital memory, analog delay, and image sensing published later in that same year. For a further treatise on the subjects of charge -coupled devices and charge transfer devices, the reader should consult the following items listed in references 5, 6, 8, and 10 through 15.
FOCAL PLANE ARRAY
A typical focal plane array is shown in Figure 1 .
It basically consists of the radiation input into the detector which can be either of a monolithic type or a hybrid type.
In the case of a hybrid type, then there is the need for some additional input circuitry.
The radiation is then converted into an electrical charge which gets transferred through the readout /signal process structure.
The charge then gets amplified by an on -chip preamplifier circuit to give a signal voltage out.
The detector portion includes what type of pixel may be chosen which is limited here to either a photo- It is in this section that most of the analysis to be discussed later is concerned.
The onchip preamplifier output circuit can be of either of two classes -destructive readout or non destructive readout.
The floating diffusion is an example of a destructive readout and the floating gate will be used as a non -destructive readout..
INTRODUCTION
The charge-coupling principle was first presented in the classic papers by Boyle and Smith 1 and by Amelio, Tompsett and Smith2 .
Basically the charge coupled device (CCD) is a shift register formed by a string of closely spaced metal-oxidesemiconductor (MOS) capacitors. A CCD can store and transfer charge by minority carriers, either holes or electrons, and they may be introduced either electrically or optically. Amelio 3 published the first computer modelling paper in 1972, and Tompsett4 further described the use of these charge transfer devices for digital memory, analog delay, and image sensing published later in that same year.
Since that time many new developments in technology have surfaced.
In another classic paper, Barbe5 discussed the uses of the charge-coupled concept in infrared (IR) imaging.
This was further enhanced by Steckl et al 6 in late 1974 to early 1975. Another computer simulation was done by Martinson, Gaffney, and Meyer7 in late 1977.
The successful integration of CCDs and high density IR detectors 8 has opened a new technological field known as IR focal plane technology.
However, the ensuing complexity has led to the need for an increased consideration of the operation and architecture of focal plane arrays (FPA) starting from the design of the unit cell 9 .
This paper attempts to fill that need by providing a means of viewing what happens to the output when changing various focal plane array input parameters. This has been accomplished using an engineering station-type personal computer and the Turbo Pascal computer language. Table 1 describes the symbols, nomenclature, and units for all terms used in the following paragraphs.
Henceforth, units will be omitted. References for each equation and value used in each table are next to the respective symbol. For a further treatise on the subjects of charge-coupled devices and charge transfer devices, the reader should consult the following items listed in references 5, 6, 8, and 10 through 15.
FOCAL PLANE ARRAY
In the case of a hybrid type, then there is the need for some additional input circuitry. The radiation is then converted into an electrical charge which gets transferred through the readout/signal process structure. The charge then gets amplified by an on-chip preamplifier circuit to give a signal voltage out. The detector portion includes what type of pixel may be chosen which is limited here to either a photovoltaic (PV) or a Schottky barrier diode or a metal-insulator-semiconductor (MIS). The most common forms of hybrid input circuits are the direct injection, buffered direct injection, gate modulation, or the fill and spill method.
The readout/signal process section can be a charge injection device (CID), or a charge-coupled device (CCD), or a switched field effect transistor (FET), or a bucket brigade (BB) type.
It is in this section that most of the analysis to be discussed later is concerned.
The onchip preamplifier output circuit can be of either of two classes-destructive readout or non destructive readout.
The floating diffusion is an example of a destructive readout and the floating gate will be used as a non-destructive readout.. * Currently at TRW, One Space Park, Redondo Beach, California 90278. ** Currently at Cincinnati Electronics Corp., 2630 Glendale-Milford Road Cincinnati, Ohio 45241-3187. In the beginning the user chooses the architecture which is desired to be simulated. Either a monolithic FPA or a hybrid FPA may be chosen and then the parameters of Table  2 may be defined. The three basic material types that can be chosen are Silicon (Si), Indium Antimonide (InSb) with either a ptype or an n -type substrate, and Mercury Cadmium Telluride (denoted by HgxCdl_xTe), where x is the mole fraction of Cadmium and will fix the cutoff wavelength for a given temperature16. The doping concentration of the minority carriers may be entered at this point.
A silicon dioxide (Si02) substrate is assumed to be used as the interface.
Fat zero, or the injection of minority carriers into the FPA in order to fill the surface states under the gate to give a better statistical situation, and the device 'read noise', or the fixed noise that is inherent in all devices, can also be defined under each readout type.
Different substrate thicknesses can also be defined for both the readout detector and the on -chip pre -amplifier.
It should also be noted (since it is not shown in Figure  2 ) that once these parameters are defined, the user can write the data to a file and then read that data file at some future
The display section will show a graphical representation of the various detector readout types, or the preamplifier out, or the hybrid input. This is intended to give the user a general idea of what he has chosen to simulate in order to ensure that is what is really wanted. Now the user is ready to enter the analysis portion of the simulation.
COMPUTER MODEL ANALYSIS
Initially, the user may also choose to return to the architecture or again, read or write a data file, or display the architecture chosen.
The basic parameters used for Si, InSb, and HgxCdl_xTe are shown in Tables 3, 4 The general values and equations are given in Table 6 The charge transfer efficiency in this program is user defined (i.e. E ) whereas the equation given in Table 6 depends upon a measured value of the signal loss from the first packet (AND. For the transconductance of the CCD (gm), the signal current needed and defined here is that which occurs in the sub-threshold regime18. The injection efficiency is used only for hybrid architecture and for zero spatial frequency.
The quantum efficiency (,l ) and incident radiation (Ep) are also user defined inputs. In the beginning the user chooses the architecture which is desired to be simulated. Either a monolithic FPA or a hybrid FPA may be chosen and then the parameters of Table  2 may be defined. The three basic material types that can be chosen are Silicon (Si) , Indium Antimonide (InSb) with either a ptype or an n-type substrate, and Mercury Cadmium Telluride (denoted by HgxCdn«xTe), where x is the mole fraction of Cadmium and will fix the cutoff wavelength for a given temperature 16 . The doping concentration of the minority carriers may be entered at this point.
A silicon dioxide (Si02 ) substrate is assumed to be used as the interface.
Fat zero, or the injection of minority carriers into the FPA in order to fill the surface states under the gate to give a better statistical situation, and the device 'read noise 1 , or the fixed noise that is inherent in all devices, can also be defined under each readout type. Different substrate thicknesses can also be defined for both the readout detector and the on-chip pre-amplifier. It should also be noted (since it is not shown in Figure  2 ) that once these parameters are defined, the user can write the data to a file and then read that data file at some future time if desired. The display section will show a graphical representation of the various detector readout types, or the preamplifier out, or the hybrid input. This is intended to give the user a general idea of what he has chosen to simulate in order to ensure that is what is really wanted. Now the user is ready to enter the analysis portion of the simulation.
The basic parameters used for Si, InSb, and HgxCd^xTe are shown in Table? 3, 4, and 5 respectively. The analysis has been divided into five areas that are interactive with each other -dark current, sensitivity, spatial charge movement, modulation transfer function (MTF) , and the noise of the FPA.
Any of these five areas may be chosen by the user. The computer screen will continue to display the chosen architecture while a different analysis display appears for each area chosen.
Samples of actual screen displays are shown later in the report.
The general values and equations are given in Table 6 and are used in many of the various analysis equations. The depletion depth is the distance under the gate known as the depletion region.
The full well potential (0S f) is where the strong inversion occurs and is also sometimes designated as 2^f 17 - The full well value is the minimum value that the It is at a maximum when no signal charge is collected. The maximum number of electrons occurs when the surface potential reaches the full well value.
The charge transfer efficiency in this program is user defined (i.e. £ ) whereas the equation given in Table 6 depends upon a measured value of the signal loss from the first packet (ANX ). For the transconductance of the CCD (gm) , the signal current needed and defined here is that which occurs in the sub-threshold regime 18 . The injection efficiency is used only for hybrid architecture and for zero spatial frequency. The quantum efficiency ( r{ ) and incident radiation (ED ) are also user defined inputs. •° t ox vth= 1(1°7) tr*2 = it 10"15 )
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Dark current analysis
Since a CCD operates by controlling depletion volumes' there is a continual generation of hole -electron pairs5 and the source of these carriers is usually called dark current.
The three components of dark current are thermal generation at the SiO2 surface interface, thermal generation in the depletion region, and bulk generation within a diffusion length of the interface. The dark current density is the sum of the three components8 and helps to fill up the potential well with carriers.
Also, there is another source of carrier generation from the background photon flux. Thus, the total current to fill up a well is the sum total of all these sources26. The dark current density is a strong function of the temperature, decreasing by a factor of two for every ten degree decrease in the temperature5. Table 7 lists the dark current equations used for the simulation.
Noise Analysis
The noise expressions used are shown in Table 8 and all sources of noise are taken as Poisson statistics and averaged as the root mean square.
There are noises with the input photon flux, noises of the CCD, and noises of the preamplifier.
The definitions of each noise as shown in Table 8 is as follows10: (1) Photon noise manifests itself as shot noise due to the random arrival and emission rate of photons, (2) Input noise is the random injection of charge from a diffusion into a potential well, (3) Transfer inefficiency noise is associated with the random amount of charge lost by a signal upon a transfer and the amount of charge introduced to a signal upon entering a well, (4) Trapping noise arises from random trapping emission from interface states or bulk states, (5) Dark current noise is that associated with thermally generated carriers to bring the well into thermal equilibrium, (6) Floating diffusion, or reset noise, is the thermal noise of the MOSFET channel resistance in parallel with the floating diffusion capacitance, often called KTC noise, (7) Preamplifier noise is associated with a MOSFET of a given transconductance, and (8) Partition noise which explains the channel length L dependence of the reset noise, and is associated with the carrier partition in the reset MOS channe127.
1/f noise has been predicted to be absent in CCD's but is present in MOSFET's and would contribute to the overall noise if they are used at the output of a CCD7, however in this simulation it is assumed to not be present. 
Dark current analysis
Since a CCD operates by controlling depletion volumes' there is a continual generation of hole-electron pairs 5 and the source of these carriers is usually called dark current. The three components of dark current are thermal generation at the SiO2 surface interface, thermal generation in the depletion region, and bulk generation within a diffusion length of the interface. The dark current density is the sum of the three components 8 and helps to fill up the potential well with carriers. Also, there is another source of carrier generation from the background photon flux. Thus, the total current to fill up a well is the sum total of all these sources 26 .
The dark current density is a strong function of the temperature, decreasing by a factor of two for every ten degree decrease in the temperature5 . Table 7 lists the dark current equations used for the simulation.
Noise Analysis
The definitions of each noise as shown in Table 8 is as follows 10 : (1) Photon noise manifests itself as shot noise due to the random arrival and emission rate of photons, (2) Input noise is the random injection of charge from a diffusion into a potential well, (3) Transfer inefficiency noise is associated with the random amount of charge lost by a signal upon a transfer and the amount of charge introduced to a signal upon entering a well, (4) Trapping noise arises from random trapping emission from interface states or bulk states, (5) Dark current noise is that associated with thermally generated carriers to bring the well into thermal equilibrium, (6) Floating diffusion, or reset noise, is the thermal noise of the MOSFET channel resistance in parallel with the floating diffusion capacitance, often called KTC noise, (7) Preamplifier noise is associated with a MOSFET of a given transconductance, and (8) Partition noise which explains the channel length L dependence of the reset noise, and is associated with the carrier partition in the reset MOS channel 27 . l/f noise has been predicted to be absent in CCD's but is present in MOSFET's and would contribute to the overall noise if they are used at the output of a CCD7 , however in this simulation it is assumed to not be present. The self-induced drift accounts for almost all of the charge transfer (around 97 %) with thermal second and fringe field last (at around 1 %). The equations used for the sensitivity are given in Table 9 .
A convenient figure of merit is t4, the time required for the transfer of 99.99% of the charge which is the sum composite of all the others. The charge up time (tc) is another important parameter since it represents the length of time the device can store before reaching saturation and thus establishes the minimum frequency of operation26.
MTF analysis
The Modulation Transfer Function (MTF) describes the rolloff of imager response with increasing spatial frequency.
The overall MTF of the chip is composed of three factors: (1) the loss of frequency response due to the geometry of the integrating cell, MTFcell, (2) the loss of frequency response due to the transfer inefficiency, MTF transfer, and (3) the loss of frequency response due to the diffusion of charge between photon absorption and photoelectron collection, MTFdiff Table   10 gives the equations used in the simulation.
The MTF can be improved with decreased active layer thickness; however, the quantum efficiency also decreases as the active layer thickness is reduced29.
Sensitivity analysis
The sensitivity of the device is concerned with how the device will respond to various changes to any of its input parameters. Table 11 shows the equations that are part of this analysis. The (CG), or conversion gain, is really the same as ¿ VFG or A VFD The cutoff wavelength is shown as a reference, somewhat like D* is also shown as a reference guide for the detector.
The NEQF is the photon irradiance flux on the array that would give a signal -to -noise ratio of 1 and also is for zero spatial frequency and a normalized MTF.
That expression is for a backgroundlimited-infrared -photodetector (BLIP). The responsivity of the array is also only for zero spatial frequency. where Eymin= 6.5 t ox 
Spatial charge movement analysis
The spatial charge portion of the simulation consists mainly of looking at the time constants involved to give a feel for how long the charge transfer takes. As pointed out by Boyle and Smith1 there are three mechanisms involved in the free charge transfer process and they are thermal diffusion, self-induced drift, and fringing field drift. The self-induced drift accounts for almost all of the charge transfer (around 97%) with thermal second and fringe field last (at around 1%) . The equations used for the sensitivity are given in Table 9 .
A convenient figure of merit is t4 , the time required for the transfer of 99.99% of the charge which is the sum composite of all the others. The charge up time (tc ) is another important parameter since it represents the length of time the device can store before reaching saturation and thus establishes the minimum frequency of operation26 .
MTF analysis
The overall MTF of the chip is composed of three factors: (1) the loss of frequency response due to the geometry of the integrating cell, MTFce^1 , (2) the loss of frequency response due to the transfer inefficiency, MTFtrans fer' and ( 3 ) tne loss of frequency response due to the diffusion of charge between photon absorption and photoelectron collection, MTF^ff. Table  10 gives the equations used in the simulation.
The MTF can be improved with decreased active layer thickness; however, the quantum efficiency also decreases as the active layer thickness is reduced29 .
Sensitivity analysis
The sensitivity of the device is concerned with how the device will respond to various changes to any of its input parameters. Table 11 shows the equations that are part of this analysis. The (CG), or conversion gain, is really the same as AVFG or AVFD .
The cutoff wavelength is shown as a reference, somewhat like D* is also shown as a reference guide for the detector.
The NEQF is the photon irradiance flux on the array that would give a signal-to-noise ratio of 1 and also is for zero spatial frequency and a normalized MTF. That expression is for a backgroundlimited-infrared-photodetector (BLIP). The responsivity of the array is also only for zero spatial frequency. 
SCREEN DISPLAYS
The screen on the computer was divided into three main windows for displaying the parameters of the focal plane array. The upper left was the active portion with the lower left being the current architecture, and the right side is for the analysis parameters and results.
Figures 3 to 6 display actual screen dumps of what the user will see on his screen, and Figure 7 includes displays of the default device arbitrarily chosen as the Fairchild CCD222. P-type (16) Ud Udd Uout This paper presented a computer model simulation of a focal plane array using basic known equations and has shown that with it the user can study the tradeoffs between the fabrication parameters and the FPA's performance. Presented is the basic rationale and the references to continue this study even further.
Since this simulation was limited to only utilizing surface channel devices and zero spatial frequency response, there is more work to continue evolving this into an all encompassing model; however, this is still enough to understand the typical FPA. (f) Noise analysis display.
