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5.9.3;4.2.2 Original scientific paper
This work considers the joint use of robot onboard sensors and a etwork of sensors distributed in the envi-
ronment for tracking the position of the robot and other objects. This is motivated by our research on Intelligent
Spaces, which combine the use of distributed sensors with mobile robots to provide various services to users. Here
we analyze the distributed sensing using the extended information filter and computation issues that arise due to
correlations between estimates. In turn we show how the correlations can be resolved with the use of Covariance
Intersection at a cost of conservative estimates, and analyze two special cases where the issues related to correla-
tions can be reduced.
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Percepcija u inteligentnim prostorima: kombinirana primj ena distribuiranih i robotskih senzora. Ovaj
rad razmatra kombiniranu primjenu senzora na mobilnim robotima i mreže senzora distribuiranih u prostoru za
prácenje položaja robota i ostalih objekata. Rad je dio istraživanja o "inteligentnim prostorima", gdje se koriste
distribuirani senzori i mobilni roboti sa svrhom pružanja različitih usluga korisnicima prostora. Analizirana je
upotreba proširenog informacijskog filtra za distribuiranu percepciju te rǎcunski problem uzrokovan korelacijama
u procesu estimacije. Potom je objašnjeno rješenje problema korelacija korištenjem metode presjeka kovarijanci
(Covariance Intersection), koje međutim daje konzervativne rezultate, te je dana analiza dva specijalna slǔcaja kod
kojih je mogúce ublažiti utjecaj korelacija.
Klju čne riječi: inteligentni prostori, mobilni roboti, prácenje, mreža senzora
1 INTRODUCTION
The research area of ambient intelligence [1–4], which
investigates spaces with distributed sensing devices used
to detect human users in order to provide services in accor-
dance with their needs, has been expanding. Furthermore,
there is a growing number on research works on environ-
ments with ubiquitously distributed sensors where robotic
technology is also included as a mean of providing phys-
ical actions [5–9]. While there are several names that are
often used for such environments, we refer to them here
as "Intelligent Spaces" or iSpaces. Intelligent Spaces can
therefore be considered a combination of ambient intelli-
gence and robotics, designed with the purpose of support-
ing human users in both informative and physical ways [5],
Fig. 1. They rely on a network of sensing devices to obtain
information about the space and its state, whereas multi-
ple actuators provide services to the users. These include
both informative services, for example provided using var-
ious displays or projectors, and physical services that can
be provided using actuated devices or mobile robots.

















Fig. 1. Concept of Intelligent Spaces
is sensing, or more precisely the ability to track the positin
of objects in the space – most importantly that of humans
and mobile robots. Two distinct approaches to sensing can
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be applied: in the research works on ambient intelligence
tracking is mostly done using a network of distributed sen-
sors, whereas in robotics it is typical to use the robot’s
onboard sensors. Since both types of sensors exist in an
iSpace, it is beneficial to combine their use, which is the
topic of this work.
A variety of sensors have been utilized for tracking
in iSpaces, with the most common one being networks
of cameras distributed in the space, see e.g. [2, 9]. On
the other hand, most commonly used sensors for local-
ization and tracking in mobile robotics nowadays are laser
range finders. In the implementation in this work we use
laser range finders both as distributed and onboard sensors.
Note, however, that most of the results are general and can
be applied to any type of sensor.
In [10] it was argued that a flexible implementation
of Intelligent Spaces requires a hierarchical architecture,
and a four layer structure consisting of sensor, informa-
tion server, applications and actuator layers was proposed
(Fig. 2). The connections exist only between adjacent lay-
ers: information servers fuse the information from sensors
and provide it to applications, which in turn send the com-
mands to the actuators to realize various services. This
structure makes it easy to add or change parts of the ar-
chitecture without affecting the rest of the system thereby
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Fig. 2. Hierarchical implementation architecture of Intel-
ligent Space
This results in a centralized architecture for sensing and
sensor fusion, such as the one shown in Fig. 3. All the
sensors connect through their local nodes or through the
robot to an information server (the fusion server), which
serves as the central processing unit.
In this work we analyze the problem of tracking of







Fig. 3. Centralized estimation
sensors. The starting point is the just described centralized
architecture and a distributed estimation algorithm based
on the extended information filter. Section 3 describes the
estimation method and the issue of correlations between
estimates due to the use of onboard sensors. Ways to deal
with the correlation problem are described in sections 4
and 5.
This paper focuses only on estimation methods that use
Gaussian representations of state and noises – an example
of non-Gaussian estimation can be found in [11].
2 RELATED WORK
Different implementations of tracking of humans and
robots in the ambient intelligence and iSpace research can
be found in literature. For example in [7] humans wearing
RFID tags were tracked using a system of RFID readers,
while infrared cameras were used for tracking robots. In
[12] RFID tags are used for robot localization as landmarks
of absolute position. In another work [13] the authors use
vision based artificial landmarks to track the robot. In these
works robot’s onboard sensors were not used (apart from
encoders).
There has been a large amount of research work on laser
range finder based tracking/localization, especially in the
mobile robotics community. This work is mainly con-
cerned with the estimation of the robot’s own pose, i.e.
robot localization, while scanning the surrounding area us-
ing a laser range finder mounted on the robot. A very large
part of this work is concerned with the so called simulta-
neous localization and mapping (SLAM) problem, where
the robot tries to simultaneously estimate its own location
and build a map of the environment. There is also some
work concerned with the detection and tracking of humans
in the vicinity of robots [14,15].
There are several papers dealing with the problem of
tracking objects when using laser range finders distributed
at fixed locations in the space. In [16] laser range find-
rs are used for tracking people in everyday environments,
whereas in [17] the position of pedestrians in large open
spaces were estimated.
In [18] tracking using laser range finders was applied
to extract trajectories of persons, which are further used to
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learn human motion patterns. They did experiments both
with distributed and with onboard laser range finders. Sim-
ilarly, in [19] the authors tried to detect anomalies in hu-
man interaction based on the position tracking with laser
range finders.
In [20] a strategy for deployment of robots as mobile
sensors in an environment equipped with distributed and
networked sensors was developed with the purpose of im-
proving the tracking of targets in the environment. A recent
work in [21] proposes a active strategy for global localiza-
tion of mobile robots equipped with onboard sensors in an
environment with distributed sensors. In both these works
the main concern is how to plan the robot movement and
not how to perform the tracking or localization.
There are only a few works where the information from
both onboard and distributed sensors was combined to ob-
tain a better estimate. One such example can be found
in [6]. Here the humans were tracked using an ultrasound
system, while the robot used self-localization based on on-
board laser range finder readings. Since humans can be
detected by the onboard sensor, this information was fused
with the ultrasound system reading to obtain a better esti-
mate.
3 SENSING IN INTELLIGENT SPACES
3.1 System description
The system setup considered in this work is depicted
in Fig. 4. It consists of several sensors (laser range find-
ers) distributed at fixed locations in the space, and mobile
robots that are equipped with onboard laser range finders.
It is assumed that both distributed and onboard sensors can
observe other objects in the space – either humans or static










Fig. 4. Tracking system with both distributed and onboard
sensors
Typical problems that are considered when using dis-
tributed and onboard sensors are robot tracking, human






Onboard Good Difficult Good
tracking and mapping of the space. Accordingly, the
states that are estimated can be the robot posexr =
[ xr yr θr ]T , position of the humans if human track-
ing is included:xh = [ xh yh ]T , or position of static
landmarks in the spacexl = [ xl yl ]T .
Before proceeding, it is worth noting here the main
characteristics of distributed or onboard sensors in the
mentioned sensing problems. These are summarized in Ta-
ble 1. Although both types of sensors can provide good
robot position tracking / self-localization, an issue thatof-
ten arises with distributed laser range finders (however not
with some other sensors, like cameras) is the inability to
directly detect the robot orientation. This is because a 2D
laser scan of a robot typically does not have many charac-
teristic features, thus making hard the direct estimation of
orientation. It is nevertheless possible to make an estima-
tion of the orientation during translational movements of
the robot.
Another task where distributed sensors perform poorly
is mapping, i.e. estimation of position of static landmarks
in the space. Since both the sensors and landmarks are not
moving the corresponding scans are always the same (ex-
cept for the noise), so repeated measurements contain no
additional information. Because of that, a map built using
distributed sensors will in general be affected by calibra-
tion and other systematic measurement errors.
Onboard sensors do not have problems in map build-
ing owing to the mobility of the robot and therefore also
the sensor. Direct estimation of the robot orientation based
on detected landmarks is also possible. But, one notable
weakness when compared to distributed sensors is the in-
creased complexity of tracking moving objects like hu-
mans [14, 15]. Related to this issue are correlations be-
tween estimates, which are described in section 3.3.
3.2 System model and EIF estimation





+ vk, where the functionf depends on the
robot type (e.g. unicycle-like, differential drive, etc.)and
vk is the process noise, which is assumed to be zero-mean
Gaussian with correlation matrixQk. For implementing
the estimator a JacobianFk of the functionf is calculated
at every step.
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Landmarks are assumed static (i.e.xlk = x
l
k−1),
whereas humans are assumed driven by Gaussian process
noise:xhk = x
h
k−1+vk. In both cases the process Jacobian
is equal to the identity matrix:Fk = I.
At each step the laser range finders give multiple mea-
surements, one for each tracked object. These measure-
ments are given with the distance and angle to object. The
measurement equation is (here and in part of the equations
below the time indexk is omitted for simpler notation):












∆x = x0 − x1, (2)
∆y = y0 − y1, (3)
q2 = ∆x2 + ∆y2. (4)
The subscript 0 stands for the sensor position, and 1 for the
position of the detected object. For the distributed sensors
the sensor position is fixed and known, wheres for the on-
board sensor it is equal to the robot position and changes
in time (we assume the onboard sensor is in the robot cen-
ter, an extension to a different case is straightforward).w
represents the measurement noise, which is assumed to be
zero-mean Gaussian with correlation matrixR.













The last column corresponds to orientation, so it is ex-
cluded in human and landmark estimation. The zeros are
reflecting the previously mentioned fact that the robot ori-
entation cannot be directly detected with laser range find-
ers.
For the onboard sensor the measurement depends on the
position and orientation of the robot itself, so the measure-















whereH is the measurement matrix for the static sensor
case, given by (5).
Using the above process and measurement models it is
possible to implement the estimation algorithm. With the
assumption of Gaussian noises and states a typical choice
for the estimator is the extended Kalman filter (EKF). Here
we use a EKF variant called the extended information filter
(EIF) [22,23].
EIF is based on the so called canonical parametrization
of the Gaussian, which instead of the meanx and covari-
anceP like in EKF, uses the information vectorξ = P−1x
and information matrixΩ = P−1. The prediction part of
EIF is given by:
xk−1 = Ω−1k−1ξk−1, (7)
Ω̄k = FkΩk−1FTk + Qk, (8)
x̄k = f (x̂k−1,uk) , (9)
ξ̄k = Ω̄kx̄k, (10)
The bar denotes the predicted values.
In order to do the update new measurement informa-
tion from all the distributed and onboard sensors needs to
be combined. One way to do it is to send all the mea-
surements to the fusion server. This however increases the
computational burden of the fusion server. Instead, part of
the calculations is done on the local nodes and the results
are sent to to the server and fused.
For each object detected by thei-th sensor the vectorii
and its associated matrixIi are calculated, which contain
the new information from the measurement:




zi − h (x̄) + HTi x̄
]
, (11)
Ii = HTi R
−1
i Hi. (12)
Note that feedback of the predicted state valuex̄ from the
fusion server is needed. This is due to the nonlinearity in
the measurement equation (for the linear case it becomes:
i = HT R−1z).
These values are sent to the server, where they are com-
bined using a simple summation to obtain the final estima-
tion values:








The advantage over EKF of a distributed fusion using
EIF is obvious here. Although the prediction step (7)-
(10) is more complex than that of EKF, the update step
is much easier. It is reduced to a distributed calculation of
(11) and (12) on the local nodes, which reduces the com-
putation burden of the fusion server, which now needs to
perform only summations. Additionally, the fusion server
deals only with the information contained ini andI, and
does not need to know anything about the used sensors and
measurement model. This information is used only by the
local nodes, which makes distributed EIF suitable for eas-
ily combining different sensor types.
Some experimental results using EIF will be shown in
comparison with Covariance Intersection in section 4.1.
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3.3 Correlations between estimates
In the mobile robotics research it is well known that
when the robot onboard sensors are used for robot localiza-
tion, while at the same time landmark or human tracking
is performed (as for example in SLAM - simultaneous lo-
calization and mapping), this leads to correlations between
estimates. This affects all estimators based on the Kalman
filter, and therefore also EIF. The fact that correlations be-
tween landmark estimates appear can be explained by the
connection through the robot’s pose: observing one land-
mark improves the estimate of the robot pose, and therefore
also the previous poses, which in turn eliminates some of
the uncertainty in the previously seen landmarks.
The problem that arises due to the correlation between
estimates is that the number of parameters needed to de-
scribe the estimated variables increases. For uncorrelated
estimates there is one state vector and covariance matrix
for each tracked object. On the other hand, if estimates
are correlated it is necessary to keep a vector that includes
all the variables and a large covariance matrix that in-
cludes all the covariances plus the correlations between es-
timates. This is the reason why for uncorrelated estimates
the number of parameters grows linearly with the number
of tracked objects, whereas in the correlated case it grows
exponentially [24].
The increased number of parameters is reflected in a
higher computational load. Since it is necessary to send
all the data through the network, the increase in the num-
ber of parameters needed to represent the estimate directly
causes also an increase of the communication burden in
the network. In addition, for each update not only the es-
timates for objects that were actually detected by the sen-
sor, but estimates of all tracked objects need to be updated.
Therefore the increase in the network load is actually much
larger than it could be concluded just from the increase in
the number of parameters. Also, the computational burden
on the nodes is increased.
The rest of the paper analyses possible ways to deal with
the correlation problem.
4 USING COVARIANCE INTERSECTION
Correlations between estimates can be explicitly
avoided using the Covariance Intersection method. Covari-
ance Intersection (CI) [25] has been proposed as a method
of fusion of two estimates when the correlation between
the estimates is unknown. It can also be shown that it is
the optimal method of fusion in that case. CI also uses
the Gaussian representation as the EIF, so the estimates are
given by the state and the corresponding covariance matrix.
Fusion of two estimates using CI is given by the following
equations:
P−1 = ωP−11 + (1− ω)P−12 , (15)
P−1x = ωP−11 x1 + (1− ω)P−12 x2, (16)
whereω is a parameter between 0 and 1. Note that if we
remove theω and(1− ω) terms it results in the expression
for convex combination, which corresponds to the Kalman
and information filter algorithms.
It is possible to write the CI equations in a form compat-
ible with the information filter update equations (11) and







zi − h (x̄i) + HTi x̄i





i Hi − Ω̄f
)
(18)
As with EIF, at each step from the new information is cal-
culated based on new measurements, now using the equa-
tions (17) and (18), and sent to the fusion server. A nice
characteristic is that there is no need to change anything on
the fusion server, since the fusion algorithm remains com-
pletely the same. This enables easy inclusion of CI in the
system of distributed sensors.
One good characteristic of CI is that since it treats all
information as possibly being correlated, it prevents infor-
mation reuse. Another good feature is that it is possible to
obtain separate estimation for all tracked objects, thus giv-
ing uncorrelated estimates even when using onboard sen-
sors. This is explained in [24], where CI was applied to the
SLAM problem to achieve separate estimation of the robot
and landmark positions.
Consequently, onboard sensors can be easily included in
sensor networks, without introducing correlations between
estimates. CI is used only for the onboard sensor, whereas
distributed sensors continue to use the EIF method.
However, a weak point of CI is that, in contrast to the
Kalman filter, it does not utilize all the available informa-
tion. Hence the obtained estimate is somewhat conserva-
tive, as will be shown in the experimental results below.
4.1 Experimental results
Here we test the characteristics of EIF and CI estimators
when applied to the sensing using both distributed and on-
board sensors. The experiments were performed in a 5×7
meters experimental space that was covered with 4 dis-
tributed laser range finders Hokuyo URG-04LX. An Activ-
Media Robotics Pioneer 2-DX robot equipped with a laser
range finder of the same type was used and additionally 10
easily detectable landmarks were arranged in the space.
Fig. 5 shows the result of tracking the robot and map-
ping of landmark poses using EIF in a sample experimental
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Fig. 5. Estimation result: the obtained robot path is
shown, along with the estimated position of landmarks and
their uncertainty ellipses; the position of static sensorsis
marked with squares
run. The ellipses show the uncertainty in the landmark es-
timates at the end of the experiment.
The results obtained with CI or only distributed sensors
are similar. However, the difference between them can be
easily observed in the resulting uncertainty (i.e. variance)
of the estimates, which gives a measure of the estimate er-
ror. Fig. 6 shows the uncertainty in the position of one
of the landmarks during the experiment while perform-
ing robot localization and mapping using different meth-
ods, namely EIF with only onboard sensors and both dis-
tributed and onboard sensors, and Covariance Intersection.
As mentioned previously, distributed sensors are not ap-
propriate for landmark tracking so they are excluded here.
When the onboard sensor is used the estimate started
improving from the moment the landmark is first detected
by the sensor. After that it steadily improved, even during
the time the onboard sensor does not track the landmark,
because of the correlation with other landmarks. Even
though the landmarks were not tracked by the distributed
sensors, the improvement over the estimate with only the
onboard sensor is due to the fact that the estimate of the
robot’s position is better.
On the other hand, with CI the estimate improved only
during the time it was actually detected by the robot’s sen-
sor. Since there were no correlation between different
landmarks, updating one landmark did not give new infor-
mation about any other. Also, although the mobile sensor
detected the landmark after the 540th step, there was no
improvement in the estimate due to the fact that the uncer-






































Fig. 7. Obtained robot position uncertainty
Fig. 7 shows the uncertainty in the robot position esti-
mate during the same experiment. As expected, tracking
using only static sensors gave the largest uncertainty. On
the other hand, when the information from the robot on-
board sensor was also included using the EIF the best re-
sult of all proposed methods was obtained, reflecting the
fact that all of the available information was utilized. The
result obtained when only the onboard sensor was used lies
somewhere in between.
It is obvious that Covariance Intersection gave a larger
uncertainty than EIF as expected. Since for static sensors
we continue to use the EIF, the obtained result is not as
conservative as in the landmark case. Nevertheless, still at
times it becomes even larger than the estimate using only
the onboard sensor.
It can be concluded that Covariance Intersection pro-
vides an easy way to avoid the introduction of correlations
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between estimates. Since it is just enough to use CI in-
stead of EIF (equations (17), (18) instead of (11), (12)) on
each onboard sensor for processing the measurements it is
very simple to use and the inclusion of onboard sensors in
the network of static sensors becomes easy and straightfor-
ward.
However, estimation results show that CI gives rather
conservative results. This leaves the question whether it is
possible to deal with the problem of correlation in a differ-
ent way, which is analyzed next.
5 SPECIAL CASES
Up to here a general estimation scheme that can be used
for tasks of robot, human and landmark tracking and any
combination of them was discussed. Here two important
cases that are typical in the robot application in Intelligent
Spaces are considered: the building of the map of the static
environment, and tracking of moving objects (with an al-
ready known map).
5.1 Landmark mapping – hierarchical architecture
Here we consider the case when there is only one robot
being tracked while at the same time the landmark posi-
tions are estimated. This is a situation that arises when a
map of the landmarks needs to be built, as is often done
prior to use of the robots inside a space.
The important thing to notice about this case is that only
the measurements from the onboard sensor are used to up-
date the landmarks positions. This is because, as previ-
ously mentioned, static sensors cannot be used to update
the information on static objects.
For this reason, it is better to perform the updating the
landmark position estimates directly on the robot, instead
on the fusion server. In order to achieve this, a change in
the fusion architecture is needed so a hierarchical architec-
ture is introduced, Fig. 8. In this architecture the robot is
placed above the fusion server in the hierarchy. The data
from distributed sensors is first sent to the fusion server and
the combined information is sent further to the robot. The
robot implements the estimation and fusion algorithm and
feeds back the estimated values to the fusion server, which
in turn sends it to the distributed sensors. Again, feedback
is needed to insure that all the linearizations at local nodes
are done at the same point, so that the final result is the
same as would be obtained with a centralized architecture.
In this architecture however, there is no need for the
robot to send the fusion server and distributed sensors the
estimates of the landmarks. Instead, they are dealt with lo-
cally on the robot side. The robot treats the information
from the distributed sensors as additional measurements of
its position, and implements the estimation of both its own






Fig. 8. Hierarchical distributed estimation
Nevertheless, in this case the correlations between es-
timates are not actually avoided. This can be seen as an
external measurement aided SLAM, so some SLAM al-
gorithm must still be implemented on the robot, e.g. the
EKF-SLAM. Therefore, in this case reduction in the com-
putation is not achieved, but what changed is the amount of
data that needs to be sent through the network. Since only
the robot estimates are communicated between the robot,
fusion server and distributed sensors, this is significantly
less data than if the whole estimate were sent.
5.2 Human tracking - sparsified correlations
The other situation where an alternative to EIF and CI is
considered is the tracking of humans and robots (i.e. with
fixed position of landmarks and calibrated distributed sen-
sors). This is probably the most often used sensing appli-
cation in iSpace.
An insight into the correlations in this case can be ob-
tained from Fig. 9. It shows the uncertainty in the estimate
of a human during an experiment in which it was intermit-
















Fig. 9. Uncertainty in human tracking (solid line) and cor-
relation between human and robot estimate (dashed line)
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The obtained uncertainty shows that as soon as the on-
board sensor stops tracking the human the estimate uncer-
tainty goes back to the value obtained when using only dis-
tributed sensors. However, what is more important is that
the value of the correlation between the robot and the hu-
man, which is also shown in the figure, goes toward zero. It
never reaches exactly zero so actually a small correlation
always remains. But this correlation becomes very small
quickly after the onboard sensor stopped detecting the hu-
man.
This suggests the following trick: as soon as the value
of the correlation between the object and the human goes
below a certain threshold it is set to zero. If the threshold
is not too big the change in the estimate results will not be
very large.
In effect, what this does is turning the covariance matrix
into a sparse matrix. Apart from the diagonal, the matrix
has non-zero elements only for the elements connecting the
robot and the humans that are currently detected (or have
been detected until recently) by the onboard sensor. So,
the estimation problem is divided into a correlated part –
the estimates of the robot and the humans close to it, and
uncorrelated part for other tracked humans, in which the
estimation can be performed separately for each object.
Although this makes the estimates inconsistent, this in-
consistency is small and diminishes with time. To illustrate
this, the result of usual tracking was compared to the result
when using the sparsification trick. The threshold was set
to 10−5 mm, which in the considered case was reached
after 10-20 steps (or 1-2 seconds) after the human disap-
peared from the onboard sensor scan. Fig. 10 shows the















Fig. 10. Difference in obtained robot position uncertainty
for standard and sparsified covariance matrix
Obviously the difference is very small. It is possible to
otice the jumps in the difference at the points where spar-
sification was applied, however after that it gradually tends
to zero. Note that even if this method were not applied
in any implementation on a real computer the correlations
would eventually become zero due to the numerical preci-
sion.
This method can also be applied if multiple robots are
used. In that case for each robot one interconnected track-
ing area is obtained, so the whole estimation problem be-
comes divided into several correlated parts and possibly a
part that is not covered by onboard sensors and is therefore
uncorrelated. However care has to be taken so that correla-
tions between robots do not occur, which can be obtained
by assuring that any two robots do not track the same hu-
man or each other.
This method does not avoid correlations like CI, but
only makes the problem less grave by dividing it into sub-
problems. But, as opposed to CI there is almost no change
in the obtained result.
The improvement can be illustrated with a simple exam-
ple. If we assume there are 2 robots and 9 humans, where
each robot tracks 3 humans, while the remaining 3 humans
are detected only by the distributed sensors, the number of
needed parameters would be: 1034 in the fully correlated
case (e.g. using EIF), 154 in the uncorrelated case (either
with only distributed sensors or using CI) and 346 when
using the sparsified correlation matrix. This is a significant
decrease in the number of parameters.
6 CONCLUSIONS
The issue of sensing in Intelligent Spaces jointly using
the static sensors distributed in the environment and the
sensors onboard mobile robots was analyzed. It was shown
how by combining the extended information filter and Co-
variance Intersection approaches it is possible to obtain a
flexible distributed tracking scheme that allows fusion of
all information while at the same time avoiding the in-
crease in computation and communication due to correla-
tions between estimates. In addition, special cases when it
is possible to avoid the rather conservative results obtained
when using CI were presented.
As summarized in Table 1 distributed sensors are use-
ful in robot and human tracking, whereas onboard sensors
can be used in robot tracking and map building, with the
addition of human tracking when necessary. The question
of how to structure the sensing is dependent on the specific
problem. For example, one possible approach is also to use
the onboard sensors only for robot localization, and discard
all the measurement of humans. This way the correlation
problem would be completely avoided. The robot sensors
could also be used for tracking just one specific human,
for example the user which requested a service, etc. In that
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case the increase in parameters due to correlations in the
estimates of the robot’s and that human’s position would
not be very significant.
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