Abstract In current wireless networks, the radio systems are regulated by a fixed spectrum assignment strategy. This policy partitions the whole radio spectrum into a fixed number of radio ranges, each exclusively assigned to a specific user. Such a spectrum assignment strategy leads to an undesirable condition under which some systems only use a small portion of the allocated spectrum while the others have very serious spectrum insufficiency. The learning automata-based cognitive radio which is proposed in this paper is a highly potential technology to address the spectrum scarcity challenges in wireless ad hoc networks. This paper proposes a learning automata-based dynamic frame length TDMA scheme for slot assignment in clustered wireless ad-hoc networks with unknown traffic parameters, where the intra-cluster communications are scheduled by a TDMA scheme, and a CDMA scheme is overlaid on the TDMA to handle an interference-free inter-cluster communication. In this method, each cluster-head is responsible for a collision-free slot assignment within the cluster and determines the input traffic parameters of its own cluster members. It then takes these traffic parameters into consideration for an optimal channel access scheduling in the cluster. The medium access control layer in each cluster is based on a time division multiple access (TDMA) scheme, in which each host is assigned a fraction of the TDMA frame proportional to its traffic load. The simulation experiments show the superiority of our proposed slot
TDMA is a round robin-like technique to access many hosts to the common channel. During the time slot, the entire bandwidth is available to the host which is permitted to access the channel. Kanzaki et al. [15] proposed a dynamic TDMA slot assignment protocol called DTSA to improve the channel utilization in ad-hoc networks. The frame length is assumed as a power of two, and the proposed protocol controls the excessive increase of the unassigned slots by changing the frame length dynamically. This method uses a pre-planned channel assignment technique in which a time slot is pre-assigned to each node. It assigns one of the unassigned slots to the new arrived nodes, or generates unassigned slots by depriving one of the multiple slots assigned to a node, if there are no unassigned slots available. Since the pre-assigned slots are not released when the node has no data transmission, the proposed protocol reduces the channel spatial reusability. Furthermore, the proposed protocol cannot support more slots requested by a node dealing with burst traffic. In [16] , a dynamic TDMA frame length expansion and recovery method called dynamic frame length channel assignment (DFLCA) was proposed. The proposed method, taking advantage of the channel spatial reuse concept, efficiently utilizes the channel bandwidth by assigning the unused slots to the new nodes as well as enlarging the frame length when the number of slots in the frame is insufficient to support the nodes. DFLCA controls the expansion and recovery of unassigned time slots by dynamically changing the frame length according to the traffic load and the number of mobile nodes in the contention area. For this purpose, the nodes are allowed to release the unused slots and shrink their channel tables when the frame is inefficient. In [17] , Li et al. proposed an evolutionary dynamic TDMA slot assignment protocol for ad-hoc networks. In this slot management method, the frame length and transmission schedule are dynamically updated according to the topology density of network and bandwidth requirement. This protocol allows the transmitter to reserve one or more unscheduled slots from the set of unassigned slots. Mo and Chew [18] proposed a new TDMA scheme in which the time slot duration is not fixed and vary with time for each user. In this method, the time slot duration is independently adjusted for each user proportional to its transmission requirements. In this paper, it is shown that the proposed variable frame length TDMA scheme improves the bandwidth utilization.
In CDMA scheme, a unique code is assigned to each connection and this is a trivial problem if the network size is small. But, when a CDMA scheme is employed in a large multi-hop ad-hoc network, the code assignment becomes an intractable problem. One promising approach to solve the code assignment problem is using the overlaid CDMA/TDMA scheme [19] [20] [21] [22] . Many studies have been carried out on CDMA/TDMA scheme in cellular networks [23] [24] [25] [26] , while in ad-hoc networks it has not received the attention it deserves. To design an overlaid CDMA/TDMA structure, three following issues must be considered. First, grouping the hosts into a number of non-overlapping clusters. Second, supporting the inter-cluster connections by assigning a code to each cluster (code assignment) so that no two neighboring or hidden clusters have the same code, and third, using an efficient TDMA scheme for channel access scheduling within each cluster. Code assignment problem is very similar to the NP-hard [27] vertex coloring problem [28] in graph theory. Besides the above mentioned TDMA schemes, we compare our proposed model with the TDMA part of the following CDMA/TDMA schemes. In [21] , Akaiwa and Andoh proposed a dynamic channel assignment scheme called CS-DCA based on the channel segregation method introduced by Furuya and Akaiwa [19] to improve the spectrum efficiency. In channel segregation scheme, the channels are shared and dynamically assigned to the neighboring cells. In this method, for each cell, a dynamic priority is associated with every channel. When a call arrives, the channel with the highest priority is selected. If the channel is in use by the neighboring cells, the priority of the selected channel decreases and the next highest priority channel is selected. Otherwise, the selected channel is assigned to the call and the priority of the channel increases. In [22] , a CDMA/TDMA structure was proposed by Wu for clustered wireless ad-hoc networks. He designed a dynamic channel assignment algorithm called Hybrid-DCA to make the best use of available channels by taking advantage of the spatial reuse concept. In this approach, the TDMA scheme is overlaid on top of the CDMA scheme to divide the bandwidth into smaller chunks. The proposed DCA algorithm forms the channel as a particular time slot of a particular code.
The main problem with the above mentioned channel assignment schemes is that they assume the input traffic is fixed or a stationary process with known parameters. Since in ad hoc networks, the parameters of the input traffic are unknown and possibly time varying, in this paper, we propose an adaptive learning automata-based slot assignment algorithm for clustered wireless ad-hoc networks when the input traffic parameters are unknown. In this method, the wireless hosts are grouped into clusters and each cluster-head takes the responsibility of a collision-free channel access scheduling within the cluster. To do this, each cluster-head is equipped with a learning automaton whose action-set includes an action for each of its cluster members. At each stage, cluster-head randomly chooses one of its actions according to its action probability vector. Then, the cluster member corresponding to the selected action is permitted to transmit its packets during the current time slot. If the selected member has a packet to transmit, the cluster-head rewards the selected action, and penalizes it otherwise. As the proposed algorithm proceeds, the probability of choosing a given host converges to the proportion of time it has a packet to transmit. This probability specifies the fraction of TDMA frame must be assigned to the host. Simulation results show that our proposed method significantly outperforms the existing TDMA-based channel assignment protocols and CDMA/TDMA schemes in terms of the channel utilization, control overhead, and throughput, specifically, under the bursty traffic conditions.
The rest of the paper is organized as follows. The next section introduces the learning automata theory and Sect. 3 proposes an adaptive dynamic frame length TDMA scheme. Section 4 shows the efficiency of the proposed algorithm through the simulation experiments, and Sect. 5 concludes the paper.
Learning Automata
A learning automaton [29] [30] [31] [32] [33] is an adaptive decision-making unit that improves its performance by learning how to choose the optimal action from a finite set of allowed actions through repeated interactions with a random environment. The action is chosen at random based on a probability distribution kept over the actionset and at each instant the given action is served as the input to the random environment. The environment responds the taken action in turn with a reinforcement signal. The action probability vector is updated based on the reinforcement feedback from the environment. The objective of a learning automaton is to find the optimal action from the action-set so that the average penalty received from the environment is minimized. Learning automaton is proved to perform well in complex, dynamic and random environments with a large amount of uncertainties. This probabilistic learning model is believed to be a highly efficient tool in deal with unknown environments where no or incomplete information about the environment exists. A group of learning automata can cooperate to cope with many hard-to-solve problems. To name just a few, learning automata have a wide variety of applications in combinatorial optimization problems [34] [35] [36] , computer networks [37] [38] [39] [40] [41] , queuing theory [42] , signal processing [43] , information retrieval [44] , adaptive control [45] , and pattern recognition [46] . The environment can be described by a triple E : {a, b, c}, where a : {a 1 , a 2 , …, a r } represents the finite set of the inputs, b : {b 1 , b 2 , …, b m } denotes the set of the values that can be taken by the reinforcement signal, and c : {c 1 , c 2 , …, c r } denotes the set of the penalty probabilities, where the element c i is associated with the given action a i . If the penalty probabilities are constant, the random environment is said to be a stationary random environment, and if they vary with time, the environment is called a non stationary environment. The environments depending on the nature of the reinforcement signal b can be classified into P-model, Q-model and S-model. The environments in which the reinforcement signal can only take two binary values 0 and 1 are referred to as P-model environments. Another class of the environment allows a finite number of the values in the interval [0, 1] can be taken by the reinforcement signal. Such an environment is referred to as Q-model environment. In S-model environments, the reinforcement signal lies in the interval [a, b] . Figure 1 shows the relationship between a learning automaton and its random environment. From this figure it can be observed that an action (a(n)) is randomly chosen by the learning automaton, it is applied to the environment, random environment evaluates the selected action and emits a response (reinforcement signal b(n)), and automaton updates its state based on the received response.
Learning automata can be classified into two main families [29] : fixed structure learning automata and variable structure learning automata. Variable structure learning automata are represented by a triple \ba; T [ , where b is the set of
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Learning Automaton α(n) β(n) Fig. 1 The relationship between the learning automaton and its random environment inputs, a is the set of actions, and T is learning algorithm. The learning algorithm is a recurrence relation which is used to modify the action probability vector. Let a i ðkÞ 2 a and pðkÞ denote the action selected by learning automaton and the probability vector defined over the action set at instant k, respectively. Let a and b denote the reward and penalty parameters and determine the amount of increases and decreases of the action probabilities, respectively. Let r be the number of actions that can be taken by learning automaton. At each instant k, the action probability vector pðkÞ is updated by the linear learning algorithm given in (1), if the selected action a i (k) is rewarded by the random environment, and it is updated as given in (2) if the taken action is penalized.
If a = b, the recurrence (1) and (2) In the latter case, the action probability vector remains unchanged when the taken action is penalized by the environment.
Variable Action-Set Learning Automata
A variable action-set learning automaton is an automaton in which the number of actions available at each instant changes with time. It has been shown in [31, 47] that a learning automaton with a changing number of actions is absolutely expedient and also [-optimal, when the reinforcement scheme is (L R-I ). Such an automaton has a finite set of actions, a ¼ fa 1 ; a 2 ; . . .; a r g. A = {A 1 , A 2 , …, A m } denotes the set of action subsets and A(k) ( a is the subset of all the actions can be chosen by the learning automaton, at each instant k. The selection of the particular action subsets is randomly made by an external agency according to the probability distribution w(k) = {w 1 (k), w 2 (k), …, w m (k)} defined over the possible subsets of the actions, where
AðkÞ denotes the probability of choosing action a i , conditioned on the event that the action subset A(k) has already been selected and a i [ A(k) too. The scaled probabilityp i ðkÞ is defined aŝ
where KðkÞ ¼ P a i 2AðkÞ p i ðkÞ is the sum of the probabilities of the actions in subset A(k), and
The procedure of choosing an action and updating the action probabilities in a variable action-set learning automaton can be described as follows. Let A(k) be the action subset selected at instant n. Before choosing an action, the probabilities of all the actions in the selected subset are scaled as defined in (3). The automaton then randomly selects one of its possible actions according to the scaled action probability vectorpðkÞ. Depending on the response received from the environment, the learning automaton updates its scaled action probability vector. Note that the probability of the available actions is only updated. Finally, the probability vector of the actions of the chosen subset is rescaled as p i ðk þ 1Þ ¼p i ðk þ 1Þ Á KðkÞ, for all a i [ A(k). The absolute expediency and e-optimality of the method described above have been proved in [31] .
The Proposed Channel Assignment Algorithm
As described earlier, this paper taking advantage of learning automata proposes a dynamic frame length TDMA scheme called LA-TDMA for slot assignment in clustered wireless ad-hoc networks, where the intra-cluster communications are scheduled by a TDMA scheme, and a CDMA scheme is overlaid on the TDMA to handle interference-free inter-cluster communications. This means that our proposed method only aims at optimizing the channel assignment within the clusters, and does not consider the network clustering and inter-cluster communication issues. Indeed, like the previous works reported in the literature [22, 48, 49] , our channel access scheduling method is proposed for a clustered ad-hoc network, where using a network clustering algorithm the wireless hosts are grouped into clusters, and an interference-free inter-cluster communication is guaranteed by a CDMA scheme.
In the proposed method, to avoid the inter-cluster interferences, each cluster is assigned a different code. Since the number of available codes is limited, each code can be assigned to one or more clusters except the neighboring and potential hidden clusters. On the other hand, each cluster-head is in charge of a collision-free slot assignment within the cluster. To do so, the cluster-head uses a TDMA scheme, and divides its dedicated code into time slots to form the channels. Indeed, in our proposed method, intra-cluster communications are organized by an adaptive TDMA scheme with a dynamic frame length, and CDMA scheme is overlaid on the TDMA to handle the inter-cluster communications.
Due to the node mobility and node failures, the topology of the wireless mobile ad hoc networks frequently changes. This causes the network information lose its validity very soon. In these networks, the cluster membership is highly dynamic and hard to predict since the hosts can move freely and randomly anywhere [50, 51] . Applying the basic TDMA scheme with a fixed frame length in such dynamic clusters significantly reduces the utilization of the channel which is a scarce resource in ad hoc networks. On the other hand, the input traffic characteristics of the mobile hosts are not necessarily the same and so each host requires a fraction of the TDMA frame (or a set of time slots) proportional to its traffic load. As a result, the channel throughput will considerably decrease, if the same potion of the bandwidth is assigned to all the users. Regarding the above mentioned problems with the basic TDMA, this paper proposes a dynamic frame length TDMA scheme in which the channel utilization and reusability dramatically increases when an appropriate number of time slots is assigned to each host proportional to its traffic load.
In this method, after the network is clustered, each cluster-head is equipped with a (variable action-set) learning automaton. To form the action-set, each cluster-head assigns an action (of the action-set) to every one of its cluster members. That is, each cluster member is associated with an action, and so ''cluster member'' might be used instead of ''action'' or vice versa hereafter in this paper. Let a i ¼ fa j i host h j j is a member of cluster-head CH i } denotes the action-set of cluster-head CH
where a i ðkÞ denotes the cardinality of the action-set at stage k which is equal to the number of cluster members for cluster-head CH i in this stage. From (4), it can be concluded that all the cluster-members are initially chosen with the same probability. This means that the TDMA frame is initially subdivided into a i ðkÞ portions of the equal size and each is assigned to a user. As a result, all the hosts (within a cluster) are initially assigned the same portion of the channel. As the proposed algorithm proceeds, this portion changes proportional to the traffic load for each member as follows: At each stage, the cluster-head randomly chooses one of its possible actions according to its action probability vector. The clustermember corresponding to the selected action is permitted to transmit its packets for a time slot. Now, if the selected cluster member has a packet to transmit during the next time slot, the cluster-head increases the portion of TDMA frame assigned to this cluster member by rewarding the chosen action using (1) given in Sect. 2. Otherwise, this portion decreases by penalizing the selected action using (2) when the permitted cluster member has no packet to transmit. By this, the choice probability of a cluster member (for packet transmission) increases in future, if it has a packet to send, and decreases otherwise. Then, the cluster-head chooses one of its actions again according to the updated action probability vector and does the same operations as before. As the proposed algorithm progresses through successive iterations, the portion of the TDMA frame assigned to each cluster member converges to the proportion of time it has a packet to transmit. By this method, the channel utilization is maximized when the bandwidth portion taken by each cluster member is proportional to its need. In the beginning of each TDMA frame, an unused time slot is reserved for the new arrived hosts to transmit the control packets for requesting a slot assignment. Thus, no data packets are transmitted in this slot. Figure 2 shows the pseudo code of the proposed channel assignment procedure which is run at each cluster-head CH i .
When a host joins a cluster, it initially sends a JREQ (Join REQuest) message to the cluster-head. Cluster-head adds the sender's ID number to the cluster-member list as a newly joining member. It then updates its action-set and action probability vector as follows: Let us assume that cluster-head CH i receives a JREQ message from host h j at stage k, and let a i ðkÞ denotes the action-set of cluster-head CH i at stage k. Upon receiving a JREQ message, cluster-head CH i adds a new action to the action-set a i ðkÞ for the newly joining host (i.e., h j ) and defines its initial choice probability as
From now on, the newly joining host is taken into account by the cluster-head for channel access scheduling. The choice probability of the other actions (i.e., for all a 
From (5) and (6), it can be seen that the probability of choosing the newly joining host h j is subtracted from the choice probabilities of the other members proportional to their values.
When a host (or cluster member) decides to leave the cluster, it sends a LREQ (Leave REQuest) message including the sender's ID and receiver's ID (i.e., ID of the cluster-head) to its cluster-head. Upon receiving the LREQ message, clusterhead checks the received message to see if its ID matches to the receiver's ID. If so, the cluster-head performs as follows: Suppose that cluster member h j sends a LREQ message to its cluster head (i.e., CH i ). Cluster-head CH i first updates the choice probability of the other members (i.e., for all a Then, cluster-head CH i sets the choice probability of the leaving host h j to zero. Finally, it removes the sender's ID from the cluster-member list, and prunes its own action-set by disabling the action associated with the leaving cluster member h j forever as described in Subsection 2.1 on variable action-set learning automata. From (7), it is obvious that to update the probability vector of the new action-set, the probability of choosing the leaving host must be distributed among the other members proportional to their values. At each stage, the updating schemes given in (6) and (7) guarantee that the choice probability of the cluster-members sum up to one.
Although a LREQ message can be used to notify the cluster-head that a host is leaving the cluster, in our proposed method no explicit control message (e.g., LREQ message) is required to leave a cluster. This is because when a host leaves the cluster, the cluster-head receives no more packets from the leaving host and as given in Channel Assignment procedure after a short period of time the portion of the TDMA frame assigned to the leaving host approaches zero as the probability of choosing this host (to access the channel) converges to zero.
The main superiority of the proposed method over the others is that it does not need to reserve a large number of unused time slots for the new arrived hosts. In this method, each host is assigned a time slot as soon as it joins the cluster, and its bandwidth portion is adjusted proportional to its need. The assigned time slots are withdrawn and given to the other members, when a member leaves the cluster. Another advantage of the learning automata-based proposed method is the adaptation to the changing traffic conditions (environment). Therefore, unlike the other approaches reported in the literature [15, 16, 21, 22] , we assume that the traffic load varies with time. Under such an assumption, the random environment, wherein the learning automata operate, is a non stationary environment in which the penalty probabilities are directly proportional to the traffic load and vary with time. When the traffic load of a given host changes, the bandwidth portion assigned to the host may not be appropriate anymore, and needs to be tuned again. In this case, the proposed method adjusts the penalty probability associated with this host proportional to its traffic load changes. New penalty probability leads the clusterhead to a new channel scheduling strategy by which a proper portion of the TDMA frame (bandwidth) is assigned to each cluster member. This results in adaptation to the network changing traffic conditions.
In learning automata theory, choosing the (proper) learning rate is the most challenging issue. In learning automata-based algorithms, the complexity of algorithm (e.g., computational and communicational complexity) is inversely proportional and the response error rate is directly proportional to the learning rate. In fact, the solution optimality increases as the learning rate decreases. This is because the learning automaton is capable of exploring almost all possible solutions and choosing the optimal one, if the learning rate is chosen small enough. On the other side, in ad hoc networks where the hosts suffer from the strict resource limitations, the communication and processing overheads should be kept as low as possible and so the learning rate cannot be selected very small. As a result, the learning rate must be selected so that a trade-off between the costs of algorithm and its optimality can be achieved. In this paper, we tried different learning rates and found that a good trade-off can be made when the learning rate is set to 0.1. In the proposed channel assignment algorithm, the traffic load placed on each host (arrival rate) is assumed to be a random variable with unknown parameters (i.e., the network condition is non-stationary). In stationary conditions, where the network parameters (e.g., traffic load on the hosts) are assumed to be fixed, the convergence to the unique optimal solution (i.e., channel assignment strategy) is feasible. However in non-stationary conditions, where the optimal channel allocation strategy changes over time, the algorithm cannot converge to the optimal strategy of a snapshot of the network for ever, since it is not any longer valid after changing the network conditions. In this case, as the network conditions change the penalty probabilities also change and force the learning automaton to update the action probability vector toward the new optimum configuration. Under such circumstances, the learning automaton tries to find new optimal strategies upon changing the conditions. Therefore, to minimize the negative impacts of the variable traffic load on the channel utilization, the proposed algorithm attempts to find the channel allocation strategy under which the TDMA frame portion which is assigned to each host converges to the mean of distribution of its random load as the learning process proceeds.
Experimental Results
To investigate the performance of the proposed channel access scheduling scheme, we have conducted several simulation experiments in two sets. The first set of the simulation experiments compares the results of the proposed scheme with those of CS-DCA [21] (which is a channel segregation-based channel assignment method proposed by Akaiwa and Andoh) and Hybrid-DCA [22] (which is a dynamic channel assignment strategy proposed for clustered wireless ad-hoc networks by Wu). In this set of experiments, the proposed algorithm is compared with CS-DCA and Hybrid-DCA in terms of channel utilization, blocking rate, slot utilization and throughput. In the second set of the experimental simulations, the efficiency of the proposed algorithm is compared with DTSA [15] (which is a dynamic TDMA slot assignment protocol proposed by Kanzaki et al.) and DFLCA [16] (which is a dynamic frame length TDMA scheme based on expansion and recovery methods proposed by Wu) in terms of channel utilization, control overhead, and slot utilization. Since in CDMA/TDMA schemes the TDMA improvements have not received the attention they merit, the aim of the second set of the simulation experiments is to show the performance of the proposed channel assignment scheme in contrast with the pure TDMA schemes [15, 16] in which the slot assignment issues are only considered.
In our simulation scenarios, an ad-hoc network consisting of mobile hosts is modeled in which the hosts are randomly and uniformly distributed within a twodimensional simulation area of size 1,000(m) 9 1,000(m). Each mobile host moves according to a random waypoint mobility model with zero pause time and host speed (fixed at) 5(m/s). The number of hosts ranges from 10 to 100 with increment step of 10. Each host is modeled as an infinite-buffer, store-and-forward queuing station. The radius of the transmission range of all hosts is set to be the same which is 250(m) throughout the simulation process. The channel bit rate is fixed at 2 Mbps, and the TDMA frame is subdivided into 64 transmission time slots of the equal length 4096 Byte. The first time slot of each TDMA frame is reserved for the control packets and the remaining slots are used to send data packets. Each simulation experiment is executed for 1,000 s. For each host, the arrival of the new connections is Poisson distributed with arrival rates (mean) k = 5, 10, 15, and 20 connections per minute. The duration of the connections is assumed to be exponentially distributed with mean 0.2. In each simulation experiment, an arrival rate k is randomly drawn from set {5, 10, 15, 20} according to a uniform distribution and assigned to each host for generation of connection requests. That is, the traffic load placed on each host during a single simulation is a random variable having a Poisson distribution with a randomly selected parameter k. The proposed method does not aim at optimizing the number of clusters or the number of codes assigned to the clusters. Therefore in simulation scenarios conducted for our proposed algorithm, the cluster formation and cluster maintenance mechanisms are supported by the clustering algorithm proposed in [52] . We also assume that a unique code is drawn from an infinite pool of free codes and assigned to each cluster. Our proposed algorithm is then implemented on such a network set up. The reward and penalty parameters of our algorithm are set to 0.1 and 0, respectively. The simulation results are averaged over 50 runs. In conducted experiments, the efficiency of the above mentioned channel assignment schemes is measured in terms of the following metrics of interest.
• Channel utilization This metric is defined as the ratio of the number of time slots assigned to the host to the total number of time slots in TDMA frame (or frame length). The channel utilization for the whole network is calculated as the average channel utilization of the hosts [53] . Our proposed channel assignment algorithm aims at assigning a portion of bandwidth to each host proportional to its need, and so it is expected to improve the channel utilization. This metric represents how much effective an algorithm assigns the channel.
• Control overhead This metric is defined as the average number of control packets related to the channel access scheduling process. In a CDMA/TDMA network, it is divided into three parts, namely clustering overhead, code assignment overhead, and slot assignment overhead. In this paper, since the proposed method only considers the slot assignment problem, we compute the control overhead regardless of the clustering and code assignment overhead. Such a control overhead is defined as the average number of (non-data) control packets related to slot assignment process generated per unit time. Due to the scarce bandwidth in ad-hoc networks, this metric must be reduced as much as possible.
• Blocking rate Blocking rate is defined as the ratio of the average number of the blocked connections due to the lack of free slots to the total number of connection requests.
• Slot utilization This metric is defined as the percentage of the used slots. Since in our proposed method the slots are assigned on demand and proportional to the traffic load, we expect that it increases the slot utilization rate.
• Throughput This metric is defined as the ratio of the average number of packets transmitted per slot to the total number of packets that can be transmitted per slot. The traffic load of the various hosts is different in realistic scenarios, so this metric can be optimized by our proposed algorithm in which the bandwidth portion (number of slots) assigned to each host is proportional to its traffic load. Figure 7 shows the channel utilization of CS-DCA [21] , Hybrid-DCA [22] , and our proposed algorithm (LA-TDMA) as a function of the number of hosts. From the results shown in Fig. 3 , it is clear that LA-TDMA significantly outperforms CS-DCA and Hybrid-DCA in terms of channel utilization. This is due to the fact that in LA-TDMA, the cluster-head reserves no free slots and assigns a time slot to each host as soon as it joins the cluster. Comparing the curves of CS-DCA and Hybrid-DCA depicted in Fig. 3 , we observe that the rate of channel utilization in Hybrid-DCA is considerably higher than that of CS-DCA. This is because Hybrid-DCA has the global knowledge of the code assignment in the hidden cluster, and so provides a higher channel spatial reuse. From the results, it can be also seen that for all algorithms the channel utilization slightly decreases as the number of hosts increase.
The average number of time slots used (slot utilization) in CS-DCA [21] , Hybrid-DCA [22] , and LA-TDMA versus the network size is shown in Fig. 4 . The obtained results show that Hybrid-DCA considerably outperforms CS-DCA in terms of slot utilization. This is because CS-DCA uses a larger set of codes to assign the clusters. This increases the number of unused time slots of each code in CS-DCA compared to Hybrid-DCA. For LA-TDMA, since the codes are chosen from a large set (an infinite pool) of codes, the same conclusion holds true. But on the other side in LA-TDMA due to an adaptive slot assignment method with a dynamic frame length, the number of unused slots will be minimized and so the rate of slot utilization in Hybrid-DCA is very close to (only slightly better than) LA-TDMA. Figure 5 shows the average throughput of LA-TDMA, CS-DCA [21] , and Hybrid-DCA [22] as a function of the number of hosts. As expected, it is observed from the results given in Fig. 5 that LA-TDMA has a much higher throughput as compared with CS-DCA and Hybrid-DCA. This is because LA-TDMA assigns a portion of TDMA frame to each host proportional to its need (traffic load). Furthermore, in LA-TDMA the slots assigned to the leaving hosts are immediately distributed among the remaining members. From the obtained results, it can be also seen that the throughput of Hybrid-DCA is very close to that of CS-DCA and only for the number of hosts larger than 60 Hybrid-DCA slightly outperforms CS-DCA. Figure 6 shows the number of blocked connections due to the lack of free slots in the proposed method, CS-DCA [21] , and Hybrid-DCA [22] . Comparing the curves of different schemes depicted in Fig. 6 , we observe that LA-TDMA has a lower blocking rate in comparison with CS-DCA and Hybrid-DCA. In LA-TDMA, no slot is reserved for the new hosts, the probability of choosing the slots assigned to the leaving hosts are immediately distributed over the other cluster-members, and the number of slots assigned to each host is proportional to its traffic load. Due to the above mentioned reasons, LA-TDMA shows better results as compared to CS-DCA and Hybrid-DCA. Comparing the results shown in Fig. 6 , it is observed that CS-DCA outperforms Hybrid-DCA in terms of the blocking rate. As mentioned earlier, this is due to the fact that CS-DCA uses a larger number of codes than Hybrid-DCA. The second group of our experiments investigates the performance of LA-TDMA in contrast with DTSA [15] , and DFLCA [16] in terms of channel utilization, control overhead, and slot utilization. Figure 7 shows a channel utilization comparison between our proposed algorithm, DTSA, and DFLCA. From the results shown in this figure, we observe that the rate of channel utilization in DTSA is lower than that in DFLCA. This is because DTSA does not support any (frame length) recovery mechanism for reorganization of the unassigned time slots. This deficiency drastically reduces the percentage of the assigned time slots and so degrades the channel utilization. In LA-TDMA, each host is assigned a portion of the TDMA frame proportional to its need (traffic load), and unassigned time slots are immediately recovered and distributed among the other cluster members. So, LA-TDMA is expected to perform better as compared to DTSA and DFLCA. The results shown in Fig. 7 confirm the anticipation. These results also reveal that the channel utilization decreases as the number of host increases. Figure 8 shows the average number of time slots used in LA-TDMA, DTSA [15] , and DFLCA [16] as a function of the network size. The results show that our proposed algorithm significantly outperforms the others, DFLCA lags far behind it, and DTSA has the worst results. Figure 9 shows the total number of control messages (per second) generated by LA-TDMA, DTSA [15] , and DFLCA [16] as a function of the number of hosts. From the results shown in this figure, it is clear that LA-TDMA is superior to DTSA and DFLCA in a control overhead point of view. This is due to the fact that LA-TDMA needs no explicit control message for adjusting the length of the TDMA frame (or updating the action probability vector). LA-TDMA exploits the rate of the packets transmitted by each host to adjust the bandwidth portion needs to be assigned to the host. As shown in this figure, the control message overhead of DFLCA is considerably higher than that of DTSA. This is because DFLCA uses a frame recovery mechanism in which a large number of request and confirmation packets should be sent. Furthermore in DFLCA, the increase in the channel spatial reuse is achieved by exchanging extra control information.
Conclusion
In this paper, we proposed an adaptive learning automata-based slot assignment algorithm for multi-hop clustered wireless ad-hoc networks when the input traffic parameters are unknown. This method is recommended for clustered CDMA/ TDMA networks in which the cluster-head is responsible for a collision-free slot assignment within the cluster. The aim of this paper is to show the capability of learning automaton as a random probabilistic learning technique to recognize the parameters of an unknown traffic distribution and to find the optimal slot allocation strategy. Based on this information, cluster-head assigns a portion of the TDMA frame to each member proportional to its traffic load. To show the superiority of the proposed channel assignment scheme over the existing methods, we conducted two sets of simulation experiments. In the first experiment set, we compared our proposed method with two well-known CDMA/TDMA schemes called CS-DCA and Hybrid-DCA, and in the latter set we compared it with two dynamic frame length slot assignment schemes called DTSA and DFLCA. The results showed that our proposed method outperforms the others in most cases. Number of Hosts Control Overhead (Msg/Sec) LA-TDMA DFLCA DTSA Fig. 9 Control overhead versus the number of hosts
